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ACRONYMES

SA Simulated Annealing
GA Genetic Algorithm
PSO Particle Swarm Optimization
KKT Karush-Kuhn-Tucker
MOGA Multi-objective genetic algorithm
MOSA Multi-objective simulated annealing
FPA Flower pollination algorithm
SPEA Strength Pareto evolutionary algorithm
MOPSO Multi-objective particle swarm optimization
MSSA Multi-objective salp swarm algorithm
NSGA II Non-dominated sorting genetic algorithm II
SOS Symbiotic organisms search
VEGA Vector evaluated genetic algorithm
MOEA/D Multi-objective evolutionary algorithm based on decomposition
NSGA III Non-dominated sorting genetic algorithm III
MOEA/DD Multi-objective evolutionary algorithm based on dominance and decomposition
IBEA Indicator-based evolutionary algorithm
SMS-EMOA s-metric selection evolutionary multi-objective optimization algorithm
DWU Dominance-weighted uniformity
GD Generational distance
GD-MOEA Generational distance-based multi-objective evolutionary algorithm
CDAS Controlling dominance area of solutions
SDR Strengthened dominance relation
SQA Simplified quadratic approximation
QAP Quadratic assignment problem
MIP Mixed integer programming
LP Linear programming
NLP Nonlinear programming
IP Integer programming
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MINLP Mixed integer nonlinear programming
FLP Facility layout problem
DSO Dynamic space ordering
DFLP Dynamic facility layout problem
DEA Data envelopment analysis
PSA Pareto simulated annealing
BRKGA Biased random-key genetic algorithm
SCHN1 Schaffer function N1
SCHN2 Schaffer function N2
POL Poloni function
QUAD Quadratic function
FON Fonseca function
CT Computational time
SD Standard deviation
MOKP Multi-objective knapsack problem
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NOTATIONS

x Variables
f Objectives
g Inequality constraints
h Equality constraints
P Current population
N Population size
P ′ New population
(LB,UB) Global boundaries
(lb, ub) Local boundaries
τ Interval parameter
A Archive
CD Crowing distance
M Archive size
t Temperature
R Rank of current population
R′ Rank of new population
tf Final temperature
t0 Initial temperature
∆ Diversity metric
ci Component i
si Solid component i
vij Virtual component j of si
n Number of component
ni Number of virtual component attached to si
(xi, yi) Coordinates of si
(wi, hi) Size of si
(xLi

, yBi
, xRi

, yTi
) Left, Bottom, Right, Top side location of si

(xij, yij) Coordinates of vij
(wij, hij) Size of vij
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βs Solid components density
βv Virtual components density
βsv Components density
βc Components capacity
a Available space
(xa, ya) Coordinates of available space a
(wa, ha) Size of available space a
(xLa , yBa , xRa , yTa) Left, Bottom, Right, Top side location of a
mi Mass of si
(xci

, yci
) Gravity center of si

(Xgra, Ygra) Gravity center of all solid components
(X ′gra, Y ′gra) Geometry center of container
(W,H) Size of container
ωij Activity factor between ci and cj
dij Distance from center of si to sj
aik Overlap between si and sk
akj Overlap between sk and vij
aij Overlap between si and vkj
Aik Overlap between ci and ck
a Available Space of virtual components
a′ Available Space of solid components
c Component placement order
αxij

Relative position of x-coordinate between component ci and cj
αyij

Relative position of y-coordinate between component ci and cj
(wr, hr) Accessible space required by the user
p Component configuration sequence
I Infeasible violation
z Container area
l Number of sub-containers
r Assignments of components
β̂c Minimum occupied space
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INTRODUCTION

Problem statement

The layout problems are inherently multidisciplinary tasks. The applications can be
the space radiator design [1], the chip layout design [2], the vehicle layout design [3], the
architecture layout design [4], the manufacturing systems layout design [5] and so on.
Excellent layout design can effectively improve the system performance. The problems
are generally concerned with finding the optimal arrangements of components(i.e., equip-
ment, machines) inside the container(i.e., workshop, plant) to optimize the objectives and
respect geometrical and functional constraints. The most encountered components are
represented by rectangles with determined sizes [6] or determined area [7]. No component
overlap and no container protrusion are the common geometrical constraints, while ori-
entation or alignment is to define functional relationships between components [8]. The
functional constraints specify the requirements to ensure the system’s proper function-
ing. A majority of studies optimize, for example the mass distribution related to mobile
spacecraft layout [9], or the adjacency requirement [10] and the material handling cost
[11] in facility layouts.

Without optimization techniques, the layout problem of the industrial environment
cannot be solved successfully. However, the constraint satisfied region, the non-linear and
non-convex objective of layout formulation make the optimization complex in nature. The
constraints satisfied solutions can be obtained by penalizing the constraints violations in
the objective function or generated from the feasible designs domains [12]. The most
commonly encountered layout problems have multiple objectives that need to be opti-
mized. In fact, multi-objective problems can be solved by single-objective optimization or
multi-objective optimization techniques. The former case transforms multiple objectives
into an aggregation function using predefined weights, so there is a corresponding single
solution. In the latter approach, a multi-objective optimizer considers multiple objectives
simultaneously and aims to find a set of compromised solutions, known as the Pareto
front. Moreover, the optimization process can be used as decision support for the de-
signer. When faced with multiple choices under risk and uncertainty, the decision-maker
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may select the layout design to achieve the best compromise of system performance.

Thesis objectives

The thesis objectives are described below:

1. Understand the main difficulties confronted with layout optimization.

2. Design a generic layout model and interactive environment.

3. Develop an effective multi-objective layout optimization approach.

4. Extend the application to more complex layout problems.

Organization and contribution of the thesis

The following is a summary of our main contributions:

1. A population-based simulated annealing algorithm for multi-objective problem
without using an external archive is proposed. The dynamic selection preserves
the non-domination and distributed solutions in the population. It is a simple-
structured algorithm with the advantage of ease of implementation.

2. A new layout model addressing accessibility is presented. The novel layout model
consists of novel components definition where virtual spaces associated with solid
components represents the accessibility of component. Accessibility is an important
functional requirement in the field of layout design.

3. Two indicators are defined for layout optimization: capacity index measures the
optimization difficulty and provides a priori information on the layout optimization
feasibility; similarity indicator evaluates the similarity of obtained layout alterna-
tives and helps the expert select the final decision.

4. An efficient placement algorithm for the layout configuration construction is de-
veloped. The placement, not only guarantees non-overlap of components, but also
introduces the idea of connection path ensuring accessibility of components. It cir-
cumvents the difficulty arising from the designed constraints and generates more
alternatives than comparative optimizers.

5. A multi-objective layout optimizer that integrates accessibility analysis within
population-based simulated annealing method is proposed to conduct the opti-
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mization in the feasible alternatives that respect all constraints. It demonstrates
the effectiveness and portability of the proposed layout optimization algorithm.

The organization of the thesis is as follows:

Chapter 1 Provide a literature review of multi-objective optimization algorithms and
optimization of layout problems. It describes the fundamental concepts, the classical
optimization approaches and the archive effects, followed by details on strategies that try
to improve the convergence and diversity in multi-objective optimization. The following
sections introduce the layout problem, including the representation, the formulation, and
the optimization approaches.

Chapter 2 Study the population-based simulation annealing algorithm considering the
external archive for the multi-objective problem. We explained the general framework
and investigated the performances of archive-based and archive-free cases. The compari-
son is carried out on continuous and combinatorial benchmark instances with the known
multi-objective optimization method. In particular, the convergence resistance and im-
provement is further studied.

Chapter 3 Present a new layout model that takes into account component accessibility
and designed interaction tools for layout problems. First of all, the component definition,
design constraints and objectives are detailed. Then a capacity indicator is proposed
to evaluate the layout optimization difficulty. Finally, an interactive environment which
allows integrating mathematical optimization is presented, with a focus on similarity
analysis applied to obtained layout alternatives.

Chapter 4 Describe our contribution to multi-objective layout optimization that inte-
grates accessibility analysis within simulated annealing method. The accessibility analysis
is conducted by the constructive placement. The placement procedure and the placement
strategy comparisons are described in detail. After that, the ideas of multi-objective lay-
out optimization with the proposed multi-objective simulated annealing and placement is
presented whereas the optimization of multi-container layout is then detailed.

Chapter 5 Apply the proposed approach to several industrial layout problems and
discuss the optimization results. For each application, all the steps of the method are
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introduced: the problem description, the capacity analysis, the resolution of the problem,
as well as the similarity analysis for later interaction. A general conclusion can be deduced
on the optimization performance that efficient placement satisfying constraints will lead
to an effective optimizer and enable a truly interactive optimization process.
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Chapter 1

LITERATURE REVIEW

1.1 Introduction

Mathematically speaking, optimization aims to find the solution, i.e. one or multiple
decision variables, by maximizing or minimizing the given function(s) while respecting a
number of constraints. Thus, two kinds of optimization problems are classified in the liter-
ature: single-objective and multi-objective optimization problems. In the past, determin-
istic optimization, for example, gradient-based, was the most commonly used technique.
Gradient-based methods start with an initial point and search near the solution space
based on the gradient information. It proves that gradient-based methods converge faster
compared to stochastic approaches but cannot easily solve non-convex cases. Stochastic
approaches are suitable for global search because they are able to explore and find promis-
ing solutions with reasonable computational time in the search region. These algorithms
demonstrate high performance for practical optimization applications in different areas
e.g. layout problems.

The Cutting & Packing (C & P) problem is common in the industry. A cutting
problem aims to maximize the number of placed components inside the container and a
packing problem refers to minimizing the number of used containers to place all com-
ponents. In a layout problem, the components representation, the objectives, and the
constraints may be different. For example, the components are geometrically connected
in a C & P problem whereas the components placement functional connected in a layout
problem. Layout problems refer to finding optimal arrangements of several components in
the container area. The main procedure of a layout problem usually starts with the prob-
lem representation, followed by problem formulation, then problem optimization. The
designer defines the problem description (data and requirements). The information will
be translated into problem formulation and output as a model solved by optimization
techniques. Various methods have been developed to solve layout problems, which can be
divided into two broad categories i.e. exact and meta-heuristic approaches. This chapter
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provides a comprehensive review of completed and under-explored research on the layout
problems and optimization.

1.2 Multi-objective optimization

1.2.1 From single- to multi- objective problem

In practical optimization applications, usually a single objective or multiple objectives
need to be optimized. In the single-objective problem, only one objective function is taken
into account (assuming minimization). It could be expressed as follows:


variable x = (x1, x2...xn)T

min f(x)
s.t. g(x) ≤ 0,h(x) = 0

(1.1)

where the objective f is a function of n-dimensional variable x, g(x),h(x) are inequality
and equality constraints. A global optimal solution achieves the minimum objective value,
as shown in Fig. 1.1.

Figure 1.1 – Single-objective single variable minimization f1(x).

The multi-objective problems involve more than one goals, which are usually conflict-
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ing. The multi-objective problem is defined by:
variable x = (x1, x2...xn)T

min f(x) = f1(x), f2(x), ...fk(x)
s.t. g(x) ≤ 0,h(x) = 0

(1.2)

where f is the vector of k objective functions to minimize (or maximize). Single-objective
optimization aims to find the best solution that achieves the maximum or minimum
objective value. On the contrary, multi-objective optimization refers to finding multiple
compromised solutions rather than a single optimal solution, widely known as Pareto
front. Fig.1.2 illustrates a multi-objective problem of bi-dimensional variables and two
objective functions, where the feasible design space is projected onto the corresponding
objective space. Similarly, if one of the objectives aims to maximize, Fig. 1.3 presented
the possible shape of the corresponding Pareto front.

Figure 1.2 – Multi-objective bi-dimensional variable (left) minimization (f1(x), f2(x))
(right).

1.2.2 Resolution methods

In single-objective optimization, different optimization methods, including determin-
istic and stochastic, are available in the literature.

• Deterministic methods have no random behaviour and find the same solutions
under the same conditions, for example, gradient-based methods. They are reliable
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Figure 1.3 – Multi-objective bi-dimensional variable minimization (f1(x),−f2(x)).

but may converge to a local optimum (depending on the start point), as shown in
Fig. 1.4.

Figure 1.4 – Gradient-based optimization of single-objective single variable.

• Stochastic methods benefit from random behaviour and find different solutions,
even if they start from the same start point. The stochastic operators i.e. crossover
and mutation of genetic algorithms facilitate avoiding local optima. These meth-
ods include, among others, Simulated Annealing, Genetic Algorithm and Particle
Swarm Optimization:

Simulated Annealing: SA originates from the phenomenon of crystallization
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and is the representative of individual-based approach [13]. It begins with
a random solution and generates the new neighborhood solution. Accept solu-
tions with decreasing cost, while accepting solutions with increasing cost with
probability defined by the cost and temperature, which enables uphill moves.
Fig. 1.5(a) illustrates the principle of SA optimization process.

(a) SA optimization (b) GA optimization

Figure 1.5 – SA and GA optimization principle.

Genetic Algorithm: GA is one popular population-based evolutionary method
[14]. Based on the concept of the best survival, it imitates the Darwinian
evolution mechanism to achieve sub-optimal solutions through crossover and
mutation operators. Fig. 1.5(b) illustrates the theory of GA optimization pro-
cess.

Particle Swarm Optimization: PSO is a swarm-based algorithm that simulates
the collective behaviour of birds in navigating and hunting [15]. It randomly
initializes multiple particles over the search space and dynamically adjusts par-
ticles motions based on itself and other particles to find the global best position
after a number of iterations.

Regardless of the differences between evolutionary and swarm-based techniques,
they both improve a set of solutions during optimization process. If an algorithm
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improves only single solution, it is called an individual-based algorithm. If a set of
solutions is improved, it is referred as a population-based algorithm. Individual-
based algorithms are advantageous due to the small number of function evaluations
and the simplicity of the overall optimization process. However, the probability
of local optima is very high. Population-based algorithms are capable of avoiding
local solutions and exchanging information about the search space.

The multi-objective problems could be resolved via single-objective optimization tech-
niques and multi-objective optimization techniques. Ideally, they aim to find multiple
solutions that are well-distributed and close to the theoretical Pareto front, namely di-
versity and convergence. To achieve these goals, various approaches have been developed
that could be classified into the followings groups:

• Based on scalarization

• Based on Pareto domination

• Based on decomposition

• Based on indicator

• Based on interaction

Based on scalarization

The scalarization transforms a multi-objective problem into an equivalent single-
objective problem. The weighted sum approach is one of the most intuitive ways to
perform the transformation. The formulation is given below:min ∑k

i=1 wifi(x)
s.t.

∑k
i=1 wi = 1

(1.3)

where wi is the weight assigned to each objective function fi, i = 1, 2, ..., k, which reflects
the designer’s preference. Varying the set of wi will generate different problem formulation,
that is, corresponding to different optimal solution. Considering the scale difference among
objective functions, it is necessary to use a non-dimensional transformation:

min ∑k
i=1 wif

′
i(x)

s.t.
∑k
i=1 wi = 1 f ′i(x) = fi(x)−fmin

i

fmax
i −fmin

i

(1.4)
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where fmin
i and fmax

i are the minimum and maximum values of i-th objective function.
The normalization transforms the objective function into an interval between zero and
one. With enough weight combinations, it is possible to approximate the true Pareto
front with consistent weights modifications in each run. The equivalent single-objective
can be solved by any single-objective optimization algorithms. Some of the literature that
uses the weighted sum method is reviewed below.

Gradient method uses the negative gradient direction of the objective function as the
search direction, also known as the steepest descending method. Similarly for multi-
objective optimality, a necessary condition is defined using the objective gradients, widely
known as the Karush-Kuhn-Tucker (KKT) condition. A gradient-based method was de-
veloped to efficiently track the Pareto front in bi-objective problems [16]. There are two
steps: the first is named go-to-Pareto, which optimizes the weighted sum objective func-
tion to find one start point on the Pareto front; the second is called move-on-Pareto,
which moves a point on Pareto front to an infeasible solution reducing one objective while
maintaining the other objectives, and then minimizes the distance using the predicted
point that satisfy Karush–Kuhn–Tucker (KKT) condition as a good initial point to find
a new solution on Pareto front. In gradient-based optimization, there is high possibility
that stuck in a local optima because the gradient at any local optimal is zero.

A multi-objective genetic algorithm (MOGA) uses the weighted sum of objective func-
tion values to select individuals [17]. For each selection, the weights assignment to the
objective functions are random rather than constant. It is relatively simple and efficient,
but the performance is highly dependent on the weight distribution.

Similarly, a multi-objective simulated annealing (MOSA) was developed which trans-
forms the objectives into a scalar function [18]. The scalar function, defined by the
weighted sum objective function value, is minimized by the scalar SA optimizer.

The recently developed flower pollination algorithm (FPA) mimics the evolution of
flower pollination. It has been extended to solve multi-objective optimization problems
[19]. The proposed method is used to solve a set of multi-objective test functions, and the
weighted sum with random weights shows that the FPA with fast convergence is effective.

Nevertheless, a uniform distribution of weights rarely results in a good distribution of
solutions. For non-convex problems, continuously varying the weights may not necessarily
lead to a uniform distribution of points along Pareto front [20]. One multi-objective
problem is presented in Fig. 1.6. The set of compromised points forms the Pareto front
where the objective minimizes (f1(x),−f2(x)). And it may fail in finding the non-convex
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Figure 1.6 – Example of weighted sum approach (f1(x),−f2(x)).

Pareto front (in red) in the objective space.
ε- constraint method was presented as another single-objective optimization by con-

sidering the rest objective functions as constraints [21]. The general formulation is:
min fi(x)
s.t. fj(x) ≤ εj, j = 1, 2, ..., k, ∀j 6= i

(1.5)

where εj is a pre-defined parameter. It expresses the fact that the j-th objective func-
tion value should be smaller than εj during the optimization process. Fig. 1.7 shows a
two-dimensional representation of the ε-constraint method. The combination of selected
objective and constraints will give different optimal solutions. It can be used for both
convex and non-convex problems. The Pareto front can be obtained by systematic vari-
ation of εj. However, improper εj can result in a problem formulation with no feasible
solution.

Thus, an alternative approach divided the objectives into two groups: control group
contains only one selected function, performance group collects the rest [22]. The proposed
method is based on a priori information, i.e. which objective should be selected as a
control function. To apply the proposed method, the performance functions, is replaced
by the KKT necessary condition. The single-objective problem optimizes the control
function over the Pareto set, which results from the optimization problem consisting of
the performance functions group.

Many researchers implemented scalarization methods to solve multi-objective prob-
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Figure 1.7 – Example of ε−constraint method min(−f2(x), s.t., f1(x) ≤ ε1).

lems. Since these approaches integrate a priori information on the objective function, the
obtained solutions are highly preference-dependent. An incorrect formula may lead to
an invalid search region. Multi-objective problems require multi-objective optimization
techniques, even though it is challenging to accurately obtain high-quality Pareto front.

Based on the Pareto domination

To overcome the difficulties arise from the scalarization methods, researches turned to
developing alternative approaches. One classic method is based on the Pareto domination,
where a set of solutions is moved to the Pareto front. Assuming that all objective functions
are minimizations, the domination can be expressed as: ∀i = 1, 2, ..., k, fi(x′) ≤ fi(x)

∃j = 1, 2, ..., k, fi(x′) < fj(x)
(1.6)

In fact, f(x′) dominates f(x) if f(x′) is no worse than f(x) for all objectives and
f(x′) is better than f(x) for at least one objective. For instance, a multi-objective
minimization considers two objectives (f1,−f2) in Fig. 1.8. It is assumed that there is
no prior information on objective importance. Point B dominates point C where point
B is better than point C in both objectives. And point A and B are non-dominated to
each other where point B is better than point A in f2 but is worse in f1. All these non-
dominated solutions are known as Pareto front. Pareto domination optimization methods
approach the entire Pareto front by evaluating the multiple objectives directly.
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Figure 1.8 – Multi-objective minimization (f1(x),−f2(x)).

Strength Pareto evolutionary algorithm (SPEA) stored the non-dominated solutions
externally [23]. A clustering method maintains the diversity and ensures that the number
does not exceed the archive size. The fitness assignment is determined by the number of
dominated solutions and ensures that the search direction is towards the non-dominated
regions.

Multi-objective particle swarm optimization (MOPSO) used the external repository
to keep non-dominated solutions [24]. The theoretical basis of this method is the same as
the PSO method, with the addition of repository and dominance concepts. In the swarm,
each particle has a corresponding position and velocity. Each particle changes its position
according to the velocity deduced from the best particle position and the leader of the
repository member.

Multi-objective salp swarm algorithm (MSSA) implemented a mathematical model
to update the position of leading and following salps [25]. A repository was designed
and applied to preserve non-dominated solutions obtained so far and the food source
was chosen from the non-dominated solutions with the least number of neighborhood
solutions.

A multi-objective simulated annealing (MOSA) was developed using domination inside
state difference probabilities [26]. The algorithm compares the domination between the
current solution and new solution, the new one is accepted if the new solution dominates
the current solution. This is similar to the acceptance mechanism of a smaller objective
function value in single-objective SA. A number of independent individuals are used to
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search for Pareto front without exchanging of information between them.
One presented a multi-objective simulated annealing based on dominance amount [27].

During optimization process, an archive is applied to keep all solutions discovered as yet.
For any new solution, compare it to the archive members. If some members in the archive
are dominated by the new solution, replace them with the new solution. Thus, the size
of archive is varying while the population size of GA is constant. Besides, the energy
of a solution is measured using the amount of solutions that dominate itself. However,
if the archive has few members, the comparison to the archive becomes less useful. To
overcome the issue, an attainment surface is created by adding some temporary states to
the archive. An attainment surface is defined in the objective space containing the points
dominated by the elements of the archive members. The domination amount makes
the search gradually proceed to the region where the global optimal solutions exist, and
ensures that it is likely to jump out of local search.

Non-dominated sorting genetic algorithm-II(NSGA-II) was implemented based on fast
non-dominated sorting and elitist selection techniques in multi-objective optimization [28].
The fast non-dominated sorting strategy is designed to assess the domination of individual
in the population. Based on the individual’s dominance, the population is divided into
different subgroups where all individuals are ordered in accordance with the degree of
non-domination: the rank of the first non-dominated solution is equal to 1, then the rank
of all non-dominated solutions in the remaining solutions is equal to 2, the process is
repeated until all individuals are assigned to a rank, as shown in Fig. 1.9. It is effective to
assess the quality of each individual. In the population-based algorithm, the individuals in
population evolved with generations. Additionally, when it comes to selection within the
same ranked solutions, the NSGA-II computes the crowding distance on the relevant front
to measure the solution distribution. Solutions with higher crowding distances values are
preferred because they are in less visited areas.

Another nature inspired evolutionary algorithm, on the basis of the relationship be-
tween different organisms, lives and survives together, named symbiotic organisms search
(SOS) [29]. It is parameterless and requires initialization of population and number of
generation. It has three stages of mutualism, commensalism and parasitism. The recently
developed SOS has used fast non-dominated sorting to solve multi-objective problems [30].

Several cooperative co-evolutionary frameworks have also been involved. A two-archive
evolutionary algorithm C-TAEA adopts two collaborative archives at the same time in
the constrained multi-objective problem [31]: one, called the convergence-oriented archive
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Figure 1.9 – Multi-objective minimization (f1(x),−f2(x)).

(CA), mainly designed to push the population to the Pareto front using the fast non-
dominated sorting; the other, named the diversity-oriented archive (DA), primarily in-
clined to preserve the population diversity and explore the under-exploited area.

Multi-objective optimizations based on Pareto domination are domination-oriented
fitness assignments rather than objective-oriented fitness assignments. They have demon-
strated high performance on problems of two or three objectives. Nevertheless, if the
problems have more than three objectives to optimize, their performance degrades.

Based on decomposition

The multi-objective problem can be divided into multiple scalar optimization problems
and optimized collaboratively.

A vector evaluated genetic algorithm (VEGA), which decomposes the population
into disjoint sub-populations governed by each objective function, then mixes the sub-
population together, followed by traditional crossover and mutation operators [32]. It is
able to find the extreme solutions (in red) but fails to generate the all points in the Pareto
front, as shown in Fig.1.10.

Multi-objective evolutionary algorithm based on decomposition (MOEA/D) divides
the problem into several scalar sub-problems [33]. In each generation, it creates the new
solution based on several of its neighboring sub-problems and uses the best solutions found
so far for each sub-problem to form a new population. This is the main difference between
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Figure 1.10 – Example of VEGA minimization (f1(x),−f2(x)).

MOEA/D and a pure scalarization approach. Among them, the most popular aggregation
methods are weighted sum (is not applicable for non-convex), Tchebycheff (works for any
shape but has poor distribution), and penalty-based boundary intersection approaches
(balances convergence and diversity, but relies on weight vectors). The neighborhood
relationship between the sub-problems is measured using the distance between the weight
vectors. And non-dominated solutions found so far are preserved in an external population
(EP).

A number of MOEA/D based approaches have been studied, for example, the NSGA-
III evaluates the solution distribution using uniformly allocated reference points [34].
Solutions are linked with the closest reference point, and solutions associated with the
less visited reference points are preferred. Considering the convergence and diversity, the
augmented penalty boundary intersection is applied on each non-dominated fronts during
the selection phase [35].

MOEA/D does not use the concept of Pareto dominance to select solutions, where
a solution quality is evaluated by the predefined scalarization function. NSGA-III relies
on the decomposition idea to preserve population diversity, where the convergence is
governed by Pareto dominance. What’s more, a multi-objective evolutionary algorithm
based on dominance and decomposition (MOEA/DD) was developed [36] to enhance the
performance of MOEA/D by combining dominance relationships and decompositions.

Multi-objective optimization based on decomposition approaches transform the multi-
objective problem into several single-objective problems. The single-objective problem is
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designed for a different part of the Pareto front. They are applicable for any scalariza-
tion methods because of the flexible algorithm framework. However, they need a priori
information on where the Pareto front is located in objective space.

Based on indicator

Unlike the conventional Pareto domination multi-objective optimization, performance
indicator-based algorithms are theoretically well-supported alternatives. They adopt the
performance indicator(s) to evaluate the convergence and diversity of solutions and di-
rectly assign fitness value to each individual.

Various indicators have been studied in previous researches. Hypervolume [37] is
a widely used performance indicator. It quantifies the convergence and distribution by
calculating the area/volume dominated by the provided set of solutions about the reference
point. Typically, the indicator assigns better (higher) values to approximations of the
Pareto front that dominate more objective vectors than to approximations that dominate
fewer objective vectors. Furthermore, it is shown that given a reference point and a limited
search space, finding the Pareto optimal set is equivalent to maximizing hypervolume
value.

A hypervolume indicator maximization method was developed by searching along
its gradient ascent direction relative to design variables [38]. The Pareto front is the
geometric location of the point where the gradients of the objective function are collinear
and opposite. To substitute zero sub-gradient of the dominated point, five methods were
designed to guide these candidates to the Pareto front and the points turn into non-
dominated. Thus, hypervolume maximization can approach the Pareto front and increase
the diversity of points.

A general indicator-based evolutionary algorithm (IBEA) is proposed that uses the
hypervolume indicator for individuals comparisons and corresponding fitness assignments
[39]. The fitness of a solution is designed using the sum of the indicator values relative to
pairwise comparisons with all other solutions in the population and should be maximized.
It is confirmed that fitness proposal conforms to the Pareto dominance relation.

A s-metric selection evolutionary multi-objective optimization algorithm (SMS-EMOA)
aims to cover the largest hypervolume with limited number of points [40]. The ranking is
performed using the non-dominated sorting strategy. In addition, the hypervolume is used
to select individuals in the population. Individuals who contribute the least hypervolume
to the worst-ranked front should be abandoned.
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In addition to the hypervolume-based optimization, a dominance-weighted uniformity
(DWU) heuristic was designed, which considers the population distribution in the design
space and maintains the population convergence in the objective space [41]. The DWU
can be integrated into any multi-objective optimization approach as a selection criterion.

Generational distance (GD) is a classical convergence indicator [28]. For each point
of obtained solutions, GD quantifies distance between the point and the closest point
in the true Pareto front. Recently, the authors developed a generational distance-based
multi-objective evolutionary algorithm (GD-MOEA) [42]. In each generation, GD-MOEA
uses the non-dominated solution set as a reference set and computes the fitness of the
dominated individuals.

A novel multi-objective evolutionary algorithm used two-archive (TriMOEA-TA&R),
i.e. diversity archive and convergence archive [43]. Decision variable analysis leads the
search direction, and a niche-based clearing technique promotes diversity of the decision
space. At the same time, the diversity archive uses a clustering technique to ensure
diversity of the objective space. The convergence index is computed by summing the
objective values rather than Pareto domination, boosting the selection pressure towards
Pareto front. In the end, recombining solutions in the diversity and the convergence
archives to have a larger number of Pareto optimal set.

The indicator-based methods employ the performance indicator to optimize the ob-
tained solution for desired properties. It has been demonstrated promising results in
multi-objective optimization, especially with quite large numbers of functions.

Based on interaction

The methods described above are based on a priori preferences or a posteriori prefer-
ences. The former relies on the pre-defined parameters to convert the original problem
into single-objective problem. While the latter aims to approach the entire Pareto front.
Once the optimization finishes the optimization process, the expert could select the final
solution among the obtained solutions. Apart from that, an expert could modify problem
formulation and optimization criteria whenever needed for interactive optimization. Ul-
timately, the interaction aims to find more preferable optimal solutions using the expert
intelligence.

In order to identify promising areas, the Pareto navigator was designed to help the
decision maker to explore the Pareto front [44]. The interactive learning-oriented method
creates a polyhedral approximation of the Pareto front using a set of optimal solutions.
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Instead of computing the entire Pareto optimal solutions, it explores the Pareto front
interactively. Starting from the current Pareto optimal solution, the decision maker can
decide which objective is more important than the other in the design, augmenting that
objective at the expense of sacrificing currently less important objectives.

In some complex applications, it is challenging to seek the entire Pareto front with
good convergence and distribution during optimization without interaction. Instead of
specifying the preferences at the beginning of the problem description, the expert knowl-
edge helps the search procedure follow up their preferences. The interaction can take
place after a complete run or during the process.

An interactive optimization strategy based on GA combined with separation algo-
rithm was proposed to solve multi-objective problem [45]. It may be not easy to express
objectives explicitly using numerical values. So the interaction involves two steps: the
first is the interaction of the expert to select feasible solutions in the initial population of
GA; the second is that designer can interact in the environment and modify the obtained
solutions locally to improve their performances.

A multi-objective evolutionary optimization algorithm using interactive preference,
which applies three steps of ‘partitioning- updating-tracking’ to interactively express pref-
erences and consistently control interested area according to human cognition process [46].
The decision maker’s preference region is expressed and used to lessen the angle-defined
feasible objective space before the evolution of nadir point. Then, the preferences of
decision-maker are traced and updated dynamically based on satisfied alternatives in
the process of evolution. At last, individuals are selected and assessed according to the
preference regions in the population.

The hybrid approach developed in the study includes an interactive GA which com-
bines two different niche approaches to enable interactions between the expert and the
algorithm [47]. Incorporating niching methods into the approach preserves diversity and
avoids offering designers similar solutions. However, this approach requires designers to
directly intervene in the optimization algorithm, conducting the search direction to suit
their preferences. To avoid fatigue, the designer evaluates each of the representative
alternatives in the population.

Moreover, an interactive method was proposed for combining mathematical optimiza-
tion with expert in the architectural floorplan layout [48]. Interaction enables the designer
to dynamically change the optimization formulation by modifying, adding and removing
elements, objectives and constraints. The preference can be assessed by solutions com-
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parisons. Pairwise comparisons of solutions can be applied to tell whether one solution
is better than another, or if they are irrelevant or incomparable. Another approach is
to cluster a set of solutions into groups where solutions in each cluster are irrelevant or
incomparable. Comparing solutions needs relatively less cognitive burden. However, the
burden on experts may increase with the number of solutions.

These interactive approaches are able to search for more preferable solutions with-
out necessarily expressing explicitly of the actual preference. Supposing that there are
multiple criteria to be optimized, the interactive techniques can greatly reduce the com-
putational efforts because it is not significantly affected by the Pareto set dimension.

1.2.3 Archive analysis of multi-objective optimization

Unlike the single-objective optimizer, the multi-objective optimization process should
move towards the true Pareto front by finding a set of compromised solutions. Thus, a
multi-objective optimizer could either preserve the ’good’ solutions in an archive, or evolve
the ’good’ solutions in the population. In summary, the reviewed multi-objective opti-
mization approaches could be classified into two categories: individual-based algorithms
(e.g. SA) with a single individual; population-based algorithms (e.g. swarm intelligence
(PSO, SSA); evolutionary algorithms (e.g. FPA, GA, SOS)) with multiple individuals in
a population. Population-based algorithms are exploration-oriented and can achieve bet-
ter diversification across the search space, and they are more suitable for multi-objective
applications.

It is worth noting that an external archive is usually employed to preserve elite can-
didates found during the multi-objective optimization process. For examples, the pareto
domination based, such as SPEA, MOPSO, MSSA, MOSA, MOEA/D, and many others,
are adopted with external archives. These researches have demonstrated that such elite
mechanism could guarantee the monotonically non-degenerate performance. It has also
been proved that create new solutions with the help of the external archive can improve
the diversity of population. Various archiving approaches have been developed to improve
the performance of a multi-objective algorithm but with some drawbacks. One main issue
is related to the time. To save an alternative into the external archive, it is necessary
to check the dominance quality relative to all the archived solutions. The processing
time will grow exponentially as the archive size increases, which leads to serious compu-
tational efficiency issue. To overcome the shortcoming, various strategies are proposed
that allow efficient searching for elite solutions of the entire archive, e.g., the dominated
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tree [49]. However, as the archive size increases, the time complexity of these methods
remains prohibitively high. Therefore, the archive-free algorithms such as SOS, NSGA-II,
etc, are commonly applied to address these issues. They find the final population as an
approximation of the Pareto front.

1.3 Handling convergence and diversity

The main goals of multi-objective optimization are to be as close as possible to the real
solution and as distributed as possible, that is, convergence and diversity. This section
summarizes the existing strategies in multi-objective optimization algorithms to improve
the convergence based on the dominance relation and to preserve the diversity of the
solution set.

1.3.1 Convergence enhancement

In multi-objective optimization, the number of non-dominated points is small in the
beginning, namely convergence stage. When non-dominated solutions accumulate and
continuously move on the true Pareto front, the diversity phase is invoked where the
solution selection becomes strongly dependent on the diversity measurement. In this
case, the approximate Pareto front is well distributed in objective space, but convergence
of Pareto front to the true Pareto front becomes progressively worse. A lot of research
has been done o improve the convergence by modifying the Pareto dominance relation
and developing new selection criteria.

— Fuzzy- based Pareto optimality quantifies the degree of domination [50]. The
number of objectives that one alternative is smaller or larger than the other is
often considered as the criterion for determining the dominance relationship.

— Controlling dominance area of solutions (CDAS) increases the selection pressure
by expanding the area of dominance [51]. CDAS has difficulties in approaching the
entire Pareto front, thus self-CDAS is proposed to adjust the expansion angle of
different solutions [52].

— Grid-dominance such as ε-dominance [53], is a relaxed form of the Pareto domi-
nance because it makes it easier for one individual to dominate another.

— θ-dominance [54], defines a set of weight vectors and leads the solutions along the
weight vectors to converge and preserve a uniform distribution.

42



1.3. Handling convergence and diversity

— Strengthened dominance relation (SDR) [55] is based on niching strategy. It keeps
the alternative with the best convergence measurement in each niche to balance
the convergence and diversity.

In addition, there are algorithms that combine the local and global optimizers, such as
MOEA/D-SQA [56]. To improve the convergence of the global optimizer MOEA/D, a
simplified quadratic approximation (SQA) is adopted as the local search operator.

1.3.2 Diversity maintenance

Diversity maintenance is invoked to promote the spread of solutions while approaching
to the points near the Pareto front. This can be done using clustering or distance criterion.

— Neighborhood cluster gathers similar solutions together, and only the solutions
within the same cluster have the competitive relationship [57]. The neighborhood
of a solution is defined by the set of points within a neighborhood distance centered
on that solution at a given neighborhood distance.

— Fitness sharing is a classic niching method for punishing the crowded solutions [58].
In fitness sharing approaches, the number of individuals in the same neighborhood
affects the fitness of individual. The more individuals in the neighborhood, the
smaller the fitness assignment, thereby degrading the number of individuals within
crowded niche.

— Crowding distance is a distance-based selection scheme [28]. In crowding methods,
one individual competes with its close neighbors. The solutions are firstly sorted
in each objective dimension. Then, for each dimension, measure the distance be-
tween the solution and the two closest neighbors, and assign the normalized sum
of the resulting value as its crowding distance value. At the same fitness level, the
individual in the sparse region is preferred.

— Reference point is a new diversity-maintaining operator, which constructs a hyper-
plane in each generation [34]. It is developed using the perpendicular distance from
the solution to several predefined reference lines. The multiple reference points are
applied to guide the population well-distributed among each other during the evo-
lution. The niche count of each reference point is relative to the number of its
associated individuals in the population .

Multi-objective optimization algorithms aim to find a good approximation of the opti-
mal compromise among the several objectives. A majority of studies only research on
the performance of solutions in the objective space. However, from the decision process
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perspective, a good distribution of solutions in the decision space has important implica-
tions. On the one hand, some multi-objective problems have different Pareto sets with
the same objective values, namely multimodel multi-objective problems. On the other
hand, points that are very close in the objective space may have large difference solutions
in the decision space. In practical applications, finding a set of well-distributed solutions
may be more important than finding a set of similar optimal solutions. Thus, it is neces-
sary to enhance the decision space convergence that is difficult to achieve in the existing
optimization algorithms.

1.4 Layout problem definition and classification

There are countless applications for optimization. Every problem has a potential to
be optimized. In recent years, research on layout problems studies has been intensified.
Current research falls into several application areas, including manufacturing systems
(assembly lines, fabrications) and service industries (hospitals, airports). The most com-
monly encountered layout problems are static, where the layout does not change over
time; while dynamic layout problem has to be optimized over multiple epochs [59].

1.4.1 Layout problem representation

Typically, the layout problem is related to the location of components (e.g., equip-
ments, machines, departments) in the container (e.g., workshop, plant). The layout prob-
lem representation could be classified according to the configurations. The layout could
be one-, two-, or three-dimensional problem.

1. The one-dimensional configuration leads to row layout problem. Row layout prob-
lem concerns with the arrangement of a given number of components (the assign-
ment of components to rows, and the locations of components within each row),
each of a given length of components next to each other along multiple rows, such
that the total weighted center-to-center distances is minimized [60].

2. The two-dimensional configuration involves in the planner space, for example, the
rectangular environment [11]. In this case, not only the position of each component
are optimized, but also the dimension of each component. The placement should
satisfy no component overlap and no container protrusion.
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3. The three-dimensional configuration is related to the placement on the x-y-z axis.
The architecture designs are usually represented by a set of cuboids, and the addi-
tional dimension makes the constraints evaluation more difficult. Thus, the three-
dimensional configuration is usually simplified as two-dimensional problem (height
restrictions) [61] or n-two-dimension problem (staked two-dimension) [62]. Indeed,
the three-dimensional configuration is rarely studied in scientific literature.

We present a wide range classification of layout problems according to the component
and container representations in the followings.

Components A component can be a machine tool, a work centre, a warehouse etc.
The components may have regular shapes (e.g., rectangle, circle) and irregular shapes
(polygons). To simplify the problem formulation, the components are usually represented
by equal-area rectangles with determined sizes [6] or unequal-area rectangles with unde-
termined dimensions [7]. An undetermined dimension component may be also represented
by its area, or its aspect ratio, named unequal-area component [63]. If the aspect ratio is
fixed, it corresponds to the fixed shape block. Component Properties include: component
number, dimension, mass and so on. One van design example is shown in Fig. 1.11, it
consists of a set of equipments such as desks, beds, cabinets and so on.

Figure 1.11 – Van layout design representation.

Containers Depending on the number of containers, layout problems can be divided
into single-container and multi-container groups. Most research has focused on placing
components on a single container. Nevertheless, the layout design with multiple containers
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has always been a hot and challenging point. Container loading problem gives rise to the
real-world problem in which components are to be placed on two or more containers, as
shown in Fig. 1.12(a). Multiple container problems have a variety of applications that can
be distinguished as: multi-row problems concern with assigning and placing components
in the design of application-specific integrated circuits [64]; multi-compartment problems
deal with components that are placed into the space but have to be separated from each
other in the engine layout design [65] and the naval ship design [66]; multi-floor problems
consist of horizontal and vertical component movement in the architectural design [67],
as shown in Fig. 1.12(b). In these cases, the container(compartment) size is specified.

(a) Packing (b) Ship design

Figure 1.12 – Multi-container problem representation.

Nevertheless, if the sizes can vary, then determining them is also part of the layout design,
i.e. the adaptive internal compartment design of container ship [68].

1.4.2 Layout problem formulation

The variables, the objective functions and the constraints form a complete problem.
The formulation could be handled through either mathematical programming models or
other heuristic methods.

1. Mathematical programming models include quadratic assignment problem (QAP),
mixed integer programmings (MIP), Linear programming (LP), nonlinear program-
ming (NLP), integer programming (IP), mixed integer nonlinear programming
(MINLP) etc.

2. Heuristic methods include flexible bay structure, slicing tree structure, sequence-
pair representation, location/shape pair representation, graph-pair representation
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and so on.

In the layout problem, the variables can be either discrete or continuous. In the discrete
formulation, the space is divided into identical grids. And the continuous allocation
problem can be handled through mathematical programming model, that is QAP [59]. In
QAP formulation the components are assigned to a location and at least one component
to a particular location [69]. The name was so given because the objective function is a
second degree function of the variables and the constraints are linear. And constructing
irregular shapes is possible here.

Discrete layouts are not suitable for representing the exact position of components in
the plant and cannot model specific constraints as the orientation of components. In such
case, a continuous representation is found to be more appropriate. Continuous formulation
takes the dimensions and orientation of components as variables such that only regular
shapes could be achieved. The component placement is evaluated continuously and can be
formulated as a MIP problem. A MIP model consists of the objective function of a mixture
of integer and non-integer decision variables that are constrained by a number of equalities
and inequalities. One of the first MIP formulations of the layout on the continuous plane
was presented [70]: in the proposed model, binary variables specify the relative location
of each component pair and ensure that they do not overlap. In addition to the QAP and
the MIP, there are other programming formulations for the layout problem. An IP model
is a mathematical optimization in which all of the variables are integers [71]. LP is a
technique for optimizing a linear objective function, which is subject to linear constraints
[72]. On the contrary, the problem is called an NLP if the objective function is non-linear
and/or the feasible region is determined by nonlinear constraints [73], and the similar idea
in MINLP [74].

In mathematical programming based methods, the dimensions and/or position of the
components are represented by variables. The mathematical programming methods can
easily incorporate specific description of the problem and perfectly reflect the real-life
situations. Layout problems are continuous in nature while using discrete formulation
can reduce the search complexity. A flexible bay structure is a continuous layout where
the components are located in parallel bays with flexible widths. This special case of
the layout problem occurs in manufacturing facilities [75]. The bay structure is similar
to the row structure in row facility layout problem (FLPs). Whereas in row FLPs, the
rows and components are of equal and fixed height, the width of each bay depends on
the total area of the components in that bay. The slicing tree structure organizes a lay-
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out into a tree structure which is an encoding representation. It consecutively divides
the space into horizontal and vertical directions. The encoding vector usually contains
the component sequence, the slicing sequence and the component orientation [76]. The
sequence-pair structure is used to represent the relative positions of departments in a
block layout [77], which determines the relative locations of the components in an or-
dered sequence of indices of components. It naturally eliminates inconsistent assignments
of binary decision variables used to represent relative components locations. Unlike the
sequence-pair representation, the location/shape representation specifies the binary deci-
sion variables and facilitates to integrate the unequal-area component shape and relative
position information [78]. A graph-pair representation encodes the relative locations of
components, one of the graphs represents the horizontal separation of the components,
and the other represents the vertical separation [79].

The formulation of problem uses either single-objective or multi-objective. Indeed,
a majority of studies work on single-objective problem, for example minimizes material
handling cost [80] or maximize adjacency requirement [10]. However, in reality, there
are multiple requirements, either quantitative or qualitative objectives, at the same time.
Generally, quantitative objectives aim to minimize the sum of material flow between facili-
ties based on the distance functions, activity costs, space utilization and mass distribution.
Qualitative objectives aim at placing facilities that utilize common materials, or utilities
adjacent to each another, while keeping facilities separate for safety, noise, or cleanliness
[81]. Thus, layout problems fall into the category of multi-objective problems. One ex-
ample can be found in minimizing the occupied room area and the material handling cost
[82]. A GA based approach was used to minimize departmental material handling cost
and also to maximize closeness rating in a multi-floor layout problem [83].

In most real-world applications, the main constraints are the geometrical constraints
between components. No component overlap and no container protrusion are the common
geometrical constraints, while orientation or alignment is to define functional relationships
between components [8]. The functional constraints specify the requirements to ensure
the system’s proper functioning [84]. The accessibility to components is one particular
layout functional constraint. The constraint exists in many real-world applications while
the mathematical expression is still under research. A functional part should be acces-
sible for maintenance in mechanical assemblies design. Keep enough whitespace in cell
design to ensure pins accessibility [85]. In facility layout design, space located around
the facility guarantees the facility is accessible from the entrance. The accessibility is
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the required available space attached to the component and ensures that the component
functions properly [86]. Considering the accessibility requirement, the designer can insert
the expertise in problem descriptions or integrate the accessibility constraint in problem
formulations. Identical rooms are formed into one or two rows to ensure a corridor can
access the rooms in pods design [87]. The intersection constraint is applied to force the
room interaction and ensure access [67]. The intuition-inspired way limits innovation of
finding solutions. Therefore, one can characterize the accessibility as one objective in
layout optimization [86]. However, introducing the objective may increase the difficulty
and computational cost. As far as we know, the accessibility analysis in layout problems
has not been developed maturely yet.

1.5 Layout optimization approaches

The discontinuous constraint satisfied region, the non-linear and non-convex objective
of layout formulation make the optimization complex in nature. Finding optimal layouts
is beyond the reach of exact optimization techniques, except for small-sized cases [88,
89, 90]. When the problem scale is large, it is not applicable due to computation and
memory capability. Thus, meta-heuristic and construction algorithms have been proposed
to provide sub-optimal solutions [91, 92, 93, 94].

1.5.1 Exact approaches

The exact algorithm considers the entire solution space and guarantees the optimality
of the final layout solution. Exact methods can find optimal solutions for small-sized
layout problems. Dynamic programming is a method for solving an optimization problem
by solving smaller sub-problems recursively, but it has an exponential complexity. Branch-
and-bound algorithm is widely used for highly constrained problems.

An integer formulation with branch-and-bound approach was proposed for space plan-
ning [95, 96]. In the first step, the dynamic space ordering (DSO) algorithm is applied
to enumerate feasible topological solutions according to the degree of constraints, and
then in the second step, the global optimum of each topological solution is determined
by the branch-and-bound method. The more constrained the problem, the faster the
branch-and-bound method.

Radar search pattern optimization is to cover a set of grids with a minimum number
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of available covers. A branch-and-bound method was proposed for radar search patterns
[97]. The space of sub-collection of covers can be represented as a finite binary tree,
where each node represents the value choice of an integer variable. It is computationally
infeasible to explore the entire tree in reasonable time. However, by solving its linear
relaxation, the lower bound of the node sub-tree best solution can be estimated at each
node. Knowing their lower bound makes it possible to avoid exploring certain subsets.

A branch-and-bound algorithm is developed to minimize the material handling cost
in continuous facility layout problem [88]. The branch-and-bound algorithm implicitly
enumerates all facility layouts via a permutation tree and prunes inferior combinations of
sequence-pairs early in the search. The sequence-pair representation defines the relative
position in a complete layout. It dramatically reduces the search space before obtaining
the globally optimal layout.

The biggest limitation of exact approaches is that they cannot optimally solve large
layout problems due to the computational intractability of the problem. It is not appli-
cable for resolving layout problems with more than 20 facilities in reasonable time [98].

1.5.2 Meta-heuristic approaches

Since exact approaches are not suitable for large-scale problems, numerous researchers
have relied on meta-heuristic methods. Those methods are representatives of layout opti-
mization, searching through the huge search space based on objectives values rather than
higher order information, such as gradient and Hessian. Unlike exact approaches that can
find optimal results, meta-heuristic algorithms can provide good suboptimal solutions.
This kind of methods include, tabu search, PSO, SA and GA and so on. The followings
are dedicated to those algorithms designed for solving layout problems.

The previous study optimized dynamic facility layout problem (DFLP) with equal de-
partments by applying data envelopment analysis (DEA) with consideration of multiple
specific objectives which are cost, adjacency, and distance requested [99]. In the proposed
algorithm, the initial layout is first created by arranging departments into multiple peri-
ods, and then its neighborhood is generated by the pair-swap and reverse strategy. The
most ideal efficient layout is obtained by applying tabu search heuristic of diversification
strategy including “frequency-based memory,”“penalty function,” and “dynamic tabu list
size” to the DEA model.

A multi-objective PSO is applied to the layout of wireless sensor networks and to find
the sensor locations to optimize the coverage and lifetime [100]. The coordinates of the
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sensor nodes are considered as design variables. It maintains an elite archive and uses
the archive members to dynamically guide the particle swarm to find more and better
non-dominated solutions.

Pareto simulated annealing (PSA) is designed for intelligent exploration instead of
evaluating all discrete search space of cabinet configurations [101]. It aims to determine
the optimal arrangements of cabinet components with consideration of the total wire
length and heat convection in the control cabinet. The probability of accepting a poor
solution is defined by the difference of the scalar objective function value and the temper-
ature. During the iterative search process, the non-dominated solutions are stored in an
archive, and the weights of objectives are varied to explore the entire set of non-dominated
solutions.

Meta-heuristic algorithms are widely used to solve layout problems. However, they
converge slowly to the Pareto front. Thus, a hybrid algorithm that integrates local search
is usually developed to improve performance.

A modified GA was applied to optimize the material handling cost of the layout,
where the position and rotation of components are encoded into the chromosome [102].
If the rotation of the block is considered, the problem is formulated as a mixed-integer
problem. However, the algorithm proposed a rotation operator that transformed the
mixed-integer case into a non-integer problem. This also reduced the number of variables
in the optimization problem by a third. Besides, the local optimal solution is further
improved using the gradient based local search techniques.

A hybrid GA and LP approach uses the relative location/shape encoding scheme to
optimize the material flow in unequal-area components on a continuous plane [78]. The
location/shape encoding scheme converts the MIP into LP, where GA determines the
relative position and LP optimizes the actual position and shape.

An adaptive variable neighborhood search and GA optimizes the material handling
cost and closeness rating score simultaneously [81]. A layout is created using the slicing
sequence in the chromosome. If the similarity exceeds the pre-defined threshold, the
genetic algorithm will use a local search of variable neighborhood search. The similarity
coefficient is defined by the difference between the two chromosomes.

An interactive GA was proposed to allow direct intervention between the algorithm
and the expert [47]. The layout is represented by flexible bay structure, with the bay
divisions and facility sequences encoded into the chromosome. The expert evaluate the
score of each solution in order to perform interaction by continuously including the expert
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preferences. In addition, a clustering method is introduced to group the similar solutions
and show the representative of each group to the expert. A niching method is adopted to
maintain the diversity of solutions at the same time.

1.5.3 Construction and meta-heuristic hybrid approaches

Current layout optimization techniques can be divided into two groups according to
the type of variables, either discrete or continuous. In continuous optimization, the dimen-
sions and orientation of components are variables, and the progress evolved by applying
different operators [102]. LPs are continuous in nature while using discrete formulation
can reduce the search complexity. A flexible bay structure [103] and a slicing tree [104]
divide the container into horizontal and vertical directions, and the components are re-
stricted to be located inside follow a specific logical order. Whereas the construction
algorithm can generate a complete layout that others cannot represent by sequentially
placing components [105, 106].

Construction procedures build a layout from scratch by successively selecting and
placing facilities until a completed layout is obtained. By automating the selection rules
for a set of component configurations, the designer’s intelligent thought process can be
used to define the construction algorithm at each stage. The simplicity of construction
algorithm is often associated with feasible solutions and can be used in parallel with
meta-heuristic algorithms.

Construction algorithm combines the component configuration to generate a complete
layout. In combinatorial problems, a general neighbor generation method is to perform
permutation operations or bit flip operations at random positions. The search space
for all possible combinations of components in a layout design problem is so large that
a brute force approach is impractical. Moreover, the discrete search space makes the
gradient or downhill methods inapplicable. Indeed, the construction algorithm applied
with meta-heuristic proved to be an efficient algorithm for layout optimization [107].
For instance, GA coupled with construction algorithm and SA algorithm hybrid with
construction algorithm.

Construction and GA optimization GA works with a set of solutions, that is popu-
lation, and improves the solutions through crossover and mutation operators and survival
selection. It proves that a large crossover rate may lead to premature convergence. Be-
sides, a small mutation rate may lead to genetic drift, while a large mutation rate may lead
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to loss of good solutions unless elitist selection is used. The most important component
of GA is the solution representation of the problem, also known as individual or chromo-
some. These properties resulted in the development of multi-objective genetic algorithms
with different structures. A GA encodes the packing sequences and container loading
sequence in a chromosome, a placement algorithm determines the component placements
considering the compactness [108]. One hybrid approach minimizes the distances between
unequal-area components: a biased random-key genetic algorithm (BRKGA) determines
the facility sequence, facility aspect ratios and the coordinates of the first facility to be
placed, and a placement positions facilities inside one of the empty maximal space con-
sidering the objective function, finally, a linear programming model is applied for local
optimization [109]. A NSGAII algorithm encodes the placement sequence to optimize the
multi-objective two-row layout problem [110]. The layout construction procedure places
departments according to the order represented by each individual and starts with placing
departments in the lower row in the first floor, like packing a set of items into containers.
A local optimization algorithm based on SA is invoked if the similarity among individuals
extends the threshold.

Construction and SA optimization SA is an effective stochastic optimization tech-
nique known for its high performance in solving combinatorial problems and attracts our
attention because of the capability to solve large and complex layout problems. SA is a
single-objective optimization technique which is provably convergent, making it an inter-
esting technique for extension to multi-objective optimization. Considering the fact that
many single-objective combinatorial optimization problems are NP-hard, it is reasonable
to expect that the corresponding multi-objective versions are usually harder to solve.
SA was firstly came up to solve combinatorial problems and has also been widely used
in practical applications: traveling salesman problem [111], knapsack problem [112] and
railway crew scheduling [113]. Several layout optimization methods combined construc-
tion algorithm and SA can be found in recent layout problems studies. SA with swap and
displaced operators was developed to optimize the initial solution created by the place-
ment, which first divides a given area into four equally sized quadrants. Afterwards, all
facilities are placed radially [114]. A two-step heuristic algorithm using discrete modelling
was proposed, first, the feasible layout is constructed using the placement order of SA,
in each zone, the position of the facility is determined with the objective measurement
between this facility and the previously placed ones. Then, local optimization is followed
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to improve the solution in each zone [115]. SA has fewer parameters and the simpler
structure compared to GA optimizations.

The reviewed studies have greatly enriched the layout knowledge base and applications.
However, most research work is tested using pre-defined problems and remains theoretical.
And the optimization may generate many infeasible solutions, particularly in the dense
layout problem. Besides, the existing construction method is applied in parallel with meta-
heuristic optimization, where the component placement is determined by estimating the
objective iteratively. In other words, the objective function evaluation is based on the
accumulating process, assuming that the objective function values between component
are determined independently. However, the assumption is not true in reality.

1.5.4 Multi-container layout optimization

Depending on the number of containers, layout problems can be divided into two
groups. Most research on layout problems has focused on placing components on a single
container. Nevertheless, the multi-container layout design has always been a hot and
challenging point.

Multi-container layout can be formulated as a continuous space allocation problem.
One possible simplification is to transform empty spaces into grids and then solve the
quadratic assignment problem [4]. Considering the real-life scenario, a new multi-floor
departments arrangement problem was formulated as a MINLP model and solved by an
exact ε-constraint algorithm [82]. The same floor is divided into several blocks, one block
contains more than one department, each department consists of multiple fixed rooms
and the same room must be adjacent.

Indeed, the assignment of components to containers can be either flexible or fixed.
The former decides to assign components to container during the optimization process
[116]. Given the complexity of the problem, thus, some approaches decompose the main
problem solving into two steps: first distributing the components over the containers,
and then independently optimizing the layout of each container [117]. While the latter
predetermines to assign specific components to specific containers. If the components are
arranged in well-defined container, then the multiple container layout design is rendered
as the single container layout problem [62].

It is worth noting that the container size may be either determined or undetermined.
The layout optimization under bounded region (i.e. container) is more common in the
industrial engineering, for example, a naval ship compartment design with fixed inner
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wall structure [118]. Considering the construction cost, thus leading to the design of more
compact plants. However, as the size and construction cost of layout designs increase with
more space, the trend toward undetermined space layout design becomes more important.
Space layout design has become a much more important consideration in efficiently allo-
cating all compartments within the limited region. One study has determined the optimal
rectangular shape of land area using the MIP model [119].

1.6 Conclusion

In this chapter, firstly, we described the formulation of single-objective and multi-
objective problems. We thus presented the main differences between the "optimal" solu-
tions in these two cases and reviewed the resolution methods. Deterministic and stochastic
methods in single-objective optimization can be extended to multi-objective optimization.
The scalarization-based, domination-based, decomposition-based, indicator-based as well
as interaction-based approaches have been distinguished. As discussed, a critical consen-
sus has been appeared that using the external archive along the optimization process can
improve the performance at the cost of computation efficiency. For multi-objective opti-
mization algorithms, one of the key features is the ability to find a good approximation to
the optimal trade-off among the multiple objectives. However, two issues are still open.
First of all, the solution selection becomes strongly dependent on the diversity measure-
ment such that convergence of Pareto front towards the true Pareto front is gradually
deteriorated. A second issue is related to the decision space. A majority of algorithms
focus only on the distribution of solutions in the objective space. Nevertheless, a good
representation of solutions in the decision space is also important from the point of view
of the decision-making process.

The second main part of this chapter is the layout problem. We provided a review
of the layout classification in terms of the representation and formulation. From the
literature review, it can be concluded that it is still open and active area for research.
This motivates the author to work in the layout optimization. For this purpose, the
previous researches in the filed have been analyzed taking into account the formulation
and resolution approaches. In the present literature, there are trends of the optimization
techniques with combining effort of construction and meta-heuristic method to solve the
layout problem. The concept of construction approach has gained a lot of attention from
researchers due to its feasibility. Furthermore, we closed this chapter by presenting one
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hotspot layout problem, namely multi-container layout problem. We noticed that the
research on flexible container size is a relatively under-discovered area.
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Chapter 2

POPULATION-BASED SIMULATED

ANNEALING FOR MULTI-OBJECTIVE

PROBLEM

2.1 Introduction

Over the past decade, meta-heurisitc algorithms have been recognized to be very
successful in solving multi-objective optimization problems. Simulated annealing has an
advantage over the other meta-heuristic algorithms in terms of the ease of implementation
and gives reasonably good solutions for many practical problems. It starts from an initial
point and searches for new nearby points to find the global optimal solution. There
have been some attempts to extend SA to multi-objective optimization. In most early
attempts, a single objective function was constructed by combining the different objectives
into one objective function using a weighted sum method. The problem is how to choose
the weights in advance. There are also some alternatives used in this regard.

In order to develop an efficient optimizer with a simple structure, two multi-objective
simulated annealing algorithms are proposed: one is archive-based SA and the other is
archive-free SA. Both algorithms integrate the idea of Pareto domination. Compared
with the well-known NSGA II algorithm, the proposed approaches are validated using
various multi-objective problems. Furthermore, we analyze the convergence resistance
and improvement methodology.

2.2 Multi-objective simulated annealing algorithm

Unlike the single-objective optimizer, the multi-objective optimization process should
move towards the true Pareto front by finding a set of compromised solutions. Thus, a

57



Chapter 2 – Population-based simulated annealing for multi-objective problem

multi-objective SA could either preserve the ’good’ solutions in an archive, or evolve the
’good’ solutions in the population.

2.2.1 Scalar simulated annealing algorithm

SA is a stochastic neighborhood search approach for global optimization and has been
widely implemented in various combination problems. It originated from the concept in
physics explaining the annealing of a solid until finding the minimal energy. Similar to the
physical process, SA generates a new solution in the neighborhood at each iteration. It
allows to replace the current solution with a worse neighborhood solution. The probability
decreases along with the temperature, enabling hill-climbing. The flowchart of a typical
scalar SA algorithm is presented in Fig 2.1.

Figure 2.1 – Flowchart of scalar SA.

The main features of the SA method are:
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2.2. Multi-objective simulated annealing algorithm

— Neighbor generation: new solution far away from the current solution allows coarse
search whereas the new solution nearby leads to fine search.

— Acceptance mechanism: the condition in which a solution is accepted. A worse
point is accepted probabilistically where the likelihood of accepting a solution worse
than the current solution is a function of the temperature of the search and how
much worse the solution is than the current solution, i.e, the metropolis acceptance
criterion: p(∆f) = (f(X ′) − f(X))/temperature, which allows the algorithm to
escape from local minima when the temperature is high.

— Annealing schedule: which is the function of temperature that controls the prob-
ability p(∆f) of accepting a cost-increasing interchange. The annealing schedule
can be a function of the iteration number or a constant decrease rate.

Compared to other meta-heuristic optimizations, SA is individual-based optimization with
global search ability and has simple structure with less parameters.

2.2.2 Archive-based simulated annealing

The proposed archive-based SA is based on Pareto domination criteria. The pop-
ulation P has N individuals Xi, i ∈ N with the corresponding objective values f i.
The framework of archive-based SA is presented in Algorithm 1. In each iteration,
the new population will be generated as P ′ = lb + rand ∗ (ub − lb) in line 5, where
lb = max(P − τ ∗ (Ub − Lb), Lb) and ub = min(P + τ ∗ (Ub − Lb), Ub). Lb, Ub are the
global boundaries and lb, ub are the local boundaries defined by the interval parameter
τ ∈ (0, 1). During the optimization process, the new population is compared with current
archive to form an overall non-dominated set of solutions, which updates the status of
archive A in line 7. If the size of the archive |A| exceeds the limited number M , crowding
distance strategy [28] will be used in line 9. Compared to most of the state-of-the-art di-
versity maintenance strategy, crowding distance is simple and efficient. The computation
of the crowding distance based on the normalized values of objectives, is given below:

CDi =
m∑
j=1

dij/∆fj (2.1)

where ∆fj is the interval of the j-th objective function. The sum of individual crowding
distance values for each objective gives the overall crowding distance value using the
nearest neighbors, as depicted in Fig. 2.2. The individuals with small value of CD will
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Algorithm 1 Archive-based Simulated annealing
Input: P = X1, X2, ..., XN

Output: A
1: A := A ∪ P
2: f = f 1,f 2, ...,fN =objective(P )
3: while stop condition not met do
4: while iteration in inner loop do
5: P ′=neighbor generation(P )
6: f ′ =objective(P ′)
7: A := update domination status(A ∪ P ′)
8: if |A| > M then
9: CD = crowding distance (A)
10: A = crowded solution removement(A, CD)
11: end if
12: while i < N do
13: Xi,f i=individual acceptance mechanism(Xi, X

′
i,f i,f

′
i)

14: end while
15: end while
16: decrease temperature t
17: end while

be removed until the archive size reaches the limited number in line 10.

Figure 2.2 – Crowding distance of individual i.

As explained before, the scalar SA explores the space through an individual, and
the final result of the individual-based optimizer strongly relies on the initial solution.
However, finding reasonable solutions in high-dimensional and multimodal problems may
take a long computational time. Therefore, archive-based SA adopts the second loop using
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the archive A as the initial population, which is similar to the social behavior. Overall,
archive-based SA is similar to the scalar SA, but differs significantly in the acceptance
mechanism and the additional annealing loop of the archive A. These two ideas are
described as follows:

Individual acceptance mechanism Accepting the worse solutions allows more exten-
sive search for the global optimal solution. The comparison is individual to individual.
For the i-th new individual X ′i with objective value f ′i, it has three possibilities compared
to the current i-th individual Xi with objective value f i, as shown in Fig.2.3.

Figure 2.3 – Criteria to select offspring.

— Case I: f i is dominated by f ′i, then the new solution is better than the current
solution. Update Xi with X ′i, f i with f ′i.

— Case II: f i dominates f ′i, the new solution is worse than the current solution. The
probability of accepting the worse solution is specified by an acceptance probability
p

p = e−(f ′
i−f i)/t (2.2)

where t is the current temperature. The probability decreases exponentially with
t. Therefore, at beginning inferior solutions are likely to be accepted but the
probability will decrease as the temperature decreases.

— Case III, IV : f ′i and f i are non-dominated to each other. It is not easy to
tell which one is better according to the domination criteria only. Therefore, we
compare the two cases considering the archive A:
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1. If f ′i is not dominated by any point in A, then we consider it as a better
solution. Update Xi with X ′i, f i with f ′i.

2. If f ′i is dominated by any existing point, then we compute the Euclidean dis-
tance d between f ′i and solutions in A. Taking the minimum distance as the
transition energy,

p = e−min(d)/t (2.3)

we accept the new solution when it closes to the optimal Pareto front.

Additional loop In the first loop, with population sizeN = 1, we evaluate an individual
at each iteration and keep all non-dominated solutions in the archive A. Since each
iteration of SA provides just one alternative, the algorithm attempts to find a set of
Pareto optimal solutions by using multiple iterations. To enlarge the number of the final
points along the Pareto front, a second annealing loop is followed. Take the current non-
dominated solutions as the initial population P = A, and apply a small perturbation to
the search region near the current non-dominated solutions.

2.2.3 Archive-free simulated annealing

Algorithm 2 Archive-free Simulated annealing
Input: P = X1, X2, ..., XN

Output: P
1: f = f 1,f 2, ...,fN =objective(P )
2: while stop condition not met do
3: while iteration in inner loop do
4: P ′=neighbor generation(P )
5: f ′ =objective(P ′)
6: (R,R′) = fast nondominated sort(f ∪ f ′)
7: (CD,CD′) = crowding distance(f ∪ f ′, R,R′)
8: P = dynamic selection(P, P ′, R,R′, CD,CD′)
9: end while
10: decrease temperature t
11: end while

Even the use of an external archive, purely for storage purposes, can bring substantial
benefits for multi-objective optimization, but it introduces additional computation efforts.
To overcome the potential drawbacks, a population-based archive-free simulated anneal-
ing Algorithm 2 is proposed. It incorporates the population’s ability to search different
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regions and collect information from different individuals. On the one hand, it performs
as scalar SA by accepting the worse solutions in the population; on the other hand, it
tries to preserve the better solutions in the population. It’s worth noting that the pro-
posed population-based SA is an archive-free optimizer, which reduces the computation
efforts by keeping the well-distributed non-dominated solutions in the population rather
than in the external archive. In order to enlarge the search space while accelerating the
convergence speed, dynamic selection based on fast non-domination sort and crowding
distance criteria is integrated into the optimization. The comparisons are made on the
combination of current and new populations. At the end of the operation, the first non-
dominated solutions are assigned a rank equals to 1, the second non-dominated solutions
are assigned a rank equals to 2, and so on. And we have the rank R = (R1, ..., RN) of
the current population and the rank R′ = (R′1, ..., R′N) of the new population in line 6;
the CD and the CD′ contain the crowding distance of the individual in each rank level
in line 7. Then dynamic selection is followed in line 8 to select the next population that
maintains the population convergence and distribution.

Algorithm 3 dynamic selection
Input: P, P ′, R,R′, CD,CD′
Output: P

1: Pnext = ∅
2: for j ← 1 to N do
3: (Ri, CDi, Xi) = individual i with minimum rank and maximum distance in P
4: xparam = [Ri,−CDi]
5: yparam = [R′j,−CD′j]
6: if yparam dominates xparam then
7: Pnext = Pnext ∪X ′j
8: else
9: δ = yparam − xparam

10: if rand < e−δ/t then
11: Pnext = Pnext ∪X ′j
12: else
13: Pnext = Pnext ∪Xi

14: P = P \ (Xi)
15: end if
16: end if
17: end for
18: P := Pnext
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dynamic selection It is inspired by the Metropolis–Hastings algorithm and applied
according to the rank R and R′ and the crowding distance CD and CD′. The pseudo-
code is given in Algorithm 3. First initialize the population Pnext to be empty in line
1. To select the individual, in general, the main idea is to compare the individual X ′j
in population P ′ with the best individual Xi of P with minimum rank and maximum
distance in line 3. The acceptance of X ′j occurs if X ′j is better than Xi in the rank and
the distance in line 6, or it is still a promising solution in line 10. Otherwise, fill the Pnext
with Xi in line 13 and remove Xi from P in line 14. dynamic selection continues until
there are N individuals in Pnext.

2.3 Algorithm assessment

The performance of our proposed methods are validated and compared with the well
known NSGA II algorithm on a number of continuous multi-objective problems, a set
of combinatorial multi-objective 0-1 knapsack problems. The main reasons for choosing
NSGA II for comparison are that it is based on the population evolution and outper-
forms than many popular algorithms. The test problems are chosen in such a way so
as to systematically investigate various aspects of an algorithm: convergence, precision,
effectiveness and so on. The algorithms were coded in Python and the experiments were
conducted on a computer with Intel Core i7 - 6770 3.4 gigahertz CPU and 31.2 gigabyte
memory running the Linux operating system.

2.3.1 Continuous benchmarks and performance evaluations

We use five widely used multi-objective benchmark functions to compare the proposed
algorithms with NSGA II. All of these instances are minimization of the objectives, and
the details about these test functions are outlined here.

— Test Function-1: Schaffer function N1 (SCHN1) comprises of two objectives with
one variable and convex in nature. Mathematically given by

Minimize =
 f1(x) = x2

f2(x) = (x− 2)2 (2.4)

where x ∈ [−10, 10]
— Test Function-2: Schaffer function N2 (SCHN2) consists of two objectives with one
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variable and discontinuous given by

Minimize


f1(x) =



−x if x ≤ 1
x− 2 if 1 < x ≤ 3
4− x if 3 < x ≤ 4
x− 4 if x > 4

f2(x) = (x− 5)2

(2.5)

where x ∈ [−5, 10]
— Test Function-3: Poloni function (POL) consists of two objectives with two vari-

ables. It is non-convex and disconnected.

Minimize =
 f1(x, y) =

[
1 + (A1 −B1(x, y))2 + (A2 −B2(x, y))2

]
f2(x, y) = (x+ 3)2 + (y + 1)2

where =



A1 = 0.5 sin(1)− 2 cos(1) + sin(2)− 1.5 cos(2)
A2 = 1.5 sin(1)− cos(1) + 2 sin(2)− 0.5 cos(2)
B1(x, y) = 0.5 sin(x)− 2 cos(x) + sin(y)− 1.5 cos(y)
B2(x, y) = 1.5 sin(x)− cos(x) + 2 sin(y)− 0.5 cos(y)

(2.6)

where −π ≤ x, y ≤ π

— Test Function-4: Quadratic function (QUAD) consists of two objectives with two
variables. It has sharp peak and low tail in nature.

Minimize =
 f1(x, y) = (2x− y + 15)2 + (−x+ 4y)2

f2(x, y) = (−2x− y + 15)2 + (−x− 2y)2 (2.7)

where −10 ≤ x ≤ 10 and −10 ≤ y ≤ 10
— Test Function-5: Fonseca function (FON) consists of two objectives with three

variables. It is non-convex in nature.

Minimize


f1(x) = 1− exp

(
−∑3

i=1

(
xi − 1√

3

)2
)

f2(x) = 1− exp
(
−∑3

i=1

(
xi + 1√

3

)2
) (2.8)

where xi ∈ [−4, 4] and 1 ≤ i ≤ 3

The operator parameters for NSGA II are set following the practice in [120]. For archive-
free SA and NSGA II, the population size N is taken as 100 and number of generations
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is taken as 250, while for archive-based SA, the maximum iterations is set to 15000
with N = 1 in the first annealing loop and the maximum iterations is set to 100 in the
second annealing loop, the archive sizeM is 100. Therefore, these comparative algorithms
maintain the same number of function evaluations. For archive-based SA algorithm, the
initial temperature t0 = 100 and the final temperature tf = 10−5, while for archive-free
SA algorithm, t0 = 1 and tf = 10−7. The initial temperature values were determined
following the idea of acceptance ratio [121]. The cooling rate is kept equal to 0.9 and the
neighbor interval τ is taken as 0.2. Each algorithm is run twenty times and quantitative
results are calculated using three metrics below.

1. Generational distance (GD): this performance measurement determines how far
is the distance deviation between the optimal solutions achieved by the proposed
algorithm and true Pareto front.

GD = 1
n

√√√√ n∑
i=1

d2
i (2.9)

where n is the number of non-dominated points, di measures distance between
each point and nearest point in Pareto front. Therefore lower the value of GD
reveals the goodness of a multi-objective algorithm. GD = 0 represents that all
the solutions generated are on the true Pareto front.

2. Diversity metric (∆): the diversity metric measures the uniformity in the distribu-
tion of non-dominated solutions.

∆ =
df + dl +∑n−1

i=1

∣∣∣di − d̄∣∣∣
df + dl + (n− 1)d̄

(2.10)

where df and dl measures how far that boundary solutions away from extreme
solutions. d̄ is the average value of the set of di. Smaller value of metric ∆ the
better diversity of non-dominated solutions set. ∆ = 0 represents the most widely
and uniformly distributed set of non-dominated solutions.

3. Computational time (CT): the run time of algorithms is evaluated which is a
performance measurement to show the computational efficiency of the algorithms.

The Pareto fronts obtained for the benchmark functions SCHN1, SCHN2, POL,
QUAD and FON using the proposed archive-based and archive-free multi-objective SA
and comparative algorithms NSGA II are shown in Fig. 2.4 - Fig. 2.8. It is observed
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that in SCHN1 the algorithms are accurately converge to the true Pareto front. The
SCHN2 and POL both functions are discontinuous in nature. The obtained solutions are
approximately on the true Pareto front but the diversity among the solutions are better
in archive-free SA over the comparative algorithms. It is observed that in QUAD the
NSGA II convergence and diversity to the true Pareto front is inferior than the other
algorithms. In case of FON all the algorithms Pareto fronts slightly deviate from the
true front. However the deviation is lower in case of archive-free SA compared to the rest
algorithms.

(a) (b) (c)

Figure 2.4 – Pareto front determined by (a) archive-based SA, (b) archive-free SA, (c)
NSGA II on SCHN1.

(a) (b) (c)

Figure 2.5 – Pareto front determined by (a) archive-based SA, (b) archive-free SA, (c)
NSGA II on SCHN2.

The parameters GD, ∆ and CT are obtained in the form of mean, standard deviation
(SD), best and worst values over twenty independent runs for the algorithms that are
summarized in Table 2.1, Table 2.2 and Table 2.3. In the tables the best results achieved
are high-lighted in bold letters. It is observed that, in most cases, the proposed archive-
free SA has smaller mean, best, worst GD and ∆ values, which indicates the convergence
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(a) (b) (c)

Figure 2.6 – Pareto front determined by (a) archive-based SA, (b) archive-free SA, (c)
NSGA II on POL.

(a) (b) (c)

Figure 2.7 – Pareto front determined by (a) archive-based SA, (b) archive-free SA, (c)
NSGA II on QUAD.

(a) (b) (c)

Figure 2.8 – Pareto front determined by (a) archive-based SA, (b) archive-free SA, (c)
NSGA II on FON.

of most of the solutions to the true Pareto front while maintaining proper diversity among
them. In comparison with archive-free SA and NSGA II, both have lower computational
time compared to archive-based SA, which indicates that the population-based feature is
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Table 2.1 – Comparative results (using GD) of proposed archive-based, archive-free SA
approaches with NSGA II obtained after twenty independent runs on benchmark multi-
objective functions: SCHN1, SCHN2, POL, QUAD, FON.

Algorithm SCHN1 SCHN2
Mean SD Best Worst Mean SD Best Worst

Archive-based 0.000830.000830.00083 0.000030.000030.00003 0.00075 0.00089 0.01281 0.00078 0.01175 0.01453
Archive-free 0.00084 0.00004 0.00077 0.00091 0.012610.012610.01261 0.00077 0.01040 0.01374
NSGA II 0.00113 0.00008 0.00104 0.00139 0.01319 0.000660.000660.00066 0.01170 0.01447

Algorithm POL QUAD
Mean SD Best Worst Mean SD Best Worst

Archive-based 0.03471 0.00742 0.02905 0.06582 1.19464 0.139650.139650.13965 0.98349 1.50127
Archive-free 0.029990.029990.02999 0.00217 0.02689 0.03694 1.008271.008271.00827 0.14573 0.76512 1.43539
NSGA II 0.03200 0.001880.001880.00188 0.02770 0.03564 1.23190 0.18997 0.97229 1.87043

Algorithm FON
Mean SD Best Worst

Archive-based 0.00453 0.000180.000180.00018 0.00422 0.00483
Archive-free 0.004450.004450.00445 0.00021 0.00386 0.00478
NSGA II 0.00488 0.00026 0.00437 0.00545

effective in accelerating the convergence and in maintaining the diversity. However, in all
the benchmark test cases the computational time of NSGA II is slightly lower followed by
archive-free SA, perhaps for the reason that coding scheme. The structure of archive-free
SA will be improved for efficient in future work.

The GD value numerically describes the convergence of the Pareto front. It is clear
from Table 2.1 that the average GD values obtained by archive-free SA are smaller than
archive-based SA except for SCHN1. Archive-free SA performs better than NSGA II in
terms of mean GD value for all the test problems, which indicates the dynamic selection
performs better in approximating the Pareto front on the convergence. In the case of
QUAD problem the GD values of all methods are much higher than other functions. The
convergence resistance arises our interest, and the convergence improvement analysis will
be presented in the next section.

The ∆ value measures the spread of the solutions in Pareto front. As described
in Table 2.2, archive-based SA has smaller ∆ values except for SCHN1 and SCHN2.
Generally speaking, archive-free SA has better performance than archive-based SA and
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Figure 2.9 – Box plot (using GD) representing the comparison of the algorithms for
unconstrained functions: SCHN1 , SCHN2, POL, QUAD, FON.

Table 2.2 – Comparative results (using ∆) of proposed archive-based, archive-free SA
approaches with NSGA II obtained after twenty independent runs on benchmark multi-
objective functions: SCHN1, SCHN2, POL, QUAD, FON.

Algorithm SCHN1 SCHN2
Mean SD Best Worst Mean SD Best Worst

Archive-based 0.39275 0.02380 0.34302 0.43290 1.01594 0.02449 0.97357 1.06629
Archive-free 0.359210.359210.35921 0.02322 0.31046 0.38939 0.983990.983990.98399 0.01534 0.95330 1.01561
NSGA II 0.36674 0.023010.023010.02301 0.32194 0.39779 0.99120 0.014880.014880.01488 0.96517 1.01685

Algorithm POL QUAD
Mean SD Best Worst Mean SD Best Worst

Archive-based 0.94013 0.01142 0.92311 0.97720 0.42375 0.02956 0.34808 0.47220
Archive-free 0.931820.931820.93182 0.00862 0.92182 0.95684 0.400760.400760.40076 0.026440.026440.02644 0.36692 0.47861
NSGA II 0.94111 0.007700.007700.00770 0.92574 0.95387 0.43908 0.03304 0.38060 0.48988

Algorithm FON
Mean SD Best Worst

Archive-based 0.30562 0.020970.020970.02097 0.26727 0.34802
Archive-free 0.273500.273500.27350 0.02243 0.21923 0.30240
NSGA II 0.33212 0.03465 0.27762 0.39397
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Figure 2.10 – Box plot (using ∆) representing the comparison of the algorithms for un-
constrained functions: SCHN1 , SCHN2, POL, QUAD, FON.

Table 2.3 – Comparative results (using CT) of proposed archive-based, archive-free SA
approaches with NSGA II obtained after twenty independent runs on benchmark multi-
objective functions: SCHN1, SCHN2, POL, QUAD, FON.

Algorithm SCHN1 SCHN2
Mean SD Best Worst Mean SD Best Worst

Archive-based 96.12842 0.74248 94.79008 98.14508 85.40642 0.75281 84.57827 88.05640
Archive-free 5.69665 0.05147 5.61246 5.84559 5.00207 0.016440.016440.01644 4.97520 5.05383
NSGA II 4.243164.243164.24316 0.034470.034470.03447 4.17738 4.31883 4.080614.080614.08061 0.01850 4.03077 4.11573

Algorithm POL QUAD
Mean SD Best Worst Mean SD Best Worst

Archive-based 53.28598 2.06484 49.79741 56.92427 83.56412 0.68213 82.18945 84.78586
Archive-free 4.26086 0.033850.033850.03385 4.21650 4.33138 4.32710 0.040340.040340.04034 4.27662 4.43632
NSGA II 4.186124.186124.18612 0.05853 4.11994 4.36026 4.147934.147934.14793 0.04049 4.10133 4.30211

Algorithm FON
Mean SD Best Worst

Archive-based 13.34312 1.15308 11.01524 15.40951
Archive-free 4.35912 0.06945 4.27545 4.57798
NSGA II 4.291314.291314.29131 0.033760.033760.03376 4.22335 4.35721
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Figure 2.11 – Box plot (using CT) representing the comparison of the algorithms for
unconstrained functions: SCHN1 , SCHN2, POL, QUAD, FON.

NSGA II in terms of the ∆, which indicates the solutions obtained by archive-free SA are
spaced more evenly.

The box plot for the above three performance metrics (GD, ∆ and CT) for twenty
independent runs of each algorithm signify the distribution of each algorithm, is shown in
Fig. 2.9, Fig. 2.10, Fig. 2.11. Note that the red lines represent the median, while the blue
rectangles indicate the average performance. The box plot is an effective visualization tool
to compare the performance of the proposed and comparative algorithms. It is observed
that the computational time taken by the algorithms (Archive-free SA, NSGA II) over
independent runs do not deviate much where are the performance metrics (GD and ∆
values) deviate. Observed lower median and average performance values in GD and ∆
justifies the superior performance of proposed archive-free SA. In the case of archive-based
SA, the redundant computation makes it high cost to solve the complex problems.

2.3.2 Convergence resistance and improvement

The convergence resistance appears when there are many non-dominated points close
to the Pareto front. Fig. 2.12 presents the Pareto set of the QUAD problem. It is observed
that the obtained solution of archive-free SA deviates from the true Pareto set. Indeed,
the convergence resistance exists in all the Pareto domination based algorithms. As the

72



2.3. Algorithm assessment

Figure 2.12 – Pareto set of QUAD in the contour plot.

optimization continues to approach the true Pareto front, the selection pressure increases
with the number of non-dominated solutions. The problem is illustrated in Fig. 2.13.

Figure 2.13 – Problem demonstration: (left) in design space, (right) in objective space.
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For instance, point A(′) and B(′) are non-dominated to each other. The corresponding
points in the design space are a(′) and b(′). To improve the convergence, it is possible
to replace the point B with the better point, i.e., the solution dominates solution B.
However, these solutions may situate in the narrow domination area, i.e. domination
area of point B. Thus, the new generated neighborhood solutions have large possibility
to be non-dominated to the current solution, such that the Pareto domination selection
becomes of no use to improve the optimization convergence. To resolve the problem, we
propose to use new selection criteria based on the distance measurement to improve the
convergence.

After the pre-defined maximum iterations, the optimization may find an approximate
Pareto front, i.e., the last population P in archive-free SA algorithm. Then use the
distance as the selection reference, and push the optimization to the infeasible region
P inf . The overall idea is:

1. Define a fake target by shifting P towards infeasible domination region, expressed
as P inf = P − σ. In the QUAD minimization function, σ > 0.

2. Generate the new solution X ′i around current solution Xi, substituting Xi with X ′i
that closest to the corresponding fake point in the objective space. For the gener-
ated solutions (red points), it should be not far from the current solution (green
star), as shown in Fig. 2.14. The objective aims to minimize the distance between
the infeasible solution (red star) and the new solution to help the optimization
jump out the current narrow domination area and find a better solution, i.e. the
blue star.

The new Pareto set of QUAD is presented in Fig. 2.15. Here, the optimization con-
tinues for an additional 100 iterations. It is proved that the obtained solutions are lying
on the true Pareto set. The distance criteria improves the convergence without damaging
the diversity. It does find better solutions but in the cost of function evaluations.

2.3.3 Multi-objective 0-1 Knapsack problem

The goal of a combinatorial optimization problem is to find the optimal ordering /
permutation of a set of discrete items. A standard example is known as the knapsack
problem that involves the profit maximization. The objective could have several dimen-
sions instead of one. As an example, suppose there are two objectives, maximizing the
profit while minimizing the number of items.
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Figure 2.14 – Convergence improvement illustration: (left) in design space, (right) in
objective space. red star: fake point; green star: current solution; blue star: improved
solution; red point: new solution

Figure 2.15 – Pareto set of QUAD function with improved convergence.
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Given a set of n items and one knapsack, the multi-objective 0–1 knapsack problem
(MOKP) can be stated as:

 Minimize f1(x) = ∑n
i=1 xi

Maximize f2(x) = ∑n
i=1 pixi

subject to∑n
i=1 wixi ≤ c

x = (x1, . . . , xn)T ∈ {0, 1}n

(2.11)

where pi is the profit of item i, wi is the weight of item i, and c is the capacity of knapsack.
xi = 1 means that item i is selected and put into the knapsack. The MOKP is a NP-hard
problem which theoretically cannot be solved to optimality in a reasonable time. SA is a
meta-heuristic which can compute approximate solutions to quite any NP-hard problem.
Other meta-heuristics, i.e., genetic algorithms, start from a random or “greedy” solution,
then improve it by changing some local parts of the solution in order to improve it. In
this section, we consider five combinatorial instances for comparing the performances of
archive-free SA and NSGA II, where the profit pi and weight wi are integers between 1
and 100, the capacity c is one tenth of the sum of weights.

(a) (b)

Figure 2.16 – 20 items knapsack: (a) N = 10, (b) N = 100.

To apply archive-free SA, the neighbor generation is defined as uniform random ad-
dition or removal of one item in the knapsack. Besides, we integrate the repair process
for the infeasible solutions, that is, randomly remove the first or the last item. This sec-
tion also experimentally investigates the effect of population size N = 10, 100. Table 2.4
summarizes the average computation time used by each algorithm for each instance with
different number of items. With the same number of the iterations, it is evident from
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(a) (b)

Figure 2.17 – 1000 items knapscak: (a) N = 10, (b) N = 100.

Table 2.4 – Comparative results (using CT) of proposed archive-free SA approaches with
NSGA II obtained on benchmark multi-objective 0-1 knapsack: 10, 20, 30, 100, 1000
items.

Algorithm 10 items 20 items 30 items 100 items 1000 items

N=10 Archive-free 0.541480.541480.54148 0.453140.453140.45314 0.425560.425560.42556 0.394770.394770.39477 0.413210.413210.41321
NSGA II 32.56178 5.18765 8.76503 20.68205 76.33751

N=100 Archive-free 9.922239.922239.92223 8.230188.230188.23018 6.816246.816246.81624 5.911395.911395.91139 6.755226.755226.75522
NSGA II 228.64363 40.89791 29.19269 35.23269 143.34170

Table 2.4 that archive-free SA needs less computational time than NSGA II does. On
average, archive-free SA requires about 9% of the computation time that NSGA II needs.
In other words, archive-free SA is ten times faster than NSGA II. Besides, it is proved
that SA algorithm has better exploration ability even with small population N = 10
in a rather large search space, as shown in Fig. 2.16 (a). And Fig. 2.17 (a) clearly indi-
cates that archive-free SA successfully find approximate solutions whereas NSGA II failed.
Furthermore, since NSGA II tries to improve the quality of the obtained solutions, it can
solve the low-dimensional problem as shown in Fig. 2.16 (b), but a tendency to cluster
appears as the number of items increases, as presented in Fig. 2.17 (b). It suggests that
archive-free SA is more robust and effective than NSGA II for the combinatorial problem
MOKP. Overall, we can claim that archive-free SA is computationally much cheaper and
can produce better approximations than NSGA II on these MOKP test instances.
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2.4 Conclusion

The ease of implementation makes SA as a popular method for solving large and prac-
tical problems. However, the individual-based feature limits the application, especially
in the multi-objective problems. In this chapter, we have proposed to extend scalar SA
algorithm to solve multi-objective optimization problems, named archive-based SA and
archive-free SA algorithms.

Archive-based SA is designed using the new acceptance mechanism, where the solu-
tions are divided into dominate, non-dominated, dominated states. It adopts the limited-
size archive to keep the non-dominated solutions and applies the second annealing loop
to the final archive. The use of archive brings the substantial benefits, but at the cost of
computation time.

Archive-free SA employs the dynamic selection based on the concept of non-dominated
sort and the mechanism of crowding distance calculation. The dynamic selection preserves
the non-domination and distributed solutions in the population. It is a simple algorithm
with the advantage of ease of implementation.

With the help of GD, ∆ and CT metrics, experiments demonstrate the performance
of the proposed algorithm. Five continuous benchmark functions have presented that
proposed archive-free SA with lower computation time outperforms archive-based SA
algorithm and NSGA II. Furthermore, an experimental study of convergence resistance
and improvement has also been carried out. In the comparison of combinational problems,
it has been shown that the SA-based method is superior in multi-objective 0–1 knapsack
problems. Overall, the results proved that archive-free SA can provide, most of the time,
very competitive results compared to others.
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Chapter 3

MULTI-OBJECTIVE LAYOUT PROBLEM

MODEL AND INTERACTION

3.1 Introduction

As explained in Chapter 1, the model of the layout optimization problem is a multi-
objective formulation. The model aims to translate the designer’s requirements into vari-
ables, constraints and optimization objectives. In general, the layout problem is locating
rectangular components in the rectangular container. Based on the different functional
properties of the components, the novel component including the solid and virtual parts
are defined, and the accessibility to the components of a layout is explicitly expressed.
Then, a new capacity index is defined to measure the feasible complexity of a layout prob-
lem and provide a priori information on whether the problem can be solved. An innovative
approach is proposed to evaluate the capacity by finding the minimum occupied space of
components. It is worth noting that we integrate a novel space generation method that
rendering the problem as a combinatorial packing process.

Indeed, the multi-objective formulation of the studied layout optimization problem
leads to the generation of a set of solutions which achieve the best compromise between
all the optimization objectives. Therefore, it is necessary to provide the designer with
aiding methods and tools to help him to choose the solution that best suits his personal
expertise and judgment on the layout problem. The interactive environment, detailed in
this chapter, first of all, consists in the interactivity with the optimization problem. The
purpose of this interactivity is to modify the problem manually and locally by taking into
account the judgment and expertise of the designer. Also, an innovative indicator, allow-
ing to analyze the similarity between solutions generated by the optimization algorithm, is
notably defined. Finally, the last part of this chapter is dedicated to the decision-making
based on a multidimensional visualization of solutions and their performance comparisons.

To formulate the model, we define the following notations:
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Chapter 3 – Multi-objective layout problem model and interaction

3.2 Multi-objective layout problem model

In most layout problems, the problem formulation comprises the various components,
the geometrical and functional constraints, the qualitative and quantitative objectives, as
described in Fig. 3.1.

Figure 3.1 – Problem formulation.

3.2.1 Component definition

The layout problem aims to find the optimal arrangement of components in the con-
tainer. If the components are solid, meaning that the overlap is forbidden. However, in
reality, there are virtual components without mass where the overlap among them is ac-
ceptable. For example, the space of the cabinet for door opening and closing in Fig. 3.2(a),
the space of the drawer to pull it out in Fig. 3.2(b), and the space of desk to allow the user
sit down as shown in Fig. 3.2(c) etc. Indeed, the cabinet, desk and drawer are modeled by
solid components because they cannot overlap. These virtual spaces placed around them,
are modedly by virtual components, can overlap each other, due to the non-simultaneous
use. Moreover, a collapsible object is designed to be folded flat when it is not being
used, such as a collapsible chair or desk in the office. The collapsible component is stored
easily and its foldable character saves more space. Besides, the foldable, expandable,
retractable, inflatable, and stackable components also allow multi-task. In this case, the
decomposition of the components of the layout into solid and virtual components makes it
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possible to take into account the particular requirement expressed by the designer. Based
on the analysis above, the different components are summarized for the layout problem
formulation:

1. Virtual components could overlap virtual components and have no mass. These
virtual components are also the accessible spaces.

2. Solid components could not overlap with solid or virtual components and have
mass. A solid component may become temporary solid if it is collapsible and can
overlap virtual and solid components.

(a) Cabinet (b) Drawer (c) Desk

Figure 3.2 – Component examples.

The component definition makes it possible to model most layout problems, for instance,
the machine placement problem in the factory. The virtual components can model the free
space around the machine that are necessary for the correct operation or maintenance,
or represent the corridors used for the flow of goods between equipment. It is important
to make this classification of the components because it can describe all the problems of
layout in a generic and realistic way, whatever the requirements expressed by the designer.

Thus, the component ci = (si, vij), i = 1, ..., n, j = 1, ..., ni, can have the solid com-
ponent si (solid rectangle) and the virtual components vij (dashed rectangles), as shown
in Fig. 3.3. Each solid component si is represented by coordinates (xi, yi) and rectangle
size (wi, hi). There are ni accessibility spaces, namely virtual components vij, attached
to si. The virtual component vij is defined by coordinates (xij, yij) and dashed rectangle
size (wij, hij). The solid and virtual components can be denoted as si = (xi, yi, wi, hi)
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and vij = (xij, yij, wij, hij), respectively. Rectangular components are relatively common
in the literature, and practical layout problems can be simplified to rectangles.

Figure 3.3 – Component ci representation.

To simplify the model, we also introduce the side location. The side location of
component si can be extracted from two extreme corners’ coordinates (xi, yi, xi+wi, yi+hi)
in Fig. 3.4 (a). Each component si has four sides as shown in Fig. 3.4 (b), defined as
(xLi

, yBi
, xRi

, yTi
):

1. Left side location xLi
= xi

2. Bottom side location yBi
= yi

3. Right side location xRi
= xi + wi

4. Top side location yTi
= yi + hi

(a) Corners’ coordinates (b) Side location coordinates

Figure 3.4 – Component si side location representation.

3.2.2 Geometrical and functional constraints

The geometrical constraints of the layout problem are non-overlap and non-protrusion
constraints. In reality, the rectangular shape of the component simplifies the constraints
formulation. Due to the accessibility property, overlap between virtual components is
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allowed, whereas overlap between two solid components has to be minimized. Thus, the
mathematical intersection area between two components is defined as:

aik = max [0,min (xi + wi, xk + wk) −max (xi − wi, xk − wk)]
×max [0,min (yi + hi, yk + hk) −max (yi − hi, yk − hk)]

(3.1)

akj =
ni∑
j

max [0,min (xij + wij, xk + wk) −max (xij − wij, xk − wk)]

×max [0,min (yij + hij, yk + hk) −max (yij − hij, yk − hk)]
(3.2)

aij =
nk∑
j

max [0,min (xkj + wkj, xi + wi) −max (xkj − wkj, xi − wi)]

×max [0,min (ykj + hkj, yi + hi) −max (ykj − hkj, yi − hi)]
(3.3)

aik represents the intersection area between component si and component sk. akj rep-
resents the sum of intersection area between solid component sk and virtual component
vij, j = 1, ..., ni, similarly, aij is the sum of intersection area between solid component si
and virtual component vkj, j = 1, ..., nk. So the non-overlap constraint of component ci
and component ck is defined as follows:

Aik = aik + akj + aij ≤ 0 (3.4)

Given two components ci = (si, vi1, vi2, vi3, vi4, vi5) and ck = (sk, vk1), the overlap of virtual
space is possible, as shown in Fig. 3.5, One case of non-overlap constraint is presented in
Fig. 3.6, neither solid components overlap aik in Fig. 3.6 (a) nor solid-virtual components
overlap akj, aij in Fig. 3.6 (b) (c), is allowed.

(a) Components (sk, vk1) and
(si, vi1, vi2, vi3, vi4, vi5)

(b) Allowed overlap between
virtual spaces

Figure 3.5 – Overlap between virtual components representation.

The non-protrusion constraint expresses the fact that the component (i.e. si) should
stay inside one bounded rectangular space a, denoted as a = (xa, ya, wa, ha), defined by
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(a) Overlap aik between solid
components si, sk

(b) Overlap akj between the
solid component sk and vir-
tual components vij

(c) Overlap aij between the
solid component si and vir-
tual components vkj

Figure 3.6 – Non-overlap constraint representation.

the bottom left coordinates and sizes, as shown in Fig. 3.7. The component side locations

Figure 3.7 – Available space a representation.

(xLi
, yBi

, xRi
, yTi

) and available space side locations (xLa , yBa , xRa , yTa) should satisfy:

max{xLa − xLi
, xRi

− xRa , yTi
− yTa , yBa − yBi

} ≤ 0 (3.5)

In some design problems, i.e. C & P problem, constraints are only geometrical. The
functional constraints, including the edge and alignment, specify the functional require-
ments of components and guarantee the correct function of components in the layout
problem. The basic idea is to translate these requirements into the generic mathematical
functions.

Some components like external windows and doors are not orientation-free and need
a specific direction to connect to the wall. The edge constraint is used to force the
component against the edge of the space because of a window or door. It is supposed that
the component si is inside a rectangular space a = (xa, ya, wa, ha), in order to force si
to the side of a, the component side locations (xLi

, yBi
, xRi

, yTi
) and available space side

locations (xLa , yBa , xRa , yTa) should satisfy:

min{(xLa − xLi
)2 , (yBi

− yBa)2 , (xRi
− xRa)2 , (yTi

− yTa)2} = 0 (3.6)
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Also, if the alignment of one side of component si to a particular side of component sj is
important, one of the following constraints should be added:

xLi
= xLj

or xRj

xBi
= xBj

or xTj

xRi
= xRj

or xLj

xTi
= xTj

or xBj

(3.7)

Furthermore, certain functional constraints are difficult to translate into explicit math-
ematical functions: components are accessible from the container’s entry which can be
found in many layout problems, such as the layout of equipment in a room, the placement
of machines in a factory, and the assembly of mechanical parts. On the one hand, virtual
spaces associated with solid components represents the accessibility of component. On
the other hand, virtual spaces may be inaccessible if there is no path to access it. The
layout optimization algorithm in Chapter 4 proposes a method to address this special
requirement and integrate it into the optimization procedure as a constraint.

3.2.3 Multi-objective formulation

The layout problem is a multi-objective problem. The first objective f1 aims to balance
the mass distribution. It is calculated as the minimization of the Euclidean distance
between gravity center of all solid components and geometry center of the container:

f1 =
√(

Xgra −X ′
gra

)2
+
(
Ygra − Y ′

gra

)2
(3.8)

Xgra =
∑n
i=1 (xci

×mi)∑n
i=1 mi

, Ygra =
∑n
i=1 (yci

×mi)∑n
i=1 mi

(3.9)

where (xci
, yci

) are the gravity center and mi is the mass of si. Xgra and Ygra are the
gravity center of all solid components that can be obtained according to the sizes and
coordinates. (X ′

gra, Y
′
gra) represent the geometry center of the container.

Another objective f2 optimizes the relative position of components. In order to quan-
titatively describe the activity relationship between components, an activity factor is
designed according to expert judgement to define the relationship between components.
For instance, there is less circulation between energy network and ventilation, and the
activity factor may be zero to reduce the distance effects. In contrast, it is important to
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limit interactions between the energy network and the electrical network, so the circula-
tion distance should be maximized and the activity coefficient between them can be taken
-1. The formulation can be expressed as:

f2 =
n−1∑
i=1

n∑
j=i+1

dij × ωij (3.10)

dij =
√(

xci
− xcj

)2
+
(
yci
− ycj

)2
(3.11)

where ωij represents activity factor and dij measures the Euclidean distance between
component ci and cj.

The multi-objective layout problem aims to find the arrangement (location and orien-
tation) of components c = {c1, c2, ..., cn}, optimize objectives f1, f2 and satisfy geometrical
and functional constraints, the formulation can be expressed as:

variable x = c

min f(x) = f1(x), f2(x)
s.t. g(x) : Eq.3.4, Eq.3.5, Eq.3.6, Eq.3.7

(3.12)

3.3 Capacity index of layout problem

For a layout problem, it is necessary to analyze the feasible complexity of the problem.
The feasible complexity analysis aims to estimate the space capacity, which is the most
desirable question in a layout problem. This section proposes a method to define the
compactness, namely capacity, of a layout problem and provides a priori information on
the difficulty of problem solving.

During the conceptual design phase of the layout, the area occupied by components
should be less than the container area. One example of three solid components packing
is shown in Fig. 3.8(a). The occupied area of the solid components can be defined by the

(a) Solid components packing (b) Solid and virtual components packing

Figure 3.8 – Component packing.
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sum of the area, and the density of solid components is expressed as:

βs =
∑n
i=1 (wi × hi)
W ×H

(3.13)

W,H are the size of the container space. If there are virtual components, then the density
of the virtual ones is:

βv =
∑n
i=1

∑ni
j=1 (wij × hij)
W ×H

(3.14)

And the sum of components density is:

βsv = βs + βv (3.15)

However, the overlap of virtual components is acceptable and the sum of the dimensions
of the components does not consider the virtual component property. Thus, the density
index will exaggerate the feasibility complexity and incorrectly indicates that the problem
can not be solved (i.e. βsv > 1). Therefore, it is necessary to define a reliable index that
shows the problem feasibility taking into account the solid and virtual components.

One previous work estimated the feasibility using the intersection matrix with no
geometry included [122]. To be more reliable, we define a capacity index βc measuring the
minimum occupied space of a given number of solid and virtual components. Indeed, the
objective is to find the index value that corresponds to the compact layout configuration,
if it is greater than 1, it indicates that the layout problem cannot be solved properly.

In order to find the minimum occupied space of components, we formulate the problem
as a packing process. On the one hand, the main idea of packing is to maximize space
utilization, in other words, to place all components as compact as possible. On the other
hand, the packing process can be treated as a combination problem that constructively
packs the components in a given sequence. Suppose we have 8 components, the number
of permutations equals 8! = 40320. Exploring all possibilities is quite time consuming. To
resolve the problem, we propose the simulated annealing method for constructive packing.
The SA optimizes the placement order; the construction places components that addresses
the geometrical constraints and determines the position of components that minimize the
occupied space. One example of three components packing is shown in Fig. 3.8(b). To
pack components, we need to generate a packing order and strategy.
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3.3.1 Space generation

The evaluation of the non-overlap constraint must be optimized in order to reduce the
computational time. Thus, we propose a novel space generation algorithm and place the
components with respect to the constraints that ensuring the search for feasible solutions.
The space around the placed components will be divided into available spaces. The avail-
able rectangular space is defined by the coordinates of lower left corner, the dimensions
along the axes where a = (xa, ya, wa, ha). The complete space generation between the com-
ponent space and available space generates four candidate available spaces, named Left
aL = (xaL

, yaL
, waL

, haL
), Right aR = (xaR

, yaR
, waR

, haR
), Top aT = (xaT

, yaT
, waT

, haT
)

and Bottom aB = (xaB
, yaB

, waB
, haB

), as shown in Fig. 3.9(a). In contrast, if the com-
ponent space and available space partially intersect, some candidate available space may
not exist, for example in Fig. 3.9(b), the right side location xR1 of component s1 is not
included in the available space, so the aR does not exist.

(a) Complete included case (b) Partial intersected case

Figure 3.9 – Complete and partial space generation.

The space generation is inspired from [123]. The former algorithm was developed
for the cutting problem and the virtual components are not considered. To account for
non-overlap constraint of the component definition that involves the solid and virtual com-
ponents, we propose an effective non-overlap constraint evaluation method. As mentioned
before, the overlap of solid components is forbidden while the overlap of virtual compo-
nents is allowed. To place components in the feasible regions, a tracks the available space
generation of placed solid components while a′ records the available space generation of
placed solid and virtual components. And we have a = {a1, ..., am},a′ = {a′1, ..., a′k}. The
relationship between available spaces can be formulated as:

∀i ∈ [1, k],∃j ∈ [1,m], a′i v aj (3.16)
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m and k represent the number of spaces in a and a′. New virtual components will be
placed in a to benefit overlap between virtual components, while new solid components
will be placed in a′ to guarantee non-overlap of solid components. After a component is
placed, the space generation replaces the available space that intersects the component
space with candidate available spaces. In addition, before adding candidate available
spaces to the space list, it should remove the available space if it is included in any
candidate available space, and filter out the candidate available space if it is included in
any available space. The update aims to release storage space.

The space generation process of list a is described in Algorithm 4. The space genera-
tion checks the available space and component space that intersects in line 2. There are
four possible generated spaces in line 6. If any available space is included in the generated
spaces, remove the available space from the list in line 9. In contrast, set adir = ∅ if it
is totally included in one of the available spaces in line 11. The updating aims to release
computer memory storage space. And the same generation mechanism for a′, except that
the input is (a′, ci) and the output becomes a′.

(a) Space generation of a (b) Tree of a

Figure 3.10 – Space generation of s1.

(a) Space generation of a′ (b) Tree of a′

Figure 3.11 – Space generation of (s1, v11).

Fig. 3.10 illustrates one space generation of s1. At first, the available space in a and a′

is initialized to the container size, a0 = [0, 0,W,H]. Once the solid component s1 is placed,
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Algorithm 4 Space generation
Input: current list a, component si
Output: a

1: for a in a do
2: if a intersects si then
3: for each side of si do
4: /* xLi

, xRi
, xTi

, xBi
*/

5: if the side is included in a then
6: Create corresponding space adir, dir in {L,R, T,B}
7: for a in a do
8: if a is included in adir then
9: Remove a from a
10: else if adir is included in a then
11: adir = ∅, go to line 14
12: end if
13: end for
14: if adir then
15: a ∪ adir
16: end if
17: end if
18: end for
19: end if
20: end for

a0 will be divided into new available spaces {a1, a2}. The space generation is shown using
a slicing tree representation in Fig. 3.10(b). Besides, the virtual component v11 placed in
a1 generates new available spaces {a3, a4, a5} in Fig. 3.11(b). The novel space generation
integrates the available space generation of the placed solid and virtual components.
Placing the new components in available spaces ensures the search for feasible solutions
that satisfy the geometrical constraints, that is, Eq. 3.4 and Eq. 3.5.

3.3.2 Simulated annealing and constructive packing optimiza-
tion

The idea of simulated annealing and constructive packing algorithm will be presented.
It is worth noting that the SA considers the capacity βc as the objective and placement
order c as the variable X; the constructive packing integrates the space generation and
constructs the compact configuration. The overall idea is described in Algorithm 5.
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Algorithm 5 Simulated annealing and constructive packing
Input: X, X∗=X
Output: X∗

1: βc(X) = Pack (X)
2: while stop condition not met do
3: while iteration in inner loop do
4: X ′=X(σ) /* Swap two elements of X */
5: βc(X ′) = Pack (X ′)
6: δβc = βc(X ′)-βc(X)
7: p(δ) = e−δβc/t

8: if δβc < 0 or p(δ) > rand then
9: X = X ′

10: βc(X)=βc(X ′)
11: if βc(X ′) < βc(X∗) then
12: X∗ = X ′

13: end if
14: end if
15: end while
16: Decrease temperature t and step σ
17: end while

Here, the SA optimizes the state X in which the components are placed into the
container, denoted as X = c and X = (c1, ..., cn). In each iteration of inner loop, a
new state X ′ will be generated by swapping elements. During the neighbor generation,
two components could be selected randomly based on step parameter σ. To control the
performance of the swap, we define σ relating to the temperature t:

σ = n ∗ exp(−1/t) (3.17)

The integer parameter σ ∈ [1, n], n is the number of components, determines the process
of neighbor generation. When the temperature is high, σ is large, any two components
can be swapped; when the temperature closes to the final temperature, only the last few
components could be selected. In other words, the placing order may widely change at
beginning but will converge to the optimal solution X∗ finally. The annealing process
determines how many temperature decreases are performed in the outer loop and the
iterations per temperature. New solutions will be generated and compared in the inner
loop. The temperature t is initialized and reduced with the cooling rate α in the outer
loop, t = t ∗ α. The optimization will stop if it reaches to the final temperature or it is
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up to the number of iterations.
The constructive packing aims to construct the compact layout configuration by suc-

cessively selecting and placing new components following the placement order. During
the previous space generation, there will be multiple available spaces that can be used for
the new component. In order to place the components compactly, the following conditions
should be satisfied:

— Placement: The new solid component closes to these already placed solid compo-
nents according to the bottom left convention.

— Selection: The overlap between the new virtual components and placed virtual
components should be maximized.

To place a new component into the container, two criteria need to be measured: the size
of the available space and the overlap of virtual space. Due to the integration of the novel
space generation, the evaluation of geometrical constraints is more effective. Fig.3.12
illustrates an example of packing two components. The detailed steps of constructive

(a) Component placement in
(a4, a1)

(b) Component placement in
(a3, a1)

Figure 3.12 – Example of component placement.

packing are described as follows:

Step 1 : Initialize the available space in a and a′ to the container space.

Step 2 : Place the first component into the bottom left corner of the container by
convention and calculate the coordinates and size of the attached virtual component.
Update the lists a and a′ (i.e. placement of s1, v11 in Fig.3.11).

Step 3 : Place the new component sequentially according to the placing order. i.e.
place the second component s2 and virtual components v21. Enumerate all permutations
of elements in the lists a′ and a, for each pair of space (a′, a), a′ ∈ a′, a ∈ a, check four
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rotations of the component and filter some pairs that does not satisfy the size require-
ment such as (a5, ∗). The illustrative example in Fig.3.12(a) uses (a4, a1). Suppose the
component s2 is placed to space of a4 that closes to the component s1. Then check if the
coordinates (x2, y2) are inside the space a4 by computing the relation of the pair of space
(a4, a1) and the size of virtual component v21 through Eq.3.18. If the pair of space (a4, a1)
satisfies Eq.3.18, then we compute the placement that closes to s1 in the space (a4, a1) by
Eq.3.19 and deduce the relative coordinates of v21 with this configuration. xa4 ≤ xa1 +max(w21, xa4 − xa1) + w2 ≤ xa4 + wa4

max(0,min(ya4 + ha4 , ya1 + ha1)−max(ya4 , ya1)) ≥ h21
(3.18)

x2 = xa1 +max(w21, xa4 − xa1)
y2 = max(ya4 , ya1)

(3.19)

Another example with pair of space (a3, a1) is shown in Fig.3.12(b), the placement has a
90◦ rotation compared to Fig.3.12(a). Determining the placement is rather straightforward
by swapping the size of component c2 and following the same idea of Eq.3.18 and Eq.3.19.
In this way, the placement closes to the already placed components and satisfies non-
overlap constraints.

If there is feasible solution, record the temporary placement and orientation of compo-
nents. If there are more than one feasible candidates, select the placement that maximizes
the overlap area between virtual spaces, here, the placement in Fig.3.12(b) is prior.

Step 4 : Update the lists a and a′. Repeat placing new components until a complete
layout is finished. Otherwise, marked the placing order as infeasible.

3.3.3 Capacity evaluation

For the layout problem that consists of solid and virtual components, we define the
index of capacity as a function of the available space that evaluated by:

βc = 1−
∑

a′

W ×H
(3.20)

It is worth noting that the ∑a′ represents the available space without intersection. Be-
sides, when we place the components sequentially, it may generate some small spaces,
which are empty, but no components can be placed. Indeed, these small spaces should be
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identified as infeasible spaces.
We can deduce the relationship between the density and capacity as:

βs ≤ βc ≤ βsv (3.21)

In the layout design, space capacity is essential to the designer. If the layout problem is
feasible, the capacity should be less than 1. The larger the value, the more difficult it is
to find feasible solutions. And the capacity is more precise than the density.

3.4 Interaction environment

The designer plays an important role in the multi-objective optimization process,
whether in the formulation of the optimization problem, the interaction with the algo-
rithm, or the final decision-making. Therefore, an optimization design environment shown
in Fig. 3.13, was created to allow the designer to interact with the layout problem dur-
ing the optimization process, for example, the designer can change the number of the
components inside the container. As the designer receives feedback of the optimization
progression, the designer can add new components and suppress extra components, or
select component that can be rotated or fixed in certain location. Overall, it allows the
designer to define/save/import the layout problem as a project, and view/explore/save
the optimization results. The graphical interface, is one of the tools present in the inter-
action layout optimization, developed within the framework of the Ph.D. The example
considered in Fig. 3.13 refers to the layout optimization problem detailed in Chapter 5.

The interactive environment is developed based on the PyQt5 package and is ac-
complished using an object-oriented representation. It allows the designer to interact
with physically relevant components during optimization. For a layout problem, it has
four relevant interactive interfaces named LayoutInteracface, NewProjectInterface,
EditInterface and OptimizationInterface respectively. The designer can interact with
the components through EditInterface to modify components’ parameters. And the
NewProjectInterface allows the designer to create a new Project through ComponentData
and ContainerData. Optimization contains different optimization algorithms and the de-
signer can define and modify optimization objectives and constraints inOptimizationFunction
and interact the optimization process through OptimizationInterface. Each time an op-
timization is performed, the program translates the object-oriented representation into a
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Figure 3.13 – Graphical interface representation.

set of mathematical design variables, objectives and constraints. The optimization results
is displayed in LayoutInteracface. The environment structure is presented in Fig. 3.14.

Figure 3.14 – Interactive configuration.

3.4.1 Interactivity with optimization problem

The interactive interface allows the designer to define a two-dimensional layout prob-
lem. The layout problem consists of the containers and rectangular components. For
the container, the size can be varying according to the user defined width and height, as
shown in Fig. 3.15.
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Figure 3.15 – New Project.

For each component, it has the solid component with mass (rectangle in color) and
virtual component without mass (rectangle in dash line). Here the virtual component
represents the space of accessibility. An edit environment has also been implemented
in the graphical interface for viewing and editing the component in the layout problem.
It is possible to modify the parameters of selected components (in grey) such as the
name, mass, geometry and functional properties. Other functionalities are also offered in
this interactive interface. It is notably possible to visualize, if they exist, the accessibility
spaces of the components, to modify the virtual property of the components, to modify the
geometrical model according to pre-defined constraints, rotation and attachment modes.

Besides, in order to help the designer perform the local optimization, three geometrical
constraint modes are properly defined:

1. Cont_bd represents the container non-protrusion constraint where the component
can be anywhere inside the container, expressed in Eq. 3.4.

2. DxDy_bd defines the distance dx, dy that the component can be moved from the
current position, as shown in Fig. 3.17 (a).

3. Specific_bd stands for the rectangle space Lbx, Lby, Ubx, Uby ,in which the com-
ponent can be located, as shown in Fig. 3.17 (b).

As the designer receives feedback of the optimization progression, he may want to
change the definition of the geometrical constraints. If the optimization progresses into
an undesirable area of the design space, the designer can dynamically add new constraints
to prevent search in that area, i.e. DxDy_bd mode or Specific_bd mode. After seeing
the optimization progression, the designer may decide to remove certain constraints in
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Figure 3.16 – Edit parameter.

order to achieve a better solution. Also, some constraints can be relaxed by modifying a
numerical bound, such as a container mode constraint. Once the designer has seen some
feasible design alternatives, he may choose to relax certain numerical bounds in order to
achieve a better solution [124]. Overall, the interface allows to add, delete and modify
the layout problem formulation. Modification of the layout problem can be used to guide
search into an area of interest.

Furthermore, with the ability to modify problem formulation, the designer can also in-
tervene the optimization process. For instance, he can intervene the optimization process

(a) DxDy mode (b) Specific mode

Figure 3.17 – Defined constraint modes.
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by using the optimization interface to edit the optimization parameters (see Fig. 3.18),
or force search into a new area of the space by manipulating the components.

Figure 3.18 – Optimization parameter.

Thus, the presented design tool can be seen as a sketchpad for interactive optimization.
As a typical procedure, the designer would

1. Define the layout optimization problem: Define the container and components, the
optimization objectives, and the special or default constraints.

2. Select the optimizer: The optimization algorithm will be applied to find one or a
set of layout solution(s).

3. Examine results: Check results visually and check performance values.

4. Iterate the optimization: Use information to refine the problem definition or guide
search into a new layout.

3.4.2 Similarity indicator for decision-making

In traditional multi-objective optimization, layout problems may have more than one
objectives to be optimized. Moreover, the results can be evaluated by the convergence
and diversity, that is, the comparison of the desired and obtained solutions. When the
optimization process continuously converges, the similarity among the solutions increases,
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and the diversity of the solutions decreases. Therefore, converging to Pareto-front while
keeping good diversity is essential. However, the layout problem is special:

— Subjective requirements are difficult to model mathematically, therefore, they are
typically ignored in optimization models. for example the components should be
accessible from the entry, which is not easy to be integrated into the problem
formulation.

— The multi-objective optimizer searches for trade-off solutions in both objectives.
The optimal solution is subjectively selected by the designer.

— The final decision-making evaluates not only the performance in the objective
space, but also the quality in the design space. However, there are fewer perfor-
mance indicators for diversity evaluation in the design space.

Consequently, layout optimization aims to search for diverse solutions with good objective
values. The designer can choose among solutions to achieve the best compromise between
optimization objectives. When the solutions, have been generated by the algorithm, the
designer needs to compare these solutions. Therefore, it is necessary to evaluate similari-
ties among feasible solutions before showing the representative solutions. Maintaining the
diversity of solutions is important to guarantee interaction after optimization. By display-
ing the obtained solutions, the designer can use his expertise to interact and explore the
design space by manipulating locally the configuration of some components, and find the
design that satisfies all the requirements. In other words, the designer plays a major role
in the selection of the ideal result of the application. For the optimized solutions, there
may be similarities within the design set. Therefore, we define a similarity indicator to
evaluate the similarity of the design, which helps the designer distinguish between layout
design. A similarity indicator represents how closely the current layout design resembles
the others. Two kinds of similarity definitions are described below.

Grid difference

Usually, similarity computation is the difference in layout designs. Layout i and layout
j are geometrically different if any component is moved a certain distance from the layout
configuration [125]. Nevertheless, evaluating the similarity globally is more generic than
individual component comparison. Thus, we divide the layout configuration into grids and
define a similarity indicator for each paired designs based on the element-wise difference.

To calculate the similarity indicator, first, permute all the layout designs that belongs
to Pareto optimal set. For each paired layout, calculate an element-wise difference using
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the grid representation, for example, if the same grid is occupied by the same component,
then the grid is labeled as 1, otherwise it is marked as 0. Then, calculate the percentage
of the same elements among all elements. The value of indicator is in the range of 0 to 1.
The larger the indicator is, the more closely the layout designs are.

However, the grid difference can not differentiate the symmetrical configuration, and
it becomes time consuming as the number of grids increases. So we propose another
lightweight similarity indicator based on the relative position.

Relative position

In general, two layout designs are similar if they have similar configurations of certain
components. To simplify a layout design, the relative position scheme is introduced to
replace the original layout with a n-by-n matrix M in Eq. 3.22. Each binary element
is a pairwise comparison of components (ci, cj). The binary variable defines the relative
position of the components and ensures symmetrical configuration detection.

M =


00 01 · · · 10
10 00 · · · 01
... ... ... ...

11 · · · · · · 00

 (3.22)

In a pairwise comparison of components (ci, cj), there are four possible relative positions
I, II, III, IV of component cj with respect to the reference component ci, as shown in
Fig. 3.19(a), it is determined according to the location of centroid, expressed as:

αxij
= xci

− xcj
(3.23)

αyij
= yci

− ycj
(3.24)

If i = j, we use the container as the reference component. The comparison is determined
as follows:

1. I: αxij
≤ 0 and αyij

≤ 0, Mij = 00. c3 is in the region I of reference component c4

in Fig. 3.19(b), M34 = 00

2. II: αxij
> 0 and αyij

≤ 0, Mij = 10. c1 is in the region II of reference component
c4 in Fig. 3.19(b), M14 = 10
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(a) Definition (b) Representation

Figure 3.19 – Relative position.

3. III: αxij
> 0 and αyij

> 0,Mij = 11. c2 is in the region III of reference component
c4 in Fig. 3.19(b), M24 = 11

4. IV : αxij
≤ 0 and αyij

> 0, Mij = 01. c5 is in the region IV of reference component
c4 in Fig. 3.19(b), M54 = 01

To evaluate the similarity of the relative position schemes, calculate an element-wise
difference for each pair of the matrices M . The similarity value is expressed as the
percentage of all elements that are the same. The similarity is between 0 to 1. The larger
the value, the higher the similarity. For symmetrical configuration detection, convert
αxij

= 1−αxij
to check the bilateral symmetry, and αyij

= 1−αyij
to check the longitudinal

symmetry.
Similarity analysis aims to keep a good diversity of the layout designs and reduce the

designer selection workload. A similarity indicator defines how similar two layout designs
are. The designer could select the most favorable solution based on the visualization tool.

3.4.3 Solution visualization tools

When the algorithm generated a set of feasible solutions, the designer needs to compare
the solutions. Therefore, it is recommended to display the layout design information both
in objectives and model design spaces to help the designer select the ideal solution. The
visualization tools presented in the followings allow for multidimensional visualization of
the solution.

Scatter plot A scatter plot is mostly used for rendering solutions in the lower dimen-
sional space. A scatter plot consists of points in an orthogonal frame that represent the
objective values of the layout configurations. In particular, the value of the optimization
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(a)

(b) (c)

Figure 3.20 – Visualization tools.

objective is associated with each point. The point then forms the Pareto front of the
optimization problem, and solutions can be compared according to their values. Fig. 3.20
(a) presents one scatter plot of solutions.

Matrix plot A matrix plot displays a two-dimensional matrix with rows of the matrix
represented in rows, columns represented in columns, and the first row is at the top (cor-
responding to the original matrix representation). The similarity indicators for pairwise
layout design formulate a similarity symmetric matrix, where the color in the grid depends
on the similarity value, as illustrated in Fig. 3.20 (b).
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Dendrogram A dendrogram is a diagram that shows the hierarchical relationship be-
tween objects. It is most commonly created as an output from hierarchical clustering.
For the similarity matrix, we apply the hierarchy cluster algorithm [126] to build nested
clusters by merging similar solutions successively. At each iteration, a distance matrix
of clusters is maintained. When only one cluster remains, the algorithm stops, and this
cluster becomes the root. The main use of a dendrogram is to work out the best way
to allocate objects to clusters. The dendrogram in Fig. 3.20 (c) presents the hierarchical
clustering of five solutions shown on the scatter plot. Besides, solutions are allocated to
clusters by drawing a horizontal line (threshold) through the dendrogram. Solutions that
are below the line are in clusters. In the example, we have two clusters. One cluster
combines 0, 1 and 4, and a second cluster combining 2 and 3.

3.5 Conclusion

This chapter presents some innovative concepts allowing to model a layout optimiza-
tion problem in a generic way. In order to translate the requirements of the designer into
optimization variables, design constraints and objectives, first of all, the layout is formu-
lated by the new component of solid and virtual parts. This definition makes it possible to
create a model of the layout problem, which takes into account all the specificities of the
problem. Besides, the geometrical constraints such as non-overlap and non-protrusion; the
functional constraints including the orientation and accessibility are translated into ex-
plicit mathematical functions. Furthermore, the layout optimization problem, presented
in this work, is a multi-objective formulation.

Then, a new capacity index is proposed to evaluate the feasible complexity of the
layout problem. This index defines an alternative to the traditional calculation of the
compactness of a layout problem. Contrary to the commonly used density calculation of
compactness, this new index is based on the evaluation of the minimum occupied space
of the components which reflects the geometrical information of the layout problem. The
capacity evaluation is implemented by the simulated annealing and constructive packing
optimization. The space generation is notably developed for the efficient geometrical
constraint evaluation. This index makes it possible to demonstrate, in a reliable way, if
the problem can be solved or not.

The interactive environment allows integrating mathematical optimization with hu-
man decision-making during conceptual design of the layout problem. The designer in-
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teracts with the problem optimization representation by adding, deleting and modifying
objectives, constraints and components. Also, the final decision-making uses the visual-
ization tools to compare the solutions by analyzing the objectives and similarities that
characterize quantitative information. In order to help the designer distinguish layout
designs, a similarity indicator is notably proposed, which quantitatively expresses how
similar the current layout design is to other layout designs. In summary, the main func-
tions of the interactive environment are the visualization, modification, exploration of the
geometric model of the solution.

104



Chapter 4

MULTI-OBJECTIVE OPTIMIZATION OF

LAYOUT PROBLEM

4.1 Introduction

This chapter is devoted to the layout optimization approach. The optimization aims
to find the optimal solutions of the layout problem formulated in Chapter 3. The layout
problem, taking into account the virtual components and the accessibility to components.
Two objectives, namely layout balance and activities, are considered. Integrating the
accessibility of components as functional constraints ensures components maintenance or
proper operation. However, addressing the functional constraints increase the complexity
of the layout optimization.

Therefore, an optimization algorithm based on constructive approach is proposed to
solve the layout problem. The algorithm is based on the combinatorial optimization:
archive-free SA algorithm, to determine the placement and configuration sequences; con-
structive placement algorithm, to place components sequentially. In this chapter, the con-
structive placement is first introduced to generate complete layout configurations. Then,
the use of SA optimization is justified by the complexity analysis of the combinatorial
layout problems. Finally, the optimization and the relevant model in multi-container case
are described.

4.2 Solving simple layout examples

In this section, two different layout examples are formulated in comparison developed
archive-free SA with NSGA II. The examples properties are summarized in Table 4.1, in-
cluding the component number, the density and capacity, the size of the components, and
the functional constraints. Both layout examples have the associated virtual components.
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The capacity values are deduced using the method in Chapter 3, and the corresponding
most compact layout configurations are shown in Fig. 4.1.

Table 4.1 – Properties of layout examples.
Test 1 Test 2

Number of components 18 11
Density of solid components 0.54 0.47
Density of virtual components 0.54 0.66
Density of solid and virtual components 1.08 1.13
Capacity 0.81 0.75
Equal size Yes No
Accessibility No Yes

(a) Test 1

(b) Test 2

Figure 4.1 – Test examples.

Test 1 – Equal-sized component in Fig. 4.1(a)

The problem is concerned with placing 18 equal-sized components into a container,
width is 4000 mm, and height is 2000 mm, respecting geometrical non-overlap and non-
protrusion constraints. The virtual component, symbolized by the dotted rectangle, has
the same size as the solid component. And the dimensions are given in Table 4.2.
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Table 4.2 – Data in Test 1.
Item Dim/w (mm) Dim/h (mm) Mass/m (kg)
Container 4000 2000 -
1-18.Components 600 400 50

Test 2 – Unequal-sized component in Fig. 4.1(b)

The unequal-sized component is more common and realistic. The problem involves
accessibility requirements and geometrical constraints. It has two types of components:
components 5-7 with 2-equal size virtual components, and the rest components each
with 1-equal size virtual component. The entrance, fixed to the lower left corner of the
container, is modelled as the virtual component. The container size is the same as in Test
1. The detailed dimensions of components are given in Table 4.3.

Table 4.3 – Data in Test 2.
Item Dim/w (mm) Dim/h (mm) Mass/m (kg)
Container 4000 2000 -
1-2. Components 600 400 50
3. Component 600 400 200
4. Component 1200 400 100
5-7. Components 200 200 30
8-10. Components 1000 800 200
11. Entrance 1200 1200 -

Both layout examples are formulated as the multi-objective optimization problems
presented in Eq.3.12: optimize the balance and the activity under constraints. Here, we
assume that the activity among components 1, 2, 3, 9 must be restricted so such that
the distance must be maximized, thus their activity factors equal to -1 for minimization.
We apply archive-free SA and NSGA II to solve the continuous problem formulations,
population size N = 100 and the maximum iterations is taken as 1000. However, archive-
free SA and NSGA II cannot really search for feasible regions in a reasonable time due
to the limited space in the test examples with a capacity up to 0.81. Therefore, the
algorithm may generate many infeasible solutions in which the non-overlap constraint
cannot be satisfied.

In NSGA II algorithm, even if different operators are used to generate new individuals,
the non-overlap satisfied individuals are still very sparse. In the end, the optimization
is likely to converge into a small niche of the solution space. This phenomenon can
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(a) (b)

Figure 4.2 – NSGA II obtained solutions of Test 1.

(a) (b)

Figure 4.3 – Archive-free SA obtained solutions of Test 1.

be seen in Fig. 4.2 and Fig. 4.4, and the obtained solution is generated by the local
movement of components in one type of layout design. In archive-free SA algorithm, it
tries to explore the space by accepting the worse solutions, such that the process will not
converge prematurely. However, the difficulty in finding the feasible solutions remains
the same level. The obtained solutions are shown in Fig. 4.3 and Fig. 4.5. Moreover, the
layout example is more complex than the common practical problems. It is evident from
the results that finding feasible configurations using conventional optimization algorithm
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(a) (b)

Figure 4.4 – NSGA II obtained solutions of Test 2.

(a) (b)

Figure 4.5 – Archive-free SA obtained solutions of Test 2.

is quite challenging.

Based on the above analysis, it proves that no method is superior than the other
method. Therefore, it is better to guide the search into the feasible space. In the following
sections, one alternative approach will be designed for efficient feasible solution generation
in the layout problems.
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4.3 Constructive placement for layout generation

Applying continuous optimization is challenging due to the constrained design space.
Observe that the most of solutions not respect the non-overlap constraints and conse-
quently are infeasible. Constructive placement algorithm is inspired from [123]. The
former algorithm was developed for the cutting problem and the virtual components are
not considered. To place components with respect to constraints, first of all, we inte-
grate the placement strategy of solid and virtual components to satisfy the geometrical
constraints; then we characterize component accessibility as a constraint during the con-
struction process.

4.3.1 Placement strategy

As presented in Chapter 3, the placement of component will generate two kinds of
available space, denoted as:

• a: available spaces used for virtual components;
• a′: available spaces used for solid components.

The placement strategy is proposed to place component in appropriate space with respect
to the constraints. The strategy concerns two aspects, namely component placement and
space selection.

Component placement

For a component ci, it has four rotation configurations. The placement is performed
only for available space in which the component fits. To place a component ci = (si, vij),
j = 1, according to the selection of the available space, i.e., ai ∈ a′ and aj ∈ a, there will
be two possibilities: ai and aj coincide or not.

1. If the selected space ai and aj coincide, then the component will be placed in the
corners of selected space with four rotations. It ensures that less margin space is
generated and the non-overlap constraint is satisfied automatically. The feasible
configurations are numbered from 1 to 16 as shown in Fig. 4.6, and we have the
configuration sequence pi = (1, 2, ..., 16).

2. Otherwise, the solid component will be placed in the corners of ai, and the con-
figurations in Fig. 4.6(b), (c) becomes the placements as shown in Fig. 4.7, where
certain configurations will be adjusted according to the selected space aj. One
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example is given in Fig. 4.8, instead of placing c2 in the corner in Fig. 4.8(a), the
position is refined to avoid overlapping with c1 in Fig. 4.8(b).

(a) (b) (c) (d)

Figure 4.6 – Placement examples ai and aj are coincide.

(a) (b)

Figure 4.7 – Placement examples ai and aj are not coincide.

(a) (b)

Figure 4.8 – Placement adjustment.

If the component ci = (si, vij), j > 1, and vij is distributed in more than one di-
rection (x−axis, y−axis), then the placement will be proceeded iteratively, presented in
Algorithm 6. Assuming there is one component c1 = (s1, v11, v12, v13, v14) (see Fig. 4.9)
selected to be placed with p1 = 16.

1. If the selected space ai and aj coincide, then the component will be placed in the
corners of selected space.

2. Otherwise, the placement of solid and virtual components is similar to the one
directional case but is performed iteratively. One example is given in Fig. 4.10.
Firstly, place s1 to the bottom right corner in ai; then place the virtual components
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Algorithm 6 Component placement
for ai in a′ do

Place si in ai
for aj in a do

Place vij in 1st direction in aj
Adjust placement of si in ai
for ak in a do

Place vij in 2nd direction in ak
Adjust placement of si in ai and vij in 1st direction in aj

end
end

end

Figure 4.9 – Two directional virtual components representation.

v12 and v14 along x− axis in aj and adjust placement of s1 at the same time; finally,
place virtual components v11 and v13 along y− axis in ak and adjust placement of
s1, v12 and v14 to satisfy non-overlap constraints.

Figure 4.10 – Placement of two dimensional virtual components.

Space selection

To place a component, it should decide which available space will be used. The
component placement is decided by the spaces in a that used for virtual components and
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a′ that used for solid components. The successive placement process can be treated as a
combination problem. Thus, an effective space selection rule is essential for a constructive
placement. Three selection strategies are proposed:

1. Selection strategy 1: Check all the combinations of spaces (ai, aj(k)), ai ∈ a′ and
aj(k) ∈ a.

2. Selection strategy 2: Select one combination of spaces (ai, aj(k)), ai ∈ a′, aj(k) ∈ a

satisfying Eq. 3.16, ai is the smallest sized space. The selection aims to successfully
finish the construction process with less computational effort, namely space-filling
placement.

3. Selection strategy 3: Select one combination of spaces (ai, aj(k)), ai ∈ a′, aj(k) ∈ a

satisfying Eq. 3.16, ai is the largest sized space.

The placement of component ci may have more than one feasible configurations sat-
isfying the geometrical and functional constraints. We need the criteria to select which
configuration is used for the space generation. For the high-capacity layout problem,
maximizing the space utilization to find feasible designs always has the highest priority.
However, we notice that maximizing the overlap of virtual spaces sometimes conflicts
with accessibility requirements. If the overlap maximization is too aggressive than other
objectives, then the final solutions will converge to part of the feasible region. To bal-
ance the feasibility and the diversity, we classify the configurations based on the container
boundary then select configuration according to the overlap maximization rule. A detailed
explanation can be found in the next section that describes the summarized constructive
placement algorithm.

4.3.2 Accessibility analysis

In the problem modelling, we introduce the virtual components connected to the solid
component to deal with local accessibility. Indeed, the virtual space may be inaccessible
from the entrance if there is no path to access it. The integration of virtual spaces is
necessary but is not sufficient for the component accessibility. The proposed layout model
is composed by a set of rectangular components. Therefore, the proposed method uses
rectangle with size (wr, hr) to represent the accessible space required by the user, shown
in Fig. 4.11, where rectangles represent the path taken by the user inside the layout, in
order to reach to the component from the entrance.
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Figure 4.11 – Accessibility representation.

In our work, we characterizes component accessibility as a constraint during the con-
struction process. Assume that k components have been placed in the container space,
and the generated available spaces are kept in a and a′. To place the k+1 component, the
accessibility analysis is applied as summarized in Algorithm 7. The accessibility analysis

Algorithm 7 Accessibility analysis
1: Initialize the door space ad.
2: Generate connection tree of available space list a = {a1, ..., ai, ..., aj, .., am}.
3: Find path for each placed virtual component vij.

builds the connection tree using spaces in a that is generated by solid components. The
root is ad and the nodes are the connected space ai, aj in a. The connection is measured
by intersection space:

max(0,min(xRai
, xRaj

)−max(xLai
, xLaj

)) ≥ wr (4.1)

max(0,min(yTai
, yTaj

)−max(yBai
, yBaj

)) ≥ hr (4.2)

where the rectangle size (wr, hr) represents the accessible space required by the user.
Assuming one component is accessible from the entrance, there is at least one path for
the human to reach the component. The path starts from the door space ad and ends
at the virtual space of the component vij. For the placed virtual component vij, find
the corresponding space av where it placed inside. Using the recursion idea, Algorithm
8 illustrates traversing the connection tree to find a path. If there is a path start=ad,
end=av, path=[ad, . . . , av], then the component is accessible; otherwise, the component’s
configuration is not acceptable. One example presented in Fig. 4.12, the placement of v11

occupies a1, and there is one path=[ad, a2, a1].
To understand how the construction works, consider a simple two-dimensional layout

problem. This problem consists in placing five components (five types of components)
and one flexible door in a container, while respecting the geometrical constraints and ac-
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Algorithm 8 find path(start node = ad, stop node = av, path = [ ])
path = [path, startnode]
if start node=av then

return path
end
if start node not in connection tree then

return infeasible configuration
end
for node in connection tree do

if node not in path then
path = find path(start node, stop node, path)
if path exist then

return path
end

end
end

Figure 4.12 – Connection path [ad, a2, a1].

cessibility constraints. Fig. 4.13 illustrates the components and container of the example.
For the layout problem, a rectangle (wr, hr) represents the user working in the layout.

(a) Container (b) Components

Figure 4.13 – Layout problem of five components.

And the size can be set as the minimum space of the virtual components. When placing
a new component into the container, one connection tree is built based on the intersec-
tion relationship of available spaces in a. The connection is evaluated at each level of
the tree. Once the tree generation is finished, check if there is one path for accessibility
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(accessible from the door through available space; ignore the indirect connection between
components).

(a) (b) (c) (d)

(e) (f)

Figure 4.14 – Accessibility analysis (a) Placement of components ci = (si, vij), i ∈
(1, 2, 3, 4), (b) Space generation a of (s1, s2, s3, s4), (c) Placement of components ci =
(si, vij), i ∈ (1, 2, 3, 4, 5), (d) Space generation a of (s1, s2, s3, s4, s5), (e) Connection tree
a generated by (s1, s2, s3, s4), (f) Connection tree a generated by (s1, s2, s3, s4, s5).

Examples in Fig. 4.14 illustrate the accessibility analysis. The placements of (c1, c2, c3, c4)
in Fig. 4.14(a) generate available spaces a = {a1, a2, a3, a4, a5} in Fig. 4.14(b) in colors.
The connection tree in Fig. 4.14(e) is generated based on the Eq. 4.1 and Eq. 4.2, where
tree={ad : [a1], a1 : [a2, a3, a5], a2 : [a4], a4 : [], a3 : [], a5 : []}. And there exists at least one
connection path for the placed virtual components:

• v11: path=[ad, a1, a2]
• v21: path=[ad, a1, a2, a4]
• v31: path=[ad, a1]
• v41: path=[ad, a1, a3]

So the placed components are accessible and the current layout configuration is feasible.
If the placement continues and the component c5 is placed as shown in Fig. 4.14(c),
then the space generation updates as in Fig. 4.14(d) and the connection tree becomes
tree={ad : [a1, a6], a1 : [a2′ , a3, a5], a6 : [a5], a2′ : [], a3 : [], a5 : []} as shown in Fig. 4.14(f).
There is a connection path for solid components s3, s4 while s1, s2 can not be accessible
anymore. So the configuration does not satisfy the accessible requirement. The placement
of c5 will not be accepted as a feasible solution.
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4.3.3 Constructive placement algorithm

The constructive placement process is summarized in Algorithm 9. In step 1, we
initialize the available space as the container size. Then place the component sequentially
to have the geometrically feasible configurations pig in step 2. The configuration selection
is determined by the boundary classification in step 3, accessibility verification in step 4
and overlap maximization in step 5. The process continues with new space generation
and next component placement in step 6.

Algorithm 9 Constructive placement
1: Initialize the available space as a0 in a and a′.
2: Place component ci successively following the placement sequence c. With the selected

available space (a′, a), a′ ∈ a′, a ∈ a according to the placement strategy, go through
the configuration sequence pi to find all the feasible configurations that satisfy the
geometric constraints, denoted as pig = (i1, i2, ..., ir), r ≤ 16.

3: Classify the configurations in pig. If the configuration is on the boundary, keep it in
the first level pib1 , otherwise, keep it in the list pib2 . And the feasible configurations
becomes pib = (j1, ..., jl︸ ︷︷ ︸

pib1

, jl+1, ..., jr︸ ︷︷ ︸
pib2

).

4: Check the accessibility requirement of the obtained configurations and filter
out the unsatisfied candidates. The final feasible configurations list is pia =
(k1, ..., kh︸ ︷︷ ︸

pia1

, kh+1, ..., kq︸ ︷︷ ︸
pia2

), q ≤ r ≤ 16.

5: If there are more than one feasible configuration in pia1 , sort the configuration list
by computing the available space area in descending order. The first with maximum
available space in pia1 will be selected as the prior choice; otherwise, select the first
configuration with maximum available space in pia2 .

6: Update a and a′ with space generation. Continue placing components to complete
the construction. Otherwise, the layout configuration is infeasible.

4.3.4 Constructive placement strategy comparison

Here, we use two layout examples that presented before to test the different place-
ment strategies in the constructive placement. Constructive placement is designed to
circumvent the difficulty arising from constraints. In each iteration, the placement order
is generated randomly. With a given number of iterations, the more feasible solutions it
finds, the better the performance.
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Table 4.4 – Placement strategy comparison with fixed configuration sequence.
Number of solutions Test 1 Test 2

Fix configuration sequence
Space selection strategy 1 1/100 2/100
Space selection strategy 2 1/100 37/100
Space selection strategy 3 1/100 5/100

Table 4.5 – Placement strategy comparison with permuted configuration sequence.
Number of solutions Test 1 Test 2

Permute configuration sequence
Space selection strategy 1 22/100 5/100
Space selection strategy 2 26/100 40/100
Space selection strategy 3 13/100 6/100

Placement strategy with fixed configuration sequence

The strategy comparison results are summarized in Table 4.4 where the number of
solutions is obtained with 100 iterations. Three strategies are compared with fixed config-
uration sequence. If we do not permute the configuration sequence, then the configuration
sequence is fixed as pi = {1, 2, ..., 16}. In Test 1, if there is no configuration permutation,
the constructive placement will find one feasible solution with poor diversity no matter
which strategy is used. In Test 2, both geometrical and functional constraints are consid-
ered. Because of the unequal-sized component, three strategies with fixed configuration
sequence can find more than one feasible solution. It is worth noting that it results from
the random placement sequence but not the configuration sequence. Strategy 2 starts
with the smallest size of the available space and fills the container space gradually. It
helps the placement to finish the constructive process, consequently, more solutions are
obtained compared to strategy 1 and 3.

Placement strategy with permuted configuration sequence

The strategy comparison results are summarized in Table 4.5 where the number of
solutions is obtained with 100 iterations. Three strategies are compared with random
configuration permutations.

In order to overcome the limitation of diversity, the configuration permutation is in-
cluded in the constructive process. And we can see that the number of solutions is
improved dozens of times in Test 1 compared to the case of fixed configuration sequence.
Besides, it turns out that the performance of strategy 1 will decrease if there is accessibil-
ity requirement, for example, 22 out of 100 are feasible in Test 1 but 5 out of 100 feasible
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in Test 2. However, strategy 2 significantly outperforms the strategy 1 and 3 in feasible
solution generation.

After the comparison, we can conclude that
— The permutation of configuration sequence is necessary for diversity in the design

space, especially in the case of equal-sized component. In other words, under the
same condition, different configurations have the same possibility to be selected
during the construction process.

— Considering the search ability under constraints, strategy 2 is much better than
strategy 3. Strategy 2 conducts the placement effectively and achieves better results
compared to the other.

Based on the above analysis, space selection strategy 2 with configuration permutation
is effective in generating feasible solutions and proved to be the best placement strat-
egy for developing the multi-objective optimization algorithm. These contributions were
appeared in a peer-reviewed publication [127].

4.4 Optimization for layout problem

The constructive placement treats the layout generation as a discrete combinatorial
problem. The complexity is first analyzed before presenting the proposed optimization
algorithm.

4.4.1 Complexity analysis

With the placement sequences c and configuration sequences p, the placement al-
gorithm can constructively build a layout. Moreover, the proposed algorithm uses the
discrete formulation and the complexity is computed according to the combination pos-
sibilities N . The complexity N relates to the number of spaces in a,a′. For the se-
lected available space (a′i, aj), i ∈ [1, k], j ∈ [1,m], there are at most 16 feasible solutions
pia = (k1, ..., kq), q ≤ 16. If we check all combinations of available spaces in strategy 1,
the combination complexity for one component equals N = q ∗m∗k. In strategy 2 and 3,
check one selected available space, then the complexity becomes N = q. The complexity
of strategy 1 can be highly increased if the number of available spaces is quite large.
Furthermore, as the number of components increases, the computational time to explore
the sequence space using an exhaustive search approach increases exponentially. Hence,
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it is necessary to develop a meta-heuristic method to effectively search the feasible space.

4.4.2 Layout optimization algorithm

In Chapter 2, the experimental results prove that archive-free SA is computationally
cheaper and produce better approximations on MOKPs. Therefore, archive-free SA is used
to improve the placement and configuration sequences in Algorithm.10. Given a state Xi,
a layout with f i is generated using the constructive placement. And the neighbors are
generated by a swap operator: two components could be selected randomly based on step
parameter σ. The mechanism is the same in the configuration sequence.

Algorithm 10 Optimization framework
/* Block of constructive placement */
for Xi in P do

Given current state Xi = (c,p)
for ck in c do

Select available space by placement strategy
Place ck with pk ∈ p s.t. accessibility analysis
Select configuration by placement strategy
Space generation

end
Objective evaluations f i

end
/* Block of optimization */
while stop condition not met do

while iteration in inner loop do
P ′ = neighbor generation (P )
Constructive placement
(R,R′) = fast nondominated sort
(CD,CD′) = crwoding distance
P = dynamic selection

end
decrease temperature t

end

As we noticed that, the layout problem is a constrained problem. The constraints
involve the functional and geometric requirements. In the presence of constraints, each
solution generated by constructive algorithm can be either feasible or infeasible. Thus,
we introduce the infeasible violation I to measure the number of unplaced components
during the construction process, I ∈ [0, n]. There are at most two situations:
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1. If the placement reaches to the end of the construction process, it means all the
components are feasible so the infeasible violation I = 0.

2. Otherwise, the construction will be interrupted earlier and the infeasible violation
I equals to the number of unplaced components among c.

Consequently, the fast nondominated sort is carried out using the following domination
comparison:

— both solutions are feasible. The denomination is measured according to the original
objective functions.

— Neither are feasible. The objective value becomes the infeasible violation. The
infeasible solution with smaller infeasible violation denominates the other.

— Only one of the two is a feasible solution. The infeasible solution is dominated by
the feasible solution.

The ranks of all feasible solutions are compared using the objective function values, while
the ranks of infeasible solutions are compared using infeasible violations. Feasible solu-
tions are assigned better ranks than infeasible solutions using the modified domination
comparison.

4.4.3 Comparisons of optimization results

Since the placement is sequential, the placement sequence c = {c1, ..., cn} is one dis-
crete variable in SA. Furthermore, in the placement strategy comparison, it turns out
that the configuration sequence p = {p1, ..., pn} will also affect the solution candidates.
Thus, we propose three formulations concerning the design variables and parameters in
the layout optimization:

1. Design variable Xi = (c), and parameter pi = {1, ..., 16};

2. Design variable Xi = (c), and parameter pi is permuted randomly;

3. Design variable Xi = (c,p).

In the first two cases, configuration sequence pi is treated as one parameter (fixed or per-
muted), while in the last case, pi is taken as one discrete variable. Here, the optimization
is performed under 100 iterations with population size N = 20. The objective of the lay-
out example is to find the optimal design which minimize its balance and maximize the
required functional distance. For each case, the optimization has been run twenty times
because of the stochastic behavior of the algorithm. A comparison among the results
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obtained using the different formulations was performed to verify their performance to
optimize layout, executing 2000 evaluations of objective functions for each of them.

In Fig. 4.15, it is shown the Pareto solutions obtained using optimization in Test 1.
It is possible to observe that the fixed configuration sequence has not presented a good

Figure 4.15 – Pareto solutions obtained using different formulations in Test 1.

performance. It has found only one extreme Pareto solution. Besides, the permuted
configuration sequence has found two solutions but are dominated by solutions found by
optimized configuration sequence. Optimizing configuration sequence found more Pareto
solutions than others. In other words, optimized configuration sequence solutions domi-
nated the most of the other ones.

In Test 2, the Pareto front obtained by different optimization formulations are shown
in Fig. 4.16. It can be noted that although fixed configuration sequence presents six
solutions, only one of them dominate the solutions found by the other algorithms in the
mass balance around 100 mm. While two of eight is considered as the non-dominated
solutions using permuted configuration sequence. In the balance region below 200 mm,
optimized configuration sequence presented the best performance, finding more trade-off
solutions than others algorithms where one solution slightly dominated by solutions found
by permuted configuration sequence.

Through different multi-objective layout optimizations, several configurations of layout
optimization designs were obtained, which found the Pareto solutions. From the results it
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Figure 4.16 – Pareto solutions obtained using different formulations in Test 2.

can be said that optimizing configuration sequence had the best performance on finding
the Pareto front.

4.5 Multi-container layout problem

In this study, the multi-container layout problem aims to find the layout configuration
under flexible sub-container size. The objectives are to optimize the mass distribution and
the activity relationships among components while satisfying the functional and geometric
constraints. In the formula presented here, components and sub-container are represented
by rectangles following current industrial practices. Overall, the multi-container layout
problem model is stated as follows:
Given:

— n components with fixed dimensions and l sub-containers with flexible sizes;
— Fixed assignment of components to sub-containers r : {c1, ..., cn} → {1, ..., l};
— Total container dimensions W,H and the area z = W ×H

Determine:
— The sub-container size and the component placement, so as to find the Pareto front

of the multi-container layout problem.
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(a) "|" form (b) "-" form (c) "+" form

Figure 4.17 – Partition form

4.5.1 Boundary restrictions

For multi-container layout problem with fixed component assignment, the component
placement is restricted by size of the corresponding sub-container. Depending on the
sub-container size, the layout will be divided into different spaces. And, a complete lay-
out configuration can be generated according to the component placement. The various
partition forms are presented in Fig.4.17. In general, for a given layout area, the com-
bination of partition form can divide the layout into different rectangular sub-container
For example, if there are l − 1 "|" form partitions inside the layout, then the layout area
z will be divided into l sub-container with area zj = Wj × Hj, j ∈ l. Once the location
of partition is determined, components will be arranged in each sub-container. Given the
assignment of components r, ri = j if component ci, i ∈ n, is assigned to sub-container
j ∈ l. If partition size is ignored, the following conditions should be satisfied:

0 ≤ zj ≤ z (4.3)

l∑
j=1

zj = z (4.4)

To make sure components can be placed inside each sub-container, the occupied area
of components should be less than the sub-container area. Assume that for each sub-
container j, component ci placed inside is ri = j. Thus lower bounds of sub-container
area zj should satisfy non-protrusion constraints of components:

β̂cj
≤ zj (4.5)

where β̂cj
is the minimum occupied space of components inside sub-container j. Solving
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Eq.4.4 subject to constraint Eq.4.5, the new boundary constraints of sub-container become

β̂cj
≤ zj ≤ αj + β̂cj

(4.6)

l∑
j=1

αj = z −
l∑

j=1
β̂cj

(4.7)

By doing so, we transform the constrained global optimization of zj in Eq.4.3 into local
search region in Eq.4.6.

4.5.2 Extension to multi-container layout optimization

In general, the optimization framework for multi-container case is the same as the
proposed algorithm for single-container case: archive-free SA optimizes multi-objective
considering the sub-container z = (z1, ..., zl), which are continuous variables, and the
placement-related sequences including placement sequences c = (c1, ..., cn) and configu-
ration sequences p = (p1, ..., pn), which are discrete variables. Once the sequences and
sub-container spaces are determined, the placement is used to construct the complete
layout.

In each iteration, a new population will be generated by neighbor generation. The
pseudo-code is described in Algorithm 11. Each individual, Xi = {z, c,p} is perturbed
to generate a new individual X ′i = {z′, c′,p′}.

Algorithm 11 neighbor generation
Input: P, τ, σ
Output:P ′

1: for i← 1 to N do
2: c′,p′ = swap(c,p, σ)
3: lb = max(z − τ ∗ (Ub− Lb), Lb)
4: ub = min(z + τ ∗ (Ub− Lb), Ub)
5: z′ = lb+ rand ∗ (ub− lb)
6: end for
7: return P ′ = (X ′1, ..., X ′N)

To generate a new state, the placement-related sequences in the same sub- container
are perturbed by a swap operator. Moreover, changing of the sub-container area is defined
by the neighborhood search. The area of sub-container is locally modified in its neighbor
region in line 5. The neighborhood size is defined by the lower and upper boundary
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Lb, Ub, where Lb = (β̂c1 , ..., β̂cl
), Ub = (α1 + β̂c1 , ..., αl + β̂cl

). The new boundary lb, ub
defines the minimum and maximum movement of the current value and τ ∈ (0, 1).

4.6 Conclusion

The more constraints, the more the design space is divided into separate zones. Also,
the larger the capacity index, the more difficult to find feasible configurations. Conse-
quently, the layout problem is then more complex. The effective non-overlap evaluations
must be implemented to reduce the computational time. The use of a stochastic algorithm
is necessary considering the great complexity of layout problems, especially industrial ap-
plications. However, the experimental results on layout examples have demonstrated the
feasible difficulty of the continuous optimizer.

This chapter has detailed the optimization for layout problems. It is based on the con-
structive placement and one stochastic algorithm, that is archive-free simulated annealing.
The constructive placement, used for layout generation, selects and places components
successively while respecting all constraints. Indeed, it solves the most difficult issue, fea-
sibility, in the layout generation. Furthermore, the stochastic optimization is introduced
to decrease the computational complexity in the search space. Moreover, the placement
is independent of the optimization and can be extended to any other layout problem,
i.e. multi-container case. The algorithm is implemented and tested in several applica-
tion cases introduced in next chapter, and their results are compared quantitatively and
qualitatively.
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INDUSTRIAL APPLICATIONS

5.1 Introduction

Layout problems are inherently multidisciplinary tasks and are usually solved as opti-
mization problems, expressed as finding the optimal arrangements of components inside
the container to optimize the objectives and respect constraints. The research on in-
dustrial layout optimization intensified in recent years. Industrial layouts have complex
environments and various design goals and constraints to ensure the layout is in a good
functional state.

The layout problem presented in this chapter relates to the industrial application pro-
posed by the French company Thales SIX France in Cholet. The application concerns the
layout of shelter design. A proper shelter layout can effectively improve the system perfor-
mance. Light and mobile shelter with on-board equipments, such as cabinets, desks and
other electrical boxes, provides complete protection for personnel and against battlefield
aggression. This technical shelter layout is often attached to the rear of a vehicle and is
dedicated to communications missions during military operations. Its versatility means a
variety of armed forces can use the shelter. The first two examples deal with the problem
of the shelter layout in a single container. The last case study is a multi-container shelter
layout. For each case study presented in this chapter, all the steps of the method are
described: the description, the capacity analysis, the resolution of the problem, as well as
the similarity analysis for later interaction. The experiments indicate that the proposed
optimization approach performs well in ensuring accessibility and efficiently finding high-
qualified solutions, where the constructive placement largely contributes to the search for
alternatives satisfying constraints.
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5.2 Single-container shelter problem

The chosen shelter layout is taken from [128]. This case study is a shelter with four
cabinets, two desks and two electrical boxes as illustrated in Fig. 5.1.

Figure 5.1 – Overview of CAD model of single-container shelter [128].

5.2.1 Problem description

In order to simplify the optimization formulation, there are two assumptions:

1. Components have the same height and no superposition.

2. Components are cuboids.

Consequently, the configuration of the problem is defined in two-dimension, shown in
Fig. 5.2.

We use the rectangle to represent each component. Considering the accessibility, a
virtual component (light color), the same size as the solid component, is attached to each
cabinet and desk. For example, the virtual space of cabinet allows interaction between
human and itself or insert some materials into the cabinet. These components should be
accessible from the fixed entrance.

The shelter has dimension W = 2150 mm,H = 2740 mm. The dimensions of the
equipment, as well as the mass of each equipment, are indicated in Table 5.1.
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Figure 5.2 – 2D configuration model of single-container shelter.

Table 5.1 – Data of components in single-container shelter.
Item Dim/w (mm) Dim/h (mm) Mass/m (kg)
1.cabinet 800 600 400
2.cabinet 600 600 300
3.cabinet 600 600 300
4.cabinet 600 600 274
5.desk 350 465 10
6.desk 525 800 30
7.box 200 580 45
8.electrical box 250 430 35
9.entrance 800 600 -

5.2.2 Problem formulation

The purpose of the case study is to place properly the components in the feasible space
to achieve given objectives. The overall formulation of the problem including variables,
constraints and objectives.

The geometrical constraints of the shelter are non-overlap and non-protrusion con-
straints. Besides, there are also functional remarks of the shelter:

1. The cabinets are restricted in the allowed spaces, where non-overlap between cab-
inets and the hatched rectangle space below the air conditioner in Fig. 5.3;

2. The electrical box 8 has to be placed against the front wall near the door or the
wall behind, where no rotation is allowed;
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3. The desk 5 is a tablet that can be folded down and it is therefore assumed that it
can overlap all the virtual components present in the shelter.

These requirements are formulated as constraints that presented in Chapter 3, and will
be handled by the constructive placement. The distance between cabinet 1 (energy box),
cabinet 3, cabinet 4 and electrical box 8 should be maximized to limit interactions between
electrical and energy networks. For simplicity, we list the activity relationship of these
four components in Table 5.2. Two optimization objectives are therefore:

Table 5.2 – Activity factor of the single-container shelter.
Item 1.cabinet 3.cabinet 4.cabinet 8.energy box

1.cabinet 0 0 0 -1
3.cabinet 0 0 0 -1
4.cabinet 0 0 0 -1
8.energy box -1 -1 -1 0

— minimize objective 1: distance between the center of gravity of all the components
and the geometric center of the shelter, given by Eq.3.8 in Chapter 3.

— maximize objective 2: distance between cabinet 1 and the set made up of cabinets
3 and 4 and box 8, given by Eq.3.10 in Chapter 3.

The multi-objective layout optimization aims to find the arrangement (location and ori-
entation) p = {p1, p2, ..., pn}, n = 8 of components c = {c1, c2, ..., cn}, n = 8, optimize
objective 1 and objective 2 and satisfy geometrical (non-overlap and non-protrusion) and
functional constraints (accessibility, edge on the wall), given by Eq.3.12 in Chapter 3.

5.2.3 Capacity evaluation of the layout

The shelter layout has eight solid components, seven virtual components (six acces-
sibility spaces of the solid components that have the same dimensions to these related
solid components, one virtual entrance). The density of solid and virtual components
using the formula Eq.3.13, Eq.3.14 and Eq.3.15 in Chapter 3, are listed in Table 5.3.
In previous study [128], the author introduces one free space below the air-conditioner
(hatched rectangle, one free space at the shelter’s entry, one virtual corridor located in
the middle that connected to the door of the entry, which guarantees all solid components
should be accessible, as shown in Fig. 5.3. However, if the virtual components (6 spaces
of accessibility, 1 corridor, 1 door, 1 free space) are included and overlap between them
are ignored, then the sum of the density is increased to βsv = 1.05 > 0.85. Since we
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Table 5.3 – Density of components.
Density Value
Density of solid components βs =0.40
Density of virtual components βv =0.45
Sum of density βsv =0.85

Figure 5.3 – Previous 2D configuration model [128].

employ the accessibility analysis, the corridor is of no use in our case. Besides, to place
the cabinets in the allowed spaces, the specific constraint modes could be used in layout
modelling as presented in Chapter 3, instead of using one virtual free space.

By applying the method presented in Chapter 3 with 1000 iterations, it takes 12
minutes to find the minimum occupied space of the case study where βc =0.55, which
shows a priori feasibility of the shelter optimization. The corresponding layout design is
shown in Fig.5.4. In [122], the author use intersection matrix to calculate the capacity
βc = 0.66. However, the value is based on estimation and no geometry included.

Besides, when we place the components sequentially, it may generate some small
spaces, which are empty, but no components can be placed. Indeed, these small spaces
should be identified as infeasible spaces. After obtaining the prior feasible information,
we apply optimization algorithm to find the set of feasible solutions of the shelter.
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Figure 5.4 – The compact configuration with βc = 0.55.

5.2.4 Optimization results and similarity analysis

An initial population has N = 200 random individuals. The initial temperature ts is
initialized as ts = 100. Set the cooling rate r = 0.9 and the total number of iterations L =
250 to perform the annealing process. The algorithm searches for solutions by considering
the geometrical and functional constraints and objectives of the problem formulation.
Fig. 5.5 shows the previous optimal solution and an optimal solution obtained from the
optimization. All layout designs satisfy the non-overlap, non-protrusion, accessibility and
the additional user defined constraints.

Table 5.4 – Numerical results of solutions.
Objective Initial solution Previous optimal solution Optimal solution
objective 1/mm(minimization) 254.1 83.3 15.8
objective 2/mm(maximization) 6048.8 6484.3 6971.7

For comparison, Table 5.4 presented the objective values of the initial solution, the
previous optimal solution in the literature, the optimal solution that realizes the best
compromise between optimization objectives. The numerical result illustrates that the
optimal solution can realize much better objective values compared to the initial one and
the previous one. Indeed, the initial configuration created by the engineers of Thales
was generated from geometrical aspects. And the configuration of the initial expert solu-
tion is described in Fig.5.2. The previous optimal solution based on interactive modular
optimization is presented in [125]. The experimental results prove that the proposed al-
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(a) Previous optimal solution [125]. (b) Optimal solution.

Figure 5.5 – Optimal solutions configurations.

gorithm is effective in solving the layout problem under functional constraints. Besides,
it can be seen that there is a significant difference between the optimal layout solution
compared to the initial and the previous solution. It proves that the proposed layout can
conduct better exploration and exploitation ability. At the same time, it can find better
solutions in both objectives.

Figure 5.6 – Display of solutions in objective space.
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(a) solution 0. (b) solution 1.

(c) solution 2. (d) solution 3.

(e) solution 4.

Figure 5.7 – Display of selected designs.
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(a) Similarity matrix. (b) Hierarchical cluster dendrogram.

Figure 5.8 – Similarity analysis.

The proposed optimization algorithm can generate high-qualified solutions that are
well-distributed in objective space. However, the diversity in design space is also impor-
tant. Therefore, we now analyze the similarities among the obtained feasible solutions.
To simplify the demonstration, we first apply non-dominated sorting to select solutions in
the rank range [1, 10] and the number of solutions is 135, as shown in Fig. 5.6. We can see
that the exploration region distributed in objective space is no longer a niche. Besides, the
proposed algorithm can generate more choices for designers. Then we randomly select five
solutions, numbered from 0 to 4, as shown in Fig. 5.6. The corresponding configurations
are given in Fig. 5.7 and each solution is a new variant compared to the other (at least
one different component configuration).

The similarity indicators for paired layout designs formulate a similarity symmetric
matrix, represented in Fig. 5.8(a). By comparison, design 0 and design 1 have higher
similarity value, while design 0 and design 4 have lower similarity value compared to
others. Considering the different variants, it is necessary to identify the difference and
cluster similar sets. Considering the undetermined number of clusters, the similarity
matrix is analyzed using hierarchy cluster algorithm. The algorithm uses a distance
matrix to merge similar solutions consecutively and builds nested clusters until there is
only one cluster left. The hierarchical similarity relationship of the selected designs is
presented in Fig. 5.8(b). It can detect the geometrical differences between configurations
and identify similar groups. For example, the similar design 0 and design 1 are assigned
into one group, whereas designs 3 with less similarity values are grouped with design 0 and
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design 1 into another cluster. Besides, by drawing a horizontal line (threshold) through
the dendrogram, all the connected descendent links below a cluster node are in the same
cluster if this node is below the cut threshold, that is, solution 0, solution 1 and solution 3
are in the same cluster. The visualization tool can provide information on the hierarchical
similarity of designs, helping users to quickly select the preferred solution.

Figure 5.9 – Display of cluster dendrogram.

Figure 5.10 – Display of clustered solutions in objective space.
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After preliminary experiments, we now apply the similarity analysis to ranked solu-
tions, and clustering results are shown in Fig. 5.9. If we set the threshold to define the
clusters, we can have the different grouped solutions, as shown in Fig. 5.10, the same
grouped solutions have the same color. It is proved that, close points in objective space
can have different configurations in design space and vice versa. In the layout optimiza-
tion, configurations affect the system performance directly. The similarity analysis makes
the solution selection more reliable.

The experimentation proves that the proposed optimization is effective in generat-
ing alternatives and finding high-qualified solutions in a reasonable computational time.
Moreover, the similarity analysis demonstrates good diversity of the obtained layout set,
which can be applied as an interactive tool.

5.3 Single-container shelter with big size components

The shelter with big size components as shown in Fig. 5.11, introduces the size differ-
ence issue into layout instances.

Figure 5.11 – Big-sized shelter representation.

5.3.1 Problem representation and formulation

In order to simplify the optimization formulation, there are two assumptions:

1. Components have the same height and no superposition.

2. Components are cuboids.
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Figure 5.12 – Big-sized shelter representation.

The shelter is simplified as shown in Fig. 5.12. The container is rectangular with a width of
5945 mm and a height of 2286 mm. The big size component, namely amplifier component,
has three virtual components: two virtual components with a width of 2469 mm and a
height of 600 mm, one virtual component with a width of 800 mm and a height of 841
mm, and occupies almost half of the container space.

Each component is represented by a set of rectangles. The entrance, fixed to the upper
left corner of the container, is modelled as the virtual component. The other components,
each with a virtual component attached, have the same width as the solid component and
the height of 600 mm. The dimensions and the mass are given in Table 5.5.

Table 5.5 – Data in shelter with big size components.
Item Dim/w (mm) Dim/h (mm)

1.amplifier 2469 841
2.ventilation 860 1100
3.energy box 650 650
4.operation box 600 600
5.battery 2320 200
6.air conditioner 800 406
7.extinguisher 1330 283
8.circuit board 600 300
9.entrance 1060 1060

Except for geometrical constraints (non-overlap and non-protrusion), additional con-
straints include edge on the wall, alignment, and accessibility of components.

1. The air conditioner and extinguisher must place against one wall of the container

2. The alignment specifies that ventilation must attach to the right side of amplifier.

These requirements are formulated as constraints that presented in Chapter 3, and will
be handled by the constructive placement. The minimum functional distance between
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amplifier and entrance has to be considered, thus the activity factor w19 taken as -1. Two
optimization objectives are:

— minimize objective 1: distance between the center of gravity of all the components
and the geometric center of the shelter, given by Eq.3.8 in Chapter 3.

— maximize objective 2: distance between amplifier and entrance, given by Eq.3.10
in Chapter 3.

The multi-objective layout optimization aims to find the arrangement (location and ori-
entation) p = {p1, p2, ..., pn}, n = 8 of components c = {c1, c2, ..., cn}, n = 8, optimize
objective 1 and objective 2, and satisfy geometrical (non-overlap and non-protrusion) and
functional constraints (alignment, accessibility, edge on the wall), given by Eq.3.12 in
Chapter 3.

5.3.2 Capacity evaluation of the layout

The shelter has eight solid components, and the density of solid components equals
to 0.38. There are also eleven virtual components and the density of virtual components
is up to 0.65. The density of solid and virtual components using the formula Eq.3.13,
Eq.3.14 and Eq.3.15 in Chapter 3, are listed in Table 5.6. And the sum of the density

Table 5.6 – Density of components inside shelter.
Density Value
Density of solid components βs =0.38
Density of virtual components βv =0.65
Sum of density βsv =1.03

βsv =1.03 which is bigger than 1. However, by applying the calculation method presented
in Chapter 3, we obtain a capacity index βc = 0.77, which shows a priori feasibility of the
optimization.

Figure 5.13 – Compact configuration of big-sized shelter.
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5.3.3 Optimization results and similarity analysis

An initial population has N = 200 random individuals. The initial temperature
ts is initialized as ts = 100. Set the cooling rate r = 0.9 and the total number of
iterations L = 250 to perform the annealing process. The algorithm searches for solutions
by considering the geometrical and functional constraints and objectives of the problem
formulation, nine layout designs are Pareto-optimal solutions, shown in Fig. 5.14.

Figure 5.14 – Display of rank 1 solution.

(a) Similarity matrix. (b) Hierarchical cluster dendrogram.

Figure 5.15 – Similarity analysis of big size component shelter.

The initial configuration proposed by the expert in Fig. 5.12, has maximum functional
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distance around 3400 mm and maximum gravity deviation about 350 mm. Compared
with the initial solution, the obtained solutions of our optimization are non-dominated
solutions in the objective; however, we cannot formulate all the requirements from the
expert, so different non-dominated solutions are still good, and the expert finally chooses
one of them as their final decision, not their initial proposal.

To analyze the performance of the design space, first of all, the similarity indicator is
computed for the obtained layout configurations, and the similarity matrix is presented
in Fig. 5.15 (a). It can be seen that solution 0 and solution 1 have the highest similarity
value, whereas solution 3 and solution 5 have the lowest similarity. The hierarchical

(a) solution 3. (b) solution 8.

(c) solution 1.

Figure 5.16 – Display of optimal designs.

similarity, given in Fig 5.15 (b), is consistent with the similarity information. Here, we
assume there are three clusters, each representative is shown in Fig. 5.16, and the same
grouped solutions have the same color, as shown in Fig. 5.17. Each solution is a new
variant compared to the other. The designer could select the solution that achieves best
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Figure 5.17 – Display of clustered solutions in objective space.

compromised objective value based on the visualization tool.
The layout application has a fairly large component with multiple virtual spaces.

When the capacity of layout is large, the main objectives is to find the set of feasible
alternatives. The higher the capacity, the harder it is to find a feasible solution. The op-
timization results confirm that the proposed optimization can effectively generate feasible
solutions such that placement constraints are satisfied and tend to reduce computational
efforts.

5.4 Multi-container shelter problem

This case study is an extension of the shelter layout problem with three zones [129].
This section details the optimization process implemented for this multi-container layout
problem.

5.4.1 Representation of the shelter

The shelter studied here, as shown in Fig. 5.18, is a three-dimensional shelter with
three different spaces, named storage zone, technical zone and operator zone. In order
to simplify the optimization problem, there are two assumptions:

1. Components have the same height and no superposition.

2. Components are cuboids.
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Figure 5.18 – Multi-container shelter layout representation

Figure 5.19 – 2D configuration model of multi-container shelter.

Consequently, the configuration of the problem is defined in two-dimensional, as shown
in Fig. 5.19. And the evaluation of constraints is more easily realized. Moreover, each
component is represented by a rectangle. The data of the container is given in Table 5.7.
Dimensions described in Table 5.8, Table 5.9 and Table 5.10 match the configuration in
Fig. 5.19.

Table 5.7 – Data of container in 2D model.
Item Dim/W (mm) Dim/H (mm)
container 5930 2306
storage zone 703 2306
technical zone 3400 2306
operator zone 1717 2306

As suggested in Chapter 3, components can be separated into two categories: solid
and virtual components. A set of virtual components attached to components (light color)
represent accessibility spaces. The size of the virtual component, either equal to the size
of the attached solid component, or set to 600 mm, represents the size of the accessible
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Table 5.8 – Data of components in storage zone.
Item Dim/w (mm) Dim/h (mm) Mass/m (kg)
1.air-conditioning host 435 983 180
2.storage 700 1000 150

Table 5.9 – Data of components in technical zone.
Item Dim/w (mm) Dim/h (mm) Mass/m (kg)
3.cabinet 600 600 420
4.cabinet 600 600 420
5.cabinet 600 600 420
6.cabinet 600 600 274
7.desk 277 550 10
8.desk 550 277 34
9.desk 277 550 10
10.electrical box 400 203 48
11.air conditioner 795 353 70
12.energy box 600 800 500
13.ventilation 575 680 72
14.entrance 1000 5 120

Table 5.10 – Data of components in operator zone.
Item Dim/w (mm) Dim/h (mm) Mass/m (kg)
15.electrical box 300 600 54
16.air conditioner 353 795 54
17.desk 600 800 54
18.desk 600 800 54
19.console 600 580 420
20.entrance 1000 5 120

space.
• Component 1, component 2 and component 13 are solid components, indeed, these

boxes do not need to be accessible,
• Component 3, component 4 and component 5 and component 6, each has one 600

mm virtual space and one 344 mm virtual space,
• Component 11, component 12 and component 16, each has an identical size virtual

space,
• The rest components, each has a 600 mm virtual space.

The accessibility spaces of the cabinets are modelled to guarantee the free space in front
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of the cabinets allowing the loading of material into them. Office accessibility spaces
correspond to the spaces occupied by the operator in front of his workstation, Indeed, the
virtual space either guarantees interaction or correct usability.

5.4.2 Problem formulation

The overall formulation of the problem including variables, constraints and objectives.
The geometrical constraints of the shelter are non-overlap and non-protrusion constraints.
Except for the accessibility constraint, there are other functional constraints of the appli-
cation:

1. The cabinets are placed in an allowed space, the 70 mm virtual space is used to
avoid full attachment to the wall and is also dedicated the shock absorbers freedom.

2. The desk 8 is grouped with a cloison, the cloison is a window-like component that
has to be attached to the external wall of the shelter.

3. The desk 7 and desk 9 can be fully folded and can overlap with all virtual spaces.
However, the overlap of desks is forbidden considering the possibility of two people
working simultaneously. So they are temporary solid components.

4. The electrical boxes and the air conditioners have to be placed against the wall.

5. The ventilation maintains from the outside, therefore has to be on the back wall
and no rotation is allowed.

6. The doors are accessible from the exterior and the virtual space is used for a door
opening from outside.

These requirements are formulated as constraints that presented in Chapter 3, and will
be handled by the constructive placement. The distance between cabinet 3, cabinet 4,
cabinet 5 and energy box 12 should be maximized. For simplicity, we list the activity
relationship of these four components in Table 5.11. So the two objectives are defined as:

Table 5.11 – Activity factor of the multi-container shelter.
Item 3.cabinet 4.cabinet 5.cabinet 12.energy box
3.cabinet 0 0 0 -1
4.cabinet 0 0 0 -1
5.cabinet 0 0 0 -1
12.energy box -1 -1 -1 0
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minimizing layout balance (objective 1) and maximizing circulation distance (objective
2). Two optimization objectives are therefore:

— minimize objective 1: distance between the center of gravity of all the components
and the geometric center of the shelter, given by Eq.3.8 in Chapter 3.

— maximize objective 2: distance between box 12 and the set made up of cabinet 3,
cabinet 4 and cabinet 5, given by Eq.3.10 in Chapter 3.

Overall, the multi-container layout problem model is stated as follows:
Given:

— Twenty components c = {c1, ..., c20}with fixed dimensions and three sub-containers
with flexible sizes,

— Fixed assignment of components to sub-containers r : {{c1, c2}, {c3, ..., c14}, {c15, ..., c20}}
→ {1, 2, 3},

— Total container dimensions W = 5930, H = 2306 and the area z = W ×H.
Determine:
— The sub-container size zi, i ∈ [1, 2, 3] and the arrangement (location and orientation)
p = {p1, p2, ..., pn}, n = 20 of components c = {c1, c2, ..., cn}, n = 20, optimize objective 1
and objective 2 and satisfy geometrical (non-overlap and non-protrusion) and functional
constraints (accessibility, edge), given by Eq.3.12 in Chapter 3.

5.4.3 Capacity evaluation

The assignment of components to each zone is fixed, so we analyze the density and
capacity for each zone separately. The density of solid and virtual components in storage,
technical and operator zone using the formula Eq.3.13 and Eq.3.14 in Chapter 3, are listed
in Table 5.12, Table 5.13 and Table 5.14.

Table 5.12 – Density of components in storage zone.
Density Value
Density of solid components βs =0.69
Density of virtual components βv =0.0
Sum of density βsv =0.69

If the overlap between virtual components are ignored, then the sum of the density
of technical zone is βsv = 1.01 > 1, and the sum of the density of operator zone is
βsv = 1.08 > 1, which indicates that the problem can not be solved. However, by
applying the method presented in Chapter 3 with 1000 iterations, it found the minimum
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Table 5.13 – Density of components in technical zone.
Density Value
Density of solid components βs =0.36
Density of virtual components βv =0.65
Sum of density βsv =1.01

Table 5.14 – Density of components in operator zone.
Density Value
Density of solid components βs =0.44
Density of virtual components βv =0.64
Sum of density βsv =1.08

occupied space of the storage zone where βc1 = 0.7, the technical zone βc2 = 0.76, and
the operator zone βc3 = 0.79, which shows a priori feasibility of the shelter optimization.
The corresponding compact layout design is shown in Fig.5.20. Besides, when we place

Figure 5.20 – Compact configuration of the shelter.

the components sequentially, it may generate some small spaces, which are empty, but no
components can be placed. Indeed, these small spaces should be identified as infeasible
spaces Thus, the minimum occupied space is modified as the product of minimum occupied
length and width for each zone and the capacity is updated as: βc1 = 1, βc2 = 0.82,
βc3 = 0.90.

After obtaining the prior feasible information, we apply optimization algorithm to find
the set of feasible solutions of the shelter.
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5.4.4 Boundary estimation of three zones

The minimum width and height occupied space defines the minimum area β̂ci
of sub-

container i, i = [1, 2, 3], :

Storage zone : β̂c1 = 700× 2306 mm2

Technical zone : β̂c2 = 2795× 2306 mm2

Operator zone : β̂c3 = 1553× 2306 mm2

The partition in the "|" form will be divided the layout container vertically such that
the sub-container is mainly defined by the x−coordinate of each partition. The width
of compartment W = 5930 mm and the width of each partition 57 mm and = 53 mm.
Thus, the maximum movement for the partition will be

5930− 700− 2795− 1553− 57− 53 = 772 mm

So we have α = 772× 2306 mm2, the area is represented as the white regions in Fig.5.20.
And the search complexity interval is reduced by 1− 772/5920 = 86%.

5.4.5 Optimization results and similarity analysis

An initial population has N = 200 random individuals. The initial temperature ts is
initialized as ts = 100. Set the cooling rate r = 0.9 and the total number of iterations
L = 250 to perform the annealing process.

In the given number of iterations, 16 solutions of three-compartment layout under-
determined zone area considering the formulated objectives and the constraints, are
Pareto-optimal designs as shown in Fig. 5.21. And Fig. 5.22 plots the corresponding
x−coordinate of each multi-container shelter layout configuration. The similarity indi-
cators for paired layout designs formulate a similarity symmetric matrix, represented in
Fig. 5.23(a). The visualization tool provides information on the hierarchical similarity of
designs, shown in Fig. 5.23(b). Here, we assume there are five clusters, as shown in Fig.
5.24, the same grouped solutions have the same color. And each representative is shown
in Fig. 5.25.

The most of the components of the shelter in the storage and operator zone are con-
sistent with the initial proposed scheme shown in Fig.5.19 but with more diverse configu-
ration in technical zone, which is the most complex area in this shelter. For the different
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Figure 5.21 – Display of rank 1 solution.

Figure 5.22 – x-coordinate of the partition.

zone area, the developed algorithm can find various shelter configurations using placement-
related sequences. The solution initially created by the engineers of Thales is far from
the obtained optimal solutions and is dominated by them as well. On the one hand, it
turns out that the optimization algorithm can reach the similar determined sub-container
configuration compared with the initial solution, for example solution 0 in Fig. 5.25. And
it proves the feasibility of the proposed method. On the other hand, the optimized shelter
configurations have better values in the objectives and demonstrates the effectiveness of
the developed method. Due to the dense capacity of the shelter, it is difficult to satisfy
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(a) Similarity matrix. (b) Hierarchical cluster dendrogram.

Figure 5.23 – Similarity analysis of multi-container shelter.

Figure 5.24 – Display of clustered solutions in objective space.

the non-overlap constraints. Besides, even if the solution is geometrically feasible, certain
components may be inaccessible considering the limited available space. Consequently,
finding feasible solutions that achieve better objective function values becomes extremely
hard. However, the developed optimization algorithm resolves the difficulties arising from
the problem. The constructive algorithm effectively generates feasible solutions while the
SA algorithm optimizes the combination of shelter configurations.
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(a) solution 14. (b) solution 0.

(c) solution 9. (d) solution 12.

(e) solution 5.

Figure 5.25 – Display of optimal designs.
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5.5 Conclusion

This chapter has shown that the layout optimization approach, developed in this
manuscript, can be applied to various industrial layout applications. The method was
tested on a problem of arranging a shelter in single- and multi- container with very lim-
ited space. The conventional layout problem is concerned with finding the arrangements of
components inside the container to optimize objectives under geometrical constraints, i.e.,
no component overlap and no container protrusion, whereas the multi-objective optimiza-
tion for layout balance and component activity requirements with functional constraints
is developed. Integrating the accessibility of components as functional constraints en-
sures components maintenance or proper operation. However, addressing the functional
constraints increase the complexity of the layout optimization. The multi-objective sim-
ulated annealing is applied as a global optimizer and is in charge of efficiently exploring
the search space. The constructive placement is used to place components following the
sequences proposed by simulated annealing. The experiments indicate that the proposed
optimization approach performs well in ensuring accessibility and efficiently finding high-
qualified solutions, where the constructive placement largely contributes to the search for
alternatives satisfying constraints. The similarity visualization, which supports the inter-
action approach, provides a tool suitable for solving multi-objective layout optimization
problems.
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Conclusion

Layout is an important and an active research area. The thesis manuscript contributes
to a multi-objective optimizer based on constructive approach to solve the novel layout
problem model. The method is developed to address the difficulties of component ac-
cessibility in the multi-objective layout design and can be extended to layout problem
with multiple containers. Accessibility is one particular layout functional constraint that
expresses the maintainability, inspection as well as reachability to components. More-
over, interactive environment is designed. In particular, the capacity index and similarity
indicator is integrated into the interactive optimization process.

The layout problems are inherently multidisciplinary tasks and can be solved as op-
timization problems. To translate the designer requirements into optimization variables,
design constraints and objectives, first of all, the layout is formulated by the new compo-
nent of solid and virtual parts. The model, taking into account the virtual components
and the accessibility to components, requires an effective optimization algorithm for ad-
dressing the feasible difficulty. Without loss of generality, two objectives, namely layout
balance and activities, are considered. Then, a new capacity index is proposed to eval-
uate the feasible difficulty of the layout problem. This index defines an alternative to
the traditional calculation of the compactness of a layout problem. It makes it possible
to demonstrate, in a reliable way, if the problem can be solved or not. Furthermore,
the interactive environment allows integrating mathematical optimization with human
decision-making during conceptual design of the layout problem, with a focus on similar-
ity analysis applied to obtained layout alternatives and help the expert select the final
decision.

The layout model contains multiple objectives and can be solved by a multi-objective
optimizer which considers multiple objectives simultaneously and searches for a set of com-
promised solutions. Simulated annealing is a stochastic neighborhood search approach for
global optimization. The ease of implementation makes simulated annealing a popular
method for solving large and practical problems. However, the individual-based feature
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limits the application, especially in the multi-objective problems. To overcome the issue,
archive-free SA employs the dynamic selection based on the concept of non-dominated sort
and the mechanism of crowding distance calculation for multi-objective optimization is
proposed. Continuous and combinational problems are tested, overall, the results proved
that archive-free SA can provide, most of the time, very competitive results compared to
others, which makes it interesting to solve complex layout problems. For comparison, we
have applied the proposed archive-free simulated annealing optimization approach to the
simple layout examples that formulated by the multi-objective layout model. The exper-
imental results has found the fewer layout alternatives and showed feasible difficulty in
the layout optimization. The optimizer may get stuck and fail to jump out of (in-)feasible
search region. Alternatively, the layout problem can be formulated as a combinatorial
problem. Simulated annealing demonstrated the robustness in combinatorial optimiza-
tion. Thus, a multi-objective optimization method integrates sequential placement with
simulated annealing is developed instead.

Component accessibility is one important design requirements in the industrial en-
gineering. The integration of virtual spaces is necessary but is not sufficient for the
component accessibility. Therefore, additional accessibility analysis is conducted by the
constructive placement. Different strategies have been proposed and investigated in order
to be generic and efficient, thus suited to a wide set of layout problems. The place-
ment, not only integrates space generation of solid and virtual components guaranteeing
non-overlap of components, but also introduces the idea of connection path ensuring acces-
sibility of components. The strategy comparisons confirm that the space-filling strategy
can effectively generate feasible solutions and reduce computational efforts. Layout so-
lution is constructed sequentially, which is a combination process. Simulated annealing
search technique explores combinations of component configurations and optimizes both
objectives simultaneously. Archive-free SA is in charge of exploring efficiently the search
space to propose promising alternatives. Most of researches on layout problems focus on
placing components on a single container. Nevertheless, the layout with multiple con-
tainers has always been a hot and challenging point. The method was then extended
to layout with multiple containers. The optimization complexity can be highly reduced
through the proposed boundary estimation which transforms the global search into local
search.

The layout optimization method was tested on the problem of arranging a shelter
in single- and multi- container with very limited space. The experimentation proves
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that the proposed optimization is effective in ensuring accessibility and finding high-
qualified solutions compared to the existing algorithms, which enable a truly interactive
optimization process. Moreover, the similarity analysis demonstrates good diversity of
the obtained layout set, which can be applied as an interactive tool.

Perspective

This thesis contributed to the multi-objective layout optimization approach. Even
if the outcomes of the research were positive and allowed to effective and interactive
optimization, there are still a few aspects of research to be explored. These directions of
research are briefly described here:

— Introduce the interactions between the designer and the optimization algorithm. In
addition to using the similarity analysis to help the designer compare and select the
preferable solution,artificial intelligence can also be integrated to help the design
further improve the solution. For example, analyzing the evaluation of objectives
according to the expressed objective importance.

— Define different shapes of components. We assume all the components are rect-
angles in the layout model. The definition highly simplifies the constraints and
objectives formulation. To go further, the layout could have other shapes such as
circles, triangles and polygon etc.

— At present the approach has been applied the space generation of rectangular
shapes. Further research could adapt the available space generation to the free-
form component. The space generation is used to avoid overlapping component.
One can rely on computer-aided design to detect collisions and report the overlap
area; or use sets of circles replace the free-form shape, and then compute the overlap
between components with simple distance computations.

— The proposed approaches have been applied to two-dimensional layout problems
but it can be applied to other such as, the three-dimensional layout problem where
components have different heights. Adapt the placement strategy to account for
the effects of gravity and surface contact area is necessary.
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INTRODUCTION

L’optimisation d’agencement est multidisciplinaire. Les applications peuvent être
l’agencement de station spatial, l’agencement de véhicule, l’agencement d’architecture,
l’agencement de puce, l’agencement de système de fabrication etc. Un excellent agence-
ment peut améliorer efficacement les performances du système. Les problèmes portent
généralement sur la recherche des agencements optimaux des composants (i.e. équipements,
machines) à l’intérieur du conteneur (i.e. atelier, usine) pour optimiser les objectifs et
respecter les contraintes géométriques et fonctionnelles. Les composants les plus rencon-
trés sont représentés par des rectangles de tailles déterminées. Dans tous les problèmes
d’agencement, les contraintes de non-chevauchement entre composants et les contraintes
d’appartenance au conteneur sont présentes. L’orientation ou l’alignement doit définir les
relations fonctionnelles entre les composants. Les contraintes fonctionnelles assurent le
bon fonctionnement du système. Une majorité d’études optimise, par exemple, la distri-
bution de masse, ou l’exigence de contiguïté et le coût de manutention du matériel.

Sans techniques d’optimisation, le problème d’agencement ne peut être résolu avec
succès. Cependant, la région satisfaite par la contrainte, l’objectif non linéaire et non
convexe de la formulation de l’agencement rendent l’optimisation complexe par nature.
Les solutions satisfaites des contraintes peuvent être obtenues en pénalisant les violations
de contraintes dans la fonction objectif ou générées à partir de domaine réalisable. Les
problèmes d’agencement les plus couramment rencontrés ont de multiples objectifs qu’il
convient d’optimiser. En fait, les problèmes multiobjectif peuvent être résolus par des
techniques d’optimisation monoobjectif ou d’optimisation multiobjectif. Le premier cas
transforme plusieurs objectifs en une fonction d’agrégation utilisant des poids prédéfinis,
il existe donc une solution unique correspondante. Dans cette dernière approche, un
optimiseur multiobjectif considère plusieurs objectifs simultanément et vise à trouver des
solutions compromises, connu sous le nom de front de Pareto. De plus, le processus
d’optimisation peut être utilisé comme aide à la décision pour le concepteur. Lorsqu’il
est confronté à de multiples choix en fonction du risque et de l’incertitude, le décideur
peut sélectionner la conception de la configuration pour obtenir le meilleur compromis de
performances du système.
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Ce manuscrit de thèse est donc structuré en plusieurs chapitres de la manière suivante.
Le Chapitre 1 réalise un état de l’art des recherches effectuées en optimisation multiobjec-
tif, notamment sur les les concepts fondamentaux, les approches classiques d’optimisation,
les effets d’archive et les stratégies qui tentent d’améliorer la convergence et la diver-
sité dans l’optimisation multiobjectif. Ce chapitre décrit également les problématiques
d’agencement d’espace (la représentation, la formulation et les approches d’optimisation).
Le Chapitre 2 est dédié aux méthode de recuit de simulation basé sur la population en
tenant compte de l’archive externe pour le problème multiobjectif. Nous avons expliqué
le cadre général et étudié les performances des cas basés sur des archives et sans archives.
La comparaison est effectuée sur des instances de référence continues et combinatoires
avec la méthode connue d’optimisation multiobjectif. En particulier, la résistance et
l’amélioration de la convergence sont étudiées plus en détail. Le Chapitre 3 présente le
nouveau modèle d’agencement qui prend en compte l’accessibilité des composants et des
outils d’interaction conçus. Tout d’abord, la définition du composant, les contraintes de
conception et les objectifs sont détaillés. Puis un indicateur de capacité est proposé pour
évaluer la difficulté d’optimisation du tracé. Enfin, un environnement interactif permet-
tant d’intégrer l’optimisation mathématique est présenté, avec un focus sur l’analyse de
similarité laissant au concepteur de faire des choix par rapport aux solutions générées
par l’algorithme d’optimisation. Le Chapitre 4 propose un ensemble de méthode permet-
tant de résoudre ces problèmes d’agencement en intégrant l’analyse de l’accessibilité dans
la méthode de recuit simulé. L’analyse de l’accessibilité est menée par la méthode du
placement constructif. La procédure de placement et les comparaisons de stratégies de
placement sont décrites en détail. Après cela, les approches orignales d’optimisation de
la disposition multiobjectif avec le recuit et le placement simulés multiobjectif sont pro-
posées. L’optimisation d’agencement multi-conteneurs est ensuite détaillée. Le Chapitre
5 présente des applications industrielles de la démarche d’optimisation proposée dans ce
manuscrit. Une conclusion générale peut être déduite sur les performances d’optimisation
selon laquelle un placement efficace satisfaisant les contraintes conduira à un optimiseur
qui permettra un processus d’optimisation véritablement interactif.
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Chapter 1

ÉTAT DE L’ART

Du point de vue mathématique, l’optimisation consiste à identifier la solution, c’est-à-
dire une ou plusieurs variables de décision, en minimisant ou en maximisant une fonction
donnée ou un ensemble de fonctions tout en respectant un ensemble de contraintes. Ainsi,
deux types de problèmes d’optimisation sont distingués dans la littérature : les problèmes
d’optimisation monoobjectif et multiobjectif. Dans ce chapitre, dans un premier temps,
nous avons décrit la formulation de problèmes monoobjectif et multiobjectif. Nous avons
ainsi présenté les principales différences entre les solutions « optimales » dans ces deux cas
et passé en revue les méthodes de résolution. Dans le passé, les techniques d’optimisation
les plus couramment utilisées étaient déterministes, par exemple, la méthode basée sur le
gradient qui utilisait des informations sur le gradient pour rechercher l’espace de solution
près d’un point de départ initial. Par rapport aux approches stochastiques, les méthodes
basées sur le gradient convergent plus rapidement et peuvent obtenir des solutions pour le
problème convexe mais ne peuvent pas résoudre facilement les problèmes d’optimisation
non convexes. D’autres types de méthodes d’optimisation sont des approches stochas-
tiques. Ces méthodes conviennent à la recherche globale en raison de leur capacité à
explorer et à trouver des zones prometteuses dans l’espace de recherche à un temps de
calcul abordable.

Les méthodes déterministes et stochastiques dans l’optimisation monoobjectif peuvent
être étendues à l’optimisation multiobjectif. Les approches basées sur la scalarisation, la
domination, la décomposition, les indicateurs ainsi que les interactions ont été distin-
guées. Un consensus critique est apparu sur le fait que l’utilisation de l’archive externe
tout au long du processus d’optimisation peut améliorer les performances au détriment de
l’efficacité des calculs. Pour les algorithmes d’optimisation multiobjectif, l’une des carac-
téristiques clés est la capacité de trouver une bonne approximation du compromis optimal
parmi les objectifs multiples. Cependant, deux questions restent ouvertes. Tout d’abord,
la sélection de la solution devient fortement dépendante de la mesure de la diversité de
sorte que la convergence du front de Pareto vers le vrai front de Pareto est progressive-
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ment détériorée. Un deuxième problème est lié à l’espace de décision. Une majorité
d’algorithmes se concentrent uniquement sur la distribution des solutions dans l’espace
objectif. Néanmoins, une bonne représentation des solutions dans l’espace décisionnel est
également importante du point de vue du processus décisionnel.

La deuxième grande partie de ce chapitre est le problème d’agencement. Le prob-
lème de coupe et d’emballage (C & P) est courant dans l’industrie. Un problème de
coupe vise à maximiser le nombre de composants placés à l’intérieur du conteneur et
un problème d’emballage se réfère à la minimisation du nombre de conteneurs utilisés
pour placer tous les composants. Dans un problème d’agencement, la représentation
des composants, les objectifs et les contraintes peuvent être différents. Par exemple, les
composants sont connectés géométriquement dans un problème C & P alors que le place-
ment des composants est connecté fonctionnellement dans un problème d’agencement.
Les problèmes d’agencement font référence à la recherche d’arrangements optimaux de
plusieurs composants dans la zone du conteneur. La procédure principale d’un problème
d’agencement commence généralement par la représentation du problème, suivie de la
formulation du problème, puis de l’optimisation du problème. Nous avons fourni une
classification d‘agencement en termes de représentation et de formulation. De l’examen
de la littérature, on peut conclure qu’il s’agit toujours d’un domaine de recherche ouvert
et actif. Cela motive l’auteur à travailler dans l’optimisation d’agencement. Donc, les
recherches précédentes dans le domaine ont été analysées en tenant compte des approches
de formulation et de résolution.

Le concepteur définit la description du problème, y compris les données et les ex-
igences spécifiées. Et l’information sera traduite en formulation de problème. Il pro-
duit le modèle résolu par des techniques d’optimisation. Diverses méthodes ont été util-
isées pour résoudre le problème d’agencement, à savoir l’approche exacte et l’approche
méta-heuristique. Dans la littérature actuelle, il existe des tendances des techniques
d’optimisation combinant l’effort de construction et la méthode méta-heuristique pour
résoudre le problème d’agencement. Le concept d’approche de construction a beaucoup
retenu l’attention des chercheurs en raison de sa faisabilité. De plus, nous avons clôturé
ce chapitre en présentant un problème d’agencement de important, à savoir le problème
d’agencement multi-conteneurs. Nous avons remarqué que la recherche sur la taille des
conteneurs flexibles est un domaine relativement peu couvert.
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Chapter 2

RECUIT SIMULÉ BASÉ SUR LA

POPULATION POUR LES PROBLÈMES

MULTIOBJECTIF

Au cours de la dernière décennie, les algorithmes méta-heuristiques ont été reconnus
pour être très efficaces dans la résolution de problèmes d’optimisation multiobjectif. Le
recuit simulé a un avantage sur les autres algorithmes méta-heuristiques en termes de
facilité de mise en œuvre et donne des solutions raisonnablement bonnes pour de nombreux
problèmes pratiques. Il part d’un point initial et recherche de nouveaux points proches
pour trouver la solution optimale globale. Il y a eu quelques tentatives pour étendre
recuit simulé à l’optimisation multiobjectif. Dans la plupart des premières tentatives,
une seule fonction objective a été construite en combinant les différents objectifs en une
seule fonction objective à l’aide d’une méthode de somme pondérée. Le problème est de
savoir comment choisir les poids à l’avance. Il existe également des alternatives utilisées
à cet égard. Afin de développer un optimiseur efficace avec une structure simple, deux
algorithmes de recuit simulé multiobjectif sont proposés : l’un est recuit simulé basé sur
l’archive et l’autre est recuit simulé sans archive. Les deux algorithmes intègrent l’idée de
domination de Pareto.

Recuit simulé basée sur l’archive adopte l’archive de taille limitée pour conserver les
solutions non dominées. Il est conçue à l’aide du nouveau mécanisme d’acceptation, où les
solutions sont divisées en états dominés, non dominés et dominés. Si la solution actuelle
et la nouvelle solution ne sont pas dominées, il n’est pas facile de dire lequel est le meilleur
selon les seuls critères de domination. Par conséquent, nous comparons les deux cas en
considérant l’archive : si la nouvelle solution n’est dominée par aucun point de l’archive,
alors nous la considérons comme une meilleure solution; si la nouvelle solution est dominée
par un point existant, alors nous acceptons la nouvelle solution lorsqu’elle se rapproche
du front de Pareto optimal. Enfin, il applique la deuxième boucle de recuit à l’archive
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finale à la région de recherche près des solutions non dominées actuelles pour agrandir le
nombre de points finaux le long du front de Pareto. L’utilisation de l’archive apporte des
avantages substantiels, mais au prix du temps de calcul.

Recuit simulé sans archive utilise la sélection dynamique basée sur le concept de tri non
dominé et le mécanisme de calcul de la distance d’encombrement. La sélection dynamique
préserve la non-domination et les solutions distribuées dans la population. C’est un
algorithme simple avec l’avantage de la facilité de mise en œuvre. Il intègre la capacité
de la population à rechercher différentes régions et à collecter des informations auprès
de différents individus, et conserve les solutions non dominées bien distribuées dans la
population plutôt que dans les archives externes. Afin d’élargir l’espace de recherche tout
en accélérant la vitesse de convergence, une sélection dynamique basée sur des critères de
tri rapide sans domination et de distance d’encombrement est intégrée à l’optimisation.
Un individu est représenté par un vecteur à deux éléments, le rang et la valeur de la
distance d’encombrement. La sélection dynamique compare le meilleur individu avec le
plus petit rang mais la plus grande distance d’encombrement dans la population actuelle
avec l’individu séquentiel dans la nouvelle population, et en sélectionne l’un des deux
jusqu’à ce qu’il y ait une population complète.

Les performances de nos méthodes proposées sont validées et comparées avec l’algorithme
génétique bien connu NSGA II sur un certain nombre de problèmes multiobjectif continus,
un ensemble de problèmes de sac à dos multiobjectif combinatoires 0-1. Les principales
raisons de choisir NSGA II pour la comparaison sont qu’il est basé sur l’évolution de la
population et qu’il surpasse de nombreux algorithmes populaires. Les problèmes de test
sont choisis de manière à étudier systématiquement différents aspects d’un algorithme :
convergence, précision, efficacité, etc.

De plus, nous analysons la résistance à la convergence et la méthodologie d’amélioration.
La résistance de convergence apparaît lorsqu’il existe de nombreux points non dominés
proches du front de Pareto. Pour améliorer la convergence, il est possible de remplacer
le point courant par le meilleur point basé sur la mesure de distance plutôt que sur la
domination. L’idée est de générer de nouvelles solutions proches des solutions actuelles et
de minimiser la distance entre les solutions pour aider l’optimisation à sortir de la zone
de domination étroite actuelle et à trouver une meilleure solution voisine. Le critère de
distance améliore la convergence sans nuire à la diversité. Il trouve de meilleures solutions
mais au prix des évaluations de fonctions.
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Chapter 3

MODÈLE DE PROBLÈME D’AGENCEMENT

MULTIOBJECTIF ET INTERACTION

Comme expliqué au Chapitre 1, le modèle du problème d’optimisation d’agencement
est une formulation multiobjectif. Le modèle vise à traduire les exigences du concepteur en
variables, contraintes et objectifs d’optimisation. En général, le problème d’agencement
consiste à placer des composants rectangulaires dans le conteneur rectangulaire. Sur
la base des différentes propriétés fonctionnelles des composants, le nouveau composant
comprenant les parties solides et virtuelles est défini, et l’accessibilité aux composants
d’un agencement est explicitement exprimée. es composants virtuels peuvent chevaucher
des composants virtuels et n’avoir aucune masse. Ces composants virtuels sont aussi
les espaces accessibles. Les composants solides ne peuvent pas chevaucher des com-
posants solides ou virtuels et avoir une masse. La définition des composants permet
de modéliser la plupart des problèmes d’implantation, par exemple le problème de place-
ment des machines dans l’usine. Les composants virtuels peuvent modéliser l’espace
libre autour de la machine nécessaire au bon fonctionnement ou à la maintenance, ou
représenter les couloirs utilisés pour la circulation des marchandises entre les équipements.
Les contraintes géométriques telles que les contraintes de non-chevauchement entre com-
posants et les contraintes d’appartenance au conteneur; les contraintes fonctionnelles dont
l’orientation et l’accessibilité sont traduites en fonctions mathématiques explicites. Sans
perte de généralité, deux objectifs, à savoir l’équilibre de l’aménagement et les activités,
sont considérés.

Ensuite, un nouvel indice de capacité est défini pour mesurer la complexité réalis-
able d’un problème d’agencement et fournir des informations a priori sur la possibilité
de résoudre le problème. Une approche innovante est proposée pour évaluer la capacité
en trouvant l’espace minimum occupé des composants. Afin de trouver l’espace occupé
minimum des composants, nous formulons le problème comme un processus d’emballage.
D’une part, l’idée principale de l’emballage est de maximiser l’utilisation de l’espace, en
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d’autres termes, de placer tous les composants aussi compacts que possible. D’autre part,
le processus d’emballage peut être traité comme un problème de combinaison qui emballe
de manière constructive les composants dans une séquence donnée. Afin de placer les
composants de manière compacte, les conditions suivantes doivent être satisfaites : le
nouveau composant solide se rapproche de ces composants solides déjà placés selon la
convention en bas à gauche; le chevauchement entre les nouveaux composants virtuels
et les composants virtuels placés doit être maximisé. La génération d’espace est notam-
ment développée pour l’évaluation efficace des non-chevauchement contraintes. Grâce à
l’intégration de la nouvelle génération d’espace, l’évaluation des contraintes géométriques
est plus efficace. L’évaluation de la capacité est mise en œuvre par le recuit simulé et
l’optimisation de l’emballage constructif. Cet indice permet de démontrer, de manière
fiable, si le problème peut être résolu ou non.

L’environnement interactif permet d’intégrer l’optimisation mathématique à la prise
de décision humaine lors de la conception conceptuelle du problème d’agencement. Le
concepteur interagit avec la représentation de l’optimisation du problème en ajoutant,
supprimant et modifiant des objectifs, des contraintes et des composants par interface
graphique, développée dans ce doctorat. Aussi, la prise de décision finale utilise les outils
de visualisation pour comparer les solutions en analysant les objectifs et les similarités qui
caractérisent les informations quantitatives. Afin d’aider le concepteur à distinguer les
schémas de configuration, un indicateur de similarité est notamment proposé, qui exprime
quantitativement la similarité du schéma de configuration actuel avec d’autres schémas
de configuration. Deux types de définitions de similarité sont proposées en fonction de la
différence de grille et de la position relative. La différence de grille définit un indicateur
de similarité basé sur la différence élément par élément qui ne peut pas différencier la
configuration symétrique et devient chronophage à mesure que le nombre de grilles aug-
mente. Alors que l’indicateur de similarité basé sur la position relative peut surmonter ces
problèmes. Un tracé matriciel affiche une matrice bidimensionnelle pour une conception
d’agencement par paires formulée par des indicateurs de similarité. Un dendrogramme est
un diagramme qui montre sla relation hiérarchique entre les similitudes d’agencement. Un
nuage de points présente des solutions dans l’espace objectif. Les outils de visualisation
sont développés pour la visualisation multidimensionnelle des solutions. En résumé, les
principales fonctions de l’environnement interactif sont la visualisation, la modification,
l’exploration du modèle géométrique de la solution.
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Chapter 4

OPTIMISATION MULTIOBJECTIF DU

PROBLÈME D’AGENCEMENT

Ce chapitre est consacré à l’approche d’optimisation d’agencement. L’optimisation
vise à trouver les solutions optimales du problème d’agencement formulé au Chapitre 3.
Le problème d’agencement, en tenant compte des composants virtuels et de l’accessibilité
aux composants. Deux objectifs, à savoir l’équilibre de l’aménagement et les activités,
sont considérés. Intégrer l’accessibilité des composants comme contraintes fonctionnelles
assure la maintenance ou le bon fonctionnement des composants. Cependant, la prise
en compte des contraintes fonctionnelles augmente la complexité de l’optimisation de
l’agencement.

L’utilisation d’un algorithme stochastique est nécessaire compte tenu de la grande
complexité des problèmes d’implantation, en particulier des applications industrielles.
Cependant, les résultats expérimentaux utilisant recuit simulé sans archive sur des exem-
ples d’agencement ont démontré la difficulté réalisable de l’optimiseur continu. Observez
que la plupart des solutions ne respectent pas les contraintes de non-chevauchement et
sont par conséquent irréalisables. Par conséquent, un algorithme d’optimisation basé sur
une approche constructive est proposé pour résoudre le problème.

Le placement constructif est introduit pour générer des configurations d’agencement
complètes. La stratégie de placement est proposée pour placer le composant dans un
espace approprié par rapport aux contraintes. La stratégie concerne deux aspects, à
savoir le placement des composants et la sélection de l’espace. Pour un composant, il
a quatre configurations de rotation. Le composant sera placé dans les coins de l’espace
sélectionné avec quatre rotations. Le placement garantit que moins d’espace de marge
est généré et que la contrainte de non-chevauchement est satisfaite automatiquement.
De plus, nous caractérisons l’accessibilité des composants comme une contrainte lors du
processus de construction. Le placement, non seulement intègre la génération d’espace de
composants solides et virtuels garantissant le non-chevauchement des composants, mais
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introduit également l’idée de chemin de connexion assurant l’accessibilité des composants.
Pour placer un composant, il convient de décider quel espace disponible sera utilisé.
Trois stratégies de sélection sont proposées : à savoir vérifier toutes les combinaisons ;
sélectionnez l’espace le plus petit ; sélectionnez l’espace le plus grand. Les comparaisons
de stratégies confirment que sélectionnez l’espace le plus petit, à savoir la stratégie de
remplissage d’espace peut générer efficacement des solutions réalisables et réduire les
efforts de calcul.

Le placement constructif traite la génération d’agencemet comme un problème com-
binatoire discret. Dans le Chapitre 2, les résultats expérimentaux prouvent que la re-
cuit simulé sans archive est moins couteux en termes de calcul et produit de meilleures
approximations sur l’optimisation combinatoire. Recuit simulé sans archive se charge
d’explorer efficacement l’espace de recherche pour proposer des alternatives prometteuses.
Le placement constructif est conçu pour contourner la difficulté découlant des contraintes.
L’algorithme est basé sur l’optimisation combinatoire : algorithme recuit simulé sans
archive, pour déterminer les séquences de placement et de configuration; algorithme de
placement constructif, pour placer les composants séquentiellement.

La méthode a ensuite été étendue à l’agencement avec plusieurs conteneurs. Le
modèle de problème de disposition multi-conteneurs est énoncé comme suit : étant
donné l’affectation fixe des composants aux sous-conteneurs, déterminez la taille du sous-
conteneur et le placement des composants, de manière à trouver le front de Pareto du prob-
lème de disposition multi-conteneurs. Pour un problème de disposition multi-conteneurs
avec affectation de composants fixes, le placement des composants est limité par la taille
du sous-conteneur correspondant. Pour s’assurer que les composants peuvent être placés à
l’intérieur de chaque sous-conteneur, la zone occupée des composants doit être inférieure à
la zone du sous-conteneur. Ainsi, nous appliquons la méthode du Chapitre 3 pour trouver
l’espace minimum occupé des composants pour chaque sous-conteneur. Estimant ainsi de
nouvelles limites inférieures et supérieures pour chaque partition de sous-conteneur. Et la
complexité de l’optimisation peut être fortement réduite grâce à l’estimation des limites
proposée qui transforme la recherche globale en recherche locale.
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Chapter 5

APPLICATIONS INDUSTRIELLES

Ce chapitre est dédié aux applications industrielles de la démarche d’optimisation
d’agencement proposée dans ce manuscrit. Pour chaque cas d’étude présenté dans ce
chapitre, toutes les étapes de la méthode sont décrites: la description, la formulation,
l’analyse de capacité, la résolution du problème, ainsi que l’analyse de similarité pour une
interaction ultérieure. Les problèmes d’optimisation d’agencement du shelter présentés
dans ce chapitre portent sur des exemples industrielles proposé par l’entreprise français
Thales SIX France, implantée à Cholet. Un shelter est un abri technique mobile dans
lequel sont disposés des équipements, tels des armoires, des bureaux et autres boîtiers
électriques. Ce local technique est le plus souvent fixé à l’arrière d’un véhicule et est
dédié à des missions de communications lors d’opérations militaires.

Le premier problème d’optimisation d’agencement présentés dans ce chapitre portent
sur l’agencement d’un mono-conteneur shelter en deux dimensions. Comme le suggère le
Chapitre 3, les composants peuvent être séparés en deux catégories: composants solides
et composants virtuels. En appliquant la méthode de calcul exposée dans le Chapitre 3,
nous obtenant un indice de capacité égale à 0.55, ce qui montre à priori la feasiabilité du
problème d’optimisation d’agencement. Par ailleurs, si les composants de cet agencement
avaient tous été considérés comme des composants solides et si nous avions appliqué la
formulation traditionnelle de la densité, la compacité du problème serait égale à 0.85.
L’expérimentation prouve que l’optimisation proposée est efficace pour générer des alter-
natives et trouver des solutions hautement qualifiées dans un temps de calcul raisonnable.
De plus, l’analyse de similarité démontre une bonne diversité de l’ensemble d’agencement
obtenu, qui peut être appliqué comme un outil interactif.

Le second problème d’optimisation d’agencement proposé dans ce chapitre porte sur un
problème du shelter avec le composant de grande taille. Les composants sont en solides
et virtuels. Le composant de plus grande taille, à savoir le composant amplificateur,
comporte trois composants virtuels : deux composants virtuels d’une largeur de 2469 mm
et d’une hauteur de 600 mm, un composant virtuel d’une largeur de 800 mm et d’une
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hauteur de 841 mm, et occupe près de la moitié de l’espace conteneur. En appliquant
la méthode de calcul exposée dans le Chapitre 3, nous obtenant un indice de capacité
égale à 0.77, démontrant à priori la difficulté du problème du shelter. Les résultats
de l’optimisation confirment que l’optimisation proposée peut générer efficacement des
solutions réalisables telles que les contraintes de placement sont satisfaites et tendent à
réduire les efforts de calcul.

Le troisième cas d’étude est une extension du duex premiers problèmes d’agencement
en trois conteneurs: zone de stockage nommée, zone technique et zone opérateur. Les
composants sont en solides et virtuels. L’affectation des composants à chaque zone est
fixe, nous analysons donc la densité et la capacité de chaque zone séparément. Si le
chevauchement entre les composants virtuels est ignoré, la somme de la densité de la
zone technique égale à 1.01 et la somme de la densité de la zone opérateur égale à 1.08,
d´emontrant à priori l’infaisabilité du problème du shelter. En appliquant la méthode de
calcul exposée dans le Chapitre 3, nous obtenant un indice de capacité égale à 0.76 et
0.79. Du fait de la capacité dense de l’abri, il est difficile de satisfaire les contraintes de
non-chevauchement. De plus, même si la solution est géométriquement faisable, certains
composants peuvent être inaccessibles compte tenu de l’espace limité disponible. Par
conséquent, trouver des solutions réalisables qui permettent d’obtenir de meilleures valeurs
de fonction objectif devient extrêmement difficile. Cependant, l’algorithme d’optimisation
développé résout les difficultés découlant du problème. L’algorithme constructif génère
efficacement des solutions réalisables tandis que l’algorithme SA sans archive optimise
la combinaison des configurations d’abris. De plus, l’analyse de similarité démontre une
bonne diversité de l’ensemble d’agencement obtenu, qui peut être appliqué comme un
outil interactif.
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CONCLUSION ET PERSPECTIVE

Conclusion

L’agencement est un domaine de recherche important et actif dans les instituts de
recherche et l’industrie. Le manuscrit de thèse contribue à un optimiseur multiobjec-
tif basé sur une approche constructive pour résoudre le nouveau modèle de problème
d’agencement. La méthode est développée pour résoudre les difficultés d’accessibilité
des composants dans la conception d’agencement multiobjectif et peut être étendue au
problème d’agencement avec plusieurs conteneurs. L’accessibilité est une contrainte fonc-
tionnelle particulière d’agencement qui exprime la maintenabilité, l’inspection ainsi que
l’accessibilité aux composants. De plus, un environnement interactif est conçu. En par-
ticulier, l’indice de capacité et l’indicateur de similarité sont intégrés dans le processus
d’optimisation interactif.

Les problèmes d’agencement sont par nature des tâches multidisciplinaires et peuvent
être résolus comme des problèmes d’optimisation. Pour traduire les exigences du con-
cepteur en variables d’optimisation, contraintes de conception et objectifs, tout d’abord,
l’implantation est formulée par le nouveau composant de pièces solides et virtuelles. Le
modèle, prenant en compte les composants virtuels et l’accessibilité aux composants, né-
cessite un algorithme d’optimisation efficace pour aborder la difficulté réalisable. Sans
perte de généralité, deux objectifs, à savoir l’équilibre de l’aménagement et les activités,
sont considérés. Ensuite, un nouvel indice de capacité est proposé pour évaluer la diffi-
culté de faisabilité du problème d’agencement. Cet indice définit une alternative au calcul
traditionnel de la compacité d’un problème d’agencement. Il permet de démontrer, de
manière fiable, si le problème peut être résolu ou non. De plus, l’environnement interactif
permet d’intégrer l’optimisation mathématique à la prise de décision humaine lors de la
conception conceptuelle du problème d’agencement, en mettant l’accent sur l’analyse de
similarité appliquée aux alternatives d’agencement obtenues et aide l’expert à sélectionner
la décision finale.

Le modèle d’agencement contient plusieurs objectifs et peut être résolu par un op-
timiseur multiobjectif qui considère plusieurs objectifs simultanément et recherche un
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ensemble de solutions compromises. Le recuit simulé est une approche de recherche de
voisinage stochastique pour l’optimisation globale. La facilité de mise en œuvre fait du re-
cuit simulé une méthode populaire pour résoudre des problèmes importants et pratiques.
Cependant, la fonctionnalité basée sur l’individu limite l’application, en particulier dans
les problèmes multiobjectif. Pour surmonter le problème, SA sans archive utilise la sélec-
tion dynamique basée sur le concept de tri non dominé et le mécanisme de calcul de la
distance d’encombrement pour l’optimisation multiobjectif est proposé. Des problèmes
continus et combinatoires sont testés, dans l’ensemble, les résultats ont prouvé que SA
sans archive peut fournir, la plupart du temps, des résultats très compétitifs par rapport
aux autres, ce qui la rend intéressante pour résoudre des problèmes d’agencement com-
plexes. À titre de comparaison, nous avons appliqué l’approche d’optimisation de recuit
simulé sans archive proposée aux exemples d’agencement simples formulés par le mod-
èle d’agencement à objectifs multiples. Les résultats expérimentaux ont trouvé le moins
d’alternatives d’agencement et ont montré des difficultés réalisables dans l’optimisation
d’agencement. L’optimiseur peut rester bloqué et ne pas sortir d’une zone de recherche
(in) faisable. Alternativement, le problème d’agencement peut être formulé comme un
problème combinatoire. Le recuit simulé a démontré la robustesse de l’optimisation com-
binatoire. Ainsi, une méthode d’optimisation multiobjectif intégrant le placement séquen-
tiel avec un recuit simulé est développée à la place.

L’accessibilité est une exigence importante dans l’industrielle. L’intégration d’espaces
virtuels est nécessaire mais pas suffisante pour l’accessibilité des composants. Par con-
séquent, une analyse d’accessibilité supplémentaire est effectuée par le placement con-
structif. Différentes stratégies ont été proposées et étudiées afin d’être génériques et
efficaces, donc adaptées à un large éventail de problèmes d’agencement. Le placement,
non seulement intègre la génération d’espace de composants solides et virtuels garantis-
sant le non-chevauchement des composants, mais introduit également l’idée de chemin de
connexion assurant l’accessibilité des composants. Les comparaisons de stratégies con-
firment que la stratégie de remplissage d’espace peut générer efficacement des solutions
réalisables et réduire les efforts de calcul. La solution d’agencement est construite séquen-
tiellement, ce qui est un processus de combinaison. La technique de recherche de recuit
simulé explore des combinaisons de configurations de composants et optimise les deux
objectifs simultanément. SA sans archive se charge d’explorer efficacement l’espace de
recherche pour proposer des alternatives prometteuses. La plupart des recherches sur les
problèmes d’agencement se concentrent sur le placement des composants sur un seul con-
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teneur. Néanmoins, la disposition avec plusieurs conteneurs a toujours été un point chaud
et difficile. La méthode a ensuite été étendue à l’agencement avec plusieurs conteneurs.
La complexité de l’optimisation peut être fortement réduite grâce à l’estimation de limite
proposée qui transforme la recherche globale en recherche locale.

La méthode d’optimisation d’agencement a été testée sur le problème de l’aménagement
d’un abri en mono- et multi-conteneur avec un espace très limité. L’expérimentation
prouve que l’optimisation proposée est efficace pour assurer l’accessibilité et trouver des
solutions hautement qualifiées par rapport aux algorithmes existants, ce qui permet un
processus d’optimisation véritablement interactif. De plus, l’analyse de similarité démon-
tre une bonne diversité de l’ensemble d’agencement obtenu, qui peut être appliqué comme
un outil interactif.

Perspective

Cette thèse a contribué à l’approche d’optimisation multiobjectif de l’agencement.
Même si les résultats de la recherche ont été positifs et ont permis une optimisation
efficace et interactive, il reste encore quelques aspects de la recherche à explorer. Ces
directions de recherche sont brièvement décrites ici:

— Introduire les interactions entre le concepteur et l’algorithme d’optimisation. En
plus d’utiliser l’analyse de similarité pour aider le concepteur à comparer et sélec-
tionner la solution préférable, l’intelligence artificielle peut également être intégrée
pour aider la conception à améliorer encore la solution. Par exemple, analyser
l’évaluation des objectifs selon l’importance objective exprimée.

— Définir différentes formes de composants. Nous supposons que tous les com-
posants sont des rectangles dans le modèle de disposition. La définition simplifie
grandement la formulation des contraintes et des objectifs. Pour aller plus loin,
l’agencement pourrait avoir d’autres formes telles que des cercles, des triangles et
des polygones, etc.

— À l’heure actuelle, l’approche a été appliquée à la génération spatiale de formes rect-
angulaires. D’autres recherches pourraient adapter la génération d’espace disponible
à la composante de forme libre. La génération d’espace est utilisée pour éviter le
chevauchement des composants. On peut compter sur la conception assistée par
ordinateur pour détecter les collisions et signaler la zone de chevauchement ; ou
utilisez des ensembles de cercles pour remplacer la forme de forme libre, puis cal-
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culez le chevauchement entre les composants avec de simples calculs de distance.
— Les approches proposées ont été appliquées à des problèmes d’agencement bidi-

mensionnel, mais elles peuvent être appliquées à d’autres problèmes, tels que le
problème d’agencement tridimensionnel où les composants ont des hauteurs dif-
férentes. Adapter la stratégie de placement pour tenir compte des effets de la
gravité et de la surface de contact est nécessaire.
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Titre : Optimisation interactive et multiobjectif d’agencement d’espace

Mot clés : Optimisation multiobjectif, Recuit simulé, Agencement d’espace, Indice de capacité,

Placement constructif, Intégration de l’accessibilité

Résumé : Dans tous les problèmes d’agence-
ment, les contraintes de non-chevauchement
entre composants et les contraintes d’ap-
partenance au conteneur sont présentes.
Un modèle d’agencement multiobjectif avec
contraintes fonctionnelles est développé. In-
tégrer l’accessibilité des composants comme
contraintes fonctionnelles assure la main-
tenance ou le fonctionnement des compo-
sants. Cependant, les contraintes fonction-
nelles augmentent la complexité d’optimisa-
tion d’agencement, notée indice de capacité.
Par conséquent, un nouvel algorithme d’opti-
misation multiobjectif est proposé en utilisant
le placement constructif et le recuit simulé

pour rechercher des solutions de compromis
entre les objectifs multiples. Ensuite, un indi-
cateur de similarité est défini pour évaluer les
similaires entre les solutions proposées par
l’algorithme. Les expériences indiquent que
l’approche d’optimistion proposée fonctionne
bien pour garantir l’accessibilité et trouver ef-
ficacement des solutions optimales dans les
problèmes industriels d’agencement d’espace
à un ou plusieurs conteneurs, où l’analyse de
similarité démontre une bonne diversité solu-
tions proposées par l’algorithme, qui peut être
appliqué en tant qu’outil interactif outil pour le
concepteur.

Title: Layout optimization based on multi-objective interactive approach

Keywords: Multi-objective optimization, Simulated annealing, Layout problem, Capacity index,

Constructive placement, Accessibility integration

Abstract: The conventional layout problem is
concerned with finding the arrangements of
components inside the container to optimize
objectives under geometrical constraints, i.e.,
no component overlap and no container pro-
trusion. A multi-objective layout model with
functional constraints is developed. Integrat-
ing the accessibility of components as func-
tional constraints ensures components main-
tenance or proper operation. However, the
functional constraints increase the layout op-
timization complexity, denoted as capacity in-
dex. Therefore, a novel multi-objective opti-
mization algorithm is proposed using the con-

structive placement and the simulated anneal-
ing to search for compromised solutions be-
tween the multiple objectives. Thereafter, a
similarity indicator is defined to evaluate how
similar optimized layout designs are. The ex-
periments indicate that the proposed optimiza-
tion approach performs well in ensuring ac-
cessibility and efficiently finding high-qualified
solutions in single- and multi- container lay-
out applications, where the similarity analysis
demonstrates good diversity of the obtained
layout set, which can be applied as an inter-
active tool.
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