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Résumeé: L'apprentissage profond permet d'atteindre des perfor-
mances jusqu’alors inaccessibles, que ce soit pour de la classifica-
tion d'images, de la compréhension de parole ou de la génération de
texte. Ces performances ont été permises par |'utilisation conjointe
de réseaux de neurones profonds et d'un algorithme d’'optimisation
qui calcule le gradient d'une fonction de colit globale calculée a
la sortie du réseau (rétropropagation du gradient) qui permet de
faire émerger une hierarchie de détection des caractéristiques de la
donnée d'entrée. Cependant, |'entrainement des réseaux de neu-
rones, dont le nombre de paramétres augmente de facon drama-
tique, avec du matériel digital standard basé sur |'architecture Von
Neumann est extrémement inefficace d'un point de vue de la con-
sommation énergétique puisque |'on doit continuellement transférer
les valeurs des paramétres de la mémoire au processeur. Le cal-
cul neuromorphique se pose en alternative basse consommation et
rapide a ce matériel standard en proposant de rapprocher physique-
ment mémoire et éléments de calcul. Cependant, les implémenta-
tions matérielles manquent encore aujourd'hui d'algorithmes qui leur
permettent d'atteindre les performances offertes par une optimisation
basée sur le calcul du gradient d'une fonction de coiit globale tout en
évitant le surco(it énergétique dii aux circuits complexes qui réalisent
la rétropropagation du gradient. Equilibrium Propagation (EP) est
un algorithme d’apprentissage alternatif a la rétropropagation du gra-
dient qui calcule le gradient d'une fonction de cofit globale. EP per-
met de réaliser les deux phases d'apprentissage : la phase d'inférence
et la phase de rétro-propagation des erreurs grice a la propriété des
systémes physiques qui évoluent vers leur état le plus probable qui
est aussi celui d'énergie minimale. La régle d’apprentissage prescrite

par EP est locale et fait d'EP un bon candidat pour entrainer des
implémentations matérielles neuromorphiques sans gros surco(it én-
ergétique. En pratique, aucune implémentation matérielles grande
échelle entrainée par EP n'a encore été démontrée. En effet, les dis-
positifs émergents envisagés pour les implémentations sont encore
expérimentaux et souffrent donc d'une forte variabilité qui empéche
I'entrainement sur puce. Dans cette thése nous démontrons que nous
pouvons entrainer avec EP un réseau de neurones artificiels dont les
poids synaptiques et la fonction d'activation des neurones sont bi-
narisés. Ceci permet d'envisager d'utiliser les dispositifs émergents
dans un régime binaire qui réduit de fagon considérable leur vari-
abilité et autorise un apprentissage sur puce. Ces résultats peuvent
également permettre de concevoir une puce digitale standard dédiée
pour I'entrainement de réseaux de neurones binaires sur des disposi-
tifs portables. Nous démontrons ensuite que nous pouvons appliquer
EP & un systéme physique dont la fonction d'énergie est hautement
paramétrisable: une Machine d'Ising (MI). La MI de DWave, par le
biais de I'algorithme de recuit quantique, minimise successivement
I'énergie des deux phases d'EP. Nous avons réussi a entrainer une
architecture entiérement connectée sur la MIl. Nous tirons également
parti de la connectivité de la puce pour réaliser des convolutions et
montrons que |'on peut entrainer un réseau convolutionel sur la Ml
avec EP. Ces travaux ouvrent la voie & I'entrainement supervisé sur
puce de systémes physiques non-conventionnels en s’affranchissant et
de la nature expérimentale de nano-dispositifs envisagés pour des im-
plémentations basse-consommation et de |I'implémentation physique
réelle puisque EP est adapté a entrainer des architectures de réseaux
de neurones qui s'adaptent au matériel ciblé.

Title: Supervised learning in binary dynamical physical systems through energy minimization
Keywords: Deep learning, Neuromorphic computing, Binary neural networks, Ising Machine

Abstract: Deep learning makes it possible to achieve performances
that were previously unattainable, whether for image classification,
speech processing or text generation. These performances have been
made possible by the joint use of deep neural networks and an opti-
mization algorithm that calculates the gradient of a global cost func-
tion computed at the output of the network (backpropagation) which
allows the emergence of a detection hierarchy of the input data char-
acteristics. However, the training of neural networks, whose number
of parameters is dramatically increasing, on standard digital hardware
based on the Von Neumann architecture, is extremely inefficient from
an electrical energy point of view since one must continuously trans-
fer the values of the parameters from the memory to the processor.
Neuromorphic computing is a low-power and fast alternative to this
standard hardware by proposing to physically bring together memory
and computing elements. However, hardware implementations still
lack algorithms that allow them to reach the performances offered by
an optimization based on the computation of the gradient of a global
cost function that avoids the energy overhead caused by the complex
circuits realizing backpropagation. Equilibrium Propagation (EP) is
a learning algorithm that computes the gradient of a global cost func-
tion as an alternative to backpropagation. EP allows to realize the
two learning phases: the inference phase and the backpropagation
phase thanks to the property of physical systems that evolve towards
their most probable state which is also the one of minimum energy.

The learning rule prescribed by EP is local and makes EP a good
candidate to train neuromorphic hardware implementations without
large energy overhead. In practice, no large-scale hardware imple-
mentation trained by EP has been demonstrated yet. Indeed, the
emerging devices considered for implementation are still experimen-
tal and therefore suffer from a high variability that prevents on-chip
training. In this thesis we demonstrate that we can train with EP
an artificial neural network whose synaptic weights and neural acti-
vation functions are binarized. This allows us to consider the use of
emergent devices in a binary regime that considerably reduces their
variability, compatible with on-chip learning. These results may also
allow the design of standard digital chips dedicated to the training
of binary neural networks on edge terminals. We then show that we
can apply EP to a physical system that is energy-based by nature:
an Ising Machine (IM). The DWave IM, through the quantum an-
nealing algorithm, successively minimizes the energy of the two EP
phases. We successfully demonstrate a training of a fully-connected
architecture on the IM. We also take advantage of the chip layout
to perform convolutions and show that we can train a convolutional
network on the IM with EP. This work paves the way to supervised
on-chip training of non-conventional physical systems by freeing it-
self from both the experimental nature of nano devices considered
for low-power implementations and from the actual physical imple-
mentation since EP is adapted to train neural network architectures
that fit the targeted hardware.
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Synthese

Contexte. Dans un monde ou les données dictent la plupart des déci-
sions, I'enjeu est aujourd’hui d'arriver a traiter ces données de la facon la
plus efficace et performante possible. Les algorithmes de d'apprentissage
automatique apprennent a découvrir des patterns sous-jacents a ces don-
nées en en regardant un trés grand nombre. La branche la plus popu-
laire de |'apprentissage automatique est actuellement |'apprentissage pro-
fond puisqu'il atteint les meilleures performances en reconnaissance d'image,
génération de texte, etc [1]. Ce champ de l'intelligence artificielle repose
sur |'utilisation d'algorithmes dits de "réseaux de neurones" artificiels qui
apprennent a transformer des entrées de facon non-linéaire vers un espace
des caractéristiques, par la présentation d'un grand nombre de ces entrées.
L'apprentissage profond tire sa puissance de la facon dont le réseau de neu-
rones est ajusté au fur et & mesure de ses observations pour affiner la
transformation qu'il effectue sur les entrées. Une maniére d'entrainer les
réseaux de neurones artificiels est |'apprentissage supervisé. Cette procédure
d'apprentissage requiert un ensemble de données d'entrainement dont les
données sont étiquetées, |'étiquette correspondant a la classe de la donnée
dans le tache classique de classification d'images. Ainsi on peut calculer un
signal de rétro-action pour mettre a jour les paramétres du réseau de neu-
rones dans le but d'améliorer sa performance. En apprentissage supervisé, les
ajustements, qui concernent les connections synaptiques entre neurones, sont
appliqués de facon a minimiser une fonction de coit global qui décrit |'écart
entre la sortie du réseau de neurones, obtenue pour une certaine donnée
d’entrée, avec la sortie théorique attendue, qui est I'étiquette de cette méme
donnée. Combinée avec une architecture profonde, c'est a dire un réseau
ol plusieurs couches de neurones artificiels sont empilées, |'apprentissage su-
pervisé, appliqué a la tiche de classification d'images par exemple, permet
de faire émerger une hierarchie de détection des caractéristiques ou chaque
couche, en partant de la couche d'entrée, va détecter des caractéristiques de
plus en plus complexes de I'entrée et permettre in-fine une séparation simple
des entrées.

Récemment, |'explosion de la puissance de calcul disponible a rendu pos-
sible I'entrainement de réseaux de neurones artificiels ayant un nombre de
paramétres gigantesque : Dall-E 2: 3B [2], GPT-3: 175B [3], Chinchilla [4],
etc. Ceci a permis d'atteindre des performances qui surpassent largement
toutes les méthodes existantes. Cependant, |'entrainement de ces trés gros
modéles s'accompagne d'une augmentation exponentielle de la consomma-
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tion d'énergie requise pour faire tourner le matériel numérique utilisé pour
entrainer les réseaux de neurones. Ces matériels sont basés sur |'architecture
"Von Neumann" [5] ot la mémoire et |'unité de calcul sont séparés physique-
ment. C'est une limitation majeure pour entrainer des réseaux de neurones,
car la phase d'entrainement requiert de constamment bouger les données
de la mémoire au processeur et inversement [6]. De plus, comme I'énergie
nécessaire pour déplacer les données dépasse largement |'énergie nécessaire
pour effectuer un calcul avec ces mémes données [7], cela se traduit par une
facture énergétique et des émissions de carbone pour entrainer des réseaux
de neurones qui deviennent insoutenables. Ainsi, le besoin d'alternatives aux
processeurs actuels est pressant.

Motivation de la thése. Les réseaux de neurones artificiels peuvent étre
interprétés comme la transformation non-linéaire d'une donnée d’entrée vers
un état de sortie. Alors on peut envisager d'utiliser des systémes physiques,
qui réalisent de facon intrinséque cette transformation non-linéaire entre deux
quantités physiques mesurables, pour effectuer cette transformation en lieu
et place des processeurs numériques actuels. Tirer partie de la dynamique in-
trinséque d'un systéme physique pour effectuer implicitement des opérations
au lieu de calculer explicitement les opérations impliquées dans les réseaux
neuronaux dans des simulations logicielles pourrait en effet conduire a des
gains d'efficacité énergétique de plusieurs ordres de grandeur par rapport aux
approches CMOS digitales traditionnelles [8]. Ces gains sont obtenus grace a
I'absence de déplacement de données et au calcul implicite effectué par la dy-
namique du systéme. Cependant, il est nécessaire de pouvoir paramétrer ces
systémes, c'est-a-dire de pouvoir appliquer des paramétres que I'on peut cor-
riger et qui modifient la dynamique du systéme, afin de guider la dynamique
vers la transformation souhaitée pour résoudre une tache donnée.

L'une des possibilités pour paramétrer un systéme composé de nom-
breuses unités qui intéragissent entre elles, comme un réseaux neuronaux
artificiels ot les neurones sont couplés les uns aux autres, est d'ajuster ces
interactions qui définissent la fonction d'énergie du systéme physique. En
effet, Boltzmann nous a appris que de tels systémes physiques systémes
physiques évoluent de facon la plus probable vers |'état de moindre én-
ergie : p(s,0) oc e PE(9  Donc, si nous sommes capables de faconner le
paysage énergétique a l'aide des paramétres ajustables, en particulier capable
d’encoder dans des minima de |'énergie une sortie spécifique, nous pouvons
guider le systéme pour qu'il effectue une tache d'intérét. Cette approche a
largement inspiré les travaux pionniers en IA qui ont utilisé cette paramétri-
sation du systéme via la fonction d'énergie: réseau de Hopfield [9], Mémoire
Associative Bi-directionnelle [10], Machine de Boltzmann [11], etc. Mais ces
algorithmes peinent aujourd’hui a atteindre les performances des modéles de
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deep learning car leur procédure d'entrainement n’optimise pas une fonction
de coiit globale mais plutét des objectifs intermédiaires [11] voir aucun objec-
tif [12], [13]. Ceci ne permet pas |'émergence d'une hiérachie de détection
des caractéristiques de |'entrée et donc une moins bonne performance au
final.

Mais aujourd'hui, I'intérét pour ces modéles regagne en intensité pour
la conception de puces basse consommation basées sur la physique de sys-
témes émergents. Contrairement & backpropagation, qui calcule le gradient
de la fonction de codit par rapport aux paramétres du réseau grace a la
régle des dérivées successives, qui est hautement délocalisée et complexe
et donc nécessite un circuit périphérique lourd pour étre calculée, les al-
gorithmes qui entrainent les modéles basés sur |'énergie se basent sur des
régles d'apprentissage qui sont spatialement locales. Il n'y a donc aucun
déplacement de données et la complexité du calcul est réduite, ce qui, en
fin de compte, réduit les besoins en mémoire et en capacité de calcul reg-
uis pour |'apprentissage de ces modéles basés sur I'énergie. Ainsi, les régles
d'apprentissage locales utilisées pour entrainer les systémes physiques, qui
sont naturellement basés sur |'énergie, pourraient conduire a des implémen-
tations de réseaux neuronaux matériels a trés faible consommation.

Problématique. Equilibrium Propagation (EP) [14], est une alternative
a la backpropagation pour calculer le gradient d'une fonction de coit globale
par rapport aux paramétres d'un réseau de neurones basé sur une fonc-
tion d'énergie. EP est donc un algorithme apprentissage prometteur pour
la réalisation de systémes physiques matériels, car il permet d'effectuer un
apprentissage supervisé avec des régles d'apprentissage locales.

Cependant, une implémentation matérielle d'EP se heurte aujourd’hui
a la nature encore expérimentale des composants basse consommation en-
visagés pour des implémentations matérielles (memristors, nano-oscillateurs,
MRAM, ...) qui engendre une grande variabilité inter-composants [15] ainsi
qu'un bruit intrinséque [16] qui altérent I'entrainement de tels systémes.

Contributions de la thése.

* Ainsi, dans cette thése nous allons tout d'abord nous intéresser a ré-
duire la précision requise pour les paramétres et les neurones afin que
de tels systémes basés sur une fonction d'énergie et entrainés par EP
parviennent toujours a résoudre des taches de classification d'image.
Plus précisément, nous allons voir que I'on peut binariser les synapses
et |'activation des neurones dans de tels réseaux et réussir a faire de
la classification avec une précision a I'état de I'art. Ce travail permet
d’envisager un entrainement sur puce par EP d'un systéme matériel fait
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de composants émergents dans leur régime présentant le moins de vari-
abilité et de bruit possible: le régime binaire, tout en conservant leur
intérét basse-consommation. Ce travail ouvre également |'opportunité
d’'entrainer des réseaux de neurones binaires (BNNs) sur du matériel
numérique standard qui posséde a la fois peu de mémoire et peu de
capacité de calcul sans entrainement préalable sur un gros matériel
(GPU), ce qui était impossible jusqu'a aujourd’hui.

Publication : Ce travail a fait I'object d'une publication "Training
Dynamical Binary Neural Networks with Equilibrium Propagation,
Laydevant et al., 2021" [17] dans le cadre du workshop Binary
Vision au sein de la conférence CVPR 2021.

* Ensuite nous verrons comment nous avons réussi une premiére im-
plémentation matérielle grande échelle entrainée par EP. Nous avons
choisi comme systéme matériel la machine d'lsing proposée par D'Wave
car c'est un systéme physique qui, par nature, implémente une fontion
d'énergie, et qui, de plus, est facilement et rapidement reconfigurable,
propriété indispensable pour les réseaux de neurones artificiels dont les
paramétres sont continuellement ajustés lors de la phase d’entrainement.
Nous allons voir que nous avons réussi a entrainer une petite architec-
ture entiérement connectée sur la base de donnée de chiffres manuscrits
MNIST en utilisant la procédure dite "d’embedding", qui assigne a un
neurone plusieurs spins sur la puce afin de s'affranchir du probléeme de
connectivité locale seulement offert par la puce. Ensuite nous verrons
qu’'on peut utiliser la connectivité inhérente au circuit de D"Wave pour
faire des opérations plus complexes adaptées au matériel comme des
convolutions et ainsi réussir a entrainer un petit réseau convolution-
nel sur la puce. Ce travail ouvre la voie a d'autres implémentations
matérielles entrainées par EP mais aussi a la possibilité d'utiliser les
machines pour d'autres applications que la résolution de problémes
d'optimisation combinatorielle. Nous discuterons enfin du contexte
plus global dans lequel s'inscrit cette thématique de recherche focal-
isée sur la réduction de |'énergie liée a I'entrainement et a |'utilisation
des réseaux de neurones en tant que modéles d'inférence ainsi que des
perspectives pour ces puces non-conventionnelles.

Publication : Ce travail va étre I'objet d'une publication "Super-
vised learning in an Ising Machine with Equilibrium Propagation,
Laydevant et al." dans un journal & comité de lecture et est
actuellement en cours d'écriture.

Pour résumer, cette thése s'intéresse a démontrer qu'un systéme physique
non-conventionnel peut é&tre une alternative pertinente aux processeurs clas-

Vil


https://binarynetworks.io/
https://binarynetworks.io/

siques pour faire de |'apprentissage profond. Tout au long de ce manuscript
nous allons montrer au lecteur qu'utiliser le comportement physique de sys-
témes ext une voie prometteuse afin de combler les déficiences des approches
tradionnelles digitales CMOS pour réaliser les calculs du deep learning.






Thesis summary

Context. In a data-driven world, the challenge today is to process this data
in the most efficient and effective way possible. Machine learning algorithms
learn to discover the underlying patterns in data by looking at a very large
amount of it. The most popular branch of machine learning is currently
deep learning because it achieves the best performance on image recognition,
text generation, etc [1]. This field of artificial intelligence is based on the
use of algorithms called "artificial neural networks" that learn on a large
number of examples how to transform inputs in a non-linear way to a space
of features. Deep learning gets its power from the way the neural network is
adjusted as it observes more and more data to refine the transformation it
performs on them. A successful way to train artificial neural networks is the
supervised learning way. This learning procedure require a training dataset
which inputs are labeled, the label corresponding to the input data category
in the standard case of classification, such as we can compute a feedback
to update the network parameters in order to improve its performance. In
supervised learning, the adjustments, which concern the synaptic connections
between neurons, are applied in order to decrease a global cost function that
depicts the discrepancy between the output of the neural network, obtained
for a specific input and the expected theoretical output, the label of this
same input. Combined with a deep architecture, i.e. a network where several
layers of artificial neurons are stacked, supervised learning, applied to image
classification for instance, allows the emergence of a hierarchy of feature
detection where each layer, starting from the input layer, will detect more
and more complex features of the input and allows in-fine a simple separation
of the inputs.

Recently, the explosion of the available computing power has made pos-
sible to train artificial neural network models that have a gigantic number
of parameters: Dall-E 2 [2]: 3B, GPT-3 [3]: 175B, Chinchilla [4]: 70B, etc.
This has made it possible to achieve performances that far exceed all existing
methods. However, the training of these very large models is accompanied
by an exponential increase in the power consumption required to run the
digital hardware that is used to train the neural networks. These hardware
are based on the "Von Neumann" architecture [5] where the memory and the
processing unit are physically separated. This is a major limitation to train
neural networks as we constantly need to move the parameters back and
forth between the memory and the processing unit [6]. Furthermore, as the
energy to move data largely excels the energy to do an actual computation
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with the data [7], this results in a energy bill and carbon emissions to train
neural networks that become unsustainable. Thus, the need for alternatives
to the current processors is pressing.

Motivation of the thesis. Artificial neural network algorithms can be
interpreted as a non-linear mapping from an input to an output in a non-
linear way. Then we can consider using physical systems which intrinsically
carry out this non-linear transformation between two measurable physical
quantities instead of the current digital processors. Leveraging the intrinsic
dynamics of a physical system to perform the computation instead of com-
puting the operations involved in neural networks in software simulations
could lead to orders of magnitude gains in energy-efficiency compared to
traditional digital CMOS approaches [8]. These gains are obtained because
of no data movement and the implicit computation performed through the
dynamics of the system. However, it is necessary to be able to parameterize
these systems, i.e. apply tunable parameter that modify the dynamics of the
system, in order to guide the dynamics toward the desired mapping solving
a given task.

One possibility for parametrizing a system made of many interacting
units, such as an artificial neural networks where the neurons are coupled to
each other, is to tune the interactions that define the energy function of the
physical system. Indeed, Boltzmann taught us that such physical systems
most likely evolve towards the state of least energy: p(s,6) ox e #E(9)  So
if we are able to shape the energy landscape with the help of the tunable
parameters, especially encode in minima of the energy a specific output, we
can guide the system to perform a task of interest. This approach has largely
inspired the pioneering works in Al that have used this parametrization of
the system via the energy function: Hopfield network [9], Bi-directionnal As-
sociative Memories [10], Boltzmann machine [11], etc. But these algorithms
struggle today to reach the performances of deep learning models because
their training procedure does not optimize a global cost function but rather
intermediate objectives [11] or no objectives at all [12], [13]. This does not
allow the emergence of a hierarchy of input features detection and therefore
leads to a lesser performance in the end.

But today, the interest for these models is regaining intensity for the de-
sign of low power chips based on the physics of emerging systems. Contrarily
to backpropagation, which computes the gradient of the cost function with
respect to the parameters with the chain-rule derivation which is highly de-
localized and complex hence necessitates a heavy peripherical circuit to be
computed, algorithms that train energy-based models build on learning rules
that are spatially local. This results in no data movement and a reduced
computational complexity which, ultimately, reduce both the memory and
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computation requirements for training these energy-based models. Hence,
local learning rules used to train physical systems, that are naturally energy-
based, could lead to ultra low-power hardware neural networks.

Problematic. Equilibrium Propagation (EP) [14], is an alternative to back-
propagation to compute the gradient of a global cost function with respect
to the parameters of an energy-based neural network. EP is thus a promis-
ing learning framework for designing hardware physical systems as it does
supervised learning with local learning rules.

However, a hardware implementation of EP is currently hampered by
the still experimental nature of the low-power nanodevices considered for
hardware implementations (memristors, nano-oscillators, magnetic random
access memories, ...) which results in a large device-to-device variability [15]
as well as an intrinsic noise that impairs the training of such systems [16].

Contributions of the thesis.

* Thus, in this thesis we will first focus on reducing the required pre-
cision of parameters and neurons so that such energy-based systems
and trained by EP can still solve image classification tasks with high
accuracy. More precisely, we will see that one can binarize synapses
and neuron activations in such networks and succeed in classification
at state-of-the-art levels. This work allows us to consider an on-chip
training by EP of a hardware made of emerging components in their
regime presenting the least variability and noise possible: the binary
regime, while keeping their low-consumption interest. This work also
opens the opportunity to train binary neural networks (BNNs) [18],
[19] on standard digital hardware that has little memory and compu-
tational budgets without prior training on large hardware, which was
impossible until now.

Publication: : This work has been published as Training Dynamical
Binary Neural Networks with Equilibrium Propagation, Laydevant
et al., 2021" [17] within the workshop Binary Vision at the CVPR
2021 conference.

* Then we will describe how we realized a first large-scale hardware im-
plementation driven by EP. We chose the Ising machine proposed by
DWave as our hardware system for this purpose because it is an physical
system which by nature implements an energy function and, moreover,
it is easily and quickly reconfigurable, an indispensable property for
artificial neural networks whose parameters are continuously adjusted
during the training phase. We will see that we have succeeded in
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training a small fully-connected architecture on the handwritten digits
dataset MNIST using the so-called "embedding" procedure, which as-
signs to a neuron several spins on the chip in order to overcome with
the local-only connectivity offered by the chip. Then we will see that
we can use the inherent connectivity of the D'Wave circuit to perform
more complex operations adapted to the hardware like convolutions
and thus train a small convolutional network on the chip. This work
opens the way to other hardware implementations driven by EP but
also to the possibility of using Ising machines for other applications
than solving combinatorial optimization problems. Finally, we will dis-
cuss the global context in which this research theme is developed, with
a focus on the reduction of energy related to training and the use of
neural networks as inference models as well as the perspectives for
these unconventional chips.

Publication: : This work will be the subject of a publication "Super-
vised Learning in an Ising Machine with Equilibrium Propagation,
Laydevant et al." in a peer-reviewed journal and is currently being
written.

To summarize, this thesis is interested in demonstrating that an uncon-
ventional physical system can be a relevant alternative to classical processors
for deep learning. Throughout this manuscript we will show the reader that
using the physical behavior of systems to perform deep learning computations
offers new routes to overcome the deficiencies of traditional digital CMOS
approaches for deep learning computations.
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CHAPTER 1

Conventional digital hardware performing deep
learning with over-parametrized neural
networks is energy-greedy

The automation of tasks such as image classification, text translation or motion control has
recently become widespread. This adoption has been enabled by deep learning [1] which is a branch
of artificial intelligence based on the intensive use of artificial neural networks that learn to solve
tasks from a large amount of data. However, the methods and hardware currently used to make
these networks learn are not optimized, which questions the widespread adoption of deep learning
without considering the related energy and ecological costs.

As an introduction to the subject of this thesis, we will first describe what deep learning is and
how it works today. We will then see why its backbone (the backpropagation algorithm [20]) makes
deep learning, as currently trained, difficult to reconcile with economical and ecological sobriety
objectives. Then we will see that a possible alternative to the standard processors and architectures
currently used to train deep neural networks can be found in the physics of other richer systems.
Finally, we will discuss the challenges of designing such new processors based on the physics of
emerging unconventional components for computing to reach the performance achieved on current
CMOS processors.

We will start by going back to the definition of computation. This concept refers to how two
states of a given physical systems are related to each other [21]. Starting from this principle, we will
focus on the computations on which deep learning is based to highlight the type of operation that
a deep learning algorithm performs: the transformation of an input data into a vector of interest
that constitutes the output. We will also detail the algorithms that allow us to obtain the amazing
results of deep learning. This will highlight the limits of current deep learning, whose trend is to
increase the number of parameters and therefore the need for computing power, entailed on the
current conventional hardware (CMOS) especially its high energy and economic costs. Based on
this observation, we will explore two possible approaches that attempt to overcome these limitations.

The first method will be developed in this first chapter. It is based on standard deep learning
methods but strives to improve practices, whether at the global system level, at the software level
or at the hardware level. Thus, we will see how the advent of cloud computing and open source
could be one of the solutions to the carbon emission problems of deep learning models. We will
also describe the efforts made to reduce the size and computational requirements of trained models.
Finally we will see the research done to improve the standard hardware specialized for deep learning
computations, they will be optimized to perform the vector matrix product efficiently. We will
dissociate the axes of improvement for hardware dedicated to server use and that dedicated to edge
computing.

The second approach will be the one this thesis focuses on and will be introduced in the second
chapter.

1.1 . Deep learning is about learning a non-linear mapping between
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an input to an output

Answering the question "why using physics to compute?" requires first defining what computing
means. Before diving into the computations that interest us in this thesis - those performed in the
context of deep learning - we will go back to the concept of computation. The definition that we
will give : "the mapping from an input to an output to perform tasks of interest", will then serve
as a guideline throughout this introductory chapter

We will then see that this mapping from an input to an output is exactly what an artificial neural
network, the basic algorithm of deep learning, does. We will then describe what an artificial neuron
is and how it is integrated into an artificial neural network by being connected to other neurons
through synaptic connections that modulate the propagation of the signal in the network.

Finally, we will see how these synaptic connections are adjusted so that the network performs the
task we want it to do. We will introduce the concept of supervised learning by taking the example
of the backpropagation algorithm, the most widespread learning algorithm today, which allows the
minimization of a global cost function by stochastic gradient descent.

1.1.1 . A computation is a mapping of an input to an output, similarly to deep
learning

A mathematical computation speaks to all of us in an implicit way. We know what an addition,
a multiplication, etc. are. But in general, it is more difficult to define what a computation is. So
we can then refer to the philosophers of science to help us to give this definition.

Gualtiero Piccinini’s summary of this account states that a physical system can be said to
perform a specific computation when there is a mapping between the state of that system and the
computation such that the "microphysical states of the system mirror the state transitions between
the computational states" [21].

Thus the concept of computation is intrinsically broad and encompasses many mathematical
operations. But we also see that in his attempt to define the concept of computation, Piccinini
brings into play the principle of relation between two states of a certain physical system. From
then on, the term computation can be understood in different ways. The first one can be the
fundamental transition between two states of a physical property of a system such as the on or off
state of a transistor or the transition from a non-synchronized state to a synchronized state for an
oscillator. The term physical system in the definition can also refer to a more complex physical
system composed of different units interacting with each other. The relation between the two states
is the "computation" and can be the temporal evolution of a dynamic system for example.

Input| —— % —— |Output

Figure 1.1: Computation can be interpreted as the transformation of an input to an output

In this thesis, we will focus on a very literal use of this definition by placing ourselves in a field of
computer science that makes intensive use of this mapping between two states of a physical system.
This field of computer science is called deep learning. This discipline is based on the so-called
artificial neural network algorithms that perform a transformation (preferably non-linear) of input
data in order to perform tasks of interest. These tasks are multiple and can be for example image
classification, text generation, ...



In the case of standard deep learning, the physical system described in the definition of compu-
tation is in fact the neural network. In this thesis we will take this definition literally and apply it
to the case of deep learning and see how a "real" physical system can, by its intrinsic dynamics,
perform a computation on data by realizing this mapping between input data and a state of interest
which is the output.

1.1.2 . The non-linear mapping of deep learning is done by an artificial neural
network

Artificial neural networks are the basic algorithms on which deep learning is based. In this part,
we detail the important steps that led to artificial neural networks as we know them today, and then
introduce the formalism specific to these algorithms.

The concept of the artificial neuron was invented in 1943 by McCulloch and Pitts [22]. It was
initially conceptualized to model biological neurons which, at that time, were seen as "all-or-nothing"
binary units:

O; = H(y) (1.1)
where H(y) is the Heaviside step function defined as:
0ify<0
H(y) = { I (1.2)
1 else

and y any input which is a stimulus for the neuron. The activation function of the formal
neuron which is the Heaviside step function can be extended to continuous o functions with a more
progressive behavior between two extreme values like the sigmoid or hyperbolic tangent function.

McCulloch-Pitts were also the first to model the concept of artificial synapse by weighting the
inputs of the neuron by a real coefficient W;; (weight of the input j to the neuron i) whose sign and
amplitude describe the importance of the input for the neuron. Thus, the formal McCulloch-Pitts
neuron receives inputs {X;} which are weighted by synaptic weights W, realizes the sum of them
and then applies a nonlinear activation function which is the Heaviside function in this case:

J

The McCulloch-Pitts formal neuron solved logical tasks such as the logical OR! or the logical
AND?. However, it has shown its limitations as an individual neuron since it does not solve the logical
exclusive OR task® which requires several such neurons to solve. Furthermore, the synaptic weights
used for the neuron are chosen and fixed to perform a specific task and do not exhibit plasticity -
they have no possibility to change over time.

In 1957, Rosenblatt developed the perceptron [24] which is an algorithm for binary classification
of input data that works on the principle of the formal neuron of McCulloch-Pitts, with the addition
of a learning rule that allows the neuron to learn to classify the data presented to it. Thus, with
the perceptron, the property of synaptic plasticity is introduced and will pave the way for artificial

"The logical OR is the logical function that given inputs X; and X5, returns 1 as soon as one of the two inputs
is 1, and this also in the case where both inputs are 1

2The logical AND is a logical function which, given inputs X; and X, returns 1 only when both inputs are 1.

3Logical exclusive OR is a logical function that given inputs X; and X», returns 1 only when only one of the
two inputs is 1. Regardless of X; or Xs.



Biological neuron Artificial neuron

Figure 1.2: The building bricks of artificial neurons are inspired from biological neurons. We here
show the more general case of the neuron of McCulloch-Pitts where o can be a continuous activation
function. Schematic of the biological neuron is from [23]

neural networks. To learn to classify the presented data, the perceptron requires a training database
D which contains data pairs {(X*,4*)}rep which correspond to data-label pairs. Thus we can
know what is the expected theoretical output of the perceptron for a given input and compute a
prediction error with the output obtained by the perceptron {O*},cp. From this a learning rule is
derived, which constitutes an indication of the direction and magnitude of the update of a parameter
to reduce the prediction error or to improve the prediction success of the perceptron. This type of
learning is called supervised learning and has since been used extensively to solve complex machine
learning tasks.

The learning rule for the synaptic weights of a perceptron is as follows:

AW = XE(O" = i) (1.4

where the index ¢ indexes the different inputs and the index k& denotes the example k presented
to the network as well as the state of the corresponding output neuron and the target associated
with the input.

This learning rule inspired by Hebb's work [25] minimizes the Mean Squared Error cost function
C(O%, yF) = 1 5°.(0O% — yF)? which is computed at the output of the perceptron.

The perceptron was a founding step in learning in artificial neural networks. However, the
perceptron is only applicable to binary classification tasks (the output of the neuron can only be 0 or
1). And like the formal neuron of McCulloch-Pitts, the perceptron can only solve linearly separable
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tasks, which is almost never the case for most databases. Finally, in 1969 the book "Perceptron"
[26] by Minsky and Papert, cast a shadow on the perceptron by pointing out its inability to solve
the exclusive OR problem.

It took more than 10 years for multi-layer perceptrons to appear [27] and to finally solve the
exclusive OR problem [27]. These networks are said to be "fully-connected" - that is, each neuron
in one layer is connected to all neurons in the next layer via synaptic connections (Fig. 1.3). The
synapses modulate the signal propagation of the previous layer in the same way as the inputs of a
perceptron are modulated and in a unidirectional way and make the neurons sensitive to distinct
features by combining the state of the previous layer in a different way. In fact, these different
layers perform in several steps a non-linear transformation of the inputs to a space of features where
the different classes are much more easily separable. The state of each layer is then calculated
successively according to the state of the previous layer until the state of the output layer o is
calculated, which allows to make a prediction on the class to which the presented input = belongs
when the network is trained to perform classification.

Figure 1.3: A multi-layered perceptron - or fully connected neural network. x units denote the input
nodes, h* units denotes the nodes of the k — th hidden layer and o units denotes the output units.

As already suggested by Minsky and Papert in "Perceptron" [26], Rumelhart, Hinton and Williams
confirm in their founding paper [20] the importance of introducing neurons between the inputs and
the output neurons to build complex representations of the input data that allow a progressive
separation in the space of the representations and their classification at the output. This is how
the concept of "deep network", with stacked layers of neurons, was born, and this is where deep
learning gets its power from.

By inserting intermediate - hidden - neurons between the inputs and the output neurons, Rumel-
hart, Hinton and Williams [20] succeeded in solving the exclusive OR task by training the neural
network in a supervised way using the backpropagation procedure. It is also mentioned in the ar-
ticle that the number of times the network must be presented with inputs to be trained decreases
as the number of hidden neurons increases. This highlights the importance of hidden units to
build a complex representation of the inputs that can be combined to the output layer to perform
classification.



Finally, between 1986 and 2012, the main advance in the field is the use of convolutional
operations instead of "fully-connected" connections in first layers in the so-called convolutional
networks (CNNs) [28]. These convolutional operations allow to operate a detection by filtering
the input images with filters which, during the process of optimization, will specialize to detect
certain spatial features of an input image, or of its internal representations in the network. The first
demonstration of the interest of these convolutional networks was to apply a CNN to the recognition
of handwritten digits [28].

(a) Convolution operation between an input image and
a (3x3) filter. The combination of weights in the filter
allows to apply different filters to the input to activate
according specific inputs. From [29]

e 192 128 2048 2048 \dense
13 \ 13
5= ’ 13 dense dense|
1000
192 128 Max
224\ | Max 15 Max pooling 204t 2048
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48

(b) Architecture of the Alexnet CNN [30] that extensively used (11x11) filters and Max pooling operations
that allow to downsample data.

Figure 1.4: Convolutional neural networks are based on a different operation between layers than a
fully-connected operation. The hierarchy of features detected at the output emerges when convolu-
tional layers are stacked.

Unfortunately, as we will see in the next section, the optimization algorithm to minimize the
computed error at the output of the network, backpropagation, requires very large memory and
computational resources that have been out of reach for a long time for very deep networks (with
more than 2 convolutional layers such as the LeNet-5 network [28] that has been for a long time the
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reference in the convolutional network field).

2012 is a pivotal year for the research field of artificial neural networks with the first backprop-
agation training of a deep network containing 5 convolutional layers followed by 2 fully-connected
layers [30]. Instead of using standard processors rather specialized in sequential computation (Cen-
tral Processing Unit (CPU)), Krizhevsky et al. had the idea to use graphic processors (GPU), very
powerful in parallelized computation, to perform, in a fast and efficient way, the vector-matrix prod-
ucts repetitively realized in the neural networks. This unconventional use of the hardware available
at the time allowed them to successfully train such a network with backpropagation. At the time,
the authors had to write the operations involved in their network in low-level code. But today,
the success of deep learning also comes from the fact that open-source high-level libraries allowing
a great abstraction from low-level implications are available to any user: Pytorch, TensorFlow on
Python are the best known. These libraries allow the user to train his neural network in an ultra
simplified way with a command like network.to(gpu). As we will see later, but they also do a lot
for the dissemination of trained models, because they can be made available via these libraries as
open-source models and loaded by the user in an extremely simple way.

By halving the classification error obtained previously obtained on Imagenet with other machine
learning algorithms, Krizhevsky et al [30] demonstrated the importance of the depth of artificial
neural networks to build powerful internal representations.

In fact, stacking successive layers in a globally optimized manner allows a hierarchy to emerge
in the neural network's internal representation of the input data. The fact that successive layers of
neurons are sensitive to increasingly complex features is called a detection hierarchy (Fig. 1.5). The
first layer of a network applied to image recognition can for example recognize simple geometrical
shapes: vertical, horizontal, diagonal lines, ... . The next layer can be sensitive to combinations of
geometric shapes recognized in the previous layer: square, circle, oval, ... . The last layer before
the classifier is sensitive to patterns that are close to the different classes to be classified in the
database: heads, car, dog, cat, ... The classifier layer for a classification task like here corresponds
to the last layer of the network which is fully-connected and combines the last features extracted
from the image to assign membership scores for the input to the different classes in the database.
Hierarchical feature detection allows for a more intelligent and sparse use of parameters where a
feature can be recognized by a combination of several elementary filters.

The emergence of the detection hierarchy allows for better segregation and combination of useful
features to make the right prediction at the network output. On the contrary, the learning that was
mostly used before backpropagation and the optimization of a global objective was based on the
optimization of intermediate objectives [11], [32] that were disconnected from each other, which did
not allow a coherent hierarchy to emerge across the entire network - or in a much less powerful way
[33], which drastically limited the potential of such approaches.

Since 2012, new approaches have made it possible to have even deeper networks and thus
increase the accuracy obtained on ImageNet with the Residual neural networks (ResNets) which can
have 18, 34, 50, 101 and even 152 hidden layers [34].

In this section, by quickly going through the history of artificial neural networks, we have discussed
the two key concepts that make deep learning successful, which are the joint use of a stack of layers
of neurons connected to each other by different operations, together with the minimization of a
global cost function through gradient descent. These two methods have allowed deep learning to
outperform previous methods by a large margin. We have also seen the interdependence of deep
learning as an algorithm with the hardware on which the algorithms run by highlighting the turn
taken in 2012 with the use of GPUs for fast highly parallelized computing.
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Figure 1.5: Visualization of the features detected on inputs images with varying depths: Layer 1 to
5 of Alexnet-like NN. We clearly see how the features detected are more and more fine-grained when
we go deeper in the network. Inside each layer, from left to right is the evolution of the detected
feature over training - filters become more and more sensitive to a specific feature. From [31]

In the next section we will dig in the concept of learning in artificial neural networks that we
have just introduced by detailing the backpropagation algorithm.

1.1.3 . A neural network learns the mapping by observing a lot of labelled data

The physical system we have used to define the concept of computation can be, and must
be, parameterizable. In this case, the relation between the output and the input also depends on
these parameters. Thus by modifying the parameters, we modify the output while the input is kept
constant.

In an artificial neural network, the synaptic weights act as parameters by influencing the propaga-
tion of the input signal to the output layer of the network. In the classical task of input classification,
the network performs the transformation parameterized by # from the input to the output layer:

output = f(input,0) (1.5)
= network(input, 0) .

Indeed, we use the state of the output layer to assign a class to the input, which is called
inference. Most often we arbitrarily assign a neuron per class in the database to be classified, and
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the class of an input corresponds to the index of the output neuron that has the most activity:
class = argmax(Soutput)-

However, we cannot just choose the parameters of the neural network at random to make the
right prediction. A complex task in the field of deep learning is then to find the right set of parameters
that allows the neural network to approximate the theoretical function that relates inputs to their
theoretical outputs (targets), or labels of the inputs. The reason why artificial neural networks
are so powerful is that they "learn" - or update - their parameters by observing a lot of training
data to approximate as well as possible output = network(inputiaining, @), which amounts to
approximating the statistical distribution of training data. By having the network learn on a fairly
broad distribution, i.e., very many and varied examples, one hopes that the underlying distribution
learned by the network will be broad enough to perform well on never-seen-before data - this is the
generalization property, crucial for real-world use cases.

Before describing how to change parameters to improve the prediction that a neural network
makes, we must first describe the goals of optimizing an artificial neural network.

Supervised, Unsupervised, Self-supervised learning. The optimization of an artificial neu-
ral network, also called the training step, obviously depends on the goal and the type of data on
which the network will be trained. Thus, there are several types of optimization.

The first type of optimization, the one that interests us in this thesis, is the so-called "supervised
learning". In this case, the artificial neural network has access to a database composed of pairs
(input, label) where the label corresponds to the class of the input in the case of a classification
task. Thus, we can know how much the neural network is wrong when it makes a prediction on an
input by comparing the output obtained for a given input with the label of this same input. From
this error calculated at the output, various algorithms will then prescribe updates which will have
for effect to minimize this same error. By repeating these updates on many data, it is hoped that
the network will eventually arrive at a parameter configuration that correctly predicts the class of
all training data. Supervised learning allows the network to approximate the parameterized function
output = f(input, d). This will obviously depend on the size of the network and the ability of the
optimization algorithm to prescribe updates that properly minimize the prediction error computed
at the output of the network.

The second type of learning is unsupervised learning and corresponds to the case where the input
data has no assigned class. This is the most frequent case when databases are found since assigning
classes to inputs is time consuming and very expensive. It is also the simplest way to train a network
on a lot of data. In this case, learning is not going to consist in minimizing an output error between
the prediction and the label of the input, but rather in optimizing other objectives, such as the
reconstruction of the input. In unsupervised learning, the network will not learn to approximate the
function that relates the input to the output, but rather will learn to model the statistical distribution
of the training data. The network will eventually be able to allow segregation/classification of the
data based on their statistics relative to the distribution learned from the database. However, without
a supervisory signal to guide the learning as done in supervised learning, unsupervised learning fails to
reach the performance of supervised learning since it does not allow, or in a much less efficient way,
the emergence of a detection hierarchy of the input features. Also, in many cases of unsupervised
learning, we cannot formulate an objective to be optimized and therefore we cannot derive a learning
rule that optimizes this objective. So we use heuristic learning rules such as the Hebbian learning
[25] inherited from Hebb who wrote "neurons that fire together wire together" or the Spike Timing
Dependent Plasticity rule where the synaptic weight connecting two neurons is increased if the
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presynaptic neuron triggers an increase in activity for the postsynaptic neuron (causal relationship)
and vice versa, if the post-synaptic neuron has its activity increased while the pre-synaptic neuron is
not active, then the synaptic weight is decreased. Thus, although unsupervised learning can perform
some tasks on large amounts of data, such as clustering, which groups data into clusters according
to similarities found by the network, it does not reach the performance of supervised learning.

A third type of mixed learning that is taking more and more place in the current deep learning
panorama is "self-supervised" learning where the network will learn to predict hidden patterns in
the input: words removed from a sentence for an NLP model, a part of a hidden image for a vision
model, ... This type of training is very powerful since we can train the models on huge databases
without having to label each piece of data. This type of training is generally applied to very large
models which will not be our object of study. However, it is a very attractive training method and
a potential way to allow training on edge terminals without the need to label the data and thus
without human intervention (see Section 1.3.3).

Although we will describe a supervised optimization procedure in the following, it also applies
for the self-supervised learning case since we can write a cost function at the output.

Supervised learning with gradient-based methods. We will place ourselves here in the
framework of supervised learning where, from the error calculated at the output of the network, we
can calculate the updates of the parameters in order to minimize this error. The most used method
for this minimization, called gradient descent, is based on the calculation of the gradient of the cost
function. Indeed, to optimize (minimize or maximize) a mathematical function f which depends on
a parameter ), it suffices to update the parameter in the direction of the gradient [35], [36], or to
perform the following update:

of
M-y (1.6)

We add to the parameter the opposite of the gradient of the function computed at the point A
in the framework of the minimization of the function f(\).

This method can be extended to functions that depend on multiple parameters. We will next
detail how we can leverage this optimization method in the context of training artificial neural
networks.

Now it remains to apply this rule to an entire neural network, the cost function computed at
the output being the function to be minimized, the parameters to be updated being the synaptic
weights of the neural network. The state of the output layer, and thus the value of the cost function,
depends on the state of all the previous layers, so changing the value of the network parameters
influences the state of the output layer and thus the value of the cost function calculated from the
state of this same output layer.

We could use a method of estimating the gradient of the cost function with respect to each
parameter of the neural network to update the parameters of the network one after the other [38],
for example by perturbing the parameters one by one and watching how the perturbation makes the
cost function vary at the output of the network. However, since the output does not depend on a
single parameter but on a multitude of parameters, the parameter-by-parameter optimization would
probably not converge to an optimal minimum and would be extremely slow [39]. It is therefore
necessary to optimize all the parameters in parallel each time an input is presented to the network.

Now it remains to know how we can compute % for all the parameters of the network where
f is now the cost function of the network which expresses the difference between the state of the
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Figure 1.6: Stochastic gradient descent for a function that has 2 parameters. [37]

output layer of the network with the ideal state or target state corresponding to the input.

The procedure to compute the gradient of the cost function computed at the output of the
network is based on the chain derivation rule and is called backpropagation [27]. Thus the calculation
of the derivative of the cost function with respect to a given parameter in the network will depend
on the derivatives of all the intermediate functions involved between this same parameter and the
output layer.

Let's derive the operations involved in the forward pass (i.e. computing the state of the output
layer given an input by computing the state of all intermediate hidden layers).

Each neuron in the network has a pre-activation part (z!) and an activation (a!) where [ stands
for the index of the layer. The state of a layer a' depends on the activations of the previous layer
weighted by the synaptic weights. Thus, for a fully-connected architecture, the neuron i in the [ —th
hidden layer a! L as input:

% %

receives
Li-1 |-
J
where WH=1 represents the matrix of the synaptic weights connecting layer [ — 1 to layer [.
The neurons in the layer then apply a non-linear o(z) function called the activation function:

at = o(ah) (1.8)

These two equations are repeated for each layer until we have calculated the state of the output
layer 0. We can then calculate the cost function:

£(0,0) (1.9)

where 0 denotes the target state, which is the state in which the output layer should be given
the input presented to the network.
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(a) Forward pass of a neural network with L hidden layers - from the input to computing
the global loss function £. Each neuron has a pre-activation part (z!) and an activation
(al) where [ stands for the index of the layer. Output neurons are denoted with a O
superscript. ¢; denotes the contribution of output neuron 7 to the MSE loss in our case
such as £ = £1 + #5. In the supervised learning settings, the input data consist in the
couple (data, label/target): (d.,0.)

(b) Error-backpropagation for the last weights: W202’L contributes to the cost function
only via the output neuron a$.

4 olq (')(/(l)(')vr(l) *
/)f/ﬂ)//.l'i) {)(/{‘

(c) Error-backpropagation for deeper weights: WQL’L_1 contributes to the cost function

via both output neurons and the hidden neuron al”

Figure 1.7: Computing the gradient of the global cost function with respect to the weights of a
fully-connected neural network.
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For more clarity, we can also rewrite:

L(o(z°),0) = /L(a(z wtal), o) (1.10)

J

Now that we have written the operations involved in the forward-pass, we will derive those
involved in the step of back-propagating the error computed at the output throughout the network,
also called the backpropagation step.

The idea is to compute the derivative of all operations involved in the computation of the output
layer o state between the use of the same parameter and the computation of the error at the output.

Thus, the gradient of the error function with respect to the parameter W;;L connecting the
neuron a; of the last hidden layer and the neuron o; of the output layer is written:

oL oL do; 0x?
0oL = Do 920 AL (1.11)

oWy 0o; 0x¢ oWy
Each intermediate derivative is easily computable. If £ is the Mean Squarred Error: £ =
%Zi(oi — 0;)?, then % = 0; — 0;. Moreover, if the activation function o(z) is the function RelLU

such that o(z) = maz(0,z), then g;,f.. = 8‘;5;5) = H(x) where H(z) is the Heaviside function.
. . . 9r0i - . ! ! ox? _
Finally, the derivative 8?/;."7L is easily computed from Eq. 1.7 and 27 = é L

] )
Thus, the learning rule for the weights connecting the last hidden layer to the output layer is
written :

oL
ot = (0 = o) H(af)ay™ (1.12)

)

Now, we also need to be able to compute the gradient of the cost function with respect to the
weights located deeper in the network. But we immediately see that the weights W'i?’Lfl affect all
the output neurons because of the fully-connected architecture between the last hidden layer and
the output layer. Thus, the gradient of the cost function with respect to this weight will depend on
the error computed in the output at each output neuron.

Then, we sum the different branches that start from the hidden neuron h;:

oL Z (8£ oy, &vz) da¥ Ozt

—_— = —_— 1.13
8VV£’L_1 Doy, Oz daF * ozF aWi?,L—l ( )

k

By replacing each derivative with its true value, we obtain the learning rule that computes exactly
the gradient of the cost function computed at the output of the network with respect to a weight
located deeper in the network:

oL

e = 2 (o — o) HEWEE ) « H(xb)aj™ (1.1
ij k

One can then continue to use the chain derivative rule of Eq. 1.13 to compute the updates for
parameters even deeper than those weighting the inputs of the last hidden layer.

Once the gradient of the cost function is computed for each network parameter, we use the
quantity obtained to perform the gradient descent step. However, we do not immediately apply the
update of the parameters according to Eq. 1.6 to perform a standard gradient descent on the L
cost function. Indeed, Eq. 1.6 applies to functions that depend on only one parameter. However,
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artificial neural networks are parameterized by many parameters, and thus the cost function is also
parameterized by many parameters. Thus, such a large step in the direction of the gradient given
by Eq. 1.14 could not result in a good optimization of the cost function. Moreover, the gradient of
the function must be computed for many different inputs sequentially, which never gives the same
value. So, to keep up with the intricacies of the cost function, the parameters should only undergo
small updates in the direction of the gradient. This gives rise to the stochastic gradient descent
(SGD) algorithm (Fig. 1.6) [40] where each parameter is updated by an amount proportional to the
computed gradient but modulated by what is called a learning rate 7 :

oL

In Fig. 1.6 we illustrate how the stochastic gradient descent algorithm is applied to the opti-
mization of an objective function J that depends on 2 parameters 6y, 0,. The black lines show two
possible paths that go to a minimum of the function J(6;,65). The initialization of the network
drives the final minimum reached after minimization of the function with stochastic gradient de-
scent, hence the crucial importance of the initialization schemes of the parameters to reach good
minima [41], [42].

The backward chain rule of derivation implies that the deeper one goes into the network from
output to input, the more the computation of the gradient with respect to a parameter will require
more memory and computational capacity. Indeed, for each forward operation, we have to calculate
and store in memory the derivative of the operation. In the backpropagation phase, we have to
fetch in memory all these intermediate results and calculate the sums of the product of derivatives
to compute the updates of each parameter.

Methods exist to limit the memory requirement to perform backpropagation as with Pytorch,
the function checkpoint sequential*. This function allows to save in memory the state of only
a few intermediate layers during the inference phase and to perform the backpropagation phase :
recalculates the forward operations involved between two saved checkpoints. This function allows
either to train larger models or to increase the batch size on a given material but at the same
time increases the training time by 25% since it is necessary to recalculate inference steps during
the backpropagation phase. But the memory requirement to use backpropagation to compute the
gradient of the cost function with respect to each parameter of the network is still phenomenal and
we will see why this necessity leads to colossal energy consumption and training time of artificial
neural networks.

Why does it work? Artificial neural networks need a large number of parameters to be able to
generalize well, i.e. to make the right inference on data that the network has never seen; we say
that they are over-parameterized. However, this over-parameterization of the network makes the
optimization task much more complex. Indeed, the landscape of the cost function is not guaranteed
to be convex and gradient-based optimization methods such as backpropagation can cause the net-
work to arrive in a local cost minimum. However, it has been shown that the over-parameterization
regime of neural networks instead allows to get rid of the non-convexity of the cost landscape and
that increasing the number of hidden units increases the generalization ability of the network [43].
Increasing the hidden units also allows to express the features of the training database more globally,
avoiding the network to focus on a few features only, which leads to over-fitting on the training data

4Pytorch documentation for checkpoint_sequential
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but poor generalization on data not yet seen. A more serious problem than the non-convexity of
the function is the presence of saddle points [44], [45] where the gradient becomes almost zero and
can then prevent the training from progressing. These problems related to the optimization itself
are beyond the scope of this thesis but are subject of many current studies.

The optimization of neural networks can be improved by applying certain principles. Stochastic
gradient descent, where the gradient of the function with respect to the network parameters is
computed on a single example, can be replaced by a gradient descent computed and averaged over
several examples. This is the mini-batch gradient descent method. The gradient is then much less
noisy and converges much faster and better to a minimum of the cost function. We can also add
a "momentum" term to the gradient [27], [46]: AW}, = a - g/, + (1 — @) - g/; " which is in a way
a memory term of the past updates and will allow the network which arrives in a global minimum
to escape from it. Momentum is inspired by the physical concept of the same name, which means
that an object in motion continues to move for a certain period of time even though the force that
caused the motion is no longer applied to it. For synaptic weights, the motion corresponds to their
evolution during the update phases and the force at the origin of their update corresponds to the
gradient of the cost function, which cancels in a local minimum or in a saddle point.

1.2 . Neural networks are usually trained on standard digital hardware
that are power-inefficient and thus exhibit limitations with the
current large models

We have just described how supervised learning methods based on the gradient - backpropagation
for example - can train a neural network to solve an input-output mapping task. We have also seen
that neural networks draw their power from their over-parametrization which gives them the ability to
approximate any function output = f(input) after optimization. However, this over-parametrization
is nowadays a challenge from the point of view of energy consumption, required computing power and
training time. Indeed, artificial neural networks are currently trained on digital CMOS hardware based
on the Von Neumann architecture. The accuracy of vision [47] and natural language processing [4],
[48] models increases when the number of parameters increases. The current trend of deep learning
is thus to increase the number of parameters of the models (Fig. 1.8), which means that a strong
increase in the energy and time consumed to train such networks on standard hardware is to be
expected.

Artificial neural networks are nowadays mainly trained on standard digital hardware, i.e. multi-
purpose CMOS processors. These processors have this property of having a great abstraction with
respect to the architecture of the network to be trained but also with respect to the mathematical
operations involved in the network. These processors are said to be "universal" in the sense that
they are highly re-configurable and that running in binary logic, they can implement any requested
algorithm. This allows to train any kind of neural network (fully-connected [20], convolutional [28],
transformer [49], ...) on the same processor and thus avoids having a machine/chip specific to
the architecture of a given network. This is very useful especially during the hyperparameter search
phase where the network architecture is optimized to obtain the best possible performance. Generally
speaking, it is the accuracy that is maximized, but we may also want to minimize the number of
FLOPs® to reduce computational complexity for example. or when the same processor is used for

>FLoating Point OPerationS - metric widely used in the deep learning community to denote the numbers of
operations required for a single instance/inference of a deep learning model. Not to be confused with FLOPS
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Figure 1.8: Evolution of the computing resources required to run the machine learning models over
time. 2012, the year of Alexnet, clearly separates two regimes where the demand of computing
power keeps increasing. Source: OpenAl
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Figure 1.9: Sketch of the Von Neumann architecture

These conventional hardware, CPUs (Central Processing Units) in particular, are based on the
so-called Von Neumann architecture (Fig. 1.9) [5]. In this architecture, the computing unit and
the memory are dissociated and connected by a bus. Thus to carry out a certain calculation, the

= Floating Point Operations Per Second - which describes the computing power of a given hardware.
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processor must go seek in memory the data implied in the calculation, put it in local memory,
carry out the operation with the data at the level of the logical arithmetic unit then return the
result in memory. This round trip of data between the physical memory and the calculation unit is
named Von Neumann bottleneck [6]. This bottleneck has a speed of transfer of the data between
the physical memory and the processor limited at the same time by the speed of computation of
the arithmetic unit of the processor but also by the time of load of the bus that transfers the
data between the memory and the processor. The training of neural networks, which have a very
high number of parameters, is then slowed down since it is necessary to fetch each parameter in
memory, to carry out an operation with it and to return it to memory. Moreover, training a neural
network with a large number of parameters and neurons coupled with the use of a learning algorithm
such as backpropagation, which makes intensive use of the intermediate values of the computations
performed during the inference phase and stored in memory, is extremely slow and energy consuming:

Operation Relative energy consumption
MAC 1x
Access data from cache 6Xx
Access data from DRAM 200x

Table 1.1: Energy to transfer data from the memory to the processor compared to the energy used
to perform a MAC operation. From [7]

The use of GPUs to carry out the computations [30] related to deep learning solves part of the
problem since this type of processor is highly parallelized and circumvents, in a limited way, the Von
Neumann bottleneck. However this type of hardware is very energy consuming.

Therefore, the current trend in deep learning that consists in increasing the number of parameters
of the different models and training them in Von Neumann hardware does not seem efficient for the
future, from different point of views:

* Temporal: the models will take more time to be trained. Bloom [50], for example, is a NLP
model that has 176 billions parameters which has been trained in 117 days on 384 Nvidia
A100 GPUs.

* Economical : the computation time is expensive. Bloom has cost €3M to be trained.

* Ecological : this computation time also corresponds to C'O, emissions which, estimated in
a conservative way correspond to 32 x 103kgCO3?. To get this estimation, we followed the
following observations:

1. BLOOM has been trained on 384 A100 NVIDIA GPUs that operate at 300W, so the
whole setup operates at 115200W.

2. BLOOM has been trained for 117 consecutive days that is 2808 hours (117x24).

3. Then the whole energy consumed is 115200 * 2808 = 0.32GWh.

4. Finally, BLOOM has been trained on the Jean Zay supercomputer in France where
the averaged carbon intensity of the electricity is 0.1kgC O3 /kW h [51] (which is very
low due to the large nuclear power plant park in France, in Europe the average carbon
intensity is 0.45kgC'O5? /kW h [51] which impacts a lot the total emission of the training).
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This estimation does not even take into account the power required to cool down the
datacenter and the power required to synchronize and fetch from all the GPUs.

5. The resulting carbon emitted is then 3.2x10°kW hx0.1kgCO5? / kW h = 32x103kgCO%".
It is the same amount of C'O, that 4 french people would emit in a year [52].
We list two possible alternatives that are currently being developed:

* The first alternative relies on the same software approaches and hardware technology. How-
ever, there are dedicated efforts in order to build software (learning algorithms, size of the
model, computational ressources required) and hardware that overall use less memory and
computational ressources so that the power required to train the models is less as well as the
C'O4 emitted. This is the most straightforward approach and it concentrates the majority of
researchers working on both the software and the hardware of Al.

« The second alternative diverges radically from the first one. This approach relies on the
natural tendency of some physical systems to perform non-linear operations (as those involved
in neural networks) to realize computations. That approach is very promising as some physical
systems operate with very low powers but also as it proposes to go beyond the Von Neumann
architecture with the in-memory computing paradigm, where the memory and the processing
elements are brought together to avoid data movement.

In the next sections, we will first review some work about what we call the standard approach.
Then we will dive into the physics-driven computing world and argue why using physics to compute
may lead to breakthrough in terms of low-power computing and low-memory requirements in the
near future.

1.3 . Increasing the power-efficiency of standard digital approaches

In this section, we focus on attempts to reduce the computational complexity of deep learning
models and learning algorithms, but also on attempts to improve the standard hardware used for
artificial neural networks. These approaches focus primarily on large-scale tasks that often run in
the cloud due to the size of the models. Before describing these two paths to energy-efficient deep
learning, we will see how one can already improve the energy efficiency of deep learning by simply
applying some rules and practices. This is a short-term solution to the energy consumption problem
of deep learning. In the final section, we will see that there is an opportunity for low-power computing
hardware, especially for applications that run on devices where compute and memory budgets are
very limited. We will therefore enter the neuromorphic world.

1.3.1 . Better machine learning practices and open-source can reduce the energy
and carbon footprint

Before describing attempts to improve standard software and hardware approaches, it is worth
to start by watching if we can find an ideal combination of existing deep learning tools (software
and hardware) that can already help reduce the carbon emissions and energy bill of deep learning.
Interestingly, a recent paper [53] advocates that standard deep learning can achieve carbon neutrality
while being trained and run on CMOS devices with backpropagation if we add simple rules during

the training process.
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In this paper the authors claim that previous papers [54] overestimated carbon emissions of ML
models and that not only ML emissions are not that important but they will also decrease rapidly
in the following years. For that purpose they propose 5 rules to follow when training a ML model:

1. Train the best model: they show that using Neural Architecture Search (NAS) [55] for getting
the lighter version of a standard NN architecture allows to reach same accuracy as with dense
models but with much lower number of parameters and thus reduces the energy for training
the model. Interestingly, they show that even if NAS consumes some energy to select the best
sparse architecture, NAS is only performed on a simple task so the overall gain in energy is
positive :

Energy(NAS) 4+ Energy(best sparse model) < Energy(dense model) (1.16)

They also underline that models found via NAS are often made open-source so that many users
and/ or companies can use them as trainable already FLOPs-optimized sparse neural networks.
Also, most of the big models that are trained (after the NAS step) are accessible online (via
Github, Pytorch, Hugging Face, ...) as open-access models, so many users can use the model
as an inference-only engine thus saving the energy consumed for training. In computer vision
it is a technique widely used to exploit the convolutional part of a large ConvNet as a feature
extractor and then just fine-tune the classifier at the very end of the network to fit the use
case dataset. That is why it is important to have initiatives that propose large open-source
models to be used by the community after training. Bloom [50] or OPT [56] are great steps
in that direction for natural language processing (NLP) where the number of parameters is
astonishingly large.

2. Select a good standard hardware: as employees of Google, the authors extensively use Ten-
sor Processing Units (TPUs). TPUs, that we will describe in the next section, are CMOS
processors extremely optimized to do computation on tensors, the core data representation
in deep learning. The authors show that every new generation of TPUs reduces a lot the
energy consumption of ML training compared to previous versions mostly because of better
logic and better mapping on the chip: TPUv4 (780MFLOPS/W) improve the energy efficiency
by a factor 13.7 compared to unoptimized P100s GPUs (21 MFLOPs/W) where the TPUv2
(170MFLOPs/W) only improves by 5.7.

3. Train your model on the cloud: they show that datacenters optimized for doing ML better
use the energy required for cooling, computing, etc versus standard datacenter. Also it is
important to notice that training models on the cloud can reduce the number of hardware
devices required overall as they are extensively used by different users - compared to the case
where each user has locally its own hardware. It is in line with the recent trend of sobriety
emerging in our society.

4. Choose the best location for your datacenter: the authors show that depending on the location
of the datacenter you use (the datacenter is selectable via the cloud interface), the electricity
provided has more or less carbon intensity. Some states in the US have almost 100% renewable
energy while other states run 100% on oil to produce the same electricity. However, it does
not tackle the problem of how we produce low carbon intensity energy, that is huge.

5. Finally the authors highly encourage authors to publish the energy consumed to train a model
and that this criterion should be taken into account as well as the accuracy to classify best
models (idea already developed in the paper « Green Al » [54] in 2020).
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This cloud-based approach is interesting as it relies on the fact that even if a model is large and
can consume a lot of energy to be trained, if its deployment as an inference model is distributed on
many users, then the overall impact is little compared to the scenario where each user train his own
model. This motivates the open source publication of the big models trained on large datacenters.

This approach sounds like a good near-term approach to maintain sota accuracy on complex
and daily-life tasks while diminishing the carbon intensity of the trainings that the others uncon-
ventional approaches that we will detail next still fail to reach. However, the problem of green
energy production and the scaling law of moderns models stating that "larger is better" make un-
conventional approaches appealing for the future. Indeed, these unconventional approaches aim at
delivering hardware lowering by 3 to 6 order of magnitude the energy consumption [57] (thus in
carbon emitted), justifying the effort to design new hardware.

1.3.2 . Lighter models and more local learning algorithms improve energy-efficiency
with less memory requirements

We have just mentioned NAS [55] as a technique to get models that perform as well as the sota
models but that are lighter (in terms of the number of parameters). This technique is in line with
many others techniques that aim at reducing the size of deep learning models while maintaining
reasonable accuracy on standard datasets. Neural Architecture Search is a method where multiple
architectures are trained on the same task and the best one regarding to a specific criterion is
selected. While the criterion is mainly the accuracy of the model, in order to get models that are
lightweight, it can also include the size of the model as well, thus NAS finds the best compromise
between accuracy and model size.

Pruning [58] is an alternative approach for reducing the size of the model. It removes some
parameters in the network that do not contribute a lot to the performance of the model i.e. when
pruned the accuracy does not drop. In fact, pruning relies on the property of neural networks to
have under-parametrized sub-networks that perform as well as the entire networks. This has been
highlighted with the Lottery Ticket Hypothesis paper of Frankle et al. [59]. Those approaches
still rely on full precision variables (either parameters and neural pre-activations and activations).
However, such FP32 variables are vey computationally and memory inefficient because they require
a lot of bits to store and compute a single data.

There are works [60]-[62] about quantizing those parameters and activations in order to reduce
the computational complexity and the size of the model. In these works, FP32 variables are reduced
to either fixed point variables with less bits precision or even integer variables that have 16, 8,
4, 2 (ternary neural networks) or even 1 (binary neural networks) bit precision. This has been
extremely efficient at the task of reducing the size of models. However this approach often needs
more parameters as the information loss due to the quantization can be large. A last improvement
that rose recently is the search for architectures relying on operations that are computationally
less expensive than the traditional ones. One example is the MobileNet architecture [63] that
extensively use dephtwise separable convolutions to reach near-sota accuracy with a model that can
fit the computational and memory budget of a mobile phone for instance, hence the name of the
architecture.

All those methods perform great at reducing the size and the computation complexity of the
models. However they still rely on backpropagation (Section 1.1.3) that is highly non-local and thus
requires a huge amount of memory in order to compute the parameter updates. Alternative learning
frameworks with more local learning rules are now sought in order to reduce the requirement in terms
of memory. In this context we can cite Feedback-Aligment [64], Target Prop [65], [66], three-factors
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Figure 1.10: Three different ways to reduce the size of a initial model: Pruning [58], NAS [55],
Binarization [61]. Rough estimation of the models size: size = #parameters x 32 bits - FP32 is
the mainstream precision for the parameters of neural networks trained on GPUs.

hebbian learning [67], ... .

Those learning algorithms propose local learning rules for updating the parameters but the locality
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is not yet leveraged at its best as the hardware on which the algorithms are run is still non-local
due to the Von Neumann architecture. In the next section we will introduce attempts to design new
hardware that do better that Von Neumann architectures.

1.3.3 . Specialized digital hardware improve energy efficiency with reduced data
movement and massive parallelization

As mentioned before, two main types of workflow exist in deep learning. The first one, already
mentioned, is the one based on decentralized computing done in servers or "cloud computing". The
use of the cloud is done both for training models and for inference when the models are really large
(recent NLP models for instance). The second workflow is a response to the problems posed by
cloud-computing and tends to train deep learning models and perform inference on "edge" terminals
where computing power and memory are limited.

"Server" computing. This paragraph groups together two types of computing at a remote server
level - "cloud computing".

* The first type of use is when the training of a neural network and the inference are done at the
server level. This is often the case when the model is very large and requires a lot of FLOPs
to be trained but also for the inference step. We then use the important computing power of
the server to carry out the training and the inference. This use of datacenters for the training
allows to train models whose size is important as we can distribute the computation load on
many processors inside the server.

Once the model is trained and stored on the server it can be used as an inference model.
In this case, the input data used for the inference is sent as a request to the server by the
user. The response is the result of the inference. This type of infrastructure can pose several
problems when doing inference:

1. Latency: the time between the sending of the request and the receiving of the answer,
and thus of the inference result, includes the inference time at the server level but also the
travel time of the request and the answer on the Internet network. When the inference
result is required in a short period of time, in autonomous driving for example, this latency
introduced by the fact of moving the computing center can be critical and prevent the
system from working (or cause serious problems).

2. Data privatization: the second problem with sending data for inference on an Internet
network is the security that relies on its data. In the case where the data contains
confidential information (defense, nuclear, ...), this remote sending is not possible.

« The second type of use is when the training of a neural network is done on a server but
the inference is done on edge terminals whose computing power and memory are much more
restricted. Thus, the model once trained at the server level is sent to the edge terminals to
be used as an inference model - sometimes after steps to lighten the size of the model with
the methods described previously (Section 1.3.2). No training is done on this model on the
edge terminal.

In both of these cases, the use of optimized CMOS hardware to perform the computations done
in deep learning is extremely important since the speed and energy to train a model depends on
the speed of the processors to do the common operations of a neural network. In fact this ability
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to execute the computations done during the inference and backpropagation stages efficiently has
been crucial to get deep learning off the ground as demonstrated by the training of AlexNet [30] in
2012 (Fig. 1.8).

More recently, Google designed a new kind of hardware to train neural networks that is specialized
in performing operations on tensors®. This hardware is called "Tensor Processing Unit" (TPU) [68],
[69]. In fact, [70] found that each kind of standard CMOS hardware (CPU, GPU, TPU) is specialized
for a given task : TPU for convolutional neural networks, GPU for fully-connected neural network
and CPU for recurrent neural networks (see Fig 3.7).

TPUs constitute a good transition to the next paragraph were we will discuss dedicated hardware
implementations for edge computing. Indeed TPUs are a kind of ASIC” designed to accelerate
neural network operations, however, they are still relatively universal in the sense that one can train
multiple types of neural networks on the chip as it capable of some level of abstraction. Hardware
implementations for edge computing often lose that capacity of abstraction in order to be the most
efficient possible at training/ doing inference with a specific type of neural network.

Edge computing. Contrarily to the hardware that are used to train neural network in datacenters,
hardware that run on edge devices for the same purpose have little computational and memory
budgets which is a strong limitation for training and doing inference with large neural networks
on those chips as a lot of memory and computational power are often required as we stated in
the previous section. Training being the most memory and computationally intensive task, most
hardware for edge applications are designed to be inference-only engines. FPGAs and ASICs are
such dedicated hardware implementations that are very fast and low-power alternatives to general
purpose processors such as CPUs, GPUs, TPUs, ... An example of such a chip developed for
embedded applications is the Neural Engine for iPhones [71] - an ASIC dedicated to run neural
networks on mobile phone designed by Apple. Even Tesla builds its own inference chip "FSD chip"
[72] for "Full Self Driving" which features 2 embedded neural engines that are dedicated to perform
the operations of convolutional neural networks (Fig. 1.11). The "FSD chip" supports most of the
operations (inference only) involved in Self-driving features of Tesla cars despite the fact that it runs
with only 72W [72], which is impressive.

For most applications, the standard workflow where the model is first trained on the cloud and
deployed on edge devices without customization as inference-only engines is just fine.

But there exist applications, mainly when the two majors limitations of cloud-computing described
above prevent the use of the standard workflow, where it is interesting to be able to perform training
on the edge. There are also situations where the 72W consumed by the Tesla FSD chip is not even
imaginable. Both cases require ultra-low power hardware and a clever usage of the memory to be
able to train and run neural networks on the edge.

These scenarios fall under the scope of the use of neuromorphic chips. Neuromorphic computing
has been pioneered by Carver Mead in 1990 [73] who coined the term which initially referred to
the use of standard devices in an unconventional way such as transistor in their analog regime to
compute [73]. Nowadays the neuromorphic computing field encompasses as well the unconventional
hardware built with either standard digital hardware (transistors) or emerging devices and assembled
in the intention to circumvent the Von Neumann bottleneck as the new computational schemes that

®Tensors are N dimensional matrices extensively used in neural networks. For instance the convolutional
weights are stored as a 4 dimensional tensor where each dimension has the size: fan;, * fan.u: * kernelgim, *
kerneldim,.

’ASIC=Application Specific Integrated Circuit
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Figure 1.11: Neural engine part of the FSD chip from Tesla - taken in [72]. The Neural engine
features custom parts that perform specific computation involved in convolutional neural networks:
MAC (multiply and accumulate) operations, activation functions and pooling operations.

leverage at best those new hardware.

Behind the generic name of neuromorphic are two types of neuromorphic approach. One based
on a non-conventional use of standard digital hardware (CMOS), the other oriented towards the
use of emerging components the build either digital or analog systems. Both approaches seek to
emulate behaviors borrowed from biological neurons to perform the calculations of neural networks
and incorporate a local learning component that, although often unsupervised, is a first step towards
the possibility of learning on the edge.

The first approach is pushed by the major foundries of the CMOS industry and is based on digital
hardware but exploited in a way that goes beyond the Von Neumann Bottleneck. Two recent chips
have shown to be the flagship of the digital neuromorphic approach. These chips are TrueNorth
from IBM [74] and Loihi 1 [75] and Loihi 2 [76] from Intel.

They are based on the use of "spiking" neurons which allow a digital communication between
neurons and are therefore more reliable. Moreover, this type of neurons does not emit spikes in a
continuous way but more in a sparse way. This allows a huge gain in terms of energy: Loihi chips
[77] exhibits an energy gain of a factor 300 compared to the Intel i7 processor for a synaptic event
and of a factor 100 for a neuron update, which allows an energy gain of two orders of magnitude
compared to standard digital processors while keeping the same technology. These chips confirm the
interest of architectures where memory and computational elements are distributed and of course
close together. Inference hardware based on spiking neurons is a very active field of research, in
particular the possibility to do supervised deep learning [78], [79], driven by the low power promises
of such networks. Loihi proposes in particular the implementation of local learning rules such as the
Hebbian learning rule but also rules with a "third" factor [67] which modulates the local rule by a
global error signal.

The second approach departs from the digital neuromorphic approach and leverages mostly
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analog physical properties of some devices to perform unconventional computations. This approach
is the main topic of the next section.

1.4 . Summary: sota accuracy with gradient-based global optimiza-
tion 4+ energy efficiency with less data movement

To begin the introduction to the topic of the thesis, we started by zooming in on the computation
that interests us by defining computation as the evolution of a physical system from a state A to a
state B. This transformation is used in machine learning to perform tasks such as image classification
with algorithms such as artificial neural networks. We discuss the power of deep learning that
comes from the gradient-based optimization of a global objective function where a hierarchical
representation of the input emerges. This hierarchy arises when depth is combined with a global
objective optimization. The power of deep neural networks has been demonstrated in 2012 with
AlexNet which halved the error obtained with previous machine learning models on ImageNet by
adding 3 additional layers.

However, as we have seen in Section 1.1.3, learning rules optimizing a global objective (back-
propagation) require information that is not accessible locally and thus the computation of the
update of a parameter involves the movement of distant data and thus an energy and time cost (see
Section 1.2). Moreover, backpropagation-type learning rules call for different operations than those
supporting the inference phase and thus require the implementation of hardware units dedicated to
the computation of errors, thus increasing the energy, computational and temporal cost of the opti-
mization phase. This type of learning implemented on CMOS hardware based on the Von Neumann
architecture leads to very high energy consumption.

Although approaches based on cloud computing combined with open source models are emerging
and are promising, there are situations where training and inferring with a cloud-based model is not
possible.

Then it is promising to turn to other methods/hardware to make the calculations usually made
on digital CMOS. Using the physics of devices and systems could allow orders of magnitude gains
in terms of energy consumption for neural networks as we will see in the next section.
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CHAPTER 2

Unconventional physics is a promising
low-power alternative to conventional digital
hardware for deep learning

In the first chapter we have seen that deep learning relies on neural networks that are over-
parametrized and learn on data by optimizing a global cost function using the algorithm of back-
propagation that computes the gradient of that function to reach the high performances we know.

By going back to the characteristics of conventional hardware, we will see that the limits of
current deep learning we developed in the end of the previous chapter, are in fact inherent to this type
of hardware and therefore motivate unconventional alternatives that perform the same calculations at
a lower energy, economic and carbon cost. We will show that using the dynamic behavior of certain
physical systems to perform computation is a promising approach in the search for new hardware.
We will rely on recent results using physics to perform the inference step of artificial neural networks
to see different ways to introduce parametrization into those systems in order to optimize them.
We will see in particular that the energy function of some physical systems is interesting to exploit
for computing and to parametrize since it relies on the natural tendency of physical systems to
evolve towards states that minimize their energy (i.e. the most probable state). These energy-based
approaches are highly sought after for hardware implementations since they propose local learning
rules, i.e. they only depend on spatially-close measurable quantities, and thus only require a simple
circuitry to compute parameter updates. However, these approaches have faced the difficulty of
having a hardware implementation that rivals the accuracy obtained by backpropagation on the same
tasks. Indeed, the parameter updates prescribed by early energy-based approaches only optimize
local objectives, i.e. at the layer level, rather than a global objective such as a cost function to be
minimized at the output of the network. Thus, no hierarchy of characteristics emerges, preventing
the high accuracies reached with the backpropagation algorithm, which is by nature highly non-local
and thus not very adapted to drive low power hardware implementations. Indeed, the circuitry and
memory that would be required to compute the gradient with backpropagation for an energy-based
physical system would be very complex and power hungry which could overshadow the energy gains
allowed during inference by the physical system.

Large-scale hardware implementations, therefore scalable on tasks of interest, also suffer from
the variability of the components used to emulate both synapses and neurons. Indeed, not only
do synaptic components not react linearly to applied updates, as a full-precision variable does in
simulation, but their behavior differs from one component to another. Neural components can also
be noisy to the point of not having the same activation for the same example from one run to
another. Without a complex procedure to limit the impact of this variability on the performance
of the physical system to perform a deep learning task, and thus a procedure that is also energy
intensive, the training of such hardware is compromised. The challenge today is to succeed in training
an energy efficient hardware implementation of neural networks with an algorithm that calculates
the gradient of a cost function computed at the output of the system like backpropagation does,
but with a local learning rule that is simply computed, limiting the energy overhead and this despite
the variability of the emerging low power hardware still mostly experimental.
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2.1 . Leveraging physics to perform unconventional computing

The standard approaches to compute described above are all based on multi-purpose digital
hardware. This allows them to emulate in a re-configurable way all the operations that make up
an artificial neural network: multiplication by the synaptic weights of the inputs and summation,
non-linear behavior of the units called "artificial neurons". These processors are able to make great
abstraction of the architecture of the trained network and can emulate a very large network although
the processor is limited in physical size, as long as the associated memory supports the number of
associated parameters. But, as we have also seen previously, this approach has its limits, especially
in terms of energy efficiency and computation speed.

These multi-purpose reconfigurable digital processors owe their ability to abstract the task they
perform from the architecture of the processor itself to the theoretical work of Turing and Von
Neumann in the mid-20th century. At this period Von-Neumann and Turing conceptualize a machine
operating with a binary logic rather than a decimal logic as it was the case in the first half of the
20th century and show that this machine operating in binary logic is a universal machine capable
of executing any program requested. Also, this logic combined with the advent of transistors in the
1970s allowed the design of processors based on TTL or CMOS logic as we know them today.

However, the use of digital processors to perform calculations in artificial intelligence has not
always been obvious. The field of Al started long before the birth of the first integrated circuits
[22], [24], [26]. The pioneers of Al imagined to realize calculations by taking advantage of physical
phenomena governing the behavior of certain components. A famous example is the invention of
the parametron by Goto and Von-Neumann [80]. They use the property of resonators to oscillate at
half the frequency of an excitation frequency, with or without phase shift with respect to this signal,
to calculate. This property makes the resonator a two-state component that can encode a bit in
the phase of the component. This way of encoding bits was very successful before being supplanted
by transistors which were first used as discrete components before being assembled in integrated
circuits. The number of transistors that can be placed on these chips has evolved incredibly, a
growth described by the famous Moore's law [81] until recently - offering with each new generation
of chips an ever more powerful computing capacity. Unfortunately, in the last few years, we have
seen a stagnation in the number of transistors that can be put on a chip due to the small size of
the etched features required, making the behavior of transistors enter the probabilistic domain and
no longer the deterministic domain for which they were known.

At the beginning of the 1990's Carver Mead was interested in using transistors in their analog
regime [82] to try to reproduce certain sensory functions of living beings such as sight or hearing.
He called this approach, very different from what was being done in terms of computing hardware,
neuromorphic computing. In fact he based his work on the observation that transistors showed certain
properties that were similar to those of biological neurons and therefore they were potentially good
candidates to perform the same task on a chip.

Mead takes up the idea of using physical phenomena to encode information or to carry out
calculations, which for a long time had been supplanted by the power and versatility of digital
processors, but goes further since he makes his chips work in the low-power analog regime, which
henceforth made these chips lose their general-purpose character but made them special-purpose.
An interesting example is the development of an artificial retina in 1990 by Mahowald and Mead
[83].

We propose to make a small review of the paths taken by the research of new hardware to emulate
the computations used in artificial intelligence based on the physical behavior of components. Despite
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the incredible number of works on this subject, we can see the emergence of two main paths:

* The first one consists in finding components that, at an individual scale, intrinsically perform
an elementary operation of a neural network: weighting of the input by a parametrizable coeffi-
cient = synapse, summation of several signals, non-linear behavior = neuron. We will describe
some recent ideas based on long known physical laws as well as on emerging components and
therefore still at the experimental stage.

* The second way explored is based on the property of neural networks to perform a non-linear
parametrized mapping between inputs and an output. Physical systems work in the same
way. Given inputs, they evolve, transform, mix these inputs into a measurable quantity that
depends on these inputs. We will see a recent work where the inputs are both the input data
to be processed and the parameters of the system.

2.1.1 . Arranging emerging devices as a neural network-like hardware

This approach consists in designing an artificial neural network in hardware. That is to say,
recreating hardware synaptic connections that weight a signal applied to them as well as recreating
hardware artificial neurons that sum their inputs and apply a non-linearity.

Thus, each operation performed in an artificial neural network is associated with a well-characterized
physical component or process that intrinsically performs the same arithmetic. As synapses and neu-
rons are not performing the same operations, it is easy to imagine that we need different physical
components/processes to implement synapses and neurons in hardware.

One obvious difference is the memory property that synapses have. They should indeed have
adjustable but stable values in time in order to implement the parameters of the neural network for
inference as well as during the optimization phase. On the contrary, the value of neuron activation
functions varies according to the inputs presented to the network. Also, we have seen how the
fact that the memory, storing the synaptic weights, is separated from the computational unit (Von
Neumann architecture) dramatically impacts the power consumption and the time required to train
artificial neural networks. We will therefore first discuss how the use of physical components with
intrinsic and non-volatile memory in conjunction with physical laws has allowed the design of new
computational architectures where the memory and the computational units are physically joined.
These components are memristors whose conductance can be continuously modified between two
states in a reversible but non-volatile way. Assembled as cross-bar arrays, Kirchhoff's laws allow to
calculate the product of a vector of inputs - encoded as voltages applied to the memristors - with
the matrix of weights encoded as conductance of the memristors. The example of the hardware
translation of the vector-matrix product by a cross-bar array illustrates the philosophy of these
hardware approaches, where efforts were made to group the memory and the processing elements -
which were separated in Von Neumann architectures - in the same place.

« Hardware synapses. In this first part we detail the operation of memristors as well as their
assembly in the form of cross-bar arrays which is the reference architecture for this type of
device.

The memristor, although theorized for a long time [84] was only recently highlighted as an
excellent candidate to implement synapses experimentally [85]. Being based on different
technologies, the main property of a memristor is that its conductance, that is non-volatile
in the absence of inputs, can be changed according to a certain procedure - most often by
sending programming pulses to the memristor terminals. This property makes it a component
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of choice for emulating the behavior of a synaptic weight that can be updated during a learning
procedure. The operations involving synapses in a neural network are the "Multiply and
Accumulate" operations where "Multiply" refers to the operation of weighting by a synaptic
weight the input at the synapse and "Accumulate" refers to the summation of weighted
inputs at the input of a neuron. We will see how the memristor, at the level of the individual
component, performs the first operation "Multiply" and that its integration in a cross-bar
array allows to perform the "Accumulate" operation.

- Multiply. A memristor is first of all a resistor. Thus, if we apply a voltage V' to the
terminals of a memristor of resistance R, the current [ that will flow through the device
is given by the Ohm'’s law:

1
I=—-V 2.1
7 (2.1)
or if we denote GG the conductance of the memristor which is equal to %:
I =GV (2.2)

This operation of multiplying an input value, the voltage U, by a scalar, here the con-
ductance G, is the same operation performed at the level of the synapses of an artificial
neural network where the activations of the neurons of a layer are weighted by the synap-
tic weights. Thus a memristor performs intrinsically and immediately the weighting of
a signal by a scalar. Now, the question we can ask ourselves is: why use a memristor
and not a standard resistor? The answer lies in the ability of the synaptic weights of an
artificial neural network to evolve when an update signal is sent to them. A simple re-
sistor has its conductance fixed by its geometry and chemical composition and therefore
cannot serve as a support for a trainable artificial neural network. Simple resistors could
on the other hand be used for a inference-only circuit whose values would be given by a
model network trained on a classical computer before.

However, this approach of transferring the weight from a network trained on a computer
to a hardware without the possibility of on-chip fine-tuning of the parameters suffers from
a decrease in performance [86], [87]. But above all, the size of the standard resistors is
too imposing to be able to be integrated in sufficient numbers on a chip to approach the
size of the most performing neural networks. The memristor fills all these gaps. It is a
nano-metric component and therefore can potentially be integrated in large numbers on a
chip: up to 2.4M [88] and 4M [89] on a single chip and is also low power. A memristor can
also see its conductance change under the effect of a certain voltage pattern applied to
its terminals, making this component able to support the step of updating the parameters
of an artificial neural network and thus allowing the training of a hardware neural network
whose synapses would be based on memristors. The "memory" of memristors relies on
different physical behaviors depending on the nature of the materials composing the
memristor. Some are based on the migration of oxygen atoms [85], [90], [91] to form a
conductive filament in the initially very resistive material. We can also quote the Phase
Change Memories [92]-[94] based on the same principle of conductive filament formation
but with a different physical mechanism.

Although based on different mechanisms, memristors can be described by a simple linear
model that describes the change in conductance that occurs when a potential difference V
is applied to their terminals. This model takes into account a particularity of memristors
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that is essential to their use as a synaptic element of a hardware neural network. Indeed,
the change in conductance of a memristor is highly non-linear in the sense that there is
a change in conductance only if the applied voltage exceeds a certain threshold. This
allows memristors to be used as synaptic elements during the inference phase under sub-
threshold voltage and to be able to modify the conductances during the weight update
phase by applying supra-threshold voltages.

So the model illustrating this threshold operation is the following:

AGV) o {0V <V (2.3)
V — Vi, else

In practice, the voltage applied during the phase of updating the parameters - and thus
the conductance - is done in the form of pulses. These pulses can be stereotyped, in
which case the desired change in conductance (AG —%) is obtained by applying V
pulses - the simplest in hardware since it requires only one voltage source. They can also
be of variable amplitude, the pulse voltage being adjusted to modify the conductance of
the memristor by the desired amount (AG oc —2%). Unfortunately, the model of linear
variation of the conductance with the number of applied pulses described above is an
extreme simplification far from the experimental measurements. A real memristor sees
its conductance change in a highly non-linear way [95] when voltage pulses are applied

(Fig. 2.1). Querlioz et al. derived a model that fits well with experimental observations:

* To increase the conductance we apply a positive voltage pulse which induces the
following change:
_5 GiGmin
AGT = aAG(V)e " Gmaz=Cmin (2.4)
* To decrease the conductance we apply a negative voltage pulse which induces the
following change:
_ _B Gmaz—G
AG™ = aAG(V)e " Gmaz=Cmin (2.5)
where «, 5 are parameters, often experimentally determined, which depend on the nature

of the memristor, G,,;, and G4, are the minimum and maximum conductances of the
memristor and AG(V) is the same function as in Eq. 2.3.

This non-ideal behavior, where the conductance change curve saturates as the conduc-
tance approaches its high or low state, implies designing complex update schemes since
if we want to change the conductance by a certain amount AG —g—é, the number of
pulses to be applied will depend on the value of the conductance before updating the
conductance. Recent works propose sophisticated rules [87] allowing a good learning but
which penalize both the energy consumption since the circuit required to compute the
update is complex, and the training speed. The ability of a memristor's conductance
to change under the effect of an applied voltage will also vary from one memristor to
another - this is called device-to-device variability. This behavior is totally undesirable
[15], [96], since it also implies to revise the conductance update scheme on an individ-
ual scale, which complicates the circuit that programs the pulses to be applied to the
memristors according to the gradients calculated by a backpropagation type algorithm.
Finally, memristors also exhibit intra-device variability [16], [97], [98]. This variability at
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the device level is also expressed by the conductance change mechanism which in reality
does not exactly follow the 2.4 model but is rather stochastic as we can see in Fig. 2.1.
Thus, although on average the measured memristor conductance changes according to
the model 2.4, locally we can see that some pulses have no effect on the memristor con-
ductance (and others much larger effects than expected). Without a readout mechanism
after the application of a pulse, one can think that the conductance of the memristor
has been updated but in practice it remains constant. This can penalize the training of a
neural network, since this variability affects all the memristors in parallel. Unfortunately,
the stochastic gradient descent algorithm works well if all the parameters are updated
at the same time so that the global cost function is reduced. If some memristors are
updated, others not and others more than expected, the network as a whole will not
evolve according to the exact gradient of the cost function computed at the output and
therefore this strongly penalizes the training. This intra-variability also comes from the
fact that the operation of a memristor is affected after several SET/ RESET cycles that
is called cycle-to-cycle variability and makes the update scheme of its conductance even
more complex thus energy costly. Nevertheless, memristors offer a new and very inter-
esting computation scheme by allowing access to intermediate states between LRS and
HRS, contrary to the components usually used for memory (SRAM, MRAM).
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Figure 2.1: Experimental data from [99] fitted with a non-linear model in [15]. The conductance
changes when stereotypical voltage pulses are applied to the terminals of a memristor. The rela-
tionship between the conductance change and the number of pulses applied is highly non-linear and
affects the programming scheme during the update step of the optimization of memristor-based
neural networks.

Memristors implement at the individual scale the operation of weighting an input by a
scalar. It is difficult to have a non-linear component that emulate a neuron that also
does the summation of its inputs. This is why this summation step can be carried over to
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the synaptic stage of the hardware implementation. We can associate several memristors
with each other, for example by connecting their terminal on the output side so that
the current coming out of this terminal is the sum of the currents flowing through the
different memristors, as a consequence of the law of nodes. In the same way, the input
terminal of several memristors can be linked together so that an input signal crosses
several memristors to feed different neurons. This architecture is called a cross-bar array
and is widely used for hardware implementations based on resistive elements such as
memristors. Eq. 2.6 gives the contribution to the current arriving at the post-synaptic
neuron 1 as a function of the voltages V; representing the activation function of the
pre-synaptic neurons and of the synaptic weights encoded as conductance Gj;.

L=Gu*xVi+GruxVot+Gig*xVs (2.6)

In Figure 2.2, the input voltages are applied to "word lines", and post-synaptic currents
are collected through "bit lines".
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Figure 2.2: Figure of a crossbar array where memristors are located at the intersection of word and
bit lines. Input voltages are applied at word lines. The current resulting of the addition of every
current in each NVM device connected to a bit line is read a the end of each bit line. Figure from
[100]

Other approaches rely on other hardware based on other physical mechanisms. One can cite
the use of spintronic resonators [101], [102] where the synaptic weight is encoded in their
resonance frequency. This work overcomes the limitation of dense connectivity as it relies on
the transmission on RF signals from a layer to another, that could be done in principle without
any hardware connections. The resonant frequency can be tuned in a non-volatile way thus
making this component a possible challenger to memristors for hardware implementations.

* Hardware neurons.

Now that we have been able to characterize the behavior of hardware synapses with the
memristor example, we will see how to implement artificial neurons in hardware.

We have previously described the functioning of an artificial neuron: it performs the summation
of its inputs which have been weighted by the synaptic weights and then applies a non-linearity.
We have also seen that the summation step of the weighted inputs can be transferred to the
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synaptic stage using the simple Kirchhoff's Law of Nodes if one uses a cross-bar of memristors
or the Kirchhoff's Voltage Law if one uses a chain of spin-diode resonators). An artificial
hardware neuron must then only have a non-linear behavior according to the signal applied to
it. Highly investigated artificial neurons compatible with memristors synapses are CMOS-based
leaky integrate and fire neurons [103] or neuristors, which are miniaturized spiking neurons
based on volatile of memristors [104]. A nano-scale spintronic component which is the spin
transfer oscillator presents a non-linearity that makes it a good candidate to implement a
hardware artificial neuron compatible with spintronic resonators.
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Figure 2.3: Voltage amplitude of the emitted oscillations of a spin transfer nano-oscillator from
[105]. The non-linear behavior with respect to the input current makes spin transfer nano-oscillators
good candidate to emulate neurons on-chip.

2.1.2 . Using a physical system on its own to perform the non-linear mapping

Another approach in using physical systems for deep learning has been to take the function of
an artificial neural network - i.e. the non-linear mapping between inputs and outputs - literally.
Indeed, as said before, many physical systems evolve and transform in a non-linear way the inputs
that are presented to them. Thus, a physical system to which we can apply control values acting as
inputs will be able to perform the non-linear mapping to a measurable quantity or state acting as
the output of the system. In this case we do not necessarily need to have the layered architecture
of standard neural networks but we also do not need to artificially integrate a dense connectivity
between neurons which greatly facilitates the hardware implementation.

A first way to use the complex dynamics of a physical system is reservoir computing (RC) that
only trains parameters external to the system [107], [108]. For this type of computation, inputs are
sent to a complex physical system that transforms the input data in a non-linear way. This system is
often modeled as recurrently, randomly and sparsely connected neurons, but can in practice consists
in the coupled non-linear time-dependent variables (nodes) of a physical system. Then, some nodes
in the system are read and feed a fully connected classifier that performs classification for example
(Fig. 2.4). The weights of the classifier are the only parameters that are trained, through a simple
matrix inversion: if the output Y is given by Y = W % X where W are the matrix of weights and
X are the values of the read-out nodes, then W* =Y % X1 where Y is the corresponding label or
target vector for the input. RC has been shown to be effective for some tasks, especially when the
data has a temporal dimension, but since it does not create any hierarchy in the data representation,
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Figure 2.4: Schematic of a reservoir being used for data classification from [106]

its power is limited. Nevertheless, RC could be used as a pre-processing step before feeding the data
to a neural network, as it projects the data onto a larger representation space that might be better
for training a neural network.

A second and very recent approach [109] aims at building deep physical neural network where
the layered architecture of standard neural network is present but where the standard operation
performed at each layer (matrix multiplication, convolutional operation, ...) is replaced by the
non-linear mapping of a physical system. Now the controls applied to the system are not only
the input data but also some tunable parameters that act as the parameters of standard neural
networks. The challenge with this kind of network is to compute the parameters updates. To
perform backpropagation through the physical system is excluded since the system only achieves the
parametrized mapping of the input to the measured output state. The idea of the paper [109] was
to use a digital proxy of the physical system to backpropagate the error calculated at the output of
the actual physical system (Fig. 2.5).
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Figure 2.5: Physic-aware training from [109]
The proxy being either a physical model of the system of interest or an artificial neural network
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trained to reproduce the behavior of the physical system, it can be used to compute the parameters
updates in a supervised way with backpropagation. By using the output of the physical system as
input for the same system, mixed with other input parameters, we can build a system emulating
several "layers" and thus a "deep" physical system. By revisiting the operations on which a neural
network builds on, this approach seems promising, but although there are indications that the
stacking of such layers improves the performance of the overall system, however it remains to be
demonstrated that this depth does indeed bring out a kind of hierarchy that is the power of deep
learning. This approach also does not yet improve the energy efficiency that some physical systems
can offer as the digital model is still digital and mostly trained to emulate the physical system with
backpropagation.

2.2 . Leveraging the natural tendency of physical systems to evolve
toward the ground state to parametrize the computation via the
energy function

2.2.1 . A statistical spin physics intuition for using the energy as the parametriz-
able feature of a physical system

The last section highlighted the interest of using physical programmable systems to perform the
calculations on which deep learning is based. We could see that depending on the angle of attack -
realizing a hardware neural network or just having the non-linear input-output relation - the control
on the system can be done in very different ways.

In this section, we focus on a particular type of control which is the control via the energy function
of a physical system. This type of neural network is called energy-based. This type of machine
learning model is the model on which the work of this thesis is based. A question immediately
comes to mind: why introduce control in the energy function of a physical system? The answer is
simple: we take advantage of the fact that a physical system evolves intrinsically towards a state
of minimal energy to encode the output of this system in local minima of this energy function. An
output can be defined as a transformation of the inputs: initial state, subset of parameters, ... to a
state of the system which corresponds to a minimum of the energy function of this system.

Controlling a physical system by its energy function already implies that one can modify param-
eters that act explicitly on this function and thus directly on the physical system of interest. This
point will be discussed in a first step with the review of the founding works for energy-based models.
These works have linked coupled spin systems evolving according to the Ising energy function and
binary neural networks connected by synapses. The energy function of such neural networks is then
the Ising energy function. We will then take the example of Hopfield networks and Boltzmann
machines which are energy-based models to demonstrate the interest of such an approach.

Early works on artificial neural networks [9], [11], [110] pioneered a successful approach to
parametrize the dynamical systems via an energy function that the system minimizes while evolving.

These first works intimately mixed the concepts of biological neurons, physics and machine
learning to produce the first models of artificial neural networks able to perform complex tasks.
Until the publication of these works, the formal neuron of McCulloch-Pitts, the perceptron, the
linear associative memories, ... had opened the way to non-linear information processing but were
limited to simple tasks.

At that time, those works were greatly influenced by the modeling energy-based physical systems.
In fact, the input-output relation approximated by a neural network can also be described as obtaining
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an output whose probability knowing the input is maximized, or:

output = f(input, )

A (2.7)
p(output = y) = mgx(p(outpuﬂmput))

In the ideal case we would like p(output|input) = 1. Since the output is part of the neural
network, maximizing p(output|input) is equivalent to maximizing the probability that the output
neurons are in the y state.

This work has been used as a basis for some types of primitive neural networks that we will
detail. This influence can be seen in the way artificial neural network systems are parameterized
by an energy function. Indeed, it was natural to use the energy as the parametrizable feature for
physics-oriented scientists as the state of physical systems made of many interacting units can be
described with the Boltzmann distribution. The probability of being in a given state s; exponentially
depends on the energy of the same state:

E(s;,0)

p(si, 0) o exp *sT (2.8)

where  stands for a set of tunable parameters that shape the energy function. Now one can
use the ability of a physical system to evolve toward states that have high probability according
to its energy function - and indirectly to its parameters - to perform the input-output mapping
that artificial neural networks do. Inputs could be the initial state of the system or could be some
parameters fed to the system at initialization. The equilibrium state reached after some evolution
would be on average the state that have the highest probability and thus the lowest energy from all
the possible states.

If one would like to do for instance image classification, one could encode the class of an image
as the state of specific units or features in the system measured at the equilibrium state.

The central question, then, is what could be the energy function of a physical system and how
can we parametrize it?

An initial tentative to introduce parametrization in the energy function of a dynamical system
for it to act as a neural network is the work of Little [110]. In this work Little draws a parallel
between simplified biological neural networks and spin glasses (the concept of the spin glass system
of coupled spins is developed in Section 2.2.2). His work built upon the observation that similarly to
spin glasses where there is an long-range order which indicates a correlation between spins at long
distances, there exist temporal correlation between spaced neurons. He called it "persistent activity"
and hypothesized that such activity could explain how the brain functions. A long term correlation
between neurons could have explained a mechanism of memory in the brain. Little tried to find
conditions where such persistent activity arises between coupled neurons alike a physicist searches
for parameters at which a phase transition occurs in spin glasses. For his work, Little extensively
used the nomenclature of spin glasses as his neurons are binary units and the coupling - or synaptic
strength - between neurons are symmetrical.

Beyond the mathematical arguments he found that guarantee the convergence of such a system
of coupled neurons toward a state that exhibit such persistent activity, this work is a founding work
that explicitly draw the parallel between an energy-based physical model - the spin glass - and neural
networks.

Despite this stunning work, Little did not include any learning capability or mechanism in his
study. His work leverages the analogy between a simplified version of neurons and spins but the
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equivalence was not based on the Ising energy of coupled spins. He focused on the dynamical
properties of such a system of coupled neurons but did not tackle the power of such systems to
perform computation.

After having discussed why using the energy function of a physical system as a parameterizable
quantity is interesting for computational purposes, we will now introduce the Ising model which
inspired Little, and is an energy-based model by nature. This model, which simply models with an
energy function how coupled spins behave, will allow us to see how we can parameterize an energy
function by playing on the value of the inter-spin couplings. Once this model is introduced, we will
then see two concrete applications of the use of the energy function to make calculations, through
the examples of Hopfield networks and Boltzmann machines.

2.2.2 . The Ising Model: coupled spins that evolve collectively on a lattice
The Ising model is a statistical physics tools introduced in 1920 by Ernst Ising and Wilhelm Lenz
[111] that has been used to describe the behavior of magnetic materials - initially for ferromagnetism.
The model consists in assigning spins 0; = +1 to the vertices of a 1 or 2 or 3 or more-
dimensions lattice A (Fig. 2.6). Adjacent spins o; and ¢; are mutually coupled via the symmetric
coupling parameter J;;. One can also apply an individual magnetic field h; to each of the spins. A

configuration o of spins is 0 = {0;}ien.
I l/i I/

I I v

Figure 2.6: Ising model: spins are located at the vertices of a lattice (graph) and are coupled along
the edges (local coupling here but it can be more global)

The Ising model describes the orientation of each spin of the system at equilibrium. The equi-
librium state can be defined as the state of the spins that minimizes a function that is called the
Ising energy and is given by:

E({o:}, {Ji;}) = Z Jijoi0j + Z hio; (2.9)
i i
This energy function describes the behavior of two kinds of magnetic materials with different
ground states (we omit the magnetic field h; for simplicity here):

* Ji; > 0: in this case, E is minimized when the spins o; and o; are anti-aligned such as
Ji;o:05 < 0. Such material is called antiferromagnet and has all its spins anti-aligned on the
lattice.
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* Jij < 0: in this case, E is minimized when the spins o, and o; are aligned such as J;;0,0; < 0.
Such material is called ferromagnet and has all its spins aligned on the lattice.

In absence of an individual external magnetic field applied to each of the spins, the solutions - or
ground states - are degenerate. Even the ferromagnet and antiferromagnet problems are degenerated:
if we switch all the spins of the solution, the "switched" set also minimizes the Ising energy function.
Jij % (—0i) x (—0;) = Jijx0; % 0; = E({—0;}iea) = E({0i}ien). We will see later in Section 5
that one can remove the degeneracy of the solution by adding small individual magnetic fields A;,
that can be either randomly set or chosen according to the problem one wants to solve.

2.2.3 . Hopfield networks: encoding patterns to-be-retrieved in the minima of
the energy function

Performing computations with such spin-glass-like neural networks came later with the work of
Hopfield [9]. Following Little, Hopfield also grounded his work in the analogy between coupled spins
of magnetic materials and neural networks. The collective behavior of physical systems constituted
of multiple and simple interacting units was indeed an emerging topic of interest. In spin systems,
depending on the coupling sign and strength, spins align - or anti-align - toward a stable magne-
tization that minimizes the Ising energy function (see Section 2.2.2). Hopfield Networks thus take
advantage of the ability of a dynamical recurrent neural network composed of numerous simple units
that are coupled to evolve collectively to perform computation. Hopfield networks are in this sense
Content Addressable Memories' (CAMs) that memorize input patterns as a state of the network.

After training, the network can be fed with corrupted patterns - i.e. is initialized in a state that
corresponds to the corrupted pattern - and then evolves toward the nearest local minimum of the
energy function of the network.

A Hopfield network is a recurrent neural network with no self-feedback connections (see Section
3.2 for a detailed description of recurrent neural networks) where alike spins are coupled in the Ising
model, are mutually linked with symmetric synaptic weights W;; = W,;. The neurons initially had
a binary activation function:

Lif Y, WiVi(t) — €, >0

—1 otherwise

Vi(t) = (2.10)

which has been extended to graded - or multi-levels - activation functions in [112]. Neurons in a
Hopfield network follow an energy function that is defined as the Ising energy function of the neural
network:

1
E:—§ZWZ-MVJ~ (2.11)
i#]
Similarly to spins systems, the neurons in a Hopfield network evolve toward a state that is

dictated by the energy function. Moreover this state corresponds to a minimum (local or global)
of this energy function. Hopfield showed that the asynchronous updates? of neurons guarantee the

TContent Addressable Memory is a kind of memory very different from standard memories (like RAM).
Whereas a standard memory fetches data according to an address provided by the user, a CAM is addressed by
content. That means that a CAM requires a subset of the data to-be-fetched to return the entire data. Hopfield
networks are CAMs in the sense of they retrieve pattern from corrupted inputs patterns.

2By asynchronous we denote a dynamics where at each time step, a random neuron in the network is se-
lected and its state - or activation - is changed - or not - according to Eq. 2.10
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(a) Temporal evolution of the state of the network

Energy
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(b) Monotone decrease of the energy function driving the dynamics of the

network

(c) Despite many local minima encoded, the network converges toward the
closest from the input pattern

Figure 2.7: Corrupted patterns that constitute the initial state of a Hopfield network initiate the
evolution of the network toward the state that corresponds to the nearest minimum of the energy
of the network. This state satisfyingly corresponds, for proper tuning of the parameters, to the

non-corrupted pattern.

40



convergence of the system to a minimum of the energy function. Indeed, if neuron i changes his
state at time ¢t from V;(t — 1) to V;(t), the resulting change in energy is:

AE=E(lt)—E{t—1)=— (% ijm(t)vj> - (—% > Wi Vit — 1)vj> (2.12)

1
AE = —AV (5 Z W,jvj> (2.13)
J

We get from Eq. 2.10 that AV; has the same sign as Zj W;;V;. So Eq. 2.13 states that each
neuronal update in the Hopfield network, the energy decreases - or at least does not increase. As
the energy is bounded, it is guaranteed that the system will eventually converge toward a state that
is a minimum of the energy function. However it is not guaranteed that this minimum is global.
But instead of seeing that as an issue, Hopfield leveraged this ability to encode different outputs in
different local minima of the energy function. If one initializes the state of the network as the input
value, the system will eventually reach one of those local minima that would be the closest from the
initial state.

Contrarily to previous linear associative networks [113], [114], the non-linear dynamics of the
Hopfield network better segregates the retrieved pattern from the corrupted input if many patterns
have been encoded in the energy function of the system.

Setting the parameters in a Hopfield network. We described above that Hopfield encoded
patterns-to-be-retrieved as states that correspond to minima of the energy function. But we have
not yet described the procedure used to do this encoding. The procedure is simple and consists
in adjusting the weights according to the patterns to store. The learning rule AW;; is a Hebbian
learning rule [25] that is local as it only depends on the states of the two neurons connected by W;;:

AW, = Vi, (2.14)

In practice learning is performed with valued {V;} of units corresponding to non-corrupted pattern
values. This empirical learning rule shapes local minima in the energy function:

* When V; and V; have the same sign, then W;; increases. The energy of the network being
given by Eq. 2.11, this results in a decrease of the energy.

* When V; and V; have the opposite sign, then IV;; decreases. Due to the negative sign in front
of the energy of the network given by Eq. 2.11, this results in a decrease of the energy.

By iterating Eq. 2.14 on all the units set at the pattern values, one shapes a minimum in the
energy landscape for this specific pattern.

Overall, this procedure allows to minimize the energy of each pattern to store thus the energy
landscape contains many local minima that the network will converge to given initial conditions.

In practice we want to store N patterns, so the learning rule is averaged on different patterns:

N
1
AW;; = ~ Z VIVE (2.15)
rx=1
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This learning rule allows storing a limited number of patterns. Indeed, Hopfield networks are
known to have a low capacity which means that they can typically store 0, 14n patterns where n
is the number of neurons. Furthermore, the learning rule is empirical and does not optimize an
objective function which limits the performance of such networks.

Finally, Hopfield networks are auto-associative only memories as they retrieve a pattern that has
the same size as the input. This can be a limitation for some applications where the size of the
output does not correlate directly to the size of the input. Kosko [10] extended Hopfield networks
to Bi-directionnal Associative Memories (BAM) where the network is composed of two sets (A and
B) of neurons that are symmetrically coupled with a connectivity matrix M. The units in both of
the sets are evolved. This time, the two sets do not need to have the same size and thus one can
retrieve an output whose size differs from the input size. The weights are set in a way similar to
Hopfield networks:

N
M =Y AlB, (2.16)

where the connectivity matrix is the superposition of the correlation between the exact input
A; and the expected output B;. This learning rule remains empirical and does not optimize an
objective function. Next we will describe an algorithm to train such networks that optimizes an
objective function and thus improve their capacity.

2.2.4 . Boltzmann machines: tuning the energy function to approximate the data
distribution and generate similar inputs

Soon after the initial paper of Hopfield, Kirkpatrick et al. [115] came up with the idea to add
controlled temperature to the dynamical system in order for the system to be able to escape bad
local minima thanks to thermal activation. Kirkpatrick et al. showed that their procedure, called
Simulated Annealing (see Section 3.1 for detailed explanation about Simulated Annealing), where
the temperature is slowly decreased from an initial, large one to a small one allows the system to
settle to an equilibrium state that has a lower energy than without the procedure.

Building on both Hopfield networks and Simulated Annealing, Hinton and Sejnowski [11] invented
the concept of Boltzmann Machines (BMs). BMs are a kind of stochastic Hopfield network that
contrarily to HN have two kinds of units: the visible and the hidden units. BMs are used as generative
models that aim at approximating the distribution of the dataset on which they are trained. BMs
were initially networks where all units were coupled to each others making the sampling of the model
intractable in a reasonable amount of time (see Section 3.1 for discussion about NP-hard problems).
Thus Smolensky restrained the BMs to have connections only between the visible and the hidden
units, intra-layer connections were excluded. This is the Restricted Boltzmann Machine. We will
describe RBMs as they are the BMs used for practical implementations.

The hidden nodes of the RBMs act as feature extractors that are jointly used to approximate the
data distribution and used to reconstruct the input vector. The main idea with RBMs is to train the
hidden layers to represent latent factors in the input data that explain best the data. Then, based on
a sample of the input, the network will reconstruct the entire input based on the state of the hidden
layer. RBMs are related to Hopfield network as they "retrieve" the input after training solely based
on partial input data but RBMs are trained to approximate the data distribution instead, so there
is an objective, rather than HN that have their weights being set by the patterns to be stored. The
fact that RBMs optimize an objective function make them more powerful than HN for applications.
Furthermore, the learning rule of a Boltzmann machine is simple and local. It approximates the
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Figure 2.8: Training a Restricted Boltzmann Machine. Visible nodes are in light gray, hidden nodes
are in light pink. The visible and hidden nodes are coupled via the connectivity matrix that allows
fully connectivity between each layer.

gradient of the log-probability of a given state for the machine. It has been shown to be equivalent
to minimizing the Kullback-Liebler divergence [32] that describes the discrepancy between the data
distribution and the learnt distribution of the BM. In fact, training BMs computes and minimizes the
difference of two divergences. The first divergence is the divergence of the distribution of the model
given an input QU - j.e. the visible nodes are clamped to the input values - and the distribution of the
model itself when the visible nodes are not clamped and the system is let to evolve an infinite time
until reaching equilibrium Q. The second divergence is the divergence between the distribution
of the model when one step of evolution is done towards equilibrium oo™ and the distribution
at equilibrium Q. This procedure has been named "Contrastive Divergence" and by minimizing
Contrastive Divergence, we want the model to have its distribution at equilibrium as close a possible
to the data distribution.

Neurons in RBMs are stochastic binary units. In BMs, neurons are randomly updated - thus the
exponential time required to reach equilibrium - and the machine is expected to reach an equilibrium
state s* whose probability is given by the Boltzmann distribution:

P(s) = 1 ) (2.17)
Z

BMs have a two-phases learning procedure following the definition of the Contrastive Divergence
we want to minimize over training.

The first phase aims at sampling the distribution of the model given the data so for this phase,
the visible units {v;} are set to the input values (the input being binarized). Then the hidden units
{h;} are updated until equilibrium is reached. RBMs accelerate time — to — equilibrium compared
to BMs as there is no intra-layer connectivity so the probability of a neuron being on or of f does
not depend on the state of the other hidden neurons. Thus, the state of the hidden layer can be
sampled in one step with the following rules.

Each hidden neuron h; receive an input x; that is a linear combination of the states of the visible
nodes:

ot =Y Wiv +b; (2.18)

J

Contrarily to neurons in a Hopfield network, the binary state of the hidden neurons is set according
to a given probability that depends on the input ;. The probability is given by the sigmoid function:
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o(z) = (2.19)

So node 7 is set to 1 with a probability o(x;):

p(hi =1) = o(z7) (2.20)

That is the first phase of training a RBM where we get a hidden state that depends on the input
data - as visible nodes are set to the data value. The first step allows to sample Q°.

The second step consists in driving the system one step closer to the equilibrium distribution.

The visible nodes, which no longer clamped, are first updated given the states of the hidden nodes:

v =Y Wih; +b; (2.21)
J
and

p(v; =1) = o(xy) (2.22)

This step allows the system to "reconstruct" the input given the vector of latent features that
is the state of the hidden nodes.

The hidden nodes are then also updated given the new state of the input nodes with the same
rules as Eq. 2.20.

As the procedure of Contrastive Divergence leads the system to approximate the distribution of
the data, it is expected that the visibles nodes reconstruct a close version of the input when the
training procedure ends, leading to the property of generation of BMs.

The learning rule resulting from this procedure is simple and local:

AW, << vih; >data — < Vil >model (2.23)

where the first term subscripted by data refers to the visible and hidden nodes state when the
visible node are clamped at the data value. And the second term subscripted by model refers to the
state of the visible and hidden nodes after one step of reconstruction.

RBMs can be stacked to build a Deep Belief Network [33], [117] that is trained layer-wise
with the same procedure as described above. The hidden state of each layer is the input for the
next layer. It has been shown that some level of hierarchy emerges for such networks despite the
fact that no global objective function is optimized, but the features learnt with the greedy layer-wise
training are less expressive than when a global objective is optimized [118]. Deep Belief Networks are
however great feature extractors. Indeed, the hidden nodes of RBMs function as feature extractors
that allow to reconstruct the input given features that are activated or not. By stacking multiple
RBMs, we add new levels of abstraction on the input data that hopefully better explain the input
data. However, in order to perform classification, one has to add an output layer of weights trained
with backpropagation along with the whole network made of stacked RBMs used as a feed-forward
model. DBNs have been shown to be able to learn CIFAR-10 with a convolutional setting despite an
accuracy below that reached with a global obejctive minimized with backprop (the best performance
of a RBM on Cifar-10 is =~ 80% test accuracy whereas backpropagation achieves close to 100% test
accuracy).

However, it has been shown [32] that the learning rule Eq. 2.23 does not follow the gradient
of the Contrastive Divergence function. Still, training RBMs is unsupervised and does not require
labels for the input data until one wants to fine-tune the whole network with backpropagation.
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Figure 2.9: 1°) MNIST data used for training an RBM. 2°) MNIST data generated at the visible
nodes of the same trained RBM. From [116]
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Figure 2.10: Deep Belief Network (DBN). Each layer is trained as a RBM. All layers are then stacked
to form the Deep Belief Network that is fine-tuned with backpropagation, to be then used as a pure
feed-foward Deep Neural Network in order to perform classification for instance. From [119]

2.2.5 . Conclusion

Along the two last sections we have seen that neural networks and physics are intimately entan-
gled. Using standard components in an unconventional regime or emerging devices to compute offer
a new low-power and potentially fast perspective for the field of deep learning. We could obtain
orders of magnitude reduction in terms of energy consumption by using the natural tendency of
those physical systems to evolve toward states that minimize their energy function. We introduced
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the parametrization of that energy function to drive the computation performed when the system
relaxes to equilibrium.

a°) Non-Local Supervised Learning b°) Local Unsupervised Learning

ex: Backpropagation ex: Hopfield nets, Boltzmann Machines, ...
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Figure 2.11: Circuitry dedicated for optimization based on a°) a global objective . b°) a local
objective or heuristic approach

The algorithms that have been derived to train energy-based systems optimize local objectives
(Fig. 2.11), at the layer level for Boltzmann Machines for instance. Those local learning rules are
really attractive for hardware implementation as they require only little circuitry to compute and
apply the updates to the parameter of the hardware network (Fig. 2.11).

However, we have already discussed that this kind of optimization does not lead to state-of-the-
art results due to the non-coherent optimization where no global hierarchy of the features detected
at the input emerges. Gradient-based learning algorithms that optimize a global objective function
are today the incontestable algorithms for doing this global optimization but they require a lot of
memory to store every intermediary operation done during the inference phase (Fig. 2.11) and
expensive computing resources to compute the chain-rule of derivation.

Finally, a crucial step to master when it comes to realizing the actual hardware network is to be
able to apply the good parameter update, whether the optimization step is done with local learning
rules or a global optimization with backpropagation for instance. Indeed we have seen that emerging
devices that are good candidates for hardware neural networks such as the memristor exhibit intra-
device and device-to-device variability that, if not carefully treated, can preclude on-chip training.

Hence, the challenge to overcome for a neuromorphic chip designer: design a low-power and fast
chip but with limited learning capabilities or a chip that reach state-of-the-art accuracy but that is
energy consuming and slow, both require to master the programming step of the devices.

2.3 . Summary
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We have shown that parametrizing physical systems via their energy function - a quantity that
they minimize naturally by evolving towards a state of equilibrium - is interesting from a hardware
point of view, in particular with local learning rules. These learning rule unfortunately do not allow
the optimization of a global objective and thus, in principle, do not allow the emergence of a hierarchy
of the characteristics detected on the inputs.

This is the great current dilemma concerning unconventional hardware implementations for train-
ing neural networks on chip. A chip designer must then choose between high accuracy on a task
but with a complex update computation system that consumes a lot of energy and memory, and
lower accuracy but achieved with a system that consumes little energy both for inference and for
the calculation of parameter updates: Fig. 2.11.

This dilemma explains why hardware neuromorphic approaches have, for the moment, made the
compromise of having local and simple learning rules that do not reach SOTA results but offer a
strong computational and energetic simplicity due to their locality and based on the simple state of
neurons, and not on other operations such as the derivative of the state.

The last black spots of implementations based on non-conventional physical components are
the variability and noise that these components have due to their still very experimental nature.
These defects alter the performances that such systems can theoretically achieve. Thus, complex
peripheral systems are used to mitigate these defects but in return they consume a lot of energy.

These two problems were the starting point of the work carried out during this thesis that we
will describe in the following chapters.
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CHAPTER 3

Introduction to Ising Machines, Equilibrium
Propagation and Binary Neural Networks

Before diving into the work done during the thesis, we will describe in this chapter the key
concepts useful for understanding the following work.

First, we will introduce the concept of Ising Machines. We have seen in Section 2.2 that systems
of coupled spins are model systems for neural networks. Indeed spins collectively evolve toward a
state that minimizes an energy function that we can parametrize through the couplings similarly
to synaptic weights in order to drive the system to do interesting computation. Ising Machines
are hardware that emulate a system of coupled spins and aim at sampling the ground state of a
given configuration set by the tunable value of couplings. Ising Machines seem to be the perfect
hardware to train energy-based neural networks. However we have already discussed the impossibility
to get high accuracy on standard tasks with energy-based models because the optimization is not
global. Combined with some technical constraints that used to prevent fast reconfigurability of
the couplings, this has precluded to do supervised learning on that kind of hardware up to now.
Nonetheless, Ising Machines have been applied to an extremely different kind of problem which is
solving combinatorial optimization problems. Such problems boil down to finding the set of coupled
discrete binary variables that minimize an objective function given by the problem to solve. It is
important to to have fast solutions of these problems as they are ubiquitous in our daily-life: logistic,
planning, chip design,... But such problems are known to be NP-hard which means that no solving
algorithm scale polynomially in time with the size of the problem. Fortunately, as the Ising problem
is NP-complete, any objective function of that kind can be mapped polynomially to the Ising energy
function that Ising Machines minimize, thus the interest of using Ising Machines to solve those
problems. There exist several Ising machines based on different physical substrates, and to highlight
the potential of such hardware to train neural networks, we will review existing implementations
regarding to the simplicity to update the parameters of the machine.

Next, we will introduce the key learning algorithm for this thesis: Equilibrium Propagation (EP)
[14]. EP is the first learning algorithm to do supervised learning in energy-based models such as
the Ising Machine, hence its importance. As mentioned in the previous section, non-conventional
hardware implementations have long lacked an algorithm that combines supervised learning with a
local learning rule. EP, introduced in 2017, is an algorithm that proposes to fill in this gap. EP
leverages the property of physical dynamical systems to converge to a fixed point - given a static
input - to perform both the inference phase and the error backpropagation phase with the same
dynamics. Thus, EP reduces by a large margin the peripheral circuitry required to compute the
gradient of the global cost function of the system of interest and is a good candidate for low-power
on-chip supervised learning. However, only a small experimental implementation of EP exists [120]
and still based on standard hardware that could not scale to a larger task without area and energy
consumption overhead, where emerging nano-devices could. In fact, as mentioned before, we do not
see yet large scale hardware implementations made of nano-devices because their are highly variable,
exhibiting both intra-device and device-to-device variability that limit their precision and prevent
the on-chip training of that hardware. One way to overcome this issue is to take inspiration from
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works that reduce the size of the deep learning models by quantizing the parameters of the neural
network. So finally, we will develop in more details the concept of binary neural networks already
introduced in the previous chapter which is the extreme case of quantized neural networks. Binary
neural networks are artificial neural networks where the synapses and/or the activation function of
the neurons can be binarized, i.e. take the value 0/1 or -1/+1. Binary neural networks have found
a wide application where the memory and computation budgets are limited (embedded applications
for example). The optimization of such networks where the cost function is discretized is not
straightforward and we will detail the mechanisms developed to allow the supervised optimization of
such binary networks. Then, we will describe some hardware implementations of BNNs with either
mature CMOS-technology or emerging nano-devices. Finally, BNNs are very similar to some extent
to the systems of coupled spins from which the Ising Machine samples the ground state, hence the
interest of merging EP, BNN and IMs to demonstrate a large-scale implementation of a physical
energy-based system trained with EP.
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3.1 . Ising Machines: hardware minimizers of an energy function

Until now, we have focused our efforts on describing attempts to solve problems with machines
learning techniques. Especially, we described how physicals systems can behave as neural networks.
The example of Hopfield networks is the most striking.

But as well as Hopfield networks are Ising systems where we update the couplings in order to
store patterns to be retrieved, in this section we extend the power of such Ising systems by describing
another way to use them for computing. For this computing scheme, the couplings are fixed and
depend on the problem to be solved and the solution is given by the state of the spins at equilibrium.
Such problems are called "combinatorial optimization problems" and are ubiquitous and cover a wide
range of practical uses: logistic planning, chip layout design, portfolio management, ...

In this context, combinatorial optimization can somehow be related to the optimization of a
neural network. However, instead of using the dynamics of the system to compute the updates
required to minimize an objective function as proposed by EP (Section 3.2), we use here the Ising
system to solve the combinatorial problem by itself, as the solution of the problem is directly the
equilibrium state of the system.

Generally, solving a problem belonging to this class is unsolvable in reasonable time even with
deep learning, thus the name of such problems "NP-hard problems", where "NP" stands for "Non-
Polynomial" as no algorithm exists to solve those problem with a time that scale polynomially with
the size of the input, at least not on deterministic machines. It turns out however that there exist
polynomial correspondences between the different NP problems [121]. Luckily, one combinatorial
optimization problem is finding the ground state of an Ising system that is grounded in physics
and some physical systems naturally solve it - i.e. evolve toward a state that minimizes its energy.
This behavior is expected to fasten the time-to-solution of those NP-hard problems. And there exist
different hardware implementations of such controllable Ising systems that are called Ising Machines.

For this section, we will rely on the terminology of the Ising model introduced in Section 2.2.2.
In the following subsections we will describe a bit more what is a NP-hard problem and take the
example of the Max-Cut problem to illustrate such classes of problems. We will also link the
resolution of a NP-hard problem to the resolution of an Ising problem - property on which lies the
power and attractivity of Ising Machines. Finally we will browse a panorama of existing hardware
implementations of Ising Machines and discuss the facility of updating the couplings on each machine,
investing whether we could emulate neural networks - where the updates of the parameters are
numerous - such as the Hopfield network on those machines.

3.1.1 . Solve an Ising Problem, solve them all

With Hopfield networks we saw how local minima of the Ising energy could encode patterns to
retrieve. Here we focus on getting the global minimum or ground state of the Ising energy. Despite
the fact that physical systems can be stuck in local minima, the solution of a combinatorial problem
is unique and corresponds to the ground state of the corresponding Ising energy.

Solving an Ising problem: Finding the ground state when all couplings J;; have the same value,
or at least the same sign (ferromagnetism, antiferromagnetism) is an interesting problem and has
led to striking results in condensed matter physics in the last century.

However, for computing, a more promising case is when the couplings of the Ising energy function
are all different with possibly different signs. This kind of problem - getting the ground state of the
energy function - is in practice intractable in a reasonable amount of time (polynomial) [122]. The
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time to solution scales in a power law with the number of spins N in the problem:

T x O (2V) (3.1)

In the terminology of Ising Machines, solving an Ising problem means getting the set of spins
that minimizes the Ising energy function. Getting the exact ground state of an Ising problem is
intractable in a reasonable amount of time with computer simulations. But depending on the
application, solving the Ising problem can be reduced to getting an approximated solution whose
energy is close enough to the desired energy. This method can speed up the time to solution for
computer-based simulations.

The alternative to computer-based simulations is to use an Ising Machine that given some cou-
pling parameters and a procedure that drives the system toward the ground state (mostly preventing
the system to be stuck in local minima) will eventually evolve toward a state that minimizes the Ising
energy function. But, depending on the implementation, the offered connectivity and the driving
procedure, the system might end up in a local minimum more or less close to the ground state.
Since the configuration of the system follows the Boltzmann distribution p oc e7##, we can hope to
get the ground state by sampling multiple times the Ising Machine to get the state with the maxi-
mal probability. It should correspond to the state with the minimal energy. This "multi-sampling"
methods is allowed by the fast time-to-solution Ising Machines offer to solve Ising problems. It is
also a good way to harness the stochastic nature of some Ising Machines.

Mapping a NP-hard to an Ising problem: Solving the Ising problems for physics-driven goals
such as the ferro or antiferro-magnetic cases has emulated lot of works in the past century, it was
the main motivation for building Ising Machines. Most efforts where on the statistical physics side
as most physics-driven Ising problem have identical couplings and thus we can derive the partition
function of the system. From there we can study the equilibrium states, the free energy, investigate
whether there is a phase transition, ...

The main motivation for building Ising Machines is due to [122]. Barahona has shown that
there is a polynomial equivalence between NP-hard problems, and most strikingly, between NP-
hard problems and the NP-hard problem that is solving an Ising problem. That means that if
one can reformulate the objective function of a given NP-hard problem to a corresponding Ising
energy function, then if one can minimize this energy function, one can solve the initial NP-hard
problem. This is why having fast and accurate Ising Machines has been researched for years. Fully-
re-programmable Ising Machines can, in principle, solve any NP-hard problem depending on the size
of the problem that can be mapped onto the machine.

flg(s)) . Ising
NP-hard problem: g¢(s) - Ising Problem: E(o) = f(g(s)) - Ground State: o*
Polynomial Machine
transformation

g is solved with s* = ¢*

Figure 3.1: Mapping and solving a NP-hard problem with an Ising Machine

In the next section we take the example of solving the NP-hard problem that is the Max-Cut
problem by mapping the objective function of the Max-Cut problem to the Ising energy function.
This example will make obvious the interest of using Ising Machines.
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Example of solving the NP-hard Max-Cut problem: Max-Cut is a problem where one wants
to "cut" an undirected weighted graph G in two subsets S and G\S. S is called a "cut".

An undirected graph is a graph composed of vertices V' that are spins (can take +1 as a value)
and edges F that are bi-directional symmetric weights between two vertices. The subset S contains
both the vertices in S and the edges connecting those vertices. For clarity we denote V'* the vertices
that belong to S (carrying a spin 1) and V'~ the vertices that belong to G\S (carrying a spin —1).

Figure 3.2: lllustration of the Max-Cut problem. All couplings are set at equal value. Here the
Max-Cut is the cut that maximizes the number of edges between S (Purple nodes) and G\ S (Pink
nodes)

The size of the cut S is C'(S) and is the sum of the weights of the edges connecting S and G\ S:

clS)= > Jy (3.2)
€Vt jev-

The Max-Cut problem is solved when C'(.S) is maximized. A special case if when all the weights
have the same value. Then the max-cut also maximizes the number of edges between the two
subsets. Max-Cut is known to be a NP-hard problem. Here we describe the Max-Cut problem
because its resolution is directly linked to the resolution of an Ising problem - i.e. the minimization
of the Ising energy function.

We now want to rewrite Eq.3.2 as a function the total energy of the system - that is in fact the
Ising energy of the graph G:

C(5) = f(E(G)) (3.3)
We start by writing the Ising energy of the whole graph G:
EIsing(G) = Z Jijaiaj (34)
i,jeq

We decompose the energy function with the contribution of each subset: V*, V= and §(V*, V™)
which is the set of edges connecting V' and V. The energy function now reads:

E[sing(G): Z JijO'iJj—i‘ Z JZ’]’OZ'O']'—F Z JijUin (35)

i,jeVT 1,JEV 1,jeS(VH, V)
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The two first sums can be simplified because for both, the product o;0; is always equal to 1.
Conversely, for the last sum, 0,0, = —1 as 0; and o; belong to the two different subsets so they
have opposite signs. Eq. 3.5 simplifies as:

Elsing(G) == Z Jz’j + Z Jij - Z Jij (36)
ijev+ ijev- i,jes(V+, V)
The first two sums can be aggregated in a single sum on the whole graph to which we subtract
the edges between the tow subset (i.e. we subtract the third sum of Eq. 3.6):

Erang(G)=>_Jy—2 > J; (3.7)

i,j€G §,5€5(VH, V)

The size of the cut C'(S), defined in Eq. 3.2, has appeared as the third term if Eq. 3.5 and the
second term in Eq. 3.7:

Elang(G) = Y Jij —2C(S) (3.8)
i,jEG
If we omit the first term that is now a constant - it does not depend on the state of the
vertices {0, }icc of the graph G - then we immediatly see that minimizing Ej;,,(G) is equivalent to
maximizing the size of the cut C'(S). So in that case, we have reformulated the Max-Cut problem
into an Ising problem that is solvable with an Ising Machine.

3.1.2 . Panorama of existing Ising Machines

Ideally we would like to solve an Ising Problem - j.e. get the ground state of the Ising energy
with a given set of couplings - with a "true" Ising systems i.e. real spins with tunable couplings. In
practice it is not easily feasible because the couplings between spins in a bulk material is given by
the material properties and are not tunable at the individual scale and it would be difficult to go
beyond nearest-neighbor interactions and thus would constrain the type of suitable problems.

One solution is to emulate such a system by encoding the spins values (£1) in a physical property
of some physical systems. Such property has to be sensitive to an external signal in order for us
to control its couplings. Such hardware systems aiming at solving an Ising Problem are called Ising
Machine. But because they are not "true" Ising systems, they might not evolve naturally toward the
ground state of the Ising energy function. To ensure the convergence toward this ground state, one
has to apply to the system a dedicated procedure. Depending on the architecture and the media of
the implementation, Ising Machines can have limited or all-to-all connectivity.

Simulated Annealing

Before describing actual hardware Ising Machines, we will pause and talk about an algorithm that
has been key for getting the ground state of the Ising energy function in software simulations and is
still used in many different Ising machines implementations.

Before Ising Machines existed, the only possibility was to use software simulations to solve a
combinatorial optimization problem. If one wants to simulate an Ising system that minimizes its
Ising energy, then one has to drive the system with a certain dynamics. The numerical simulation
does not evolves by itself towards the ground state of the Ising energy function.

The naive and straightforward way to minimize the Ising energy function is to use the Glauber
dynamics [124] to simulate the dynamics of the network of coupled spins, as detailed in Alg. 1. The
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Figure 3.3: Ising energy function with different possible procedures to escape from local spurious
minima. From [123]

system evolves at a given temperature that allows spins to escape from local minima if kgT > AFE
where AFE is the energy barrier between two spins configurations. This algorithm has proven to
perform well for the ferromagnetic case where all couplings are set equals. But when the couplings
are different from one another, the energy landscape complexifies and the system might end up in
a local minimum instead than the global minimum that is desired.

This is because the temperature for this algorithm is kept fixed during all the flipping procedure.
This is great for physics research as one can get physical properties at given temperature and then
compare them to experimental data measured at the same temperatures. But for our case, it is at
the expense of the quality of the solution of our combinatorial optimization problem.

To overcome this issue, Kirkpatrick et al. [115] proposed the algorithm of simulated annealing,
that takes inspiration from metallurgy where we re-heat a material in order to crystallize in the
correct order and to remove all defaults that could have been inside the bulk after initial fabrication.

They revisit the Glauber dynamics [124] (Alg. 1) where now the temperature is time-dependent.
They propose to start the dynamics with a high temperature in order for the spins to flip a lot in
the beginning (even if AE > 0 because if T"is high, then 5 ~ 7 is low and the probability to flip is
e—BAFE = 1) and that causes the system to explore the whole energy landscape and escape from
local spurious minima. Then the temperature is slowly decreased to eventually reach 7" = 0. We
retrieve this idea of decreasing a parameter for escaping from local minima with the use of learning
rate decay in neural network gradient-based optimization techniques.

In Fig. 3.3, the thermal energy provided by temperature T allows the system to escape from
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a spurious local minimum to land in the ground state. With SA, the systems initially explores the
whole energy landscape - or equivalently, the landscape of configurations. Then as the tempera-
ture decreases, the system has less amplitude to explore large areas of the energy landscape and
progressively settles at minima of the energy.

Algorithm 1 Glauber dynamics [124]
1: Input: Graph G with spins {0, };c, couplings J;;, Inverse Temperature /3
2: Output: Oground = min{gi}iea E]Smg({(]'i}ieg, {ng})
3: fort € [0,7] do
4: 1. Randomly choose a spin 0¥ whose coordinates are x, y

5: 2. Compute AFE if o™ flips:
6: AE = (Ujil’?p — 00 ") % [Ja w150 + Jpyp1,y0" Y
7: F Ty yiay—10"Y "+ Ty 10T
8: and since o7} = —oy”¥ we can simplify:
o: AFE = =205" * [Jyyar140° Y 4+ Ty w10 1Y
10: + T yiey—10"Y T+ Jo w107V
11: 3. Decision to flip the spin:
12: if AE < 0then > Gradient Descent on the energy
13: oY 4— —g¥Y
14: else
15: o™ ¢ —o™Y with p oc e PAF > Boltzmann probability
16: end if
17: end for

Algorithm 2 Simulated annealing
1: Input: Graph G with spins {o; };c¢, couplings J;;, Inverse temperature annealing schedule
(initial and final 3 + cooling law): [3°,3/]
2: Output: oyrouna = {0 tice
3: for 3 € [3°, 3/] do

4:  fort e (0,7, 5] do

5: 1. Randomly choose a spin 0¥ whose coordinates are z, y

6: 2. Compute AE if o™ flips:

7 AE = (O'jil’?p —0y”) * [Jx,y;erl,yUIH’y + Jz,y;mfl,yoag_l’y

8: “‘Jw,y;:v,yflax’y_l + Jz,y;r,yﬂam’yﬂ]

9: and since o7} = —oy”¥ we can simplify:
10: AFE = =205" * [Jyyat140° Y 4+ Ty yw1,0° 1Y
11: +Jx7y;x7y—10x’y71 + Jw,y;ﬂf,y-i-lgx’ﬁl]
12: 3. Decision to flip the spin:
13: if AF < 0then > Gradient Descent on the energy
14: oY 4= —g®Y
15: else
16: o™ ¢ —o™Y with p oc e PAF > Boltzmann probability
17: end if
18: end for
19: end for
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Simulated annealing has been applied to many combinatorial optimization problems [115]. SA
is theoretically guaranteed to end in the ground state of the problem but only if the temperature
is very slowly decreased [125]. In practice, the time required to guarantee the convergence can be
greater than a brute-force search where all combinations are sequentially tested (7' =~ O(N?)) and
limit the applications if one wants the exact ground state of the system.

Despite the fact that SA is a software algorithm that scales poorly with the size of the problem,
it is still interesting to understand to process of driving a physical system via an annealing parameter
(the temperature here) toward a state that is the solution of our problem.

In practice, simulated annealing could be realized by applying a kind of noise annealing by using
either thermal [126] or electrical [127] effects to a system that is stochastic such as stochastic
magnetic tunnel junctions or noisy memristors.

3.1.3 . Existing Ising Machines

Programmable Ising Machines are positioned between processors capable of high abstraction/
virtualization such as CPUs or GPUs and custom neural networks hardware implementations that
are very task specific. Indeed, general-purpose processors can emulate networks that either have an
architecture that largely differs from the processor layout and/ or that have a much larger number
of processing units (spins) than the number of processing units of the chip at the cost of being
energy-inefficient (see Section 1.2). On the contrary, special-purpose implementations can be very
energy-efficient at the cost of being extremely optimized at performing one kind of operation, or
more largely, embedding one kind of architecture.

Ising Machines are hardware that are built in order to find the ground state of an Ising Hamilto-
nian, so they are special-purpose hardware in this sense. However, if we are able to apply different
parameters to the machine, we can solve different combinatorial optimization problems as long as
they can can be mapped to the Ising energy function, so Ising Machines are general-purpose in this
sense.

There exist plenty of different implementations that rely on different hardware and procedures to
drive the system toward the ground state of a given Ising Hamiltonian. As Ising Machines are initially
designed to solve combinatorial optimization problems where the parameters are fixed for a given
problem, the usual metric to evaluate the performance of the IMs is the time — to — solution (see
Table 3.1) offered by a given IM. More precisely, authors report the evolution of time —to— solution
when the size of the problem increases. The best IMs are those that have the lowest slope (see
D-Wave scalability vs other hardware scaling laws in Table 3.1).

Here we will focus on a key feature other than the time-to-solution of the IMs as our aim is
to use IMs as a platform to train neural networks on-chip. Contrary to combinatorial optimization
problems where the coupling parameters are set by the problem to solve and kept fixed during the
sampling procedure, the parameters of neural networks are continuously being updated during the
training process of a neural network. Thus it is important for such potential application to have
an IM that can easily update its coupling parameters. For the work developped in this thesis, it is
important to have the greater balance between facility and bit accuracy (see Table 3.1) but our main
concern is the easiness of the interfaceability between our desktop computer and the IM. However,
for practical applications, e.g. embedded applications, we could find other hardware more interesting
than the one we will use for our work as the constraints are not the same (size, power).

Hence, in the following small review of existing IMs, we will discuss the ease with which the
parameters can be set and modified in the existing hardware IM. We will also discuss the connectivity
between spins on the IMs. Indeed, solving combinatorial optimization problems (COP) or training
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neural networks typically require a high connectivity between the spins/ neurons on the IM. An
all-to-all connectivity is sought as with careful setting of the connectivity matrix one can represent
any COP or neural network on the IM. But hardware constraints often diminish this capacity and
the IM ends up with local-connectivity only. The latter case makes an embedding step necessary to
represent any problem with the specific IM. We will review the existing implementations regarding
the mechanisms that drive the system toward the ground state: either with an artificial controlled
and sequential dynamics of the spins or with a dynamics that is intrinsic to the hardware with which
the IM is made.

Implementation CMOS [128] | Memristors [127] CIM [129] D-Wave [129]
Number of spins 2000 60 100, 2000, 10000 2000, 50000
Time-to-solution 10us 0.3148 600/ 10%s
Energy-to-solution 0.45m.J 0.22uJ 250M J
Connectivity All-to-all All-to-all All-to-all Sparse
Convergence mechanisms Artificial Mixed Phase-sensitive gain | Qubit projection
Ground state probability ae” N ae”N ae” N ae—tN”
Time-to-solution ce~dVN ce~dVN ce~ VN ce N
Parameters precision (bits) 16 1 2[130] 5-6
Parameters update Accurate Stochastic [95] Accurate Accurate
Operating Temperature Room temp. Room temp. Room temp. 10mK

Table 3.1: Comparison between different existing implementations of Ising Machines. Time—to-
solution is equal to the annealing time times the number of repetition one has to do on the IM with
the same problem in order to get the ground state with probability > 99%. Time-to-solution and
energy-to-solution are given for a MaxCut problem with N = 60 spins. The probability to reach the
ground state and the time-to-solution scaling laws are function of the number of spins of a dense
problem (Sherrington-Kirkpatrick or Max-Cut problem). Data taken from [123], [131].

Artificially dynamical hardware IM: . The first kind of hardware IMs are hardware that do
not naturally evolve toward the ground state of the Ising Hamiltonian but also that do not have an
intrinsic dynamics. We call such hardware "artificially dynamical IMs".

Those implementations most often rely on Simulated Annealing, or a derived procedure, in order
to drive the system to low energy states. But they also rely on artificial rules to update the spins
given the configuration of the whole system.

Here we focus on two hardware implementations of artificial IMS:

* the first one based on standard CMOS technology
* the second on memristors.

Several CMOS-based IMs have been built on FPGAs (Fujitsu, Toshiba [128]). This allows
emulating Simulated Annealing much faster than with GPUs as FPGAs are designed to optimize
every operation required for doing a Simulated Annealing (or analogous) procedure. The spins are
virtual, and their connectivity is often, in practice, limited to local-only connectivity. The parameters
are easily updated as the FPGA can be straightforwardly interfaced with a computer and there is
no underlying physical process in applying updates to the parameters, it is just about changing bits
in a register that stores the parameters. However, it still needs a large memory to store all the
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parameters. For experimental work in a lab it is transfer times are manageable, but it could prevent
the use of such an IM for practical implementation such as on an edge device.

The second kind of implementation [127] is also based on artificial spins emulated with threshold
units regarding an input current that is derived from the Ising Hamiltonian to minimize:

it +1) = +1 Z:f 225 Jijoi(t) +ni > ©;

—1 Zf Zj JijO'j(t) +1n; < @z

where O; is an individual tunable threshold and §; is the individual controllable noise that is
added by the dedicated memristors.

Those spins are all-to-all coupled with a cross-bar array where the memristors, placed at each
cross-point, encode the coupling strength between two artificial spins. Contrarily to the previous
artificial approach where SA was performed thanks to an artificial temperature, here the authors
leverage the controllable noisy behavior of a type of memristors to add controlled noise to the system
in order for it to escape from spurious local minima. The cross-bar array allows to quickly compute,
in an energy-efficient way, the switching criteria for each spin of the system (the sum of Eq. 3.9).

Such a system is interesting for learning as it leverages the principle of in-memory computing by
the use of a memristor cross-bar array. Additionally, the updates of the memristors can be performed
extremely fast and are very energy efficient. By storing the coupling values in the conductance of
the memristors, we get rid of the memory requirements that are large for such systems when the
number of spins becomes large.

These implementations show promising results [128], [131] but exhibit limitations. For CMOS-
IMs built on FPGAs, the memory requirements and the non-locality of the coupling storage can
make this IM unsuitable for edge applications as it would require large memory and energy budgets.
IMs based on memristors cross-bar arrays are more promising for embedded applications as the
couplings are locally stored and the IMs leverage the Kirchhoff laws for the computing part of the
update. However, this hardware implementation still suffers from the variability of memristors, and
the authors could only store 0 or +1 couplings between the spins. Also, it remains to be demonstrated
that they could scale this approach to larger cross-bar as the larger problem they solve is made of
60 spins.

In the next paragraph, we will introduce IMs that are designed in such a way that the system
reaches the ground state via the intrinsic dynamics of the system. These IMs deviate from the
implementation of artificial IMs as no control is done on the actual spins in order to flip but only a
global annealing parameter is applied on the system to slowly guide the system to reach the ground
state.

(3.9)

Intrinsically dynamical IMs. These new approaches, that are based on unconventional hard-
ware, have been developed in order to overcome the drawbacks of Simulated Annealing. SA can be
lengthy and not suitable for energy landscapes that have narrow and deep local minima [132], [133].
However, such energy landscapes are of great interest for us as they are similar to those encountered
in machine learning problems [133]. Those approaches aim at better finding the ground state of
the system by either leveraging tunneling effects in a quantum system or by having a from-below-
approach that makes the system reach the ground state from below the energy landscape.

The first remarkable implementation is the quantum annealer proposed by D-Wave [134]. This
implementation encodes the spins in a quantum property of superconducting qubits that is the
circulation of a superconducting current in a superconducting loop. That current circulate either |+)
or |—), the clock-wise or anti-clock-wise circulation, and as a quantum state it can in a superposition
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of the two possible states: «|+) + 5|—). Leveraging the quantum nature of the state of the
current, D-Wave use a procedure called "Quantum Annealing" (QA) that is similar to SA but
builds on tunneling effects rather than thermal activation to escape from spurious local minima.
This approach is appealing and this hardware has been used for many applications [135]-[142].
Moreover, this hardware is highly optimized at quickly setting the parameters on the chip for solving
a given problem as the IM runs on the cloud in order to maximize the availability of the chip to
multiple users. Multiple DACs! are dispatched on the chip to allow programming in a highly parallel
way the magnetic memories that control both the local individual bias and the coupling strength.

However, the magnetic couplers that connect the superconducting loops necessitate the qubits
to be spatially close, which restricts the connectivity to local coupling only, with a geometry that
depends on the architecture[134]. In order to represent a given problem on the chip, one has to go
through an embedding step where multiple hardware spins are used in order to represent a single
spin from the problem formulation. Those hardware spins are strongly coupled with a ferromagnetic
coupling such that they encode the same information. It results that the size of the problem we can
embed on the chip is dramatically reduced. Consecutively, time — to — solution is increased [123]
as the information about the spins states has to flow through many more hardware spins compared
to a situation where all-to-all coupling is implemented.

Nevertheless, the D-Wave IM is today the intrinsically dynamical hardware that is the most
suitable to be used in laboratory for performing experiments that demonstrate that we can train
artificial neural networks only with the dynamics of that system. But the D-Wave IM would be
unusable for edge applications. Indeed, it runs inside a dilution fridge for being operated at very
low temperature to improve the coherence time which assures the quantum regime and the coupling
scheme is wasteful in terms of chip area as multiple qubits are required to implement a single spin.

A last interesting hardware IM that is naturally dynamical is the Coherent Ising Machine [143]-
[147] .This hardware encodes the spins in the phase of degenerate optical parametric oscillators
(DOPOs).

This hardware reaches the ground state of the Ising Hamiltonian following a very different ap-
proach than previously described. These previous approaches rely on either Simulated or Quantum
annealing that drive the system through the energy landscape from above in such a way that it can
be trapped in local minima. On the contrary, a CIM approaches the energy landscape from below
(see Fig. 3.3 "Minimum gain") such that the first point of the energy landscape the CIM reaches
is the state of lowest energy or the ground state.

The DOPOs are driven by gain and loss terms which affect both the phase and the amplitude.
The balance of gain and loss terms define an oscillation threshold which depends on the Ising
Hamiltonian to minimize that corresponds to a loss term. We drive the system to the ground state
by gradually increasing a gain term that yields oscillations both in phase or out of phase depending
on the loss terms.

It is expected that this property of approaching the energy landscape from below could exhibit
better results [123] and the problem of getting stuck in local minima is greatly diminished.

However, the CIM is run in a sequential way. Indeed, the DOPOs, that are light pulses, are
sequentially sent to a light fiber that is long enough in order to contain many of these DOPOs.
Then, the DOPOs are sequentially read out and the gain and loss terms are individually applied
on each DOPO depending on the state of the other DOPOs. In principle, this scheme increases
the time-to-solution but as we deal with light, the speed of the DOPOs is very high so it results
in a fast IM, much faster than D-Wave. Luckily, this scheme allows to couple all DOPQOs with all

'Digital to Analog Converter
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others DOPOs which allows to solve very dense Ising problems. Despite the fact that updating the
couplings is very easy to do as they are stored in a side FPGA, they still require a great amount of
memory to store all the parameters, which, added to the fact that the IM is spatially large, would
prevent the use of such IM for embedded applications.

Summary. In conclusion, today IMs are either implemented through emulators that run their equa-
tions using simulated annealing (CPUs, GPUs, FPGAs and memristor cross-bar arrays) or through
physical IMs that truly minimize their energy to solve the problem (D-Wave, coherent Ising ma-
chines). This is the later class of IMs that will be our focus within this thesis as we wish to harness
physics, and in particular the ability of a physical system to minimize its energy, for neural network
computations. We have chosen D-Wave as a platform for our implementation of learning in Chapter
5 because it is easily accessible via the cloud, through an API that allows modifying the coupling
parameters. However, as mentioned above, this implementation is not low power, and does not
store parameters as physical quantities, but in the memory of a computer from which it loads. The
only in-memory computing IM is the one of [127], with parameter stored as memristors, but the
implemented system only emulates the equations of the IM and does not minimize its energy for
computing. The ideal system for our study, consisting of an in-memory system with adjustable, non-
volatile parameters, and that naturally minimizes its energy to compute, remains to be implemented
and is today the topic of very active research (refs).
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3.2 . Equilibrium Propagation: supervised learning with energy-based
models

In Section 1.1.3 we described the process of "learning" in deep neural networks that refers
to prescribing updates to the parameters of the neural network in order to optimize (most often
minimize) an objective function. We extensively took the example of backpropagation as a supervised
learning framework to describe a gradient-based optimization approach but also to motivate the need
of novel physics-driven hardware because of the limitations of backpropagation. In the mean time we
introduced energy-based models that are systems that compute solely thanks to the natural behavior
of physical systems to evolve towards states that minimize their energy function. Despite the fact
that energy-based models are really suited to support hardware implementations, no supervised
learning of a global objective function has been proposed with such approaches and thus those
models suffer of an accuracy drop compared to models trained with backpropagation.

Equilibrium Propagation (EP) [14] is an alternative supervised learning framework published
in 2017 that, as the title of the paper says, “bridges the gap between energy-based models and
backpropagation”. EP is a supervised gradient-based optimization technique that - contrarily to
backpropagation [148] - computes the parameters updates with the same operations for both the
inference and the error-backpropagation phases - similarly to what is done with the energy-based
models described in introduction. Thus EP is a good candidate for being a supervised learning
algorithm to train in a local fashion unconventional hardware.

EP is grounded in the energy nature of the models it trains. Thus to introduce EP we will start
with a physical description of EP to get an intuition of why and how it works. Then we will describe
more carefully EP in machine learning terms.

3.2.1 . Physical intuition behind Equilibrium Propagation

Physical Intuition. In this section we will start from the definition of the energy-based models
defined in the Section 2.2 by taking the example of Hopfield networks. In this type of network, the
neurons evolve towards the minimum energy state closest to the initial state of the system (=input).
The energy function of the network is parameterized and by adjusting the parameters in a suitable
way, we can create minima corresponding to the different patterns to be stored. Hopfield networks
are said to be self-associative since they associate to an input (=initial state) an equilibrium state
which size corresponds to the size of the input. We have seen the limitations of Hopfield networks
and in particular the fact that no hierarchy emerges in this type of network due to the unsupervised
learning and the self-associative behavior.

We will now work with a slightly modified Hopfield network in order to perform supervised
learning. In fact, we will still have symmetrical connections between neurons but in our case the
neurons will be connected in such a way as to create an architecture where some neurons will be
assigned to the inputs and will be static during the evolution of the system, others to the outputs
and the rest being hidden neurons. This type of system is always described by an Hopfield energy
function, the only modification relies in the connectivity matrix of the system. It is kept symmetric
but the neurons are now coupled in a way that define a layered architecture, similarly to standard
neural networks. For this purpose, we introduce a new notation where s is the set of states of the
neurons in the network and s = {h, y} where h is the set of the hidden neurons whereas y is the set
of the output neurons. The symmetry of the couplings is very important in this case since it will allow
signals applied to both input and output neurons to influence the dynamics and thus the equilibrium
state of the network. We will take advantage of the fact that we can have a top-down signal (input
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Figure 3.4: Free phase Figure 3.5: Nudge phase

<> output) but also a bottom-up signal (output <> input) to perform supervised learning using only
one type of calculation for the inference and error propagation phase.

The classification task we are interested in here amounts to assigning a category to input data.
The challenge of learning is to update the parameters of the system so that it predicts the category
of the data presented to it. This is achieved with energy-based models by updating the parameters
of the energy function in order to maximize the probability of predicting the right class given the
inputs and the system parameters (see Section 2.2).

In most cases, one output neuron is assigned per class to be predicted in the database. In a
similar way, the target - i.e. the corresponding class of the presented input - is said to be one-hot
encoded?. The predicted class is the one corresponding to the neuron with the highest activity when
the network has reached the steady state.

We have seen with Hopfield networks a learning rule that allows to lower the energy of a state
(configuration of neurons) to be memorized in order to sculpt the corresponding local minima so that
the network converges to one of the memorized patterns (see Section 2.2.3). But in the classification
task we do not want to memorize the pattern. We just have the inputs, the class, as well as the
network dynamics which associates to a given input an equilibrium state of the network, and thus
an output layer state from which we make a class prediction.

The EP learning rule is based on the comparison of two states. The first state corresponds to the
state of the system, given only by its dynamics, when an input is presented (s™°%!, as introduced in
the introduction of this section, s is independently the state of a hidden h or an output neuron ¥).
The second state corresponds to the same system, with the same input, after it has been slightly
perturbed at the output layer in the goal of making a better prediction s'*"9¢ - thus decreasing the
computed cost function at the output layer (see Fig. 3.5). In this second state, through the set
of symmetric connections, the perturbation applied to the output layer propagates throughout the
network, thus encoding the error signal in the change of activity of each neuron. From these two
states, we will then lower the energy of the end state of the perturbation phase which has the lowest
cost function value calculated at the output and at the same time increase the energy of the first
state which is given by the intrinsic dynamics of the network when the inputs are presented. Thus,
EP is a learning algorithm with two distinct phases but based on the same type of computation
which is the dynamics of the network.

Since the network is always described by a Hopfield energy function, we decrease the energy of

20ne-hot-encoding example: if the actual label is 3 and the dataset can be classified into 10 classes (0 to 9
let's say), the one-hot-encoded target vector is then: [0, 0,0, 1,0,0,0,0,0, 0]
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Figure 3.6: Two-phases training procedure of EP: the system successively reaches the minimum of
the free then the augmented energy functions. The energy of the state that predict a wrong class
is increased while the state that better predict the target vector has its energy diminished.

a state with the same learning rule as the Hopfield networks:

AW, o< 585 (3.10)

)
Similarly, we increase the energy of the other state by taking the opposite of the energy minimizing
rule:

AVVJ X —5;5; (3.11)

We then sum the two contributions to obtain the following learning rule:

AVVZ’]‘ 0.8 AWJ + AWJ = [Sisj]target — [SiSj]mOdel (312)

This rule is similar to the one prescribed for Boltzmann machines. However, whether it is for the
"model" or "target" contribution of the two phases, the inputs are always presented to the network,
contrary to the Boltzmann machines where the second phase consists in the reconstruction of the
inputs via the state of the hidden layer.

Now it remains to define how to perturb the system so that the perturbed state approaches an
ideal prediction : output = target in order to realize the second phase of EP.

A first method consists in doing Contrastive Hebbian Learning (CHL) [149]. In the second phase,
CHL proceeds by setting the output units to the values of the target one-hot encoded vector. The
hidden neurons of the network will then evolve towards a second steady state which, from the inputs
presented, gives the clamped state of the output neurons. In that case, the learning rule Eq. 3.12
minimizes the contrast function J = Et@r9et — [medel which is the difference between the network
energy of the two phases. However, despite the fact that this learning is similar in spirit to the
objective of the training with EP, it has been shown that the Contrast function can take negative
values as the system can settle to different energy modes for both the inference and the clamped
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phases, which alters the training. Also, CHL computes the gradient of the contrast function which
is different than computing the gradient of a cost function computed at the output layer. Indeed,
the emergence of the hierarchy is dictated by the optimization of that cost function that is only
computed at the output of the network. The CHL optimization method minimizes an objective that
is global so no hierarchy is expected to materialize, thus the accuracy is expected to be below what
a supervised backpropagation type method offers on a classification task.

This objective function, that is dictated by the kind of optimization and the energy of the
network, finally prevent a flexible choice of function to be optimized by EP.

Building on this work but with a different scheme for the second phase, Scellier and Bengio [14]
showed that by applying an elastic restoring force to the output neurons that drive them toward the
target state, in the limit where the spring restoring constant [ is small, a learning rule similar to Eq.
3.12 computes the gradient of the Mean Squared Error cost function between the output layer of
the network and the target vector. Applying a small force on the output neurons enables to avoid
the system to settle in a different energy mode, which was a drawback of CHL.

In fact, applying this elastic restoring force amounts to modifying the energy function of the
network during the second phase. We add to the initial energy function E the cost function C'
modulated by the stiffness constant 3 which gives the increased energy function: F' = E + 8C.
Thus, while the system has evolved towards the state that minimizes E in the first phase, in the
second phase it will evolve towards the state that minimizes both E and the cost function C', which
is the goal of the second phase procedure.

Thus, EP makes supervised learning possible by relying only on the property of the network to
evolve towards its most probable state (of minimum energy). Moreover, the proposed learning rule
depends only on the neurons adjacent to the weight in question, so it is a local rule which is, as said
in the introduction, very desirable for hardware implementations.

The energy function that describes the system of interest gets its name from the fact that
physical systems evolve towards the most probable states, and thus states with minimal energy in
statistical physics. But in the context of EP, the energy function of a system can also be understood
as some parametrizable physical quantity that the physical system minimizes through its evolution.
We will describe two works that each use a very specific "energy" function for dissipative electrical
networks.

Typical energy functions for two implementations of EP. The first work to apply EP to a
real physical system is the work of Kendall et al. [150] who proposes a learning scheme based on EP
to train an artificial hardware neural network whose synapses are resistive components (memristors
can be such devices for example - see Section 2.1) and the non-linearity is implemented by adding
diodes at the level of the nodes.

In the paper, they show that this particular class of non-linear analog neural network - where
the synapses are resistive elements - naturally evolves by minimizing a quantity that is the total
pseudo-power of the system. If we denote the neurons by the electrical potential i.e. s; = V; and
the conductance of the resistive device coupling nodes i and j as g;;, then the total pseudo-power
of the network reads as:

N
PV, Vay ) = > gi(Vi = V;)? (3.13)
=1

*

and the network evolves according to the Kirchhoff laws toward the equilibrium state (V/*, V', ...)
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defined by the condition:
OP ... <.
The set of voltage nodes {V}, V4, ...} includes the input voltage nodes, which prevents the trivial
solution {V;* = 0},—1_,n by imposing boundary conditions to the network.
Given this condition, the authors derive the corresponding EP learning rule that computes the
gradient of the global loss function L:

oL .1 3\2 0)2
50~ m o ((AVM) — (AVY) ) (3.15)

where AVj; stands for the voltage drop V; — V; accross the resistive device g;;. Indices © and
# stand for the voltage drops measured after the first phase where only the inputs are fed to the
network and after the second phase where the output neurons are nudged toward the target state
as described in the section above.

Kendall et al. [150] performed numerical simulations with SPICE with ideal programmable re-
sistors (not with a realistic model of memristors that incorporate the non-idealities that alter the
training for instance). They report accuracy on MNIST [151] at state of the performance reached
with standard neural network trained with EP. This work is one step toward hardware realization but
still relies on numerical simulations, far from realistic hardware device issues.

The only hardware realization of training a dynamical system in-situ is the recent work of Stern,
Dillavou et al. [120], [152]. Similarly to what proposed Kendall et al., they built a small resistive
neural network. The synapses are standard® programmable resistive elements. They use Coupled
Learning [153] as the learning algorithm that is somehow a mix between CHL and EP: the authors
clamp the output unit in a state that is a step closer to the desired target state - not at the target
state as with CHL, so the output units are kept fixed over time for the second phase, unlike EP where
output neurons are dynamically nudged towards the target state. To accelerate the training process,
they simultaneously run two networks that have the same parameters, one doing the first phase,
the second having its output nodes being clamped toward the target state. That way, no memory
is required to store the first state as the update is directly computed from the measurements of the
two circuits after they have reached equilibrium. They also simplify the resistor update scheme by
binarizing the gradient applied to the resistive elements. They successfully achieve training on the
iris dataset that is the largest task they can solve with the hardware realization. This approach may
not be scalable due to the lack of non-linearity in the system.

These two works pave the way of hardware implementations trained by EP. Now, EP still suffers
from pure software simulations that slow down the training process and prevent EP to scale to larger
tasks (such as ImageNet [154], even if recent work has been carried out on ImageNet 32x32 [155]).

However, in order to scale to large tasks, the number of parameters will increase accordingly
and for a hardware implementation, that means to use a greater number of components. But the
only way to design such a large-scale hardware implementation without a large energy-consumption
overhead implies to use emerging nano-scale devices as envisioned in [150]. Yet, these devices are,
mostly, still experimental and exhibit a lot of device-to-device variability and are noisy. All these
imperfections can alter or even prevent any training with EP (see Section 2.1). We will see in the
next chapter (Chapter 4.3) how the precision of both the parameters and the neurons can be reduced
in order to use nano-scale devices in a regime where they exhibit no variability and no noise.

3The authors use the AD5220 element that is a discrete CMOS component with 128 possible resistive states.
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3.2.2 . Machine Learning description of EP

So far, we have introduced EP with physical intuitions of how and why EP works. We now derive
EP in a more rigorous way, using the nomenclature of machine learning.

EP is an ubiquitous learning framework that can be applied to all kinds of supervised tasks
as long as the inputs are static over time (no time-series or natural language processing, for the
moment): classification, generation, ... and the research has up to now only focused on the image
classification tasks for which a specific class is assigned to input data .

In this context, we will focus on neural networks composed of an input layer that represents the
data to be classified, an output layer where the input is classified and hidden layers that non-linearly
transform the input in order to do the classification. However, conversely to standard pure-forward
neural networks, EP applies to recurrently connected neural networks (the symmetric connections
we talked about in the previous section).

Convergent Recurrent Neural Networks. Recurrent neural networks (RNNs) (Fig. 3.7a) are
neural networks that have a temporal dimension as the input of the hidden neurons is both a new
input and the previous state of the same hidden neurons. So RNNs have been extensively used to
process data that have a temporal dimension such as time series or natural language processing.
However, the networks trained by EP can not handle yet this temporality in the input as the system
is required to reach an equilibrium state given a static input (see [156] for ideas to deal with time-
varying inputs). RNNs function in the following way: at each time-step a RNN updates its output
and its hidden state given a new input and its past hidden state (Fig. 3.7a). A typical use case
is to use RNNs for natural language processing. We could want to generate the sequel of a text
based only on a small text entered by a user. The RNN will predict the next word to generate based
on the last word of the text and the previous hidden state (Fig. 3.7a) that is the equivalent of a
“memory” in order to predict a word that makes sense in the context of the words already generated.
We illustrate this kind of RNN in Figure 3.7a with a visual example where the input value changes
at each time step, which triggers the update of the hidden and the output units.
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(c) Convergent RNN with static input with our settings

Figure 3.7: Three kinds of RNNs. We denote x the input nodes, h the hidden states, y the output
states. (a) Computational graph of a standard RNN: hidden and output states change at each time
step according to previous state and new input data. (b) RNN with static input: hidden and output
states change at each time step according to previous state while the input does not change: the
hidden and output states evolve toward a fixed point. (c) Convergent RNN with static input with a
configuration closer to the settings of EP: the network still evolves over time according to the fixed
input and here the hidden and output layers are mutually coupled.
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EP relies on a subclass of RNNs that we call convergent RNNs with static input. Such networks
have their input fixed over time (Fig. 3.7b). Thus, the system will eventually converge toward a
fixed point denoted by the star in Fig. 3.7b. This fixed point is called equilibrium point in the
Equilibrium Propagation framework and corresponds to the state of minimum energy of the physical
systems described in the previous section.

We describe more carefully the kind of RNN that will be used with EP in Fig. 3.7c. Unlike
standard RNNs, for our application, the hidden and output states mutually influence each other
symmetrically between two consecutive time steps due to the symmetric nature of the synapses in
our networks. As already stated in the previous section, this particular setting allows a change in
activity at the output layer to propagate in the system and is crucial for error-backpropagation for
training the system with EP.

In fact this description is similar to simulate a dynamical system with discrete dynamics such as
when we use the Euler solver to solve an ODE where each time-step in the recurrent neural network
corresponds to a time-step in the dynamics of the dynamical system - the ODE of the network is
given by its energy function.

Energy-based model. We have already described what are energy-based models in Section 2.2.
EP relies on the property of such models to evolve toward an equilibrium state that corresponds to a
minimum of the energy function. Ideally this minimum is the state that correctly predicts the class
of the input. Stating that we know the energy function of the system E(x, s, ), the network follows
a dynamics that minimizes the energy over time. Similarly to Hopfield networks, one dynamics that
guarantees convergence is to compute the gradient of the energy with respect to the states of the
neurons and update them in order to minimize the energy:

ds oF
— =——(x,s,0 3.16
dt s (z,5,9) ( )
With sufficiently small steps the system eventually converges toward an equilibrium state s* given
by the condition:

%—f(m,s*,@) ~0 (3.17)

Machine learning settings. We assume we have a convergent recurrent neural network whose
dynamics derives from an energy function ' (Eq. 3.16) that depends on x the input, s the state of
the units in the system and 0, the set of parameters of the system: E = E(6, s, z).

We also define a cost function ¢ that describes the discrepancy between the output units at the
first equilibrium point y*© and the target state §. The loss function L is the cost function evaluated
at the first equilibrium state: £ = ((y*, 7).

Then the goal of the training is to minimize the cost function computed at the first equilibrium
point by adjusting the parameters 6 of the system with the condition of the system at equilibrium:

min £(y*°, 9
{9 (y™°,9) 5.18)

9E(9, 50, x) =0

We will now describe the training procedure of EP.
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A two-phases procedure. The training procedure boils down to sculpting the energy landscape
of the system such that when presenting a new input, the system eventually converges toward a
state that predicts the correct class for the input.

As mentioned in the previous section, to compute the parameter updates that minimize the cost
function at the output layer, Equilibrium Propagation proceeds in two phases.

For the first phase, we fix the input units at the values of the input and we let the system evolve
according to its energy function (Fig. 3.8) until it reaches the first/ free equilibrium point s*° given
by the condition 3.17.

A standard approach to compute the updates of the parameters in order to minimize the cost
function would be to use backpropagation through time - as we deal with recurrent neural networks.
But now we describe the new EP procedure that computes the same updates by simply relying on
the same dynamics of the system as for the inference phase.

To perform the second phase where the error at the output layer propagates in the network,
Scellier & Bengio introduced the concept of augmented energy function F' to drive the dynamics
of the system during the second phase. I is the sum of the initial energy function E and the cost
function computed at the output layer of the system after the free phase. The cost function is
modulated by the nudging factor $ which gives more or less weight to the cost function with respect
to the total augmented energy F.

With the same notations as previously, we denote (3 the nudging factor and ¢ the target for the
output layer. The augmented energy function reads as:

F(xz,5,0,6,9) = E(x,s,0) + 6+ {(y,7)) (3.19)

For second phase of EP - or nudging phase - the system starts in the first equilibrium state s*°
and then evolves according to the augmented energy function F'(0,s,x,5,9) (Eq. 3.19).
The dynamics of the units is now given by:

ds  OF OF a

E = —5(9,8,%5,?)) - _%(9787‘7;) - 583 (yag) (320)

If ¢ is the Mean Squared Error* between the output units and the target vector, then the output
units feel a spring-like force toward their target state as denoted in Fig. 3.9 (in the previous section
we introduced the same spring-like force to nudge the neurons).

The system eventually converges toward a second fixed point - or second equilibrium state - that
we denote s*? that minimizes the augmented energy function F.

Learning rule. The strength of Equilibrium Propagation is that Scellier & Bengio have analyti-
cally shown that given these two equilibrium states s*° and s*%, one can compute updates of the
parameters of the system and that these updates are exactly equal to the gradient of the objective
function £ with respect to each parameter of the system:

oL 1 (OF oF
— =N _ | — *,0 A T *,0 ~

00 }ali% B (80 (0,577, 2,8,9) 00 (6,57, . O,y)) (3-21)
If the energy of the network is a Hopfield-like energy function where p is the activation function

of the neurons, then the learning rule for a weight is simply:

“Mean Squared Error (MSE): £(y,§) = MSE(y,9) = 3(y — 9) Then 825(y, §) = B(y — §) hence the name
"spring-like" force to drive the output neurons toward their target state.
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Figure 3.8: Free phase Figure 3.9: Nudge phase

1 * * * *
AWy =5 (plsi ™) 57) = pl57) % (7)) (3.22)
where the local nature of the learning rule is clearly visible as the update of the weights ;; only
depends on the state of the neurons it connects.
Finally, once we have computed the gradient, we update the parameters with simple stochastic

gradient descent:

0 60— ng—g (3.23)

where 7 is the learning rate that modulates the size of the step for the stochastic gradient descent.
The whole algorithm is summed up in Alg. 3.

Algorithm 3 Training a convergent dynamical recurrent neural network with Equilibrium
Propagation - we use Euler solver for solving the ODE

Inputs: s = {h,y}, 0 = {W,b}, E(0,x,s), {z,y}

Outputs: § = {IV,b}, E(0, x, s)

1: 1. Inference & Error-backpropagation phases
2: fort =0to 7 do > 1.Free phase
3: St11 = St + dt * (—%—f)
4: end for
5 50 «— sp > 2. Store first equilibrium state
6: ((s*0,9) = 2(y™° — 7)? > 3. Compute Loss (MSE) function
7: fort =T to K do > 4. Nudge phase
8: St+1 = St + dt * (—%—f — %)
9: end for
10: §™P « sy > 5. Store second equilibrium state
11: II. Gradient computation & Optimization step
12 g = 3 (%50, s,2,8,9) — 22(0,s,2,0,9)) > 6. Compute EP gradient
13: 00 —n-gy > 7. Update parameters with SGD
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EP is equivalent to BPTT: strong guarantee to solve complex tasks. Ernoult et al. [157]
demonstrated that the parameters updates prescribed by EP were equivalent to those of Backpropa-
gation Through Time (BPTT). BPTT is the equivalent to BP for recurrent neural networks, making
it the reference algorithm for the tasks EP can solve.

The work of Ernoult et al. [157] has been crucial to theoretically and experimentally demonstrate
that indeed EP prescribes parameters updates that are the exact gradient of the loss with respect
to those parameters. This is very stimulating because we know that gradient-based approaches that
are used to optimize a global objective function give state-of-the-art results on more complex tasks
than MNIST such as CIFAR-10 [158], ImageNet [154], ... This equivalence is a guarantee that EP
can theoretically achieve the performance of BPTT on those tasks. A recent work [155] has shown
promising results on ImageNet 32x32 which contains as many classes as ImageNet but the images
are down-sampled from 256x256 pixels to 32x32 images.

3.2.3 . Example: training a simple layered architecture

For clarity, we now apply the EP framework to a simple layered fully-connected architecture with
one hidden layer (such as depicted in Fig. 3.8). We still denote the state of the system s but to be
clearer we assign s = {h,y} where h are the hidden units and y the output units. p is the activation
function of the neurons, x is an input and § = {W, b} are the parameters - weights and biases - of
the system. The energy of such a system is a Hopfield-like energy:

E9,s, ) Zs - ZWUp si)p(s;) szp (3.24)

Z#J

where the weights W;; encompass both the pure feedforward weights between the input units -
that are fixed during evolution - and the hidden units, W*" and the weights between the hidden
and the output units, W=

Then, following Eq. 3.16 applied to Eq. 3.24, the dynamics of the hidden and output units
during the free phase units read as:

chti - g}? = —hi + p(hi) [Ejex th Z]Ey Wyh p(y;) + b
= 98—yt ply:) [ S0 W 50 +]

The input of the hidden and the ouput units clearly behave differently: hidden units receive input
from both the input units and the output units whereas output units only receive signal from the
hidden units during the free phase. The system eventually converges to a state that minimizes its
energy.

Starting from this first equilibrium state, we add a spring-like force to the output neurons that
nudge them toward their target state 1; where 3 is the one-hot encoded target vector:

(3.25)

i — 28— i+ plhe) [ Wi s + e, W ol) + ]
= B8 = gt o) [ Xy Wi ol + BBy — )]

Thanks to the recurrent synapses, the change in activity that arises at the output layer propagates
in the system, thus the system eventually settles to the second equilibrium point. If y; < y; then
the neuron will be dragged up. If y; > ¥; then the neuron will be dragged down. Both changes in
activity in the output layer will make the output units closer to their target state and thus reduce
the cost computed at the output.

(3.26)
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Figure 3.10: Temporal dynamics of the hidden and output neurons in a 1-hidden layer architecture
where we have 2 inputs nodes, 2 hidden neurons and 2 output neurons. From ¢ = 0 to t = 100 the
system performs the free phase. At t = 100 we turn on the nudging factor so the output units get
closer to their target state. Thus this change in activity propagates backward and the hidden units
are affected.

We now derive the learning rules for the weights:

AW = 50 = & (% p(h7) — ;% p(1)) 52
AW = o5 = 5 (o) o)) = p(0°) * 9l "))
and the biases:
Abr =~ G5 = 5 (p(h”) = p(h”
o6 — 1 (o) = p(h")) 528)

AV = —55 = 3 (p(y}"ﬁ) - p(yf’o))

3.2.4 . EP has triggered great attention: benchmark

EP is an architecture-agnostic learning framework as long as the architecture and the operations
involved can be described in terms of an energy function. It has been applied to different standard
deep learning architectures such as Fully-connected Neural Networks or Convolutional Neural Net-
works. EP has been also demonstrated on different tasks: MNIST [151] - gray-scale dataset with 10
classes, 60k training images and 10k testing images, CIFAR-10 [158] - RGB dataset with 10 classes,
60k training images and 10k testing images and recently ImageNet 32x32 [159] - RGD dataset which
has been down-sampled from ImageNet with 1.2M training images, 50k testing images distriubted
in 1000 classes. EP has also been derived for spiking neurons that suit most of existing neuromor-
phic platforms. We detail in the following paragraphs some work around these implementations to
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illustrate the flexibility of EP.

Fully-connected Neural Networks. EP has been initially applied to fully-connected architec-
tures on MNIST with 1,2 and 3 hidden layers [14]. Training such architecture is quite straightforward
with EP. All operations required for the convergent recurrent neural network are basically the same
as for pure-feedforward fully-connected neural networks. The only difference is that hidden layers
get inputs coming from the next layer, which makes the network recurrent:

inputy = > WHp(sy) + Y WHT p(s;) (3.29)

Jel-1 jel+1

This architecture have been extensively used to demonstrate the relevance of using EP to train
fully-connected neural networks: [17], [150], [155], [160]-[164].

Convolutional Neural Networks. Convolutional Neural Networks perform more efficiently than
Fully-connected Neural Networks on computer vision tasks.

EP has also been applied to train convolutional architectures on MNIST [157], on CIFAR-10
[17], [165] and more recently [155] trained a large convolutional neural network on ImageNet 32x22
[159].

The difficulty for applying convolutional architectures in EP was to describe the symmetric oper-
ations of the forward convolution and pooling operations that are extensively used in Convolutional
Neural Networks. Ernoult et al. [157] came up with Transpose Convolution and Inverse Pooling
operations. Given a feature map tensor y and the weights for convolution w such as y = = x w -
where % denotes the convolution operation - then the transpose convolution operation is x~! and
x =y % Lw. In a similar way we can do the inverse pooling operation. The forward max pooling
operation loose spatial information because of the max operation. For doing the inverse operation,
one has to store the index of the maximal element of the pooling window used for the forward
operation.

With these methods Ernoult at al. successfully trained the first convolutional neural network
on MNIST. They have shown the best test accuracy reported with EP with this architecture with
~ 1% test error. Laborieux et al. [165] scaled up to CIFAR-10 by using a symmetric nudge. In
fact, they have shown that nudging the network with 5 > 0 only was giving false estimate of the
gradient. Scellier & Bengio initially proposed to use a random-sign /3 [14] to better estimate the
gradient. Despite the fact that this method works well for fully-connected architecture, it is not
accurate enough to reduce the bias in the gradient computation for training convolutional neural
networks. Laborieux et al. nudge the system with first 45 and then with —3. Then the gradient is
computed given the two resulting equilibrium states.

The backlash of training such architecture is the non-locality of the learning rule. Indeed the
learning rule for the convolutional weights between two features maps s; and s, is given by:

1
Mgy =5 (73 HseB)wst® — PN (sty) *57> (3.30)

where P~! denotes the inverse pooling operation and x the convolution operation. We conjecture
that even if the learning rule is non-local: it requires a convolution operation between two feature
maps that is a highly non-local operation, it still relies on the states of two adjacent layers and thus
with clever hardware circuitry we could compute the updates quasi-locally.

74



In [155], the authors propose to use complex neurons so a sinusoidal nudge can be applied. They
show that the gradient thus computed is even more accurate compared to BP. They show that this
new dynamics improves the accuracy on CIFAR-10. They also succeed in training a convolutional
neural network on an unprecedented large dataset with EP which is ImageNet 32x32 [159]. They
report an accuracy as high as that reached with backpropagation.

Spiking Neural Network. Most of the work about EP has been done with neurons that have
a continuous non-linear activation function: using mostly the hardsigmoid activation (f(x) =
max(0,min(1,x))) function that saturates bellow 0 and above 1, which is necessary for having
a convergent system in simulations. But a few works have focused on spiking neural networks
(SNN) trained with EP. Spiking neural networks are neural network where the activation is no longer
continuous but rather neurons emit spikes depending on whether the "membrane potential" of the
neurons crosses a threshold. They are more bio-realistic. One great advantage of such networks is
that the events (spikes) are quite sparse and make these networks very energy-efficient. One major
drawback was the lack of gradient-based training algorithm suitable for hardware SNNs.Existing
gradient-based training algorithms for SNNs rely on external circuits that compute "surrogate gra-
dients" that require complex peripherical circuit with low energy-efficiency. Thus SNN implemented
on-chips have thus been mainly trained with STDP-like or heuristic learning rules which are empirical
and do not optimize an objective function [74], [77], [166], or have been used for very low-power
inference platform only [167].

The works with EP have shown that SNNs can be trained with the same dynamics for both the
inference and the error-backpropagation phases, which makes the system SNN+EP very appealing
for hardware implementations. The work of Mesnard et al. [168] is interesting because instead of
storing the first equilibrium state - or firing rate - to compute the gradient after the nudge phase,
they update the parameters in two steps. They do the negative update given the first equilibrium
state just after the free phase. Then they nudge the system and do a second update based on the
second equilibrium state. This kind of parameters update is very memory-efficient but requires very
low learning rate to not modify too much the dynamics of the nudge phase compared to the free
phase.

Recently, Martin et al. developed EqSpike [169] (of which | am co-author), which is a version
of EP designed to train SNNs. In EqSpike, the idea is to leverage the possible overlap of spikes
that go forward and backward through the same synaptic device to trigger a weight update during
the nudging phase. This results in an intrinsic learning where no external signal has to be applied
at the synapse level in order to update the weight. Then no memory is required to store the state
of neurons reached at the end of the free-phase. The learning rule is that of Continual EP [170]
where the update is done at each event during the nudging phase (spikes that overlap and trigger
a weight update). EqSpike has been developed with the goal to use memristors for a hardware
implementation [171]. Indeed, the update rule of memristor is highly non-linear with a threshold
that the superposition of spikes can reach in order to trigger the update of the memristor in-situ
with no global update signal. EqSpike reaches state of the art accuracy on MNIST with a shallow
architecture. EqSpike is very interesting for hardware applications as we only need to have access
to the input and the output nodes in order to train the system to do image recognition.
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3.3 . Binary Neural Networks

Usually, neural networks are parametrized with full precision variables (mostly 32 bits variable for
which GPUs are most optimized for®). Full-precision synaptic weights enable to discriminate inputs
to which a neuron is more or less sensitive covering all shades in between. Also, neural activations
are mostly full precision. This allows a graded non-linear response of the neuron with regard to
its input: ex: sigmoid, ReLU, tanh, ... However, such neural networks require a huge amount of
memory for both the inference and the error-backpropagation phases as described in Section 1.1.3.
This has precluded for a long time the training but also the deployment of large models on edge
devices where the memory and computational budgets are very limited. One solution, that is the
extreme case of quantization of the variables (see Section 1.3.2), has been to reduce the precision
of those variables to the case where they are binary. We cannot go beyond binary for synapses:
we need to know if a synapse is excitatory (+1) or inhibitive (-1). Similarly, we cannot go beyond
binarization for neural activations: we need to know if a neuron “fires” (41) or not (—1). Such
neural networks with binary synaptic weights and/ or binary activations are called Binary Neural
Networks. BNNs have been a great milestone for embedding large deep learning models onto edge
devices. However, as we will see, the binarization of those model holds only for the inference phase.
The optimization of BNNs is not straightforward and still requires a full-precision variable per binary
synapse. This point has precluded until now the training of BNNs on the edge. Thus, the training
of BNNs is done on energy-consuming machines and only the trained BNN model is transferred to
edge devices. Nevertheless, one can leverage elementary operations such as XNOR, Popcount, ...
implemented in basic language to perform the operations of a BNN which allows very efficient and
fast hardware implementations for inference.

3.3.1 . A historical introduction to Binary Neural Networks and definitions

Motivated by low-latency and energy-saving neural networks, Courbariaux et al. published the
first BNN in 2015 [18]. They initially binarized only the weights at inference (or run) time and
introduced the binarization as:

wy, = sign(w) (3.31)

where w stands for a set of real-value weights (32 bits floating points weights) that are used
for the optimization as we will see in section 3.3.2. wj are the binary weights that are used for the
inference. It is the first work that trains from scratch a BNN with binary weights at inference time.
This work reduces the memory required to store the model by 32 due to the binarization of the
weights but only reduces by 2 the computational power required for the inference (Fig. 3.11). The
vector-matrix multiplication between the inputs and the weights is now down to changing (or not)
the sign of the input and then do the addition of a vector of full-precision data.

Pushing further the binarization, Hubara et al came up in 2016 with Binary Neural Network
[19] where the neural activations are also binarized along with the synapses. This work has been a
major breakthrough in the BNN field as they were the first work to use backpropation to train BNNs
despite the binary activation that is non-derivable. We will see in Section 3.3.2 how they succeeded
in using backpropagation with the help of the Straight Through Estimator (STE) [172].

XNOR-Net [173] was published little after and is a successful tentative to achieve near-sota
accuracy on large scale dataset such as ImageNet that previous approaches failed at. Due to their
very limited precision on the parameters and activations, BNNs where thought to be uncompetitive

SNVIDIA blog
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to complex benchmark tasks until this paper. BNNs having both binary weights and activations
drastically reduce the memory and the computational power required for the inference (Fig. 3.11).

In binary neural networks (weights and activations), all operations required for doing the multiply
and accumulate (MAC) operation, which is the costliest operation during inference, can be reduced
to elementary operations between binary vectors/ matrices. In Fig. 3.12 we detail the elementary
operations involved in the binary MAC operation: the bitwise X NOR product and the popcount
operation®. Until now we depicted the binary variables (weight or activation) with +1 but to be
correct, they are stored with bits in CMOS hardware thus they are 0/1. That is why we use the
X NOR product instead of the multiplication we do with binary variables —1/+1 (Table 3.2, Table
3.3).

Table 3.2: X NOR truth table when inputs are &1 is equal to the dot product between the inputs

X1 | X2 | X1 * Xo
-1 -1 1
1)1 -1
1 ] -1 -1
1 1 1

Table 3.3: X NOR truth table when inputs are 0/1 - as are stored binary variable in CMOS. The
correspondence is immediate between the two methods when we assert the following translation:
—1=0and1=1

X1 | Xo XNOR(XI, Xg)
0]0 1
0|1 0
110 0
1 1 1

The MAC operation between a binary vector and a binary weight matrix is done in a three steps
procedure (Fig. 3.12): first we compute the X NOR product between the input binary vector and
each column of the binary weight matrix. Then we apply the popcount elementary function that
computes the number of bits in a binary vector. Finally we offset the popcount operation by the
size of the output vector to get the results of the MAC operation. All these operations are very time
and energy efficient to realize with CMOS hardware and they are already implemented at a very
low level. The theoretical speed-up is 32 (Fig. 3.11) because we can now cast binary activations
and binary weights into 32 bits vectors usually used to represent a single real-value parameter or
activation. The ability to leverage low-level basic operations (X NOR, popcount) is the main reason
that made BNNs so popular for building efficient and fast inference engines.

The input of BNNs is often still real-valued. The product of real-value inputs and binary weights
produces a real-value pre-activation for the first layer which is then binarized after the sign activation
is applied. In practice this is not a huge problem as the input is fixed and can be treated as a fixed
point variable and not floating point as are the real-value weights because they are updated during
the optimization process. However, if one really wants to process binary inputs, there have been
some work about binarizing the input in a stochastic way [174] - the probability of a pixel being 1

®In practice, the original popcount operation is a bit modified to take into account possible negative outputs:
modi fied_popcount = 2 x popcount(X NOR(x, W) — size(popcount(X NOR(xz, W)) - source: Apple developper
website
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Figure 3.11: from XNOR-Net [173] - This table emphazises the differences between a standard
neural network where both parameters and activations are real-valued, a binary-weights only BNN
and a fully binarized BNN. It also highlights the memory and computational resources savings due
to the binarization of both the weights and the activations. Despite extreme quantization, BNNs

still perform well at ImageNet.
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Figure 3.12: Left : multiply and accumulate operation between a binary input vector and a binary
weight matrix where binary variables are denoted as +/-1. Right: with CMOS hardware, binary
variables are stored with bits that can take 0/1 values.

depending on its intensity. This has shown to perform as well as with real-value inputs on MNIST
and CIFAR-10. Recent work [175] on a new kind of stochastic binarization with multi-channels input
images (such as RGB images from CIFAR-10) has shown to perform even better for CIFAR-10.

3.3.2 . Challenges with BNNs: saturation and optimization
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In this section we first describe how we can optimize neural networks when the synapses and
the activations are binarized. Binary synapses prevent the direct use of stochastic gradient descent
(see Section 1.1.3) as we can not do small steps in the gradient direction to update the weights
as they only have two possible states. We will highlight two current optimization methods that
succeed in optimizing binary synapses. Also, the binary activation function has a zero gradient
almost everywhere (except for the step where it is infinite). So methods have been developed to
overcome this issue that prevents gradient-based optimization from working well. Finally, we will
examine the impacts of having binary weights in a neural network. We will see two methods that
aim at reducing this impact that can cause neural saturation and also prevent the gradient-based
optimization method to function.

Optimization with latent weights

The supervised optimization step of the parameters of a neural network, Stochastic Gradient Descent
optimization method, relies on smooth small steps in the direction of the gradient of the cost
function. In practice it works because the real-value parameters can take all the values in a given
range. This kind of optimization has proven to perfom very well for solving complex tasks.

But when the parameters are binarized, such optimization techniques do not hold. Or at least
not directly. Indeed, the smooth small steps cannot be realized as the parameters can only take the
values -1 and +1. The only possible steps are +2 steps. Such large steps could cause instability
in the dynamic of the network and thus alter or even make impossible the training with such an
approach.

The approach that has been initially chosen for optimizing BNNs with gradient-based approach
is to use two sets of weights [18]: one set of real-value weights that can hold the optimization step
and one set of binary weights that are the sign of the real-value weights. The binary weights are
used for inference and for computing the gradient. The real-value weights are called “latent weights”
because they are somehow hidden to the model.

The second challenge is to compute derivatives despite the fact that the activation function of
the binary neurons - the sign function - is non-derivable. The solution that has been found is to
use the “straight-through-estimator” [172] - STE - to recover a kind of derivative for the activation
function of the neurons. If we assume a; = sign(x;) is the activation function of neuron i and z; its
pre-activation and that we can compute g,, = g—é, then the Straight-Through-Estimator gives the
following gradient for the pre-activation: g,, = g4, * 1jz,j<1. The gradient computed with STE is
the gradient of the hard-tanh activation function that cancels the gradient when the pre-activations
are too large, which can be an issue for training.

Optimization without latent weights: BOP

Although latent weights in BNNs accumulate weight updates, Helwegen et al. [160] suggested that
they were not weights in the strictest sense (they are not used at run time) but were only meant
to convey inertia for the optimization of the binary weights. Based on this insight, Helwegen et al.
[176] proposed a Binary Optimizer (BOP) which flips the binary weights solely based on the value of
their associated momentum (without latent weights per se): if the momentum is large enough and
crosses a threshold from below, the binary weight is switched. By using one full precision variable
(the momentum) instead of two per synapse (the latent weight and the gradient), BOP is of definite
interest to reduce the memory footprint of BNN training, which is why our work heavily relies on
this technique (see Section 4.2). BOP has two hyperparameters: the value of the flipping decision
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Algorithm 4 Training algorithm of a BNN with latent weights - we emphasize the binary
weights in bold pink police and the latent (real-value) weights in bold blue
Inputs: 0 = {W b}, x, g
Outputs: W°
WP« sign(W) > 1. Forward Propagation
AO =X
for layer = 1to L do

Llayer — A?aye'r—l * W;)n,yer

Alayer — BatChNOrrm(xlayem Alayer, Blayer)

if layer < L then

A?ayer = Sign(xlayer)

end if
: end for
: Compute ¢ = ((AL,9) > 2. Cost Function
: Compute g4, = a% > 3. Backpropagation
for layer = Lto 1 do

if layer < L then

GAiayer = 944, .

end if

(Gzrayers Jatayer gﬂz%yer) = BackBatchNorm(ga,,,.., Tiayer, Mayer: Biayer)
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. end for
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threshold 7, and the adaptativity rate . The larger 7, the less frequently the binary weight flips and
the slower the learning. On the other hand the larger v, the more sensitive the momentum to a new
gradient signal, the more likely will be a flip of a binary weight. The BOP algorithm is summarized
in Alg. 5.

Binary weights cause neural saturation: use batch-normalization and/ or scaling fac-
tors as counter-balance

Standard neural networks have weights that are often evenly or normally distributed in a limited
range around 0. Thus, a slight imbalance between the absolute magnitude of positive weights and
the absolute magnitude of the negative weights does not have a dramatic influence on the activation
function of a neuron. It is because the average value of a weight weighting an input of a neuron is
very small. However, when weights are binary, their impact on the activation function of a neuron
is much more significant, especially when the activation they weight is binary (see Table 3.2 and
Table 3.3). That could be a problem because it can cause neurons to saturate and thus slow down
the training of the network because a specific saturated neuron will be less likely to feel a difference
at its input after few updates of its synaptic weights when it is saturated. Indeed, whether the
activation is continous or binary, if the neuron saturates in the forward pass, then the gradient of its
activation with respect to its pre-activation is zero: 2 = 0 which results is a zero weight gradient.
As emphasized above, for BNNs it is not straightforward what is saturation because the activation
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Algorithm 5 Training algorithm of a BNN with BOP [176] - we emphasize the binary weights
in bold pink police and the momentum (real-value) in blue

1: Input: g, m, W°, ~, 7.
2: Output: m, Wb,
3 m+vg+ (1 —vy)m
4: for layer € [1,L] do
5. if jm;| > 7 and sign(m;) = sign(W/) then
: b b
6: v‘./layer — _mayer
7: end if
8: end for
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Figure 3.13: BOP algorithm - Taken from [176]

has only two states. In fact, the saturation applies to the STE [172] that we use to compute
the pseudo-gradient for the binary activation. So methods that reduce the risk of saturation are
intensively sought after.

Batch-Normalization. Since early work on BNNs, batch-normalization (BN) [177] has been used
as the critical tool to mitigate the impact of binary weights on the activation function of neurons
in BNNs - whether the activation is analog (sigmoid, ReLU, tanh, ...) or binary. BN works in the
following way: let's consider a vector x;, where the index i denotes the i —th sample of a mini-batch
of size m, that describes the pre-activations or the activations of a layer in a neural network (the
choice of applying BN before or after the activation depends on the authors), and y; the output of
the BN operation, then the operations involved in computing are:

v = BN, 5(z;) (3.32)
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By centering and normalizing x;, the impact on the activation of binary weights is drastically
reduced. BN is a good technique to ensure units are not saturated.

Scaling Factors. We now introduce a second method to mitigate the effect of the binary weights
on the neural saturation. This method as been introduced in XNOR-Net [173] and boils down to
scaling down the binary weights to same values « that are called "scaling factors". In XNOR-Net,
the scaling factors have been intially derived as scalars that minimize the loss of information when
the real-value weights M are binarized into B.

To estimate the value of «, we restate the goal of « in term of an objective function to minimize:

J(B,a) = [|[W — aBJ|? (3.37)
We now want to minimize J(B, «) with the condition that B € {—1;+1} and a € R*.
To find B* and a* we expand Eq.3.37:
JB,a) =W'W +a’B'B-2aM'B (3.38)

Here B'B is a constant as well as WTW. The optimal binary weights matrix B* is given by
B* = argmaxzz(M'B) and the solution of that equation is B* = sign(M)’
To get the optimal value for o, we derive Eq. 3.38 with respect to o and set it to zero to get:

_ M'B*
B n

*

«

(3.39)

where n is the number of synaptic elements in both B or M. But as B* = sign(M), it follows:

of =

MTsign(M) _ 5, (Wi _ 1
n

n

[IWlex (3.40)
n

Eq. 3.40 explicitly states that o* acts as a scaling factor that downscales the binary weights and
that the scaling depends on the amplitude of all the weights in the weight matrix.

Also, as in practice 0 < o < 1, scaling factors scale down the binary weight to +« and act as a
kind of regularization that avoids neural saturation.

With the use of both BN and scaling factors in BNNs, we have tools to mitigate the impact of
the large scale of binary weights on the activation of the neurons.

’See [173] for detailed derivations.
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3.3.3 . BNNs have triggered great attention for custom hardware

The simplicity of the operations supporting the inference of BNNs triggered great attention for
custom hardware implementations. As described in introduction (Section 1.3.3), large efforts are
currently made in order to design efficient hardware to support the operations involved in neural
networks. As the extreme case of quantization, BNNs rely on the elementary quantities used to
perform computation on CMOS hardware, thus such hardware is expected to speed up the compu-
tations of BNNs. We will describe the elementary operations involved in BNNs and see a few custom
hardware implementations with CMOS substrates. Then, back to the central topic of the thesis, we
will discuss non-conventional approaches which leverage the behavior of non-volatile components
for doing in-memory computing.

Standard approaches.

BNNs were intially motivated by the potential speed-up and low-memory requirements that could
offer optimized software implementations with low-level code. Courbariaux et al. already detailed a
BNN-optimized kernel running on GPU that exhibits a x7 speed up compared to a baseline kernel to
run a multi-layer perceptron on MNIST. Their optimized kernel uses intensively the basic operations
of XNOR and popcount to reach this level of accuracy but still runs on general-purpose hardware
that can slow down the operations.

Alternatively, there has been lot of works [178]-[181] around building custom CMOS-based
hardware for the inference of BNNs. These approaches focus on a specific BNN architecture so
every operation can be highly optimized.

Both alternatives have triggered great attention from companies for the gains BNNs exhibit at
doing fast computation on the edge where computational and memory budgets are limited. We can
cite XNOR.AI, a startup that was founded by authors of XNOR-Net paper and was acquired by
Apple in early 2020 for $200 Billions®. More recently there is PlumerAl° that aims at developing
edge solutions for person detection or speech recognition with the help of BNNs.

Unconventional approaches.

In the same way as presented in the introduction (Section 2.1), approaches using emerging compo-
nents, mostly relying on non-volatile memory (NVM) such as RRAMs or MRAMs, have emerged for
implementing BNNs in hardware [174], [182]-[185].

Instead of using the continuum of states between the low resistance state (LRS) and the high
resistance state (HRS), as typically done with memristors, hardware implementations of BNNs with
NVMs use only the two extreme states to encode the binary states (0/1). When used in binary
mode, NVMs are extremely attractive approaches due to their low operating power, their ability
to perform in-memory computing and a reduced intra-device variability compared to the full-analog
mode.

Emerging non-volatile memories such as MRAMs or RRAMs have been intensively looked out for
the operating low-power required to change their state (from 0 to 1 going from Low Resistive State
(LRS) to High Resistive State (HRS) = SET or conversely = RESET). Hardware implementations
of BNNs with such non-volatile memories could allow to run inference engines with very little power

8https://techcrunch.com/2020/01/15/apple-buys-edge-based-ai-startup-xnor-ai-for-a-reported-200m
’https://plumerai.com/
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energy like on edge devices. However, such devices are still mainly experimental'® and are prone

to intra-device and device-to-device variability (see Section 2.1). This undesirable behavior can
alter the performance of the BNN that is optimized for a given set of binary parameters and could
not endure such failure at programming time. We can measure how much a BNN is sensitive
to programming-errors with the bit-error rate tolerance where after training we voluntarily flip the
parameters according to some (low) probability and measure the accuracy on the testing dataset
to see how the bit-error rate affects the BNN. It has been demonstrated [183] that surprisingly
BNNs are particularly tolerant to bit errors confirming the relevance of the binary NVMs approach.
Moreover, there has been intensive work to mitigate device-to-device variability. The most common
option is to increase the current of the SET pulse but in return it increases the power required to
operate the hardware BNN. It turns out that running BNNs with unconventional NVMs seems to
be about finding the sweet spot between tolerated bit error rate and the power required to reach
this error rate. However, binary NVMs show much less variability than continuous valued emerging
components and that make them good candidates for large-scale hardware implementations.

Conclusion

BNNs have triggered great attention because they rely on computations that leverage elementary
operations on binary vectors. Early works on dedicated computing kernels have shown huge speed
ups [18]. Additionally, there have been multiple works to build faster and lower-power inference
engines with custom hardware implementations. The use of NVMs for this application allows even
better performances as no data movement is required for the inference. However, the training of
such systems still relies on backpropagation and the energy and memory required to train those
system can be overwhelming compared to the energy used for doing inference.

Nevertheless, BNNs are a promising approach to design low-power chips based on emerging
nano-devices utilized in a binary regime which drastically reduces the undesirable effects of their
variability. In the next chapter we will see how we can bypass backpropagation by using EP to
compute the parameters updates of BNNs, thus making hardware trained by EP much easier to
implement.

3.4 . Summary

We have introduced in Chapter 2.1 the concept of computing with the property of energy
minimization that physical system naturally have. This concept is very appealing as the physical
system naturally performs the mapping input <+ output by dynamically evolving toward the states of
higher probabilities or equivalently the states of lower energy, thus the expression computing through
energy minimization.

However it was not clear how one could have such an energy-based hardware in which we can
tune the parameters on-chip in order to perform learning thanks to its dynamics. In this section we
introduced the Ising Machines that are pure energy-based hardware as they are hardware designed
to find the ground state of an Ising Hamiltonian (introduce in Section 2.2.2). lIsing Machines are
hardware that realize the intuition of Hopfield [9] that was to compute with coupled spins. However,
we have also seen that, due to the lack of good learning algorithms, Ising Machines are confined to
solve combinatorial optimization problems. The rise of fast reconfigurable Ising Machines such as

0Despite the fact that STT-MT]J are already commercialized, their small OFF/ON ratio prevents using them in
crossbar arrays. However they can still be used for performing in-memory computing.
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the D-Wave Ising Machine makes it possible to demonstrate that we can embed and train such a
neural network on the Ising Machine. We will use EP to supervisely train the D-Wave Ising Machine
in Chapter 5.

Energy-based models have also been overshadowed by the deep learning models. Indeed, the
latter are trained with backpropagation that allows the gradient-based optimization (stochastic
gradient descent) of a global cost function conversely to energy based-models that have been mostly
trained with local learning rules that optimize local-only objectives which limits the potential of such
networks. We have introduced Equilibrium Propagation as an alternative to backpropagation to
compute the gradient of a global cost function for such energy-based models that only relies on the
property of these systems to evolve toward a minimum of the energy function. Still EP proposes
local learning rules that are very attractive for hardware implementations. EP has been applied to
different tasks, datasets and neural network architectures but no large-scale hardware implementation
has been reported in the literature yet.

One main reason, is that the devices that are envisioned for a hardware implementation are still
experimental and noisy which prevent the training (see Section 2.1). Reducing the precision required
for both the synapses and the neural activations is crucial for a demonstration of a training by EP of
such unconventional hardware. For this purpose we have introduced Binary Neural Networks that are
artificial neural networks which synapses and/or neural activation have been binarized. We described
the gains in terms of memory and computing resources required for standard digital hardware but
also described unconventional approaches to build hardware BNNs. We also described methods
to train BNNs despite the fact that the synapses and the activations are binary. Furthermore, we
introduced two methods that aim at avoiding neural saturation and allow the optimization of BNNs.
In the next chapter (Chapter 4.3), we will combine both BNNs and EP to demonstrate that we can
train BNNs with local learning rules in a supervised way.
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CHAPTER 4

Training Dynamical Binary Neural Networks
with Equilibrium Propagation

As seen in the previous sections, Equilibrium Propagation (EP) [14] is an algorithm intrinsically
adapted to the training of physical networks, thanks to the local updates of weights given by the
internal dynamics of the system. However, the construction of such a hardware requires to make the
algorithm compatible with either existing neuromorphic CMOS technologies, which generally exploit
digital communication between neurons and offer a limited amount of local memory or with the
emerging nano-devices that are promising as they operate at low-power but are still experimental
and exhibit a lot of device-to-device and intra-device variability. In this chapter, we demonstrate
that EP can train dynamical networks with binary activations and weights. We first train systems
with binary weights and full-precision activations, achieving an accuracy equivalent to that of full-
precision models trained by standard EP on MNIST, and losing only 1.9% accuracy on CIFAR-10 with
equal architecture. We then extend our method to the training of models with binary activations and
weights on MNIST, achieving an accuracy within 1% of the full-precision reference for fully connected
architectures and reaching the full-precision accuracy for convolutional architectures. Our extension
of EP to binary networks opens new solutions for on-chip learning and provides a compact framework
for training BNNs end-to-end with the same circuitry as for inference.

4.1 . Introduction

As we have seen, Equilibrium Propagation (EP) [14] is a learning framework that leverages the
dynamics of energy-based physical systems fed by static inputs to compute weight updates with a
learning rule local in space [157] which can also be made local in time [161], and in addition scales
to CIFAR-10 [186]. Today, EP is developed on standard hardware (GPU) that 1) does not provide
for the low power and the computing efficiency a dedicated hardware implementation might exhibit
[103], [187] and 2) makes it complicated to scale EP to large scale datasets such as ImageNet due
to the duration of simulations though recent results on ImageNet 32x32 [155] suggest it can be
feasible. An EP-dedicated hardware would reduce the energy consumption of training by two orders
of magnitude compared to GPUs and accelerate training by several orders of magnitude [169], while
being competitive on large scale benchmarks in terms of accuracy since the gradients estimates
prescribed by EP are equivalent to those given by BPTT [157].

The main asset of EP is the ability to perform on-chip learning, especially when the memory
and the computational budgets dedicated to training and inference are constrained (e.g. embedded
environments). EP is also naturally suited for training physical systems whose dynamics are unknown
and hardly derivable [150], [163], [169]. EP therefore appears as a solution for on-chip training for
embedded systems and dynamical hardware, two cases with which BP is not compatible without
major adaptation. EP could be used to train neuromorphic hardware whether it is based on digital
CMOS chips such as the famous neuromorphic platforms TrueNorth [74] or Loihi [75] or based on
emerging nano-devices [187].
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EP is however based on full-precision (64 bits floating point) weights and activations that do
not match the current requirements of such hardware systems. Full-precision weights overload the
memory capacity of chips when they are stored digitally [103], [188], and are prone to noise and hard
to read when stored with emerging synaptic nano-devices [184], [185], [189], [190]. Moreover, analog
activation functions are not directly compatible with widely-used digital communications between
neurons [103]. This study has been initially derived in the goal to be applied to hardware built
with emerging devices as they promise larger gains of energy than digital neuromorphic platforms.
However, we will see that it could also have implications for the design of custom digital chips.

In this chapter, we address the issue of on-chip learning via EP by training dynamical systems
having binary activations and weights. We first leverage the recent progress made in Binary Neural
Networks (BNNs) optimization [160], to binarize the synapses in energy-based models trained by
EP. The optimization of weights is performed using the inertia of the gradient. This lowers the
memory required for training such systems compared to real-valued (“latent”) weights optimization,
traditionally used for training BNNs. We then binarize the activation functions, yielding an easy way
to compute the local gradient while supporting a digital communication between neurons.

4.2 . EP Learning of Recurrent Binary Weights with Full Precision
Neural Activations

In this section, we show that we can train dynamical systems with binary weights and full
precision activations by EP with a performance on MNIST and CIFAR-10 close to the one achieved
by their full-precision counterparts trained by EP [157], [186]. Our technique relies on the combined
use of BOP described in Alg. 5 and of a proper weight normalization to avoid vanishing gradients.
Therefore, we first describe how EP can be embedded into BOP (Alg. 6). Then, we propose
two weight normalization schemes: one with a fixed scaling factor taken from [191], another one
with a dynamical scaling factor directly learned by EP. We show that the use of the learnt weight
normalization, which naturally fits into the EP framework, considerably improves model fitting and
training speed on MNIST and CIFAR-10.

Full-precision variable

Binary variable

p(si), .~ l “p(sh)
e v S
27 p(st) W X p(sg) >«
A 1w C )
> W x p(st) p(st) ‘

Figure 4.1: Building block of binarized EP: two neurons communicate bidirectionally through a

binary synapse. The color code highlights the precision of each variable: the synaptic weight (bold

red) is binary and the internal state of the neurons (s¥), as well as the momentum (m) averaging

the gradient (bold blue), are full-precision. The activations (p(sF)) and the equilibrium activations
(p(s*)) are full-precision variables (blue) in the section (Section 4.2). The gradient estimate (g)

prescribed by EP (bold blue) is also a full-precision variable in this section (Section 4.2). Every
neuron also has a bias which is full-precision and does not appear on the figure for clarity.
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4.2.1 . Feeding EP weight updates into BOP

As said in Section 3.3.2, we cannot directly use stochastic gradient descent (SGD) to optimize
binary weights. Using latent weights to support the SGD optimization step where the gradients
are computed by backpropagation has long been the way to overcome the particularity of binary
weights. However it requires to store with high precision the latent weights which has up to now
prevent the training of BNN on the edge. Here we have chosen to use BOP instead of SGD+latent
weights. BOP relies on the inertia of a momentum variable to dictate the state of the binary weights.
This momentum variable is very similar in principle to the physical momentum, such as EP is very
grounded in physics (as it relies on the property of physical systems to evolve toward the ground
states with highest probabilities (see Section 2.1)). Thus merging both frameworks appeared to be
a good match to train neural networks which have binary synapses.

Working principle. We now explain how we used BOP to optimize the binary synapses given the
gradient computed with EP. At each training iteration, the first steps of our technique are the same
as standard EP: the first phase and the second phase are performed as usual and the EP gradient
estimate ¢ is obtained from the steady states s, and s” for each synaptic weight. Thereafter, g is
directly fed into the BOP algorithm (Alg. 5): for each synapse connecting neuron j to neuron i, the
EP gradient estimate g;; conveys inertia to the synaptic momentum m;;, and the binary synaptic
weight W;; is flipped or not, depending on the value of m;;. Finally, as usual in BNNs [60], the biases
are full-precision and are updated with standard Stochastic Gradient Descent (SGD). We summarize
all those steps in Alg. 6, where we have highlighted binarized variables in bold pink for clarity. With
this procedure, we have a system in which the synapses are binarized at all time. In this section we
use a full-precision activation function for the neurons, the hardsigmoid, and full-precision gradients.
The binarization of activation functions and ternarization of gradients is addressed in Section 4.3.

Algorithm 6 EP learning of dynamical binary weights (with simplified notations). Binarized
variables are in bold pink. When the neural activations are binarized (Section 4.3), the EP
gradient estimate g is ternarized (in bold green), otherwise full precision (Section 4.2).

1: Input: z, 9, s, 5,0 = {W, b}, n, m, v, T.

2: Output: 0 = {W, b}, m.

3: I Inference & Error-backpropagation phases

4. fort =1toT do > 1. Free phase
5: 54— s—dt X %

6: end for

7. 8y & S

8: L+ Ly, 7)) > 2. Compute Loss function
9: fort =Tto K do > 3. Nudge phase
10: s%s—dtx%—ﬁx%
11: end for
12 sf < s

13: Il. Gradient computation & Optimization step
14: go={W b} < _% (%_5(557 Sfu 67 W> b) - %_5(557 Sx, 07 W7 b))

15: > 4. Compute EP gradient from s” and s,
16: m,W =BOP(gw,m, W,~, 1) > 5. Apply BOP (Alg. (5))
17: b+ b+n x gy > 6. Update biases with SGD:
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Hyperparameter tuning. Similarly to [160], we monitor the number of weight flips per epoch
and layer-wise in order to tune the hyperparameters of BOP, using the metric:

aver Number of flipped weights — _
Tepocn = 108 BT e (4.1)
Total number of weights
Heuristically, Wé;%i’l; reflects a trade-off between learning speed (high Wé‘éﬁiﬁl) and stability (low wé;%i;)

layer

epoch 1N the regions of v and 7 where learning performs well, and use this value of

We measure 7

layer

7T-epoch

in return as a criterion to tune v and 7 on new models.

4.2.2 . Normalizing the Binary Weights with a fixed scaling factor

When binarizing synaptic weights to 41, neural activities may easily saturate to regions of
flat activation function, resulting in vanishing gradients. It is especially true with the hardsigmoid
activation function often used with EP. Batch-Normalization [192] (see Section 3.3.2) used by
Courbariaux et al. [60] and Hubara et al. [193] helps with this issue by recentering and renormalizing
activations by computing the batch statistics. Batch-Normalization has been introduced in recurrent
neural networks such as LSTMs to process sequence tasks [194] but it does not translate directly to
energy-based models. The normalization scheme should indeed itself derive from an energy function
in order to be learnable, which restricts the choice of candidate normalizations. However, the goal
in convergent dynamical systems processing static inputs is not to center neural activations at every
time step, but rather at their steady state. Moreover, using batch-based weight normalization
schemes is far from straightforward from a hardware prospective. For this purpose, we have first
studied how we can normalize the binary weights with a fixed scaling factor.

Static XNOR-Net weight scaling factor. In the design of their XNOR-Net model, Rastegari
et al. [191] introduced a scaling factor (see Section 3.3.1) to minimize the difference between the
binary synapses and the corresponding set of full-precision “latent” weights at each layer. This
scaling factor is updated at each training iteration as the ‘latent” weights are being optimized. The
scaling factor also depends on the size of two adjacent layers and on the magnitude of these latent
weights. The scaling factor reads in our context:

[yl

dim(wi{fi,fﬂ)

(4.2)

Apntl =

where n is the index of a layer, wiﬁi,fﬂ are the full-precision random weights used to initialize
the binary weights. Using this scaling factor, we initialize each binary weight, layer by layer, as
Wint1 = £apnt1. Contrarily to XNOR-Net where the scaling factor is updated at each forward

pass, we first keep the scaling factor fixed to its initial value throughout training.

We describe in Alg. 7 how we initialize the binary weights and the corresponding scaling factors
layer-wise:
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Algorithm 7 Layer-wise initialization of the scaling factors
1: Input: Architecture: {Niayers, Nneurons per layer}-
2: Output: Scaled binary weights (W?° € {&a})
3: for ! = 1to Njgye,s do
4wl = Kaiming(N;, Nij1) > Kaiming initialization [195]
5
6
7

it I
dim(wﬁfl)
b _ : init
Wi = ax Slgn(wl’lﬂ)

. end for

We found that the use of scaling factors « as initialized with Alg. 7 is crucial to ensure successful
training. In fact, if the synapses are initialized too low or too large, we face the vanishing gradient
issue as the activation saturate at both 0 or 1. In order to show this effect we trained a system with
a fully connected architecture comprising 1 hidden layer of 4096 neurons, with binary weights and
full-precision activations, for 50 epochs on MNIST. For this experiment we set the scaling factors
between the input and the hidden layer equal to the scaling factor between the hidden and the
output layer. We plot in Fig. 4.2 the test error obtained with Alg. 7 for different values of the fixed
scaling factor. The blue arrow indicate the value corresponding to an initialization of o with Alg. 7
(we took the averaged value of both scaling factors initialized layer-wisely to obtain a point on the
plot).

100
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Test Error Rate (%)

0.001 0.01 0.1 1
o

Figure 4.2: Mean test error & standard deviation (computed with 3 trials each) of a 1 hidden layer
fully connected neural network (784-4096-10) on MNIST as a function of the scaling factor « - The
dots represent the test error of networks with a single fixed « - «v initialized by the method described
in 4.2.2 with Alg. 7 is indicated by the blue arrow.

91



Fig. 4.2 shows that there is a sweet spot for az between about 0.012 and 0.025 where the network
performs at EP literature level. But even in this range it is not obvious to find the ideal value for a.
Moreover, we found that fixing arbitrarily a single value for « in deep architectures (fully connected
architecture with 2 hidden layers or convolutional architectures) fails at ensuring successful training.
We finally chose to initialize the scaling factors layer-wise with the method of Alg. 7 as this method
is architecture-agnostic and reduces the number of hyperparameters as we already have many to
tune.

Table 4.1: Error of EP and BPTT on networks having binary synapses with a fixed or a dynamical
scaling factor - Results are reported as the mean over 5 trials &= 1 standard deviation - Our results
are highlighted with a light plum background - Benchmark performances are taken from [157], [186]

EP - Binary Synapses EP BPTT
Fixed « Dynamical « Benchmark Binary Synapses
Dataset  Model Test Train Test Train Test Test
MNIST (1fc) 2.07(0.02) 0.77 1.7 (0.04) 0 2.00 2.14 (0.06)
MNIST (2fc) 2.48(0.08) 0.29 2.28(0.13) 0 1.95 2.38(0.07)
MNIST  (conv)  0.85(0.11) 046 0.88(0.06) 0.05 1.05 0.97 (0.03)
CIFAR-10 (conv) 16.8(0.3) 6.9 15.66(0.28) 5.54 13.78 14.45 (0.12)

Results. We investigate fully connected architectures (with one and two hidden layers) on MNIST
and convolutional architectures (with two and four convolutional layers) on the MNIST and CIFAR-
10 datasets. We employ prototypical models to speed up training as in [157]. Our results (Table 4.1
- “EP - Binary Synapses”) are benchmarked against those of full precision models (Table 4.1 - “EP
- Benchmark™) and those obtained by BPTT+BOP (Table 4.1 - “BPTT - Binary Synapses”). Note
that for a given architecture, the number of neurons we used per layer may not be the same as in
reference architectures — see Appendix C.2 for details. Also, the code to run the simulations has been
made available online on Github! with all the command lines to easily reproduce the simulations.

Overall, Table 4.1 shows that the normalization of weights with a fixed scaling factor allows EP
with binary synapses to perform comparably to full-precision models trained across different fully con-
nected and convolutional architectures, on MNIST and CIFAR-10. The fully connected architecture
which has one hidden layer trained on MNIST shows no statistically significant loss of performance
compared to full-precision counterpart trained by EP. This architecture with binary synapses reaches
the same accuracy if trained by (EP+BOP) or by (BPTT+BOP). The fully connected architecture
having two hidden layers trained on MNIST with fixed scaling factors shows 0.5% performance
degradation compared to full-precision models trained by EP. For the convolutional architecture
trained on MNIST, we can even observe a slightly better training and testing (-0.2%) errors on
model with binary synapses compared to full precision models trained by EP. We explain this im-
provement by the cumulative use of the randomization of 5 and of the regularization effect induced
by the binarized architecture itself [60]. Furthemore, the training framework (EP+BOP) achieves
a similar accuracy as the framework (BPTT+BOP). Finally, the performance of our convolutional
model trained on CIFAR-10 is ~ 3% less than the one of Laborieux et al. [186], using the same
architecture. Also, the network trained by (EP+BOP) shows only 2.5% degradation of the accuracy
compared to the same network trained by (BPTT+BOP).

'Link to the Github repository for this project
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In the next subsection (Section 4.2.3), we address the difficulty to select the best value of « in
order to get the best testing accuracy by directly learning the scaling factor with the help of EP.

4.2.3 . Normalizing the Binary Weights with a learnt scaling factor

—— Fixed scaling
21 —— Learnt scaling

Error Rate (%)

Epochs
(a) MNIST
20
X —— Fixed scaling
o 151 —— Learnt scaling
o
§ 10 -
= 5
0 100 200 300 400 500
Epochs
(b) CIFAR-10

Figure 4.3: Average training error as a function of the number of epochs for a convolutional archi-
tecture with binary synapses trained on MNIST with a static (blue curve) or a dynamical (red curve)
scaling factor. Curves averaged over 5 trials +1 standard deviation.

Dynamical weight scaling factor learned by EP. Using fixed scaling factors gives high, yet
sub-optimal accuracies (see Fig. 4.2 in the Appendix). Bulat & Tzimiropoulos [196] show that the
scaling factor can be learnt by backpropagation to extend XNOR-Nets. Here we derive a learning
rule for the scaling factor with the help of the theorem of Scellier & Bengio [14] to ensure that
it provides a gradient estimate of the loss £, defined in Eq. (3.21). The reasoning to derive this
learning rule is the following. We split the binary weights in two parts: W, ;411 <= Qi1 X wf{i’gﬂ
where w?™ | are the binary weights scaled to 41 and the scaling factors au, 41 are initialized as
when they are fixed. The resulting dynamics still derives from an energy function, and one can
derive a learning rule for a, ,,+1 which reads as:

A@n,n+1(5)=—l< OF () OF <s*>), 4.3)

6 aan,n-i—l aan,n—l—l

L.
aan,n+1 )
Section C the learning rules for fully connected and convolutional architectures are derived in all the

settings of EP.

so that oy, 11 is learned like any other network parameter, and limg_,o A, 41(8) = In
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Results. Fig. 4.3 illustrates on a convolutional architecture the gain in performance obtained
by learning the scaling factor. Globally, this technique systematically results in faster learning and
better model fitting across all the models, and almost always in better generalization as observed in
Table 4.1. Learning the scaling factor by EP is thus a powerful alternative to Batch-normalization
in convergent dynamical systems as highlighted by Fig. 4.3.

In the next tables 4.2, 4.3 and 4.4, we report the training and test errors obtained with fixed
and dynamical scaling factors on MNIST and CIFAR-10 with different architectures, at mid-training
and at the end of the training.

Table 4.2: Mean Train and Test errors on MNIST (over 5 trials each) computed after 25 and 50
epochs for two shallow networks with one and two hidden layers with binary synapses trained with
EqProp - We denote in the Learn v column if the scaling factor is learnt or not

25 Epochs 50 Epochs
Architecture Learn o« Test(Train) Test(Train)

784-4096-10 X 2.14(0.92) 2.07(0.77)
784-4096-10 v 1.66 (0.03) 1.7 (0)
784-512-10 X - () 4 (3.5)
784-512-10 v 2.45 (1.24) 2.2 (0.7)
784-4096(2)-10 X 2.47(0.4) 2.48(0.15)
784-4096(2)-10 v 2.27 (0.02) 2.28 (0)

Learning the scaling factor accelerates the training. In tables 4.2, 4.3 and 4.4,, we show
that the training times are accelerated when the scaling factor is learnt instead of being fixed after
initialization. In particular for MNIST, the training is accelerated by a factor over two compared to
the fixed scaling, for both the fully connected and convolutional architectures.

For CIFAR-10 the acceleration is not as large as for MNIST but we struggled to fine-tune the
learning rate for the scaling factors and thus better combinations could result in a larger acceleration.

Table 4.3: Mean Train and Test errors on MNIST (over 5 trials each) with a convolution network
with binary synapses trained with EqProp - We denote in the Learn o column if the scaling factor
is learnt or not

25 Epochs 50 Epochs
Architecture Learna Test(Train) Test (Train)

1-32-64-(fc) X 0.92(0.63) 0.84(0.46)
1-32-64-(fc) v 0.79(0.16) 0.88(0.047)

Networks that learn the scaling factors better fit the training set. Also in tables 4.2,
4.3 and 4.4, we see that every trainings done with dynamical scaling factors always better fit the
training set than trainings done with fixed scaling factors. Training errors on MNIST are improved
by 0.8% and 0.15% for fully connected layers architectures having 1 and 2 hidden layers. The
convolutional architecture trained on MNIST also gains 0.45% in terms of training error. Whereas
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the fully connected architectures sees the test error also improved alongside the training error, the
convolutional architecture sees a slight degradation of the test error due to over-fitting.
The convolutional architecture trained on CIFAR-10 gains 1.1% training error.

Table 4.4: Mean Train and Test errors on CIFAR-10 (over 5 trials each) with a convolution network
with binary synapses trained with EqProp - We denote in the Learn o column if the scaling factor
is learnt or not

100 Epochs 500 Epochs
Architecture Learn o« Test (Train) Test (Train)

3-68-128-256-256-(fc) X 18.4(13.4) 16.8 (6.9)
3-68-128-256-256-(fc) v 17.6(11.86) 15.54 (5.54)

Learning the scaling factor can reduce the memory requirements of the network Fi-
nally, learning the scaling allows to train a fully connected architecture with 1 hidden layer of only
512 hidden neurons (the standard architecture being trained by EP on MNIST in the literature)
with very little loss of accuracy compared to the architecture with 4096 hidden neurons. This little
architecture with learnt scaling factor looses only +0.2% testing error and 4+0.6% training error (see
Table 4.2 and Fig. 4.1) whereas with a fixed scaling factor we have +2% testing error and +3%
training error (see Table 4.2 and Fig. C.1). Despite the fact that we did not make the same sim-
ulations with deeper neural networks or with the convolutional architectures, we expect the effects
of the learnt scaling factor to be same, thus drastically reducing the size of the model for hardware
implementations.

4.3 . EP Learning of Recurrent Binary Weights with Binary Neural
Activations

The techniques presented in the previous section use full-precision neural activations. However,
it is highly preferable to rely on binary activation values in hardware. Binary read and write errors
can indeed be accommodated without too much circuit overhead in neuromorphic systems [184] and
binary values are easier to pass between spatially distant hardware neurons [103]. In this section,
we show that we can train dynamical systems with binary weights and binary activations by EP,
resulting in a performance on MNIST again approaching full-precision models on fully connected
and convolutional architectures. Our implementation relies on two main components: the choice
of a proper activation function to binarize neural pre-activations, and output layer augmentation.
Combining these two techniques, we can design dynamical systems which are sensitive to error
signals despite threshold effects and can compute ternary gradients in return. The corresponding
pseudo-algorithm is the same as Alg. 6, except that the gradient estimate ¢ is now ternarized.

4.3.1 . Convergent neural networks with binary activations.
Ternarizing EP gradients. \We can note from Eq. (3.27) and Eq. (3.28) that the precision of the
gradient g estimate provided by EP is typically determined by the choice of the activation function
p. For instance, if p outputs binary values {0, 1}, we immediately see from Eq. (3.27) that, for the
parameters 6 = {IV, b}, the gradients has values:
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Figure 4.4: Building blocks of fully-binarized EP: the synaptic weight (bold red) is binary and the

internal state of the neurons (sF), as well as the momentum (m) averaging the gradient (bold blue),

are full-precision. The activations (p(s¥)) and the equilibrium activations (p(s*)) are now binary
(red) in this section (Section 4.3). The gradient estimate (g) prescribed by EP (bold blue) is here

ternary (bold green) in this section (Section 4.3).

gy € {—%,0,%}. (4.4)

In practice 8 = 2 works well, resulting in x40 gradient compression compared to 64-floating
point resolution.

However, binarizing neural activations comes at several costs for the dynamics of the neurons.
The energy function of the system subsequently outputs a semi-discrete variable which affects the
dynamics of each neuron non trivially: if the updates of neuron activations are simultaneous, the
dynamics of the system may not converge [197]. In particular, this precludes the use of prototypical
models [157], that can be employed to speed up training as we did in the previous section. Therefore,
we must use standard energy-based models as in [14] so that binary activations are updated only
when the full-precision pre-activations reach the threshold of the activation function, thus non
simultaneously. We next detail some empirical properties the binary activation of the neurons should
have in order to define convergent dynamics.

Binarizing neural activations into {0,1}. While we binarize weights to opposite signs, we
found that using the sign activation function to binarize neural activations into {—1, 1}, as usually
done with BNNs to implement MAC operations with XNOR gates, entails non-convergent dynamics.
This confirms previous findings on EP which emphasized the importance of bounding the neural
activations between 0 and 1 to help dynamics convergence using the hardsigmoid activation function
p(s) = max(0, min(s, 1)) [14]. Therefore, our proposal here is to use the Heavyside step function

shifted by 0.5:
o(s) = H <s _ 5) (4.5)

where H(z) =1 if z > 0, 0 otherwise. However, the energy-based dynamics of our models requires
to gate %—f by the derivative of p as Eq. 3.16 rewrites as:

ds _ OFE Op(s) OF

pria i (z,s,0) — 35 9p(s) (z, p(s),0). (4.6)
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Noting that Eq. 4.5 is obtained by asymptotically sharpening the narrowed hardsigmoid around 3
within [3 — 0, 3 + 0] denoted p, namely:

p(s) = lim p(s,0) = H (s - 1) 4.7)

o—0 2

we propose to substitute the derivative of p as:

dp(s,0) _ dp(s) {% if |s—1<o
- )0

0s 0s else (4.8)

where ¢ is a parameter discussed in Appendix C.2. Therefore, denoting p’ = 0,p for simplicity, the
free dynamics of s can be approximated as:

ds or ., OF
I N—%—P(S)a_p (4.9)

4.3.2 . Augmenting the Error Signal to Nudge Neurons with Binary Activations

Binarization of activations can block the proper propagation of errors. As the system
sits at rest at the end of the first phase of EP, upon nudging the output layer by the prediction
error, the motion of the system during the second phase of EP encodes error signals [157], [198].
Therefore during the second phase, a given neuron ¢ needs to have its activation function change
from p(s,;) to a distinct p(sfyi) to compute the error gradient locally and transmit it backward to
upstream layers. However, when using a discontinuous activation function like defined in Eq. (4.7),
we may have p(s.;) = p(sf’i) if the pre-activation s; of the neuron moves less than the value
of the activation threshold of p, thus zeroing the error signal, or equivalently vanishing gradients.
Consequently, we need to ensure that for a sufficient number of neurons i:

1
ASi = |SBZ- — 8*71" > 5 (4.10)

In order to satisfy Eq. (4.10) for a sufficient number of neurons, we propose to increase the
error signal by augmenting the output layer so that each prediction neuron is replaced by Nperclass
neurons per class, inflating the output layer from Ngjasses t0 Nelasses X Nperclass: YWe choose Nperclass
in such a way that the number of output neurons matches approximately the number of neurons
in the penultimate hidden layer: Nperclasses = % In this way, the output layer delivers a
large and redundant initial error signal that can push neurons beyond the activation threshold of p
and propagate across the whole architecture. Our solution is reminiscent of the the use of auxiliary
output neurons already used for spiking neurons trained with STDP [15] were the enlarged output
layer is used for the diversity of the neurons it offers so different neurons can specify to a specific

input and that also inspired [199]. Here this solution is used with a very different motivation.

Why increasing only the size of the output layer? A layered architecture trained with EP
makes the system sensitive to the error signal if and only if neurons between the output layer -
where the error signal is applied - and a neuron of interest, are sensitive to the target. The first
hidden layer is in this sense a bottleneck for the error signal. It often receives more forward signal
from the other hidden layers than backward signal from the output layer which only has 10 neurons
for MNIST and CIFAR-10. During the nudging phase of EP, only one neuron in the output layer
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is nudged to be 1, the others being nudged to 0. And this little change in the output layer is not
sufficient for the first hidden layer to reach the criteria of good error signal Eq. 4.10. Therefore,
the binary activations of the neurons in the first hidden layer do not change and the error signal is
blocked.

Once the first hidden layer changes its binary activations, the error signal can flow through the
network. In fact, it has more impact on the others hidden layers because it is often larger than the
output layer and matches approximately the size of the others layers thus it is more likely to impact
the binary activation of the next hidden layer. Augmenting the error signal is crucial to train systems
with binary synapses and activations with EP.

4.3.3 . Results

We investigate here fully connected (1 and 2 hidden layers) and convolutional architectures on
MNIST. The first layer receives full-precision inputs from the input layer and binary inputs from
the next layer. For a given architecture, the number of neurons used per layer is different for both
situations: for the fully connected architectures we use 8192 neurons per hidden layer and the two
convolutional layers of the convolutional architecture have respectively 256 and 512 channels - see
Appendix C.2 for more details. We use a randomized sign for 3 as prescribed by Laborieux et al.
[186] to improve the gradient estimate given by EP for all simulations except for the fully connected
architecture with two hidden layers where we only use 5 > 0.

Fig 4.6 shows for the convolutional architecture a trend observed for all models: when using 10
neurons in the output layer, training fails (blue curve) while it succeeds upon augmenting the output
layer. It is here augmented by a factor 70 (red curve) which is required for the number of neurons
in the output layer to match the number of input neurons that the last convolutional layer receives
from the penultimate convolutional layer: we multiply the number of channels in the penultimate
convolutional layer (256) by the kernel size (5x5) and divide the result by the max pooling kernel
size (3x3) which gives ~ 700 output neurons).

Table 4.5: Error achieved by EP with binary synapses & activations, and fixed scaling factors « -
Results are reported as the mean over 5 trials 4+ 1 standard deviation.

Fully binarized EP
Dataset Model Test Train

MNIST  (1fc) 2.83(0.06) 0.2
MNIST  (2fc)  3.03(0.03) 0.84(0.17)
MNIST conv  1.14(0.08) 0.67(0.04)

Performance. The results obtained on MNIST with fixed scaling factors are summarized in
Table 4.5. On the fully connected architectures, the accuracy approaches those obtained with
binary synapses and full-precision activations, with a slight degradation of 0.8% for one hidden layer
and 0.6% for two hidden layers (see Table 4.1). The degradation is slightly enhanced when we
compare with the full-precision counterpart trained by EP where the performance is degraded by
0.8% for one hidden layer but 1% for two hidden layers. We account the degraded performance
of the architecture which has two hidden layers by the fact that we use 5 > 0 which makes the
estimation of the gradient less accurate than when estimated with the sign of 5 random. Using a
random sign for (3 is a good practice [14], [157], [165] to ensure the gradient estimate is not biased.
[14], [157] use a random sign for 3 while [165] prescribe to use both sign for 5 and to do two nudging
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Figure 4.5: Left: Schematic of the classic output layer with one output neuron per class - compared
to Right: the enlarged output layer where we have N, c1ass OUtput neurons per class - Hidden units
are denoted by h, output units by y, and the target units by 7, - We represent the nudging of
the output neurons by the corresponding target units with the small springs on the schematic - For
simplicity we drew this schematic for datasets having 10 output classes but it can be applied to any
dataset - Dashed arrows on the left hand of both networks indicate the bidirectional connections
with the rest of the network

phases to cancel the 0 order bias of the gradient estimation. We used 3 > 0 because we found that
reaching the second equilibrium point with 8 < 0 is possible but very long to get in practice with
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Figure 4.6: Average training error as a function of the number of epochs for a convolutional archi-
tecture with binary synapses and binary activations trained on MNIST with a classic output layer
(10 output neurons - blue curve) or an enlarged output layer (700 output neurons - red curve). Blue
curves are averaged over 2 trials +1 standard deviation - Red curves are averaged over 5 trials +1
standard deviation.

the standard nudge due to the large variation of the dynamics caused by a lot of output activations
changing after being nudged. For the convolutional architecture trained on MNIST, we also report
a performance only 0.2% below the system which has binary synapses and full-precision activations
but within the error bars of the one achieved by full-precision models as reported by [157]. We think
that optimizing the nudging strategy - or adding skip connections such as in ResNet that avoid
vanishing gradients [34] - could improve the error obtained with two or more hidden layers and will
be key in the future for scaling to CIFAR-10.

Efficient inference with an enlarged output layer Usually an output layer has as many
neurons as the number of classes in the dataset and the prediction is the argmax of the output
layer.

But when we train systems having binary activations the output layer is augmented (Section
4.3.2) and it is not straightforward to make a prediction taking the argmax of the output layer.
Doing inference with this enlarged output layer can be a major computational overhead.

We describe next two methods we used to make a prediction with the enlarged output layer. We
used both methods in our simulations and show they give similar accuracy in the end.

Making predictions by averaging each sub-class. This first method allow us to retrieve a
situation similar to the classic output layer having one neuron per class. In fact we first average the
internal state - or pre-activation - of each neuron belonging to a class which gives 10 averaged values
and the prediction is taken as the argmax of these averaged values. This method is reminiscent to
that developed in [200] where the method was used to combine different classifiers.

Making predictions with one neuron per sub-class. The first method we describe above
to make the prediction could reveal to be computationally and time expensive and costly to realize

100



1.00

0.751
0.50
0.251

0 . 0 0 1 '\.-\/\/‘-v‘,« = e P Ay I e T S

—0.251

Error Rate (%)

—0.50
—0.75/

—1.00

0 20 40 60 80 100
Epochs

Figure 4.7: Difference of the train (blue) and test (orange) errors computed with the averaging
method and the method where only one neuron per subclass is ussed for getting the infered class.
We used a neural network with one hidden layer of 8192 neurons and 100 output neurons
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Figure 4.8: Difference of the train (blue) and test (orange) errors computed with the averaging
method and the method with only one neuron per subclass is ussed for getting the infered class.
We used a neural network with two hidden layers of 8192 neurons and 8000 output neurons

on digital hardware. A second, more hardware-friendly, method is to look at the state of only one
output neuron per class and take the argmax of these "single-neurons".

Comparison of the two methods. \We wanted to see if the second method, which constitutes
a great simplification of the prediction process, would perform as well as the first method. For this
purpose, we plot in Fig. 4.7 and Fig. 4.8 the difference of the training and the testing errors of
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two fully connected architectures with binary synapses and activations and 1 and 2 hidden layers
trained on MNIST computed with the two methods described above. We see that for the network
with 1 hidden layer, the difference between the two methods does not exceed 0.1% for both training
and testing errors. For the network with 2 hidden layers, despite the fact that the difference starts
at a high level with more than 0.7% of difference for the testing error and more than 1% for the
training error, in the end of the training process the differences have decreased to almost 0%. Both
figures show the effectiveness of the second method at making the predictions at a lower cost both
computationally and in time than the first method.

4.4 . Related works

Ji & Gross [164] have studied the effect of weight and gradient quantization of an energy-based
model trained by EP, showing that at least 12 or 14 bits are required to achieve less than 10% test
error on MNIST. Here we show that the weights (at all time) and the neural activations (at read
time) can be compressed down to 1 bit only, yielding ternary gradients (at read time) and binary
communication between neurons in the system. We discuss how the full-precision pre-activations
and accumulated weight momentum can be handled in a neuromorphic chip. Finally, our work is
the first to demonstrate energy-based model compression with EP on CIFAR-10.

4.5 . Impact of Binary Equilibrium Propagation on hardware imple-
mentations

The work around binary EP has been mainly motivated by a hardware perspective since binary
elements (synapses or activations) can foster simpler hardware implementations of EP, both for
neuromorphic hardware platform with standard digital electronics (TrueNorth or Loihi) or for un-
conventional hardware, digital or analog, made of emerging nano-devices. Despite the fact that
the former technology is mature compared to the emerging analog nano-devices envisioned for low-
power implementations, our work about reducing precision required for both synapses and neuron
can accelerate the emergence large-scale implementations made of such nano-devices trained with
EP.

For this purpose, we identified a few perspectives building on the results we got.

The first perspective is about the implementation of the binary synapses along with the optimiza-
tion circuit that allows to program them during the training process. In the following first subsection
we discuss the challenge of using non-volatile memories to implement the binary weights on-chip.
Using such devices to encode the binary states drastically reduce the memory requirement of the
implementation but more than that, it allows new computing architectures such as a cross-bar array
that bypasses the Von Neumann bottleneck and promises large gains in energy consumption. The
design of a custom circuit that performs the optimization step of BOP [176] is also a challenge, but
the physical roots of the optimizer make it, combined with emerging devices, possible to implement,
in principle.

The second perspective concerns the neurons having a binary activation function. In the second
subsection we examine how the dynamics inherited from both the binary synapses and neurons can
be rewritten in terms of elementary functions implemented at a low-level on CMOS hardware. This
makes it possible to design digital neurons that, independently of how the hardware synapses are
implemented, have simple dynamics. Finally we imagine to use stochastic hardware binary neurons
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that can switch from a state to the other with more or less probability, such as stochastic magnetic
tunnel junctions. This make the hardware implementation even compacter and energy-saving. The
stochasticity of the neurons could be a way to add regularization to the dynamics [201], to allow
a better propagation of the error signal but above all is to be put into perspective with the results
we will show in the next section (Section 5) where initial stochastic binary neurons are rendered
deterministic during learning with EP.

4.5.1 . Implementing in hardware the binary synapses and the optimization stage

Depending on the kind of hardware implementation, standard digital or emerging nano-devices
based neuromorphic platform, binary synaptic weights can be encoded by different means. For the
first, we can simply encode a binary weight as a bit whose two possible states encode the binary
weight. Then, as we have already seen in Section 3.3.1, one can leverage the elementary XNOR
function to compute the matrix product with vectors of binary activations or if the activations are
spikes such as on TrueNorth and Loihi, the bit can drive a voltage inverter that modulates the sign
of the spike.

Binary NVMs as hardware binary synapses? \We focus on the second possibility for imple-
menting binary synapses in hardware, as emerging nano-devices such as the Non-Volatile Memories
(NVMs) could drastically reduce the energy required to train and use hardware neural networks.
Refs. [174], [182], [184], [202] have already highlighted the interest of using NVMs to encode the
binary states of binary synapses in hardware. Those NVMs can be either RRAM (Resistive memory
such as a memristors (see Section 2.1)) or MRAM (Magnetic memory such as a magnetic tunnel
junction).

Contrarily to standard digital bit storage, those approaches allow us to possibly arrange the
devices in cross-bar array architectures. Thus, as we have already described in Sections 2.1 and
3.3.3, the Kirchhoff laws can be leveraged to perform both the synaptic stage of a neural network
and the summation of the input of each neuron.

Memory gain at run time. Conceptually, having binary weights results in a drastic reduction of
the memory requirements for training a neural network, especially with EP. But this still has to be put
into perspective with the need of larger architectures. As often observed in binarized architectures
[60], [193], we achieve accuracy similar to the one of full-precision models at the price of having
8 times more hidden neurons in fully connected architectures (see Fig. C.1 of Appendix C.2.1
for a more detailed analysis). In convolutional architectures with binary synapses only, we have
used at most the same number of output feature maps than their full precision counterparts for
computational efficiency. After training, our models use 2 and 7.5 less memory for the synapses for
fully connected architectures on MNIST (for two and one hidden layers respectively), 9 and 54 less
for the convolutional architectures used on MNIST and CIFAR-10 respectively. Also, our preliminary
results (Section 4.2.3) indicate that learning the scaling factors drastically reduce the size required
for a model to reach sota accuracy which can also reduce the memory requirement of the binary
neural networks trained with EP.

Another important point to investigate beyond the implementation of binary synapses, is whether
we can perform the optimization step of BOP on hardware without memory and energy overhead.
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Realize BOP in hardware: leveraging capacitors dynamics to store the momentum.
The memory requirements for training should be subject to a more careful treatment. Inertia-based
optimization (BOP) requires a single full-precision variable: the momentum, compared to the latent-
weight counterpart often trained by elaborate optimization techniques such as (SGD + Momentum)
which uses at least 2 full-precision variables: the latent weight and the momentum. Inertia-based
optimization thus reduces by at least a factor 2 the required memory for training. Still we have to
store this full-precision variable which could be a large memory overhead.

However, the particular nature of BOP which is based on a momentum makes it particularly
attractive to be implemented with non-standard memories. First, let's recall the discrete dynamics
of the momentum that rules the BOP optimization algorithm:

m(t+1) = (1—7)-mt) +7- g(t) (@11

where t + 1 refer to the update of the momentum after the gradient g(¢) is computed either for
a single input data or a batch of multiple inputs.

In fact, this discrete time update of the momentum can be rewritten into a continuous time
update rule which reads:

d
Sy mt) =7 - g(t) (4.12)

which naturally appears as the differential equation describing the evolution of the voltage of a
capacitor.  would be the equivalent to the time-constant % of a RC circuit. Capacitors are
CMOS-compatible, and highly linear which makes them well suited for storing full-precision variables
as already proposed in [189] where they use capacitors to store the weights updates during a short
period of time. They can thus be used to store the inertia, thereby lowering the memory requirement
to one capacitor per binary weight and more globally lowering the memory required for training.

In Fig. 4.9 we propose a simple way to arrange the capacitors that would retain the momentum
for every binary weight of the hardware neural network in a cross-point memory architecture. For
this implementation, one capacitor per binary weight would be required. Capacitors would be fed
sequentially with their corresponding gradient signal after each gradient computation step. The
flipping signal to flip the binary weight W;; is obtained by simply comparing the voltage of the
capacitor that encodes the momentum m;; with a tunable DC threshold voltage V,.

Still, as we have described in Section 4.2.1, we need to implement the possibility to fine-tune the
time constant v = % of the low-pass filter. We propose to pair each capacitor with an adjustable
resistor that could be a memristor for instance to implement this tunability. This will allow to
design a task and architecture-agnostic optimization chip that is completely disconnected from the
kind of neural network it optimizes and from the algorithm that computes the gradient (EP or
backpropagation).

We admit this architecture is a step back from the goal of having a local learning rule with
compact circuitry for the update of the parameters as the optimizer requires an entire hardware
cross-bar memory to store all the momentum. However this way to store the momentum requires
only one pair of devices per binary synapses compared to 8, 16 or 32 bits depending on the precision
required if the momentum is stored in standard memories as a full-precision variable. Furthermore,
this architecture reduces the number of signals to apply to select a single device on the optimiza-
tion chip. Indeed, we address the individual capacitors with a specific address that is the couple
(#row, #column), which corresponds to the address of the corresponding synapse in the synaptic
cross-bar array. Thus, as the update phase is essential for training the neural network, inevitably the
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NVMs are individually and sequentially addressed and we can take advantage of this sequential ad-

dressing to address simultaneously the corresponding capacitor which reduces the number of signal
to generate for the optimization stage.

Finally, this design to implement BOP in hardware is quite general-purpose as it does not depend
on the gradient-computation algorithm (EP or backpropagation) nor on the kind of neural network
it is optimizing. So we can imagine that this potential optimization chip could be added on top to

existing custom implementations of BNNs (with FPGAs or ASICS) for instance to enable training
on-chip (assuming one can easily flip the binary weights on the implementation).

Optimization
stage

\
EP gradient:

e
AW;j < p(s)p(s))

Figure 4.9: Proposition for a hardware implementation of a Binary Neural Network whose synapses

are made of emerging nano-devices arranged in a cross-bar array. The synaptic array is topped by a
cross-bar array which has the same dimensions that contains one couple (memristor, capacitor) per

synapse to store the corresponding momentum m;;. The charge of the capacitor, thus its voltage,
is updated by pulses that correspond to the gradient computed by EP from the state of the neurons
the synapse W;; connects.
4.5.2 . Hardware implementation of fully binarized Equilibrium Propagation
System-level memory considerations. When binarizing the activation in addition to the
synapses, we had to increase the number of neurons in each layer compared to full-precision models:
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by 16 for the fully connected layers resulting in 8192 neurons per hidden layer and by 8 for the
convolutional architecture which has 256 and 512 channels per respective layer, to get accuracy
approaching reported results with full-precision architectures. But considerable gains in terms of
memory and computing are achieved due to the way the gradient is computed and because of the
binary activations.

In terms of memory, neurons only have to store 1 bit as the first equilibrium state. That way, the
communication between neurons is not only binarized, but in addition, compared to previous works
on EP achieving binary communication through spikes [168], [169], [203], our method drastically
reduces the memory to compute the gradient. Indeed, spikes need to be stored for several time
steps to get an estimation of the firing rate of each neuron, resulting in heavy memory requirements.
EqSpike [169] estimate the firing rate with a local low-pass filter which can be done without storing
the averaged activity with 32 or 64 bits. Furthermore, as the weights are updated in an event-based
fashion, no updating signal needs to be applied to every synaptic weight thus reducing the complexity
of the hardware required. It could be interesting to merge both frameworks: EqSpike + Binary EP
for a hardware implementation to leverage the benefits of both frameworks.

Despite the fact that we need to enlarge the output layer depending on the architecture, we
show in Appendix 4.3.2 that probing the state of a single neuron per class in the output layer is
sufficient to obtain almost the same accuracy than when averaging the states over all the output
neurons, which is beneficial for lowering the energy consumption of hardware (Figs. 4.7-4.8).

In addition, contrarily to BNNs trained by BP where we need to store every intermediate opera-
tion, including the integer pre-activation of each layer between the forward and the backward passes
in order to compute the full-precision gradient, here we only need to store the 1 bit activation after
each phase in order to compute the gradient, which drastically reduces the memory requirements
of the model for training by a factor 40. The current implementation of binary EP on GPUs, how-
ever, still relies on full-precision neuronal state s(t) variables. In future implementations of binarized
EP on dedicated hardware, these neuron states can be implicitly encoded through the dynamics of
nano-devices, thus solving this issue [189].

Now that we had an overview of the potential gains in terms of memory that a hardware
binary implementation of EP could offer, we next discuss how we could implement digital neurons
with standard CMOS hardware and more precisely with low-level functions that are emulated by
elementary logic gates.

Gradient computation with low-level operations. The gradient estimate g;; is indeed now
ternary (Eq. 4.4), and can be easily computed with the subtraction of 2 AND operations. With the
notations of Eq. 3.27 it decomposes as:

1
B

which amounts to only 5 elementary operations including the subtraction and involve little CMOS
circuitry (4 transistors). Furthermore, this computation stage can be share among many couples of
neurons so it has little area impact.

AWy = = (AND(p(s0.). p(s].)) = AND(p(s!.),p(s5.)) (413

Binary dynamics with low-level operations. We now discuss how the dynamics of the neu-
rons that have a binary activation function along with binary synapses - whether they are implemented
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with standard memory or with NVMs arranged in cross-bar arrays - can be restated in terms of el-
ementary operations on binary vectors. This quick overview can help visualizing what a dedicated
CMOS implementation could look like.

* Binary Synapses: Previously we have focused on the case where hardware binary synapses are
implemented with NVMs. In this configuration, the MAC operation between an input vector
and the synaptic elements is directly computed by Kirchhoff laws (see Section 3.3.3). But we
can also imagine that the synaptic elements are stored as bits in binary vectors with standard
CMOS memory. In that case, as the binary activation is really 0 or 1 (and not -1 or 1 as in
XNOR-Net [173]), we can not simply use the XNOR operation between the input vector and
the synaptic weights, which are really -1 or 1 but encoded as 0 and 1 in binary vectors. But
we can overcome this issue by performing two AND operations. The first between the binary
input vector and the vector of binary weights, the second between the binary input vector and
1-vector of binary weights:

oF
x; X ~ 95 x Z Wi;psi = popcount (AN D(p(s;), Wi;) — AND(p(s;),1 —W,;;)) (4.14)
j
This is easily done in hardware and does not exhibit overhead in area and energy as an AND
gate is half the number of transistor than a XNOR gate.

* Binary Neurons: The main characteristic of the binary neurons in binary EP is their internal
variable that filters out temporal inputs that come from the adjacent layers. Despite the fact
that this variable has been treated as a full-precision variable in our software simulations of
binary EP, we believe that it can be reduced in precision to being an integer (Int32 or lower)
despite being initially a floating point (Float32)?. Thibaut Loiseau, a previous intern in the
team, has carried out simulations on a fully-connected architecture where both neurons and
synapses were binary and where he reduced the precision of the internal state of the neuron. He
successfully achieved the training of a shallow network that has 2048 hidden neurons when the
internal variable is a 6 bits integer variable with little loss of accuracy (-1% of test accuracy).
In this context, this reduces to only 6 bits the precision required to store the internal variable
of the binary neurons in the case where we store that variable with standard memory. As said
before, we can also consider to use unconventional devices to store that variable such as a
capacitor [204] whose time constant would be large.

Now we describe with more details how starting from the gradient dynamics:

OFE
St11 = St + dt - (——> (41 5)
0s
we can derive a dynamics that is very CMOS-compatible.
We now distinguish two contributions from —2£: %fs —sand —22"" = p (i) > Wijp(s;) + b

Wb .
such as — %f = (aES) (aE) . As said in the previous paragraph —%E is either com-

B
puted naturally by the Kirchhoff Iaw if the synapses are implemented with NVMs or with simple

2Converting a Floating point variable that is between 0 and 1 to an Integer requires to scale-up the Floating
point variables and only then one can operate a rounding operation to get an integer variable. This scale-up
necessitates small transformations regarding the MAC operation but still can be performed. Moreover, one can
shift the bias into the activation despite being added to the internal state at each time step (the low-pass filtering
of a constant outputs the constant). It reduces a lot the computation and allows keeping a high precision bias.
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AND operations as described in Eq. 4.14 when the binary weights are stored with standard
digital memory. Then, Eq. 4.15 combined with the special case of the gradient dynamics (Egq.
3.16) derived from the Hopfield Energy (Eq. 2.11) that has guided our derivation of EP where

—9E — —5; 4+ p'(sy) [EJ Wiip(s;) + bi] allow us to rewrite Eq. 4.15 as the dynamics of a
3.

leaky integrator neuron

(4.106)

EW,b
St+1:(1—dt)'5t+dt'<—a )

Bs
9E Wb : . . .

where —%—f depends on the actual hardware implementation but is easily computed as

stated above.

Now, when we use dt = 0.5 Eq. 4.16 simplifies as:

Wb
oK ) (4.17)

St+1 = 0.5 S + 0.5 (——

0s
Starting from here, a natural way to store the internal variable of the binary neurons, that can
be reduced in precision to an integer, would be to use a shift register (of 6 bits for instance).

Indeed, a division by 2 is simply a right shift for such hardware element. So we rewrite Eq.
4.17:

OEWt
Si11 = RightShift(s;) + Rz’ghtShz’ft((—E )) (4.18)

We now have the building bricks for considering to build an actual hardware implementation
of EP. The implementation can be either based on standard CMQOS devices or based on a
mix of standard CMOS devices with emerging nano-devices that are CMOS compatible. We
sum the whole training procedure in the case where the internal variable in stored with shift
registers that are standard CMOS memories in Alg. 8.

Aggregating those possibilities in a digital neuron. Such a neuron could be summed
up as in Fig. 4.10.

Such an approach is promising as it requires very little memory per neuron: 6 bits to store the
internal variable and 6 bits to store the input. Depending on how the input-synaptic weights
vector-matrix product is computed for computing the input, a time step of the dynamics
could requires very little clock tops: both RightShift can be synchronized and the bias can
be integrated in the threshold of the activation, thus eliminating one addition, making the
dynamics of such a system very fast.

The implementation that relies on the use of a cross-bar array easily solves the required dense
connectivity between layers problem that we still face if we store the binary weights in a
standard digital memory.

3the term s? in the Hopfield Energy function (Eqg. 2.11) encodes the leaky term in the dynamics)
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Algorithm 8 CMOS hardware driven binary EP algo: synapses and neural pre-activations are
binarized, the EP gradient estimate g is ternarized, we extensively use elementary operations
on binary vectors

1:

_
—_

_—
w N

14.

15:
16:
17:
18:

QYW ® o u ~ WwWwN

Input: z, y, s = Int6, 5,0 = {W, b}, n, m, ~, 7.
Output: § = {W, b}, m.

fort € [1,7] do > 1. Free phase
s < RightShift(s) + RightShift (—%—f””‘j
end for
Sx & S
fort c [1, K] do > 2. Nudge phase
s < RightShift(s) + RightShift (—%—EW" — B x %)
end for
s s
Lg% 3 (AND(p(s”,57)) = AND(p(s;",57")))
9"+ 5 (p(s)*" = p(s:)*") > 3. Compute EP gradient
. i. Update capacitors charge: > 4. Apply BOP (Alg. (5))

my; = (1—7)*m§;1+7*gi"]‘7
ii. Get signal to flip the weights:

flip = Comparator(my;, 7)

if flip =1 then > 5. flip prescribes the weights flippings
Wi_j — _Wij

end if

bb+nxg > 6. Update biases with SGD

4.5.3 . Stochastic binary neurons?

The implementation we have envisioned just above can be made with 100% standard digi-
tal CMOS components or with a mix of emerging nano-devices and standard digital CMOS
components. However, we have also seen that hardware implementations only based on
such unconventional devices exhibit higher gain in energy consumption than mix CMOS-
unconventional nano-devices [8]. Thus, in order to open the discussion about the hardware
implementation and mainly to consider hardware implementations only built with such emerg-
ing nano-devices, we imagine to substitute the deterministic binary neurons that we have used
in all our simulations and to discuss a potential hardware implementation.

There exist some binary emerging nano-devices that are binary and stochastic. The stochastic
magnetic tunnel junction is a good example [205].

At first sight, adding stochasticity in the dynamics seems to be counter-intuitive. Indeed, EP
functions by shaping minimum in the energy function that is defined by the state of all the
neurons in the network. So turning stochastically on and off some neurons in the system
depending on the input seems like it could alter the performance of the entire system.

But adding stochasticity in neural networks has been demonstrated to be helpful for training.
The idea is old as stochastic neurons have been already used in Boltzmann machines [11].
Stochastic neurons can be used to improve the generalization property of the networks. Drop-
out [30], [206], [207] is a good method to add stochasticity in the network: for each input
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Figure 4.10: Proposition for a hardware implementation where the binary neuron is implemented
with standard digital CMOS technology. The neuron receives inputs from the neighboring layers
that are modulated by the synaptic weights in a way that depends on how the binary synapses are
really implemented: stored as digital bits with standard digital memory or emerging devices arranged
in a cross-bar array architecture. Locally, the neuron stores its internal state on a shift register, an
individual bias and a threshold to binarize its internal state, threshold that can be shared among
many neurons.

data, some neurons in the network are silenced with a certain probability. Drop-out allows
the neurons not to specialize too much on a given feature of the training data and thus allow
to improve the performance of the network on unseen data after training. It has been also
demonstrated that stochastic binary neurons better compute the gradient [208].

From a hardware point of view, stochastic neurons are very appealing as they offer sparse
representations, thus less power is dissipated in a cross-bar if the synapses are encoded in the
conductance of resistors/ memristors but also because the stochastic binary devices that exist
such as stochastic magnetic tunnel junctions are very low-power [205] and avoid the use of
standard CMOS technology to implement a hardware neuron as envisioned in Fig. 4.10. Thus
making the hardware implementation very compact.

Finally, we will show in the next chapter (Section 5.3) that the training procedure of EP
allows to shape a network whose binary units (spins) are initially stochastic to a deterministic
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behavior that always predicts the same output for a given input. This observation strongly
encourages future research about using stochastic binary units for hardware implementations.

4.6 . Conclusion

As a conclusion, we provide here a binarized version of EP that exhibits only a slight degradation
of accuracy compared to full-precision models.

In this chapter, we have addressed the issue of on-chip learning via EP by training dynamical
systems having binary activations and weights. We first leverage the recent progress made in Binary
Neural Networks (BNNs) optimization [160], to binarize the synapses in energy-based models trained
by EP. The optimization of weights is performed using the inertia of the gradient. This lowers the
memory required for training such systems compared to real-valued (“latent”) weights optimization,
traditionally used for training BNNs. We then binarize the activation functions, yielding an easy way
to compute the local gradient while supporting a digital communication between neurons.

More precisely, our contributions are:

* We introduced a version of EP that can learn recurrent binary weights assuming full-precision
activations (Fig. 4.1). For simplicity, we call this version of EP “binarized EP". Our imple-
mentation uses a novel weight normalization scheme directly learnable by EP. We are able
to maintain an accuracy similar to full-precision models on fully connected and convolutional
architectures on MNIST. We extend these results to the CIFAR-10 task, with performance
only degraded by 1.9 % from that achieved with the full-precision counterpart trained by EP
[186].

« We have extended our technique to fully binarized dynamical networks where both weights
and neuron activations are binarized (Fig. 4.4). We demonstrate successful training on fully
connected and convolutional architectures on MNIST with a slight degradation (between 0.2
and 1%) with respect to standard EP. This “fully binarized” version of EP achieves binary
communication between neurons while reducing the memory required to compute the local
gradient to 1 bit, making the gradient ternary.

* Our code is available at: https://github.com/jlaydevant/Binary-Equilibrium-
Propagation.

This version of EP offers the possibility of training on-chip BNNs with compact circuitry because
the hardware required for training is the same as for inference, whereas current BNNs are trained on
conventional hardware, before being transferred to compact, low-energy chips. Finally, the version
of EP with binary synapses and full precision activations is of major interest for future fast, low
power hardware built on emerging devices. Joint development of EP and hardware will be critical
for adapting EP to larger data sets.
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CHAPTER b5

Supervised learning in an Ising Machine with
Equilibrium Propagation

As we have seen in the previous chapters, the algorithm of Equilibrium Propagation is highly
promising for training physical systems to perform machine learning tasks with high accuracy, as
it leverages the property of energy minimization to compute the gradients in a supervised training
framework.

Despite the generated interest [120], [150], [155], [157], [163], [165], [169], there are still no large
scale physical implementations of this algorithm. Indeed, on one side, the emerging nano-devices that
are the most promising for future ultra-low-power in-memory-computing implementations are still
experimental, which means that their dynamical properties suffer from large intra and inter-device
variability that constitute a major hurdle for learning (see Section 2.1). On the other side, available
large-scale digital neuromorphic platforms such as TrueNorth or Loihi do not straightforwardly derive
from an energy function which could be minimized for learning as desired in EP. Finally, the only
existing large-scale systems natively computing through energy minimization, Ising machines (see
Section 3.1), did not seem a-priori compatible with EP. They indeed are based on two-level dynamical
spins, whereas the original EP algorithm exploits the smooth and gradual dynamics of analog neuron
states to compute the real-valued gradients to be then applied as parameter changes in the system.

In this chapter, we will show that we can use the fully-binary version of EP that we have developed
(see Chapter 4.3) using state-of-the-art machine learning methods, to train an Ising machine through
gradients that we measure directly from the spins states of the machine at equilibrium.

For this purpose, we have chosen as platform an Ising Machine developed by D-Wave [134] that
allows the multiple round-trips between the system and the optimization stage needed for learning,
with fast parameters updates. The D-Wave Ising Machine is based on superconducting qubits that
encode the state of spins in the circulation of a super-current and the system eventually reaches the
ground state of the Ising Hamiltonian with the quantum annealing procedure.

We will describe how we mapped EP to the Ising system, and how we leveraged quantum
annealing to reach equilibrium. We will show that we can train the D-Wave chip to solve MNIST
with a fully-connected architecture, with sota result for a software neural network of the same size.
These results were obtained by using an embedding procedure to circumvent the local connectivity
of D-Wave between spins, that limits the number of spins on the chip that can be effectively used
for computing. We finally show that the actual layout of the chip can instead be taken advantage
of to perform convolutions efficiently, and solve a small task with this highly hardware-compatible
architecture.

5.1 . Introduction: an Ising Machine as a parametrizable energy-
based model for supervised learning: the D-Wave QPU

5.1.1 . Spin-based hardware are parametrizable energy-based models
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As we have seen, physical systems of coupled spins and artificial neural networks have been
intimately linked since the beginning of artificial intelligence. Thus, as pointed out in Section 2.1,
the property of collective evolution of the system towards a state of equilibrium which is defined
by the value of the couplings between spins motivated the first works on artificial neural networks
[9]-[11], [110].

An lIsing machine can thus implement a neural network, where the spins of the IM emulate
hardware binary neurons and the tunable couplings between spins are the equivalent of the symmetric
bi-directional synapses of Hopfield networks [9], [112] and Boltzmann Machines [11].

However, the use of a real or simulated coupled spin system to emulate an artificial neural
network has since developed very little, and only for solving toy tasks [135], [209]-[212]. The main
use of Ising machines today is indeed the solution of combinatorial optimization problems which
cannot be treated in a reasonable time with conventional computers [122].

The first explanation is related to the limited number of spins available in Ising machines.
Hopfield networks and Boltzmann machines require hardware spins to encode all the inputs, which
are extremely numerous for an image classification problem: 784 for MNIST, whereas the Ising
machines currently available only have a few thousand spins at most (see Section 3.1).

Nevertheless, a few works have implemented and trained Restricted Boltzmann Machines in Ising
machines, in particular with the D-Wave computer [135], [137], [139], [141]. The D-Wave IM indeed
perfectly fits the framework of RBMs because the stochasticity of the hardware is sought to train
the network. [135] train a RBM on a coarse-grained version of MNIST in order to fit the chip that
was available at the time of publication. [139] only train some couplings in between hidden nodes
(80 nodes) of the Boltzmann Machine. The couplings between the visible and the hidden layer are
computed in a side computer. Only [137] train on the standard dataset for machine learning tasks
that is MNIST. However it is still trained layer-wise and show poor performances on MNIST /200"
(maximum 67% test accuracy with 479 hidden nodes).

The D-Wave IM has also been used to train neural networks, and more specifically to train parts
of neural networks. For example, [213]-[215] leverage the probabilistic nature of this hardware to
generate a sparse latent representation of an auto-encoder. However, again, the authors do not
train the whole auto-encoder on the D-Wave IM. The IM is in fact used to generate a sparse latent
representation given the latent representation that the auto-encoder computes from its training with
backpropagation. The objective function that the IM minimizes is a function that describes that
sparsity of the representation.

The second reason why few neural networks have been implemented on IM is related to the
algorithms that such systems can train. 1) Backpropagation can not be used to train such a system
as the forward pass, i.e. the dynamics of the spins from the initial state to the ground state, is
either hardly or non-derivable and 2) as we have seen, the algorithms initially used to train Hopfield
networks and Boltzmann machines proposed before EP do not optimize a global cost function, which
limits their performances. The fully-binarized EP algorithm that we have developed in this thesis
opens new perspectives to train Ising machines in a supervised way.

When Ising machines are used to solve combinatorial problems via the minimization of their en-
ergy, the solution, the ground state of the Ising energy function, depends on the coupling parameters
which are themselves fixed by the problem of interest to be solved. Such a use of the Ising machine
can be called "problem-driven". For a use as an artificial neural network, the set of parameters that
allows to have the minimum of the global cost function, is "found" by observing a large number of

"We refer to MNIST/X a subset of the MNIST dataset that contains only X training images from the original
training dataset that contains 60k training images.
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data - which is a "data-driven" approach. In this case, the Ising machine is used both to find the
ground state of the energy function in order to perform the inference step but also to determine
how to update the parameters to successively minimize the cost function.

These two approaches are not watertight and one can imagine using an Ising machine as an
energy-based model to solve combinatorial problems for example, and to determine the problem-
dependent parameters in a supervised way, by looking at a database. Thus this approach would be
much more flexible since it does not require to know the problem to be optimized and facilitates the
solution since one does not need to find the Ising energy to minimize specific to the problem.

Contrarily to the classical use of "problem-driven" Ising machines where the coupling parameters
are fixed and given by the problem to be solved, the ease with which the parameters can be updated
is of crucial importance in the context of supervised learning, where the back and forth motion
between data and the state of the neural network is frequent. This property is fundamental to make
an Ising machine an ideal substrate to emulate and allow the training of a large-scale artificial neural
network in a supervised way. The D-Wave IM evolves all spins in a parallel fashion and, as such, is
truly similar to convergent dynamic energy-based models such as the ones we have used to perform
EP-trained simulations so far (Section 3.2 et Section 4.3).

5.1.2 . A specific case: the D-Wave IM

To carry out the work presented in this chapter, we have chosen to use the Ising Machine
proposed by D-Wave. It is interfaced with a Python API that allows to apply the desired parameters
to the chip so that it returns the state of the spins that minimizes the corresponding energy. As we
will see later, this IM is based on superconducting materials and therefore requires to be operated
at very low temperature (20mK), which is far from the initial low power objectives of our devices
of interest. Moreover, this machine works as a cloud service accessed via the API developed by
D-Wave and distances us even more from our initial object of study. However, the main interest of
our work on this hardware is to demonstrate that we can perform supervised learning by introducing
the parameterization in the energy function of a system that naturally evolves towards a state that
minimizes this energy, thus opening the way to other implementations based on miniaturized, low-
power hardware. The results we are going to present were made possible by the relative speed and
accuracy of the parameter update phase allowed by the chip with a very decentralized architecture
to operate the updates [216].

The Ising machine built by D-Wave encodes the —1/ + 1 state of spins in the circulation of a
super-current in a flux qubit. The circulation of the super-current can take two possible classical
states: the clockwise |©) or the counterclockwise |©) [217]. These individual qubits are coupled
to other qubits by inductive couplings. D-wave uses a quantum annealing procedure, based on the
quantum tunneling effect between the circulations of the superconducting currents, to help the spin
system thus constituted to escape from undesirable local minima and reach the ground state of the
corresponding Ising energy function.

This procedure for guiding the system towards the equilibrium state is inspired by the procedure
of simulated annealing or thermal annealing. We will now describe in more detail the mechanisms
involved in the QA procedure that allow the system to evolve towards its fundamental state. We
will then see which hardware components are used in the chip designed by D-Wave to get a more
concrete idea of how the Quantum Annealing procedure is physically implemented.

Raw description of QA. Although physical systems evolve globally so as to minimize their energy
(see Section 2.1 for discussion), it happens that, when the landscape of this energy is complex and
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highly non-convex, the system gets stuck in a configuration that corresponds to a local and not a
global minimum. While we use this property to encode patterns into local minima in a Hopfield
network, this becomes a major problem for the operation of an Ising machine which has to find the
ground state of a given energy function.

We have already described the simulated annealing or thermal annealing procedure in the Section
3.1 where the controlled temperature applied to the physical system gives the spins a stochasticity
that allows them, sometimes, to escape from such undesirable local minima.

Instead of using temperature as an annealing parameter, the D-Wave machine uses the tunneling
effect combined with a control parameter of the energy gap between the ground state and the first
excited state to reach the ground state of the global system. The quantum annealing procedure is,
above all, allowed by the quantum nature of the circulation of the super-current that can be either
in classical state or in a superposition state. This quantum annealing procedure is in fact derived
from the adiabatic theorem [218] which is a fundamental theorem in quantum physics. This theorem
states that: "A physical system is maintained in its instantaneous eigenstate if a given perturbation
acts on it slowly enough and if there is a significant interval between the eigenvalue and the rest of
the spectrum of the Hamiltonian" [218].

This theorem is of major interest in the case of Ising machines and theoretically guarantees
the convergence of the quantum annealing process to the ground state if the system is perturbed
slowly. Indeed, if we imagine that we can prepare a quantum system in the ground state of an
initial Hamiltonian H, and that we perturb it in such a way that it is finally subjected to the Ising
Hamiltonian of interest 4, , to be minimized, that is the quantum annealing procedure, then we
can expect that the system remains at any time of its evolution in the ground state of the time-
dependent Hamiltonian. Thus, if we measure the state of the spins at the end of the annealing
procedure, there is a high probability that it is the H 4, ground state.

This procedure can be rewritten in the following way:

H(t) = A(t) - Ho + B(t) - Hising (5.1)

where H(t) is the time-dependent Hamiltonian to which the physical system is subject at all
times and A(t) and B(t) are the two annealing parameters that drive the system to the ground state
of the Ising energy to be minimized.

To understand how A and B act on the system where the spin state is encoded in the super-
current flow, one can imagine to do the correspondence between A and a transverse magnetic field
B, applied on the transverse component x of the spins, and between B and a longitudinal magnetic
field B, applied on the longitudinal component z of the spins. Thus, by decreasing A and increasing
B during the annealing, the spins pass from one base to the other according to the parameters of
the Ising Hamiltonian which applies along the longitudinal axis. By adjusting these two fictitious
magnetic fields, one progressively digs wells in the initially smooth energy landscape, that encode
minima of the Ising energy function to be minimized. The tunneling effect allows spins trapped in
local minima to join the global minimum of the system during annealing.

Intuition of how QA is implemented on hardware. More concretely, the super-currents of
the D-Wave qubits can be described in two possible bases: o, is the rotational basis of the |©) , |O)
current and o, is the rotational basis of the symmetric and anti-symmetric combinations of the
super-current flow : % (|O)Y +10)), \/Li (|O) = |O)). The spin encoding is done according to the
0. basis with a +1 spin depending on whether the super-current flows clockwise or counterclockwise
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H (&) = A(t) - Ho(ox) + B(t) - Hising(07)
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- annealing parameter A(t)

, —— annealing parameter B(t)

H(t)

Figure 5.1: Evolution of the energy landscape of a quantum system made of two coupled qubits
whose Hamiltonian is Hyging = J12002 4+ hiol + hoo? (with J =1, hy = +1 and hy = —1) being
annealed under the procedure of Quantum Annealing. The system is slowly driven by the Annealing
parameter toward the ground state of the Ising Hamiltonian of interest. Given this Hamiltonian,
the anti-parallel state with ! headed down and o headed up is favored as it is the state with the
lowest energy.

according to the o, basis. Thus, the time-dependent Hamiltonian (Eq. 5.1) can be rewritten as
follows:

%(t) = A(t) ’ HU(UI) + B<t) : Hlsing(az) (5.2)

We can already see that by appropriately projecting the current from the o, basis to the o, basis
and vice versa, we will be able to allow the circulation to reverse by passing through a superposed
state where the projection on an eigenstate of the o, basis will depend on the external influences
applied to a qubit - i.e. on the couplings we apply to this qubit. However, the contribution to the
superposed state must decrease with time since we want the system to end up in a spin configuration
on the o, basis.

We see in the equation 5.1 how by varying the annealing parameters A(t) and B(t) we can
influence the pure current circulation projected on the o, basis by adding state superposition with
the o, basis. If A(t) is a decreasing function with time, then the time-dependent Hamiltonian of
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the system of interest will initially tend to make the super-currents evolve in a superposed state and
then progressively let them "project" onto the eigenstates of the o, basis according to the couplings
applied between qubits.

In Fig. 5.1 we draw the time-dependent energy landscape of system made of two coupled spins.
The system, initially prepared in the degenerated superposed state, is slowly driven toward the state
the is the ground state of the Ising Hamiltonian to minimize. We see the time evolution of the
annealing parameters A(t) and B(t) that either decrease or increase over time and therefore shape
the energy landscape by digging holes for the minima (local or global). We expect the system to
follow the trajectory highlighted by the black stars. It is especially true when the energy landscape is
as simple as in Fig. 5.1 as we deal with only two coupled spins. However, in practice and when the
number of spins is much larger, the system can follow other trajectories where, through tunneling
effects, it can go from one minimum to another and reciprocally, which allow it to explore the energy
landscape similarly to the thermal effects introduced in Simulated Annealing, until it reaches the
ground state of the system.

Description of the hardware Now that we have a device, the flux qubit, that can physically
encode a spin state, and a procedure, quantum annealing, that allows us to guide the system of
coupled spins towards the ground state of the Ising Hamiltonian, we still have to see how the qubits
are integrated and physically coupled on a chip. This is of paramount importance since the size of
the problem that we will be able to solve will strongly depend on the configuration of the couplings.

Physically, the persistent current qubits used to encode the spins are RF-SQUIDs (RF-Superconducting
Quantum Interference Device) with a so-called "compound-compound Josephson-junction" struc-
ture. This type of device is a superconducting loop in which Josephson junctions are arranged.

These qubits are coupled together by tunable DC-SQUIDs which interact with two neighboring
qubits.

These SQUID devices are interesting because we can bias them and thus change their physical
properties with magnetic fields. Thus, we can easily change the coupling between two qubits by
applying a different magnetic field to the DC-SQUID governing the coupling between two RF-
SQUIDs. Similarly, the annealing parameters can be provided via current lines that are inductively
coupled to the RF-SQUIDs. These current lines can be common to all the qubits so that they
effectively evolve at the same time.

More concretely, by applying different appropriate magnetic fluxes to the different components,
one can:

1. Apply the annealing signal that acts on the tunneling energy between the two states of the
0. basis via I7,;.(t). This annealing flux is provided by a current line common to all qubits
and coupled by an inductance to each qubit to produce the annealing flux. The quantum
annealing scheme thus presented allows to have only one annealing signal to send to the chip

and reduces the hardware complexity.

2. Apply a fixed coupling between two qubits to implement in hardware the coupling between
two spins of the Ising Hamiltonian via ®Z_ .. applied to the DC-SQUID (Coupler ij).

€0,3J

3. Apply an individual constant bias to each qubit, that partly defines the Ising Hamiltonian @7 ..
4. Apply a time-varying current I,(¢) that compensates the drift of the constant bias due the
annealing signal applied.
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Figure 5.2: Electrical schematic of the hardware circuit for having two qubits that represent two
spins of the Ising Hamiltonian to minimize and the coupler (1/;;) between them. Bottom current
line provides the annealing schedule via the annealing flux (® ;Cm( )) applied to each qubit. Top
current line provide a bias current that aims at keeping the bias flux - that emulates the bias field

(h;) of each spins - constant during the annealing procedure for each qubit. Figure from [134]

We now have ways to implement the quantum annealing procedure on hardware. However, as
the couplers that allow the coupling between two spins necessitates that the qubits are physically
close, this poses a problem when we want to couple more than a few qubits between them.

In fact, the choice made by D-Wave to use RF-SQUIDs devices for the implementation of
quantum annealing, makes the coupling beyond the nearest neighbors impossible. D-Wave has
proposed two types of architectures for its chips where each qubit is coupled to a greater or lesser
number of nearest neighbors:

* The first architecture is the so-called "Chimera" architecture [134], [212], with clusters of 8
qubits made of 4 qubits mutually coupled to 4 other qubits. Moreover, each qubit is coupled
to two other qubits belonging to two adjacent clusters. This architecture is summarized in
Fig. 5.3.

« The second is the "Pegasus" architecture which allows a qubit to have up to 16 couplings
with nearby qubits[219].
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Figure 5.3: Chimera connectivity: cluster of 8 qubits where 4 qubits are fully-connected to 4 other
qubits. Lateral connectivity is also available but in a 1-to-1 basis. Top left and bottom left are the
representation of the same cluster of 8 qubits. Right schematic is the layout of 4 coupled clusters.
Local full connectivity is highlighted in bold green and lateral connectivity is in bold blue and bold
yellow.

Although the connectivity improves with the Pegasus layout compared the Chimera, this design
still suffers from the lack of coupling to more than 16 neighbors and cannot directly be used to solve
problems that have more densely coupled variables.
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Figure 5.4: Embbeding a dense Ising problem onto the Chimera layout: each individual spin of the
Ising problem is mapped to multiple qubits on the chip in order to be coupled to multiple other
qubits. From [129]

To be able to solve Ising problems whose size exceeds that of the all-connected clusters available
on the chip, we can use an embedding procedure to map our problem to the chip architecture [220],
[221]. This procedure will use several qubits strongly coupled together to represent the same spin on
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the chip. This set of different qubits supposed to represent the same spin value is called a "chain"
for which we can set the value of the strong coupling parameter. Thus, with this procedure, we can
implement problems with dense connectivity on the chip despite couplings that are only local on the
chip (see Fig. 5.4).

However, this procedure has limitations since the size of the problem to be solved on the chip
decreases strongly when using several qubits for a single spin. Moreover the time to find the solution
is also longer since the signal from one spin on one side of the array will take longer to propagate
through all the strongly coupled qubits. The time to solution for such a system with IV spins scales
as N2 [123].

We will concentrate on the Chimera architecture (D-Wave chip DW _2000) since for the follow-
ing results it will be the most interesting to look at. However, the Pegasus architecture (D-Wave
chip Advantage 4.1) has also been used for getting the results we will show with the fully-connected

architecture as the chip contains more qubits and more couplings so larger problems can be embed-
ded.

5.2 . Equilibrium Propagation allows supervised learning in a lIsing
Machine

In this section we first integrate the energy-based model that is the IM of D-Wave in the EP
training loop.

We show that the IM can achieve the two phases required by EP in a simple way thanks to
the symmetric couplings and by adjusting the annealing procedure. From the steady state of the
IM, a very simple gradient is computed, for now on an off-chip computer, but local circuits can
be imagined for future dedicated designs. Finally we summarize the EP training procedure with
IM-in-the-loop that we will use later to demonstrate that EP can supervisely train a physical system
by computing the gradients of the global cost function only through the dynamics of the system.

5.2.1 . D-Wave IM can perform both the inference and the error-backpropagation
through its intrinsic dynamics alone

As we have already seen, EP requires 2 successive phases of the same system dynamics to realize
the inference phase and the error backpropagation phase.

If the equivalent between spins, couplings and neurons and synaptic weights is obvious: spins
play the role of binary neurons and couplings between spins play the role of synaptic weights, to
achieve the two phases of EP on an Ising machine driven by the Quantum Annealing procedure is
less immediate.

For a given problem, typically the Ising function to be minimized is:

Elaing = Y _ Jijoioj + > _ hio; (5.3)
i i

where the couplings J;; are equivalent to the synaptic weights W;; and the local biases h; are
equivalent to the neuron biases b;.

The Ising machine evolves towards a state {o;} which, in principle, is the fundamental state of
the Ising energy and thus the solution state of the Ising problem posed.

However, for different inputs we want the equilibrium state to be different, since we want to be
able to predict different classes. We must then be able to influence the Ising energy function with
the different inputs.
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Encoding the input data. A solution implemented by [135], [137], [139], [141], [213], [214] was
to apply a strong bias on some spins in order to represent the inputs. This has the advantage of
having the inputs explicitly in the energy function, but it considerably reduces the number of qubits
available on the chip to emulate neurons, thus reducing the performance of the network to solve
the task. Moreover, the inputs are often quite large (MNIST has images of 784 pixels, compared to
the DW2000 chip which has 2048 qubits, so MNIST is about 1/3 of the accessible qubits, before
embedding!). Previous works using this technique had to resort to a method of sub-sampling the
inputs to fit the available chip size.

The method we followed is to perform outside the Ising machine a first vector-matrix product
between the input vector and the feedforward weight matrix linking the inputs to the first hidden
layer, similar to what was done in [139]. Indeed, this product results in a static vector during the
evolution of the system, since the inputs are static over time and, in the EP framework, the synapses
of the input layer are unidirectional, unlike the following ones. This vector has the same dimension
as the bias vector applied to the neurons of the first hidden layer. Thus, the inputs are imposed on
the neural network by the bias applied to the neurons of the first hidden layer. This also allows us
to have inputs of a rather large dimension that would not fit on the chip directly.

Thus the new Ising problem to solve is the following:

Epdeoene =N Jyoi05 + Z hioi+ ) ( > ijj> oi (5.4)
i#j i€1st Hidden \j€Input

where X is the input vector, external to the chip. We compute the input bias applied to each
neuron of the first hidden layer with Zjelnput W;;X;. Although the input is external to the chip,

the weight matrix Wnput:1*"hidden \il| still be locally optimized thanks to the state of the spins of
the first hidden layer and the value of the inputs.
Then, having a way to control the inputs presented to the chip, we can realize the first phase of
EP or inference phase. The Ising machine performs the minimization of the Ising energy function
corresponding to the inference phase of Eq. 5.4.
The state measured on the Ising machine at the end of the annealing procedure is thus:
*,0 o . Inference 2,%,0
Hoi " Hig, b} = argmin Epg 7 ({{o;""}, Jij, bi}) (5.5)

Performing the nudge phase. Now the question of the nudge phase, corresponding to the
retro-propagation of the error, arises. Indeed, this phase requires two features:

1. The possibility of nudging the output neurons towards their target state

2. The neurons of the system need, at the start the nudge phase, to be in the state they have
reached at the end of the inference phase.

The first one is easily solved. Indeed, as in standard EP, we can simply add the Mean Squared
Error cost function to the Ising energy function of the inference phase to know how to nudge the
system. Thus, if we omit the explicit dependence of the biases of the first hidden layer neurons on
the inputs, the Ising energy function of the error back-propagation phase is written :

Eruige = Y _ Jijoioj + Z hioi + B - Z o0 — o? (5.6)

7]
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where the spins of the output layers are noted 0° and their target state o°. We can develop this
energy function by developing the square of the cost function:

Ervdge = Z Jijoio; + Z hio; + 3 - = Z o3t g 0 — 2% Uf&f (5.7)

iF£] 1€Output

: . ~ 2
But as spins can only take the values +1, we can simplify afg and 09" to 1

Erudge = ZJZJUZUJ—FZhO'Z—I—ﬁ*— Z 2_2*‘71‘72 (5.8)

1#£j 1€OQutput

and, in a simpler way:

Ervdge = Z Jijoioj + Z h;o; — 3 - Z oyt + O Z 1 (5.9)

i#£] i€Output i€Qutput

The sum of a constant (1 here) is a constant which only shifts the global Ising energy: solving
the Ising problem with or without this constant is the same, so we can remove it. This leaves the
term ¢?0? which amounts to applying a nudge bias —3 % o? to output neurons. Thus, simplifying
the Ising energy function of the nudge phase, we obtain:

nudge ijjazaj +Zho—l B Z U 0' (5.10)

1#£] 1€Output

This energy function corresponds to the augmented energy function of EP (see Section 3.2)and
is therefore the Ising Hamiltonian to be minimized during the error backpropagation phase. However,
it remains to be shown that this phase can be realized on an Ising machine driven by the quantum
annealing procedure.

Nudging phase with reverse quantum annealing. QA is a forward algorithm that always
starts from the superposed state of the qubits on the = basis and that drives the system toward
the z basis. It theoretically prevents to do the nudge phase as EP requires the neurons to start the
nudge phase from the state they have reached at the end of the free phase.

We overcame this issue by using the reverse annealing procedure.

Reverse Quantum Annealing (RQA) is a modified version of the quantum annealing algorithm
initially designed to refine a first rough solution given by a first standard QA run.

We recall here the equation that drives the quantum annealing procedure:

H(t) = A(t) - Hol(os) + B(t) - Hising(02) (5.11)

where for the forward QA A(0) >> B(0) which results in superposed spin states in the beginning
of the annealing and A(T) << B(T') with T that denotes the time at the end of the annealing
procedure and results in spins that are collapsed on the z — basis (see Fig. 5.5).

For performing RQA, we reverse for some time the trajectory of the annealing parameters (see
Fig. 5.5): A(t) is progressively increased from 0 to a given value and B(t) is slowly decreased to
a given value. After that, the process is reversed is again reversed: A(t) is slowly decreased to 0
and B(t) increased to the final value. That way, we add the possibility for the spins to acquire a
little superposition on the x basis which can help the spins to escape from the state that they have
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Figure 5.5: Evolution of the annealing parameters A(t) and B(t) for the forward Quantum Annealing
with which we realize the free phase of EP, and for the Reverse Quantum Annealing with which we
realize the nudge phase of EP.

reached after the free phase, according to the error signal applied through the nudging biases and
the new states of the nudged spins.

To perform the nudge phase with D-Wave, we modified a bit this RQA algorithm as follows.
After the forward QA of the first phase, we want to drive the output spins closer to the target state.
For this, we perform a reverse annealing but we change the parameters applied to the chip compared
to the first QA phase, in order to add the nudging bias to the output neurons.

To sum up, the system of coupled spins, starting from the first equilibrium state, eventually
settles to a second equilibrium state thanks to the reverse annealing procedure:

argmin Enuage = {{07"°Y| Ji;, bi, 67} (5.12)

that minimizes the augmented energy function (Eq. 3.19).
So with RQA we found a way to perform the error-backpropagation phase and thus a way to
perform training with EP.

5.2.2 . EP training algorithm with IM in the loop

Now that we have described how to use the D-Wave Ising machine as a parametrizable energy-
based model to emulate an EP supervised trained neural network, we can write the algorithm
describing the full the training loop with the Ising machine in Alg. 9.

5.3 . Training a fully-connected architecture on the D-Wave Ising
Machine

We now apply the learning procedure that we have just described to train a neural network that
has a fully-connected architecture on the Ising Machine of D-Wave. We describe how one can embed
and train the network on that specific Ising Machine and then we report the results we obtained at
training the network on a subset of the MNIST dataset (MNIST/100).
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Algorithm 9 Supervised learning of a NN on the D-Wave Ising Machine with Equilibrium
Propagation. Operations made on a side computer are highlighted in violet. Operations
made on the Ising Machine via the D-Wave python API are highlighted in pink.
1: Inputs: Dataset, Architecture, Nudging Factor 3, Learning Rate n, Number of free phases
N, Number of nudge phases M

2: Output: Set of optimized weights {W;;}
3: Initialise W < /{—0.01,0.01}
4: while epoch < N_epochs do
5: for Input in Dataset do
6: Soft: Instantiate the Ising problem given the input and the parameters
7: D-Wave: Set {J;;, h;} on the chip given the Ising problem and the embedding pro-
cedure
8: D-Wave: Perform N free phases with QA - take the sample which has the minimal
free energy
9 Soft: Compute Train Error
10: D-Wave: Apply nudging biaises on the output spins
11: D-Wave: Perform M Nudge Phases with RQA
12: Soft: Compute gradient: 557 « Lo Por ™l — o7 0g7n0)
13: for weights do
14: Soft: W;; < W,; —n* % > Stochastic Gradient Descent (see Eq. 3.23)
15: end for

16: end for
17: end while

5.3.1 . Embedding the Fully-Connected neural network on the Ising Machine and
updating the parameters

As described in Section 1.1.2, a fully-connected neural network is an architecture where all
neurons of a layer are connected to all others neurons of the next layer. So ideally we would like
to have the correspondence 1 spin on chip = 1 neuron. But, as described in Section 5.1.2, this is
a kind of dense connectivity that the D-Wave Ising Machine can not afford. Thus we need to use
the embedding procedure described in Section 5.1.2 and Fig. 5.4 to embed a fully-connected neural
network on the D-Wave IM.

The next other major challenge we faced was to appropriately scale the weights of the network
we want to train on the Ising Machine. Indeed, when they are pure software variables, the weights
scale does impact the dynamics of the system but not as much as physical properties of a hardware
physical system. Also, on the physical system, the parameters can be set in a given range that is
not extensible contrarily to software weights. But we eventually succeeded in finding a good range
of the parameters through many iterations on the IM investigating when the qubits saturate and
when they don't and also looking at whether the network behaves differently when an update of the
parameters is made (what we want) or not (what we do not want).

The RQA procedure was also challenging to fine-tune. As described in Section 5.2.1, RQA allows
the spins to change from one equilibrium configuration, reached after the free phase for instance,
to another, for performing the nudge phase. The spins change from one state to another because
the reverse trajectory of the annealing parameters add the possibility for the spins to be again in a
superposed state. However, the amount of superposition we can add has to be fine-tuned. Indeed,
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depending on the RQA parameters we use, we can have a nudged state that is either the same
as the first equilibrium state (the system is frozen) or to a completely random state (too much
superposition). We will show in the next section (see Fig. 5.10) that we searched for the best RQA
parameters to reach the highest accuracy on the task we train the network. We will see that the
RQA parameters, mostly the amount of superposition we add to the spins, depend on the amount
of spins in the system. Indeed, the larger the network is, the more we need to add superposition
during the reverse annealing as spins will be more likely to stay in their initial state. This has already
been highlighted with the freezing point were the larger the problem submitted to the IM is, the
sooner, during the forward annealing, it will be stuck in a given configuration [222].

Finally, the crucial step was to be able to update the parameters of the Ising Machine in a fast
and reliable way. The nice D-Wave API? allowed us to use the Ising Machine very easily and in
a fast way such that the Ising Machine was easily integrated in the training loop as a hardware
neural network to be trained. Parameters are sent to the Ising Machine via a Python dictionary
that contains the biases to apply to each individual qubits and the couplings to apply between the
relevant pairs of qubits.

5.3.2 . Results for a fully-connected architecture on MNIST

We now demonstrate the relevance of our approach by training a shallow fully-connected archi-
tecture on the D-Wave IM with the training algorithm we depict in Alg. 9 on a subset of the MNIST
dataset [151].

For this section we used the D-Wave ADVANTAGE 4.0 chip which offers the highest connectivity
between qubits (16 inter-qubit couplings for each qubit on the chip) so we can embed the largest
fully-connected architecture possible on a D-Wave IM

The largest architecture we have been able to embed is 784 — 120 — 40 where the input units 784
and the synaptic weights between the input and the hidden units are not physically on the chip as
discussed earlier (Eq. 5.4) but rather are used to compute a vector of input biases that are applied
to the hidden spins on the actual chip.

We used the standard embedding algorithm provided by D-Wave that is LazyFixedEmbedding-
Composite. This algorithm finds the embedding i.e. the mapping architecture <+ chip layout. This
procedure can be lengthy as the number of possible embeddings can be quite large. LazyFixedEm-
beddingComposite is convenient as it searches for a good embedding only once for the first exemple
and then re-uses the same embedding for all other exemples. Although this algorithm is faster, it
also uses the same qubits on chip: so if one of them is faulty then the training process could take
it into account.

The EP learning rule requires to be able to measure the state of each spin in the equilibrium
states after the free and nudging phases. In practice, we sample the system multiple times per
energy to be minimized (for both the free and nudged phases) as the system does not run at 0K
as required for ideal adiabatic computing but rather at finite low temperature, which adds a little
thermal noise and allows the spins to escape from the ground state [134], [223]. We sample the
system 10 consecutive times and we retain the sample that has the minimal energy from this set of
samples. This has allowed us to successfully train the IM. This also allows to sample the system only
once after training to do fast-inference that a training based on an average of the samples would
slow down.

Our initial goal was to train this architecture on MNIST. But due to the limited available access
time to the chip (the computing access time is quite expensive), we only trained the architecture

2D-Wave API
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on a subset of MNIST with 1000 training images and 100 testing images. Following the notation
of [224], we denote this dataset as MNIST /100 where 100 corresponds to the number of training
images per class. The subset was sampled in order to have an equidistribution of the images in all
classes: 100 images per class in the training dataset. Between each epoch we shuffle the training
images so that the training process does not overfit on the successively presented images. This task
is indeed harder to solve (the test accuracy is expected to be lower) than standard MNIST as less
training example are available and thus the distribution of the testing dataset is more likely to differ
from the learnt distribution [224]. This task is the most complicated task solved on a D-Wave IM
to date. [137] implemented a small Boltzmann Machine on subsets of MNIST which are according
to our notation MNIST /5, MNIST/10 or MNIST/20. [135] also trained a Boltzmann Machine on
D-Wave but they down-sampled the MNIST dataset to a coarse-grained MNIST dataset which is
made of (6x6) pixels images.

Successful training of the IM.  We report the first successful training of a large-scale non-linear
dynamical energy-based system with EP on the IM of D-Wave. With the fully-connected architecture
784 — 120 — 40 we achieve on MNIST /100 a training accuracy of 100% and a testing accuracy of
87% (see Fig.5.6) .

As we can not benchmark this result with literature (no training with EP has been reported on
MNIST/100 yet) we conducted our own experiments to establish a benchmark to which we can
compare the results we got on the D-Wave IM. We performed two kinds of simulations that are
both purely software-based and based on the same type of neural network that we have trained on
the D-Wave IM:

1. With the standard scheme used for performing simulations with EP: a gradient dynamics (Eq.
3.16) that is solved with a Euler scheme is used for both the free phase and the nudge phase.
We only need to perform once each phase as the dynamics is not stochastic. We also use
the Heaviside step function as the binary activation function (see Section 4.3.1 for the reason
why we use a binary function which states are 0/1 instead of -1/1 for the spins) and the
full-precision weights are updated with SGD (Section 1.1.3).

2. With Simulated Annealing (see Section 3.1) that is used to perform both the free and the nudge
phase. We performed these experiments as Simulated Annealing is the closest dynamics to
that of the D-Wave IM as it simulates the dynamics of coupled spins where controlled thermal
effects allows the system to reach the global minimum. Similarly to the QA procedure, SA is
stochastic so we also had to sample the network multiple times to get accurate equilibrium
states. We also use SGD to update the full-precision weights.

Surprisingly we found that the accuracy we got on the D-Wave IM agrees with those we obtained
with both software-based simulations (see Fig. 5.7). It is very encouraging because these results
show that we were able to train such a stochastic system at the same accuracy than a deterministic
system (dashed lines on Fig. 5.7). The same accuracy than Simulated Annealing (Fig. 5.7) is also
encouraging because it shows that despite the fact that we loose some precision on the parameters
on the chip (see Table 3.1 for reference) compared to pure-software simulations, this does not alter
the performance of the network. It is known that training with hardware-in-the-loop, thus taking
into account the imperfections of the hardware in the training process, makes the system to perform
at its best at inference[109]. But the agreement between the accuracy obtained with QA and
that obtained with SA is a bit disappointing as we do not see any QA advantage over SA, which
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is in line with previous works where no quantum advantage has been found [225], [226]. Many
arguments have been made to explain this behavior but the main reasons are the non-zero operating
temperature of the chip that induces too much thermal effects on the qubits and thus decrease the
coherence time of the qubits plus make the system escape from the ground state to reach near local
minima due to thermal activation.

The relatively low testing accuracy that we obtain is caused by two factors:

1. The small size of the network that we were able to train on-chip. First of all, as emphasized
in Chapter 4, we have to increase the number of binary neurons of an architecture in order
to obtain an accuracy similar to that of continuous neurons. So despite this architecture
implemented with continuous neurons in the litterature shows a better performance: EqSpike
[169] trains a network which architecture is 784-100-10 and obtains 96.8% test accuracy on
MNIST, this accuracy is necessarily degraded with binary neurons (and a smallest training
dataset as we will show next). As the results we got with the D-Wave IM and SA match, we
made the hypothesis that the results we get with SA on a digital computer can be extrapolated
to the D-Wave IM for larger networks. In Fig. 5.7 we plot the accuracy obtained with SA
when the number of hidden neurons is increased (with the architecture 784 — N — 40 where
N is increased). We show that both the training error and the testing error decrease when
we increase N the number of hidden neurons. This is encouraging as future generations of
D-Wave IM with greater connectivity and much more qubits will make possible to train larger
architectures on the IM and thus get higher accuracy. The large number of neurons required
to reach sota accuracy is coherent with what we have already shown in Chapter 4. when we
binarize the activation functions of the neurons, we had to increase their number to reach
similar accuracy than with a continuous activation function.

2. The size of the dataset is also an important factor in order to determine the accuracy we can
get on the test dataset. We show in Fig. 5.8 with Simulated Annealing that if we increase the
number of training images (from MNIST /10 to MNIST /300 passing by MNIST /100 on which
we have trained the network on the IM) the testing accuracy increases as well. This trend is
expected as the network sees more different examples so it does not specialize on particular
rare features in the small dataset and is more likely to generalize the performance it reaches to
unseen data. We have only been able to train on MNIST /100 as it is expensive to access the
D-Wave IM. These experiments make us confident that training the D-Wave IM with more
data will increase in the same manner the accuracy on unseen (testing) data.

Hierarchy. We investigate whether some hierarchy emerges during the training process on the
chip, thus validating our approach to do supervised learning on the D-Wave Ising Machine. This
hierarchy was not present in previous works about training neural networks on the D-Wave IM as
most of the works were focused on training RBMs layer-wise.

For this investigation, we first collect and transfer the weights that have been trained on D-Wave
to a software-based neural network that has the same architecture, but is a pure-feedforward neural
network. We use backpropagation to reconstruct inputs that maximize the activity of some neurons
in the network [31]. This time, the tensor to optimize "is" the input, the weights are being frozen.
Then with this technique we can visualize which part of the input each neuron in the network is
sensitive to. However, in order to do this investigation in a tight time, we had to use a differentiable
activation function because it is much easier to handle with Pytorch. To stick as close as possible
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Figure 5.6: Train and test accuracy got with an fully-connected neural network (architecture 784 —
120 — 40) trained with EP on the D-Wave Ising Machine on the MNIST /100 dataset.
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Figure 5.7: Train and test accuracy reached on the fully-connected architecture 784 — N — 40 where
N is varied for different methods to emulate the dynamics: Dashed line: accuracy obtained with the
deterministic dynamics, Straight line: accuracy obtained with Simulated Annealing, Stars: accuracy
obtained on the D-Wave IM.

to the binary activation of the IM we used the hard hyperbolic-tangent activation function which
inputs were scaled to mimic the binary threshold and still have a non-zero gradient around the step:
o(xz) = HardTanh(5 * x).

In Fig. 5.9 we have reconstructed the input that maximizes the activity of a specific output
neuron that encode the class "8" of MNIST. We see this reconstructed input is very similar to
an image of a handwritten "8". It shows that this output neuron, throughout the hidden layer, is
sensitive to pixels that globally form a 8 at the input, which validates our method.

We also want to visualize the pattern that activates the hidden neurons because if some hierarchy
of features detected has been created during the training process, then the hidden neurons are
sensitive to specific features in the input image that are combined for feeding the output neurons.

To investigate whether the hierarchy exists after training, we clamp an image of a "8" from
MNIST as an input for the network. We then perform an inference on this image and we store
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when training on the D-Wave IM. Globally the testing accuracy increases when the size if the training
dataset increases as the learnt distribution is wider and testing data are more likely to fall under the
wider distribution learnt on the training dataset. Stars: accuracy got with QA on the D-Wave IM.

the state of the hidden neurons. We select the 10 neurons that have the highest activity during
the inference on this image of a "8" . After that, we apply the same technique as before in order
to find the inputs that individually maximize the activity of those 10 neurons. Then we plot the
corresponding input pattern in Fig. 5.9. We see that hidden neurons activate for different input
patterns that, once combined at the output layer allow the network to recognize the input.

We acknowledge that this method has limitations as we transfer the weights to a network that
does not have the same activation function. But, the reconstructed inputs that we have found
which maximize a specific output neuron correspond very much to what they should look like, hence
telling us that the correspondence between the two networks is not tight but is not large neither.
Additionally, we computed the error that this fictitious neural network (with HardTanh and not
re-trained) gets on MNIST /100 for both the training and testing dataset. We got 75.4% accuracy
on the training dataset and 69% on the testing dataset which is not that bad considering the changes
that have been made compared to the network trained on D-Wave where we got 99% of training
accuracy and 87% of testing accuracy. The result we show with these methods are preliminary but
are very encouraging. We expect to extend this input reconstruction method to other physical neural
networks in order to better understand how physics computes.

Reverse annealing for the nudge phase. We now report in Fig. 5.10 the impact of the
parameters of the reverse annealing procedure on the classification accuracy.

As explained above, we can specify which amount of "superposition" we can add during the
nudging phase such as the spins evolve toward the second equilibrium state giving the error signal.
We report in Fig. 5.10 the accuracy we obtained with Simulated annealing depending on the value
of the RQA parameter we set for the nudge phase. In this plot, the more we are on the left, the
more we add superposition to the system.

We see that in order to reach the accuracy we report in the previous paragraph, we have to add
a certain amount of superposition to the system during the nudge phase. It seems that there is a
threshold below which the system does not learn at all: we do not add enough superposition so the
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Figure 5.9: Reconstructed input patterns that maximize the activity of: 1°) one output neuron
corresponding to the output neuron assigned to class "8" - 2°) hidden neurons that are the most
activated during inference when presented a 8 image as an input. Hidden neurons are specialized
to some specific patterns that are combined through the second weights matrix to get the inferred
class "8".

spins stay in the first equilibrium state. So the gradient is 0 and the network learns nothing. This
threshold in annealing parameter, above which the network learns, also depends on the size of the
architecture we train. As we said before, the larger the network is, the higher the superposition we
add has to be because the spins/ neurons have to be made sensitive to much more external signals.

Training the D-Wave IM with EP: from a stochastic to a deterministic machine. To
achieve the results we got with the fully-connected architecture on MNIST /100, we actually had
to sample many times per phase the IM. Indeed, despite being built to reach the ground state of
the Hamiltonian, the D-Wave IM is a stochastic hardware for two main reasons. First, the speed
of the annealing is faster than required for a perfect adiabatic calculation. Second, the machine is
operated a finite temperature and not at 0K, which adds thermal activation to the spins. This is a
major drawback because one has to repeat the annealing multiple times to hopefully get a sample
that is the ground state. In practice we sample the IM 10 times per training data per phase (10
times for the free phase and 10 times for the nudge phase, so 20 sampling procedures per training
data).

Fortunately, it is not necessary to re-initialize the couplings and the biases on the chip for each
sampling given an input data, procedure that lasts approximately 8ms (see Table 5.1) whereas a
single annealing is only 20us. However one still has to perform the readout procedure in order to
get the sample of spin states for a given input and the corresponding parameters, procedure that is
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Figure 5.10: Train and test accuracy reached with Simulated Annealing for two fully-connected
neural networks. We report the accuracies obtained for both architectures when changing by "how
far" we go backward in the annealing process for realizing the reverse annealing during the nudge
phase.

almost 10 times longer than the annealing itself.

It is crucial that the training process transforms the initial stochastic machine into a deterministic
one. By deterministic we refer to the dynamics of the system that will always return the same
prediction for a given input. It is true for the D-Wave IM as it is operated at a low but finite
temperature so thermal effects add stochasticity to the system. This can alter the ability of this
system to be trained and to be used as an inference model for deployment. But it is also true
for other IMs where uncontrolled stochasticity resulting from different sources of noise (thermal,
electrical,...) could also affect the performance of the IM. Hence the importance to be assured that
the IM behaves deterministically at the end of the training process. This deterministic behavior will
allow us to sample the IM only once and fasten a lot the inference time.

Luckily, this is what happens during the training process of the IM with EP. In Fig. 5.11a, we
report the distribution of 1000 samples from the IM with the initial random weights. We see that
the samples are described by a normal distribution centered around the energy —50 (though the
bell curve is not observed on this figure, we can see that the bars are denser in the central region.
We report the same data on histograms in Fig. 5.12) but with a large standard deviation. This
distribution is characteristic of a stochastic hardware. Now it is interesting to see what happens to
that same distribution but after the network has been trained. In Fig. 5.11b we see that a basin
of attraction has been shaped by the training procedure such that the network converges to a state
that has on average the same energy, and hopefully predicts that same class for a given input when
sampled multiple times.

We also fit the distribution on samples returned by the D-Wave IM in Fig. 5.12. We compute
the mean and the standard deviation of the distributions before and after training (Fig. 5.12) and
plot the corresponding normal distribution below the histogram of the samples got on the D-Wave
IM. We centered the energy to avoid large offsets due to the difference of the mean between the
two set of samples. We clearly see that the standard deviation of the initial distribution drastically
shrinks to a narrower distribution after the training process. It results in a distribution that makes
that hardware quasi-deterministic, as was our initial goal.
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Figure 5.11: Distribution of the samples before and after the training procedure with EP.

The deterministic behavior that the hardware gains during training allows us to sample the IM
only once after it has been trained thus saving a lot of time during the inference process as depicted
in Fig. 5.13. In this figure, we also see that in fact most of the time spent for the annealing is for
programming the parameters on the chip (7},) and some time the cool down the hardware either
after the parameters are programmed on the chip (7}, ) (the transmission lines that carry external
information heat up the chip) or the read-out of the state of the system is performed (7},). The
read-out step is also quite long (7},,) and depends on the embedding implemented on the chip.
Additionally, we see that the time for programming the chip is longer for the nudge than for the
free phase. It is a consequence of the requirement to to initialize the system in the state it has
reached after the free phase for each reverse annealing step which drastically increases the time of
programming and thermalization.

At inference, we can imagine to have a dedicated hardware whose parameters would be fixed at
the optimal set got after training so that no programming time would be required. We would only
have to program the input biases that are applied to the first hidden layer which also reduces the
time to thermalize the system. Finally we would only have to read-out the system once, thus saving
a lot of time.

Operation Time
Programming time (7,+) ~ Tms
Thermalization time T}, 4, 1ms
Annealing time (73,) 20us
Time read out (7},,,) 189us
Initial state programming + thermalization (nudge phase) (1, s + Tis,s) | ~ Tms

Table 5.1: Average time for each operation performed during the quantum annealing procedure (data
collected on the D-Wave cloud after performing annealing test with the fully-connected architecture
we have trained)
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Figure 5.12: Histogram of 2000 samples drawn from the D-Wave IM. 1000 sample are drawn from
the IM before it has been trained with EP for the same input and same parameters (data used for
the Fig. 5.11a). The distribution is initially quite flat. The other 1000 samples are drawn after
the IM has been trained with EP for the same input and same parameters (data used for the Fig.
5.11b). The initial flat distribution has shrunk and the network always predicts the same class for
the input.

5.4 . Training a convolutional architecture on the IM: toward layout-
guided architectures

In the last section, we have shown that we can train a fully-connected architecture on the D-Wave
IM. If we succeed to get state-of-the-art accuracy on MNIST /100 with a training procedure uniquely
based on the dynamics of the physical system for both the inference and the error-backpropagation
phases, it was at the cost of using multiple spins on the chip to emulate a single artificial neuron
which has impaired the size of the architecture we were able to embed on the IM. In this section, we
overcome this strong limitation by leveraging the actual chip layout to create spin-efficient embed-
dings that have almost one spin per corresponding artificial neuron. Here we show we can embed a
convolutional architecture on D-Wave that leverages the actual chip layout, and demonstrate that
we can train it with EP (see Section 1.1.2 and Section 3.2). This work paves the way to new kinds
of artificial neural networks architectures that are guided by the actual layout of the hardware on
which it is supposed to be trained instead of having to build a hardware that emulates exactly the
architecture of the neural network we want to train.
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Figure 5.13: Comparison of the time required for doing the training procedure on the chip for one
image vs an inference step when the network is trained and does not require multi-sampling anymore.

5.4.1 . Why layout-guided architectures?

Though we have successfully trained a fully-connected architecture on the D-Wave IM in the
last sections, we had to use many qubits on the chip per artificial neuron in order to realize the
dense connectivity between the two layers on hardware. This is an unfortunate consequence of the
layout of the chip that offers poor global connectivity, whether we use the Chimera or the Pegasus
layout. This limitation can be overcome by the embedding procedure. However, this procedure is
not scalable as we only were able to train an architecture that has 120 hidden neurons despite the
fact that the chip has more that 4000 possibly coupled qubits. Moreover, when we want to embed
larger or denser architecture on the chip, we have to use longer chains (multiple strongly coupled
qubits that represent the same neuron on the hardware) which are prone to more errors, thus altering
the training process.

It is interesting to investigate whether we can take advantage of the actual layout of the chip to
do computation, which would be more qubit-efficient and thus more scalable.

We show next that we can leverage the fixed layout of the DW2000 D-Wave IM to perform
convolutions between small input images and small filters. We first show how we can rethink the
cluster of 4x4 coupled qubits as the local multiplication of a subgroup of pixels of an input image
with the actual filter of a convolutional operation. Then we describe how we can integrate this
building block into a larger architecture with pooling operations and a last classifier layer. We finally
demonstrate that this architecture can be trained by EP on the IM on a very simple task.

The idea to realize convolutional operations on the D-Wave IM is not new as [139] already
mentioned it. However our work is very different as we really implement a convolution operation
with the over-lapping feature when the filter is moved over the input and we train the entire network
(the fully-connected classifier included) end-to-end on the chip by EP.

5.4.2 . Convolutional neural networks

Convolutional neural networks (CNNs) are widely used in computer vision (even with the rise
of Vision Transformer architecture (ViT) [227], CNNs are still of great interest as combinations of
ViTs and CNNs appear to result in higher accuracy than ViTs or CNNs alone [228]).
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Figure 5.14: Small convolutional neural network with an input image that is a (3x3) pixels diagonal
that goes from top left to bottom right and 4 filters that have (2x2) weights so they cover a subset
of (2x2) pixels on the image. The filters are sequentially moved on the input image to compute
an output tensor whose dimensionality is reduced with the averaged pooling function. Finally, the
tensor is flatten and fed to the final classifier that is a fully-connected layer between the flatten
tensor and the output layer.

CNNs allow to recognize input images by sequentially filtering the input images with filters that
are learnt on the training dataset (see the Conv (2x2) operation made in Fig. 5.14 where 4 (2x2)
filters {«, 3,7,d} are applied to a (3x3) pixels input image). As said in Section 1.1.2, combined
with the optimization of a global cost function, this results in convolutional layers that recognize
increasingly abstract features and allow to linearly separate the input in order to do classification.
Convolutional layers are spaced with pooling layers that reduce the dimensionality of the input at
each layer (see the Average Pooling operation made in Fig. 5.14). The pooling operation can be
either Max-pooling where the output of the operation is the maximum element of the input window
or Averaged-pooling where the output is the average of the input window. Finally, the output of
the last convolutional layer is fed to a fully-connected classifier that allows to discriminate between
the different classes in the dataset and to do classification (see the last Fully-connected layer that
connects the flatten tensor to the output layer in Fig. 5.14).

5.4.3 . Local clusters of the DW2000 IM as a primitive convolution

Our idea to implement a convolutional neural network on the D-Wave IM is directly inspired
by the elementary design of the local clusters of (4x4) coupled qubits that constitute the Chimera
layout. Indeed, what we will call "local clusters" from now on, can simply implement the dot
product between an input (2x2) matrix and 4 filter matrices (Fig. 5.15). In order to perform this
computation, we have to strongly bias the qubits that represent the input data that is static for EP
(see Section 3.2). On the DW2000 chip that is based on the Chimera layout, the available range
available for the individual biases is [—4;+4]. To assign each spin a binary value (it is a limitation
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Figure 5.15: 4 elementary convolutional operations between a (2x2) pixels input and 4 (2x2) filters.
Left cluster: circles are the qubits and the couplings are represented as straight lines. Right cluster:
circles are now where are the couplers on chip and the qubits are both the horizontal and vertical
straight lines. The state of each horizontal qubit at the end of the annealing procedure is the
equivalent of having applied the binarisation function o to the sum of weighted inputs that are the
states of the strongly biased (i.e. the value of the spin is fixed over the annealing procedure) vertical
qubits.

of our approach but it will be discussed next), we set the corresponding individual bias according to
the following rule: 0;, =1« h; = -4 or 0; = —1 <> h; = +4.

This approach is different from the previous section (Section 5.3) where the input were outside
the chip and were fed to the chip via input biases applied to the hidden neurons. Despite the fact
that binary inputs can be a limitation for datasets that are not natively binary (CIFAR-10, ...) some
work has been done about binarizing the input and still achieves high accuracy [175]. Whereas it
does reduce the size of the dataset on which we can train the network because the input data has to
fit the number of available qubits on the chip, we can, for future development, do as in the previous
section and compute a first kind of embedding convolutional layer that is exterior to the system and
still learn the weights with the dynamics of the system, which could improve the size of the possible
input image.

A convolutional operation is made of repeated dot products between a subset of input pixels and
the filters that are moved over the input image. Now that we can set the input pixel on the chip
we have to realize the dot product with the filters. This dot product is simply achieved by setting
the coupling parameters between the qubits that represent the input pixels and the other qubits in
the cluster. The qubits that encode the output of the local dot product behave as a continuous
pre-activation during the annealing but eventually collapse on one of the two values possible for the
spins. We thus wrote in Fig. 5.15 that the resulting operation is the binarisation function o applied
to the dot product between the input and a specific filter. In this approach, the pooling operation
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will thus have to be realized after the activation function, contrary to standard neural networks
where the pooling operation is often applied before the activation function, but we suspect this does
not impact much the dynamics with binary neurons.

Now we have the building brick of a convolutional neural network: a block where we can perform
the local dot product between a (2x2) pixels subset of the input data (that we totally control) and
4 (2x2) filters. Fig 5.15 sums up this building brick.

We position multiple of those clusters on the chip (see Fig. 5.16) in order to perform the
entire convolutional operation on the input data with the different convolutional filters. The entire
convolutional operation is done in a fully-parallel way which accelerates both the inference and the
error-backpropagation phases.

5.4.4 . Integrate the cluster in a primitive convolutional neural network that fits
the D-Wave layout
We now discuss how we can connect these bricks together. We detail in this section how we can
implement on the chip the Average Pooling function that is used to down sample each intermediate
tensor on order to limit the dimension of the final flattened tensor.
The mainstream down-sampling method used in convolutional neural networks is Max Pooling
that maps a subset of pixels {z;};=1 1 n to a single output value:

MaxPool({x;}i—1 n) = max({z;}i=1 10 N) (5.13)

However, it is not possible to implement that function on the IM as 1) the non-linearity of the
operation is not realizable on this chip and 2) the result of the operation can abruptly change from
—1 to +1 and conversely, which does not fit the quantum annealing procedure that requires smooth
changes over time. Nevertheless, we overcome this issue by applying Average Pooling instead of
Max Pooling that also maps a subset of pixels {;}i=1 4 v to a single output value:

AvgPool ({z;}i—1 n) NZ ;) (5.14)

We immediately see that Average Pooling is in fact very easy to implement on the D-Wave IM.
We just need to couple the set of qubits {x;}i=1 4 n (that carry the result of the convolutional op-
erations for instance) to a qubit that is used to encode the results of the Average Pooling operation.
However, we see in Fig. 5.16 that we have to use multiple qubits to encode a single output of an
Average Pooling operation. It is because the output of the convolutional operations that are fed to
an Averaged Pooling operation are delocalized on the chip. Similarly to the embedding processus
described in Section 5.3.1, we strongly couple with a —1 coupling multiple qubits that are used to
emulate the same neuron that encodes the result of the Averaged Pooling operation on-chip. In
Fig.5.16, we drew the identical identity couplers with circles or ellipses in which there is a 1 which
stands for the identity.

Finally, we feed the classifier with the output of the Average Pooling operation. The classifier
is simply done between the 4 output neurons of that operation and 4 output neurons that encode
2 classes (2 output neurons/ class). The couplings of the final cluster are set as the weights of the
classifier and also trained with EP.

We sum up all these ideas in Fig. 5.16.

Using the core layout of the chip to do special computation better uses the number of qubits on
the chip as this network now requires only 1.6 qubits per neuron vs 10 previously with the brute-force
approach based on the embedding processus.
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Figure 5.16: The convolutional neural network we trained on the D-Wave IM. There are 4 convo-
lutional clusters that feed the Average Pooling operation. The result of the Average Pooling is fed
to the classifier that assigns a class to the input chosen from the two possible classes (green and
yellow output qubits - 2 physical qubit/ output class as required by Binary EP). All couplings are
symmetric which makes this network completely compatible with an EP training.
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Figure 5.17: Patterns on which we train the convolutional architecture and training accuracy over
epochs

Our approach is scalable as we could dispatch many of the elementary convolutional blocks on
the chip and merge them with different pooling blocks, allowing to stack layers and thus to perform
training on larger images. Also, the next generation of D-Wave chip (architecture Zephyr) will have
(8x8) clusters, thus enabling to do convolution with almost (3x3) kernels! In fact we will be able to
perform convolutions with (3x3) filters from which one element will be dropped-out. This will allow
to have non-symmetric filters that perform much better than the symmetric (2x2) filters we use in
this work.

5.4.5 . Results

In order to prove the concept of training a convolutional architecture on-chip with EP, we trained
a small architecture on a very small dataset of 2 images of (3x3) pixels. They are orthogonal patterns
of diagonals. We chose (3x3) images in order to easily perform convolution with (2x2) kernels as
depicted in Fig. 5.16. We only have a training dataset in this case, as a distinct testing dataset
cannot be constituted for a small task of this type which consists in binary inputs.

We use the same settings as for training the fully-connected architecture (see Section 5.3.1)
where for performing both the inference and the error-backpropagation phases we sample multiple
times the IM for selecting the sample that has the lowest energy from all and we use reverse annealing
to perform the nudge phase.

We successfully train this convolutional architecture on this very simple dataset: Fig. 5.17. This
result demonstrates the relevance of the approach and how we can train end-to-end a convolutional
neural network on an IM which better use the layout than the fully-connected architecture we
trained in Section 5.3. Indeed, here we use only 1.6 qubit per neuron for the embedding. For the
fully-connected architecture we used more than 10 qubits per neuron to allow the dense coupling
scheme.

5.5 . Perspectives

Hardware for the IM We used the IM of D-Wave mostly because of the easiness of setting the
couplings on the chip that allows to constantly update the parameters on the chip while the training
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progresses, as required.

The quantum superiority of this IM is still debated [225], [226] and was not the reason for our
choice. In fact, we have shown that Simulated Annealing performs as well as Quantum Annealing
on the fully-connected architecture which tells us that either the quantumness of the hardware is
overwhelmed by some thermal effects in the hardware or the energy landscape of such a problem
(a dense fully-connected problem) is quite smooth which do not favor Quantum Annealing over
Simulated Annealing ([229]): Quantum Annealing shows better performances when the energy
barrier between two states is high and thin.

As said in introduction, this IM is cooled down in a dilution fridge as the IM needs to be operated
at the lowest temperature possible, which is far from being energy-efficient. Other IMs operate at
room temperature which improve their energy-efficiency.

Finally, this IM shows limitations especially when it comes to solving dense problems as the
connectivity is very limited. [230] proposed a way to overcome this limitation by using a common
bus in order to couple multiple quantum oscillators to realize quantum annealing in hardware. This
approach can thus solve dense problem as all-to-all connectivity is made possible but still needs to
be demonstrated experimentally.

Nevertheless, applying the methods we have developed in this work to other hardware could be
of great interest. New hardware could offer new possibilities for layout-guided architectures or allow
better couplings between spins.

We see two promising IMs we could use to be of interest to be trained with EP.

The first is the IM made of memristors [127] that allows to couple all spins with all the others
and based on a kind of Simulated Annealing procedure that drives the system toward the ground
state. With an in-memory computing scheme it results in a very low-power hardware Ising Machine
and has already showed great performances on a small dense problem [127].

The second promising hardware is the Coherent Ising Machine [143], [145], [146]. Based on
degenerate optical parametric oscillators, it a very fast IM that better solves dense problems [123]
than the D-Wave IM and with a better time-to-solution. Also, the procedure used to drive the
system to the ground state proceeds by elevating the system from below the energy function which
better guarantee to reach the ground state. However, it is not yet clear how we could perform
the nudging phase as the system always starts in a state where the oscillators are quiet. But the
preliminary results we have shown about how far we can go in the reverse annealing to ensure a
successful training makes us think that we could perform two sequential annealings for the free and
the nudge phase. The parameters of the Coherent Ising Machine are stored in a side FPGA that are
easily modified and updated.

Toward training a pure layout-guided architecture. Taking inspiration from the actual lay-
out of the chip in order to embed an architecture that leverages all the capacity of that same chip
is very interesting for many reasons.

First we have shown in Section 5.4 that we can perform more complex operations on the chip
by leveraging its intrinsic layout.

Despite the fact that we increase the density of the neurons we can embed on the D-Wave chip,
we reduced the 10 qubits per neurons that were initially used on-chip to embed the fully-connected
architecture to 1.6 qubit per neuron on average with the convolutional architecture.

We think we can improve even more the use of the qubits on-chip to train an architecture that
fully leverages the layout of the chip, thus the term "pure layout-guided architecture".

Our idea is to combine the locally fully-connected clusters of (4x4) qubits on the Chimera layout
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with the lateral connections that already connect these clusters to each other (see Fig. 5.18a). With
this idea we can design a very deep neural network.

We already did the python script that creates this special embedding that also takes into account
the faulty qubits (5 on the chip we used). This embedding is a dictionary that maps a neuron to
the corresponding qubit(s) on the chip and conversely.

We have been able to demonstrate that we can embed the architecture of the chip but we did
not demonstrate any training on the chip neither with Simulated Annealing with this architecture
yet. It seems that the couplings have to be scaled in a different range depending on whether the
coupling is involved in a cluster or used a lateral connection or is a weight for the final fully connected
layer. Indeed, depending on the location of a specific qubit, it receives more or less couplings from
neighboring qubits so it can saturate more or less fast, thus the requirement to scale with caution
the weights (which we have not been able to do until now). Also, it seems that the error signal
that comes from the output layer needs to be greater as it needs to propagates through many more
layers. We already tried to reduce the number of classes in the training dataset to increase the
number of output neurons that encode a specific class and we implemented an other kind of reverse
annealing where we add a plateau when the super-position that is added to the qubits is maximum.

5.6 . Conclusion

In this chapter we have demonstrated that we could train in a supervised way a physical system
through its intrinsic dynamics that minimizes its energy. We have chosen to apply the EP learning
framework to a hardware that is designed to minimize a specific energy function: the Ising energy
function: an Ising machine.

In principle, Ising machines are ideal energy-based systems to be trained as neural network, by
EP for instance. However there existed multiple challenges that we had to solve before being able to
trained the D-Wave IM with EP. We have shown that we can perform both the free and the nudge
phases of EP thanks to the Quantum Annealing procedure (and Reverse Quantum Annealing) that
allows spins to reach the ground state of the Ising energy through the superposition of states and
tunneling similarly to thermal effects that are used for Simulated Annealing.

We have demonstrated that, by using jointly Quantum Annealing and EP, we have been able to
train a fully-connected architecture on MNIST /100 and to obtain 100% train accuracy and 87% test
accuracy with only 120 hidden neurons. To benchmark the performance of our results we conducted
software simulations with the same network (binary activations and real-value synaptic weights)
but supported by either a deterministic gradient dynamics or with Simulated Annealing. We have
shown that the performance of the hardware Ising Machine is equal to that we got with the software
simulations, which confirms the relevance of our approach. Furthermore, we show with Simulated
Annealing that the test accuracy we could get with the IM would increase if we increase the size of
the training dataset. We also show that there is hierarchy of features detected on the input that
emerges, which has never been demonstrated on an IM before because of the algorithms used until
now. We investigate the features that the network has learnt on the input data by reconstructing the
input that maximizes the activity of specific neurons in the network. Finally, we have shown that,
despite the fact that the D-Wave IM behaves stochastically at the beginning of the training process,
it ends up in a deterministic regime where it always predicts the same output for a given input. This
result could be of great interest for the use of IM for combinatorial optimization problems as we
show we can accurately get the solution of a problem by first training the IM to find the solution by
just looking at labeled training data.
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Inputs

to a fc layer (output)

(a) Schematic of the layout-guided architecture

(b) Comparison of: Left: the embedded convolutional neural network we trained in
Section 5.4 and Right: the embedded layout-guided architecture.

Figure 5.18: Description of the layout-guided architecture idea.
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We have also explored a second approach to train a neural network on the D-Wave IM. For
training a fully-connected architecture on the IM, we had to use an embedding procedure that
restrains the number of neurons that can be emulated by the spins on the chip as we use multiple
spins per neuron to allow the dense connectivity of the neural architecture, while the chip offers
a sparse coupling scheme between qubits. To overcome this issue, we took inspiration from the
actual layout of the chip and show that we can perform convolutions with the fixed layout. We
demonstrate that we can train a small convolutional network on a D-Wave IM. This approach could
inspire other approach were the architecture of the hardware is a bottleneck for embedding standard
artificial neural networks.

This work will be the subject of a publication "Supervised learning in an Ising machine with
equilibrium propagation, Laydevant et al." in a peer-reviewed journal and is currently being written.

144



CHAPTER 6

Conclusion and perspectives

6.1 . Conclusion

The main reason that motivated this thesis work that is the energy inefficiency of current standard
digital hardware for training artificial neural networks that are the pillars of deep learning [1]. Indeed,
the digital processors, based on the Von Neumann architecture [5] where the memory and the
processing unit are physically separated, are not optimized to process the large amount of parameters
that constitute the recent deep learning models. Hence, training artificial neural networks that are
becoming larger and larger with this kind of processor results in an increasing electricity and carbon
bill as the energetic cost of moving data largely overwhelms the cost of doing an actual operation
with the data [7].

In introduction we have reviewed some standard methods that are currently developed in order
to reduce that bill. These methods either aim at reducing both the computational complexity and
the size of the models to train or aim at building hardware where the memory is brought closer to
the processing units.

However, it has been shown that the potential energy efficiency of these approaches relying on
standard digital hardware is still orders of magnitudes behind that could be reached with uncon-
ventional emerging devices [231]. Using the physical properties of some devices to compute is very
promising as we leverage intrinsic properties to perform the computation that is artificially done with
digital processors through multiple operations.

There exists different ways to parametrize these physical systems in order to drive them to perform
the parametrized non-linear transformation that a neural network does. One promising method is
to introduce this parametrization in the energy function of physical systems [9]-[11], [110], [112],
in order to tune the minima of that energy function. Then we can leverage the property of physical
systems to evolve towards states that minimize this energy to perform computations.

Equilibrium Propagation [14] is a learning algorithm that leverages the parametrization in the
energy to perform supervised learning. EP is very promising to train low-power hardware imple-
mentations as it proposes a local learning rule to minimize a global objective. Yet, no large-scale
training of a hardware by EP has been demonstrated before this work. This was mainly due to the
fact that the original EP algorithm is designed to work on dynamical systems with continual, smooth
variations of the states of neurons and synapses. In other words, in its original form, EP is extremely
suited to implementations with emerging nano-devices which, unfortunately, remain experimental
and present high intra and device-to-device variability that alter the training process. On the other,
the original EP algorithm did not seem suited to systems with binary synapses, binary neurons, such
as for example Ising machines or digital hardware.

In Chapter 4 we have shown that we can in fact train dynamical physical systems which have either
binary synapses and/ or a binary activation function. A first challenge was to optimize the binary
parameters, which is not trivial as we can not apply small steps in the gradient direction in order to
perform a stochastic gradient descent [40] because of the non-continuity of the two-levels synaptics
devices. Nevertheless, we merged EP and BOP [176] and successfully trained fully-connected and
convolutional architectures on MNIST and CIFAR-10. We have obtained 2% of test error on MNIST
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with the fully-connected architectures and 0.8% with the convolutional architecture. We got 15.66%
test error on CIFAR-10 which is 1.9% below the best accuracy reported with EP. We also studied
the binarization of the activation function of the neurons that constitute the neural network. We
solved the issue of the vanishing gradient that was caused by the binarization of the neurons by
expanding the output layer and successfully trained fully-connected and convolutional architectures
which have both binary weights and activations on MNIST and respectively achieved 3% and 1.1% of
test error. This work opens great perspectives for hardware implementations that we can train with
EP. Future binary synapses can be implemented by exploiting the ON and OFF states of emerging
nano-devices such as MRAMs (magnetic tunnel junctions) or RRAM s(memristors), which are less
prone to variability than their continuous variations. We have proposed an architecture to implement
in hardware BOP, using capacitors to store the momentum that is used for the binary optimization,
and memristors that are used to fine-tune the time-constant of the momentum. The fully binarized
version of EP also opens a possibility to implement a binary dynamical system with standard digital
CMOS technology and we have shown that for specific values of the parameters of the dynamics,
we can leverage elementary built-in CMOS functions to implement the binary dynamics. This can
allow to conceive a digital chip especially designed to train BNNs on the edge.

Following the work on binary neural networks trained by EP of Chapter 4, we have applied in
Chapter 5 some of the methods we have developed to a binary physical system of coupled spins
that is intrinsically energy-based. We have chosen to use an Ising Machine designed by D'Wave
[134] which drives the system of spins toward the ground state of the Ising energy function that
describes the system through the procedure of quantum annealing. We successfully achieve to train
with EP a fully-connected neural network on the IM on MNIST/100 and achieved to get 87%
testing accuracy without any backpropagation, simply by measuring the equilibrium states that the
IM successfully reaches for performing the two phases, inference and nudging, required for EP. The
results we got on the IM are equivalent to those we obtained with software-based simulation either
with a deterministic dynamics or with Simulated Annealing. We then leverage the layout of the IM
to perform more complex computations such as convolutions on-chip. We show that we can train a
small convolutional neural network on a small dataset with 100% training accuracy demonstrating
the relevance of our approach. This way we better use the number of accessible spins on the chip
as we get rid of the embedding procedure we had to employ for embedding the fully-connected
architecture on the chip. This approach opens new possibilities to train neural network on hardware
which connectivity is constrained and thus can not embed standard architectures directly.

6.2 . Perspectives

All along the work | have done for this thesis, | have developed my knowledge of the current
state of the field of neuromorphic computing, and my vision about what | think will be crucial in
order to drive its progress in the years to come.

First, | would like to highlight the recent progresses made with standard digital hardware that we
have reviewed in introduction (Section 1.3.3): TPUs, custom implementations with FPGAs, ASICs,
etc where most effort is done to shrink the physical gap between the memory and the computing
units. Combined with the improvements of the software where the computational requirements for
training and running the neural networks are constantly improving, these works have shown impressive
energy savings while still being able to compete on complex tasks with standard processors. This
has particularly struck me as | was writing this manuscript. Still, as emphasized in the introduction,
most of these works are focused on inference. A first reason is they are funded by companies that can
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afford the computational power for training with large data-centers and that deploy models on edge
devices where they are used by the end-user. Another reason is the current trend of large models
being trained only once and then made open-source for the community: since most of the energy
spent during the life-time of the model is for inference time, it is better to improve the inference
hardware.

Using unconventional emerging devices can fill the gap of learning-capable low-power hardware
for edge applications.

However as we have seen, it is still not straightforward how to handle these devices in order to
compute. Their still experimental nature makes them variable so the success of the training based on
these devices is far from being guaranteed. It also took a long time to develop algorithms that could
leverage their striking properties to perform the non-linear transformations of deep learning that
could also allow these unconventional neural networks to reach the performance of the literature.
Most of algorithms that were grounded in physics did not optimize a global cost function and that
has capped the performance of these networks for a long time. Equilibrium Propagation has been
a game-changer when published as it brings theoretical guarantees that physical systems could be
trained in a supervised way using only the tendency of these systems to evolve toward states of
minimum energy. And this changes everything.

| think it will be important in the future to have this kind of guarantee before applying such a
learning algorithm to a physical system.

In this thesis we have worked with Equilibrium Propagation because it leverages the dynamics of
a physical system to do supervised learning with local learning rules, which is extremely attractive
for training hardware implementations. However, there exist other learning algorithms that either
address the problem of memory overhead caused by backpropagation and are of great interest for
training hardware implementations or that are grounded in physics like EP. For the first class we
can cite Direct Feedback Aligment [64] that is already used by the startup LightOn to train neural
networks with an optical hardware that performs random projections [232]. There is also Target
Propagation which avoids the weight transport problem [66]. Both learning algorithms perform a
gradient descent on a global cost function which guarantees the scalability of the methods in order
to reach high accuracy on hard tasks. Learning algorithms that are grounded in physics are now
booming [233]-[236] and could also be of great interest for computing with hardware devices by
leveraging unconventional properties.

In order to design hardware neural networks we need hardware building blocks such as the
synapses and the neurons. The works that aim at characterizing both building blocks are great
as once characterized, their properties can be integrated in a learning framework so we know the
performance the system can theoretically reach.

The recent work about training deep physical neural networks with backpropagation [109] is very
interesting as it digresses from the standard operations used in neural networks and it simply uses
the non-linear transformation the physical system performs as the new operation, without trying
to emulate the standard operation with the physical system as it is usually done with hardware
implementations. This could lead to orders of magnitude in energy savings but the transformation,
despite being well characterized with physical models and experimental data, still lacks a machine
learning interpretation in terms of what the physical system really compute on input data, if the
global optimization with backpropagation allows to create a hierarchy of features detected at the
input, ... Can this kind of physical network detect geometrical features on the input data? It does
not perform a convolution with geometrical filters so the question is opened and might be of great
interest in the years to come.
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Concerning hardware implementations with low-power emerging devices, we have already showed
that binarizing their state for an actual hardware implementation could be of great interest because
it allows to overcome their intrinsic variability. | strongly believe that we should binarize memristors
in order to demonstrate on-chip learning with EP with such devices. But we also need to solve to
problem of symmetric synapses as it is required by EP: should we double the number of components
(and double the source of variability and the energy consumption) or should we try to arrange these
devices in a way that integrates them as symmetric components?

Additionally, we focused all the thesis on supervised learning as it is known to perform the best
on training data. But, we also focused the thesis on potential low-power hardware implementations
for doing training on edge devices that have little energy and computational budgets. However,
supervised learning requires labeled data, that necessitate a human intervention. And this could be
incompatible with edge computing. Thousands of smart sensors can not be individually accessed by
a human in order to label their individual training data because they may be off-network and this
would be a waste of time. Then, it can be interesting to investigate whether it can be possible to
do self-supervised or unsupervised learning with EP. Self-supervised learning is in principle feasible
as we can define a cost function that EP can minimize through gradient descent. The success of
doing unsupervised learning with EP lies in the possibility to design a cost function that EP can
minimizes and that improves the performance of the network after a lot of data is shown.

By using an Ising Machine to train a neural network, we realized the original idea of Hopfield
that was to use a system of coupled spins to compute. Despite the fact that we have used a
hardware that is supposed to exhibit a quantum superiority compared to classical procedures such
as Simulated Annealing, we did not see any improvements compared to the classical simulations. As
already emphasized in previous studies [225], [226], thermal effects due to the non-zero operating
temperature add decoherence to the qubits which deteriorates their quantum nature. Investigating
whether quantum effects can help at finding better minimum of the Ising energy function will be
an interesting path to explore in the future, especially with other IMs that are based on potentially
quantum systems (the Coherent Ising Machine [143], [145] for instance).

Moreover, the thermal effects that are present in the D'Wave IM also make the hardware stochas-
tic which can alter the possibility to reach the ground state of a given Ising problem. We can
overcome this issue by sampling multiple times the system but it can be lengthy. Furthermore, in
order to solve combinatorial optimization problems (the main use of IMs at the moment), one has
to map the parameters of a given problem to the Ising energy function, which can be quite complex
depending on the initial problem. Here we propose a new scheme to solve such problems where the
parameters of the problem to be solved (i.e. sampled on the IM) are discovered and learnt with EP
on a training labeled dataset. This methodology could improve the solution of such combinatorial
optimization problems as we have shown in Chapter 5 that the supervised training procedure of the
IM makes the D'Wave IM a deterministic hardware that solve our problem, i.e. predict the class of a
given input data. Deep learning for apprehending quantum systems has already been demonstrated
in [237] where the authors used the attention mechanism from the transformer architecture [49]
in order to reconstruct the state of a noisy quantum system. The joint use of deep learning and
quantum could lead to striking results for both disciplines in the following years.

In conclusion, the convergence between the development of highly parametrizable systems for
computing (quantum and neuromorphic) and the development of physics-grounded algorithms promises
exciting developments for ultra-low power Al in the future.
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CHAPTER A

Training Fully Connected Layers Networks with
Equilibrium Propagation

In this section, we describe and define all the operations we used to train with EP a fully
connected neural network recurrently connected through bidirectional synapses. We describe the
dynamics and the underlying learning rules for the weights and the biases in the energy-based and
prototypical settings. The units of the system are denoted s = {h,y} where h are the hidden units
and y are the output units. The variable y is the one-hot encoded target vector. The inputs x are
always clamped and are static.

A.1 . Energy-Based Settings

In the energy based settings, we introduce an energy function for the network, that defines the
neuron dynamics during the two phases of EP. We then derive the learning rules from the energy
function.

A.1.1 . Energy Function
We consider the following energy function [14]:

Bls, pls),0 = {W.b}) Zsl 5 S Wanlsn(s) — 3 binls) (A1)
z';éj i

where p is the activation function of the neurons, W;; the weight connecting the unit s; to s, and
reciprocally as synapses are symmetric for the system to converge and b; the bias of unit s;.

We also define ¢ the cost function describing how far are the output units of the system (g) from
their target state (y). We usually employ the mean squared error as a cost function with EP:

U(s,y) = MSE(s,y) : ZHy il (A2)

where y denotes a given target output.

Dynamics

The dynamics of neurons in the free phase evolve according to the energy function E:

ds oF
D A3
dt 0s (A-3)
which translates for the neuron i and the energy function E defined in Eq.A.1 as:
dsz
— = —si+/(s) ) Wiip(s;) +b) (A.4)

J#i

The system eventually settles to a fixed steady state s,.
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During the nudged phase the dynamics differs from the free phase as the neurons now evolve to
decrease the cost function ¢:

——o- — B4 (A.5)

which translates for the hidden unit A;, the output unit ¢; and the target y to:

G = —hi 0/ (hi) (2 Wijp(s;) +bi)

g _ - 7 ) (A.6)
@ = Uit Pl(yi)(é Wigp(hy) + bi) + B % (yi — §i)

Jj#i

The systems eventually reaches a second steady state denoted s”.

Learning Rule

Scellier & Bengio [14] showed that the gradient of the loss £, (defined in Eq. (...)) with respect to
any parameter in the system can be approximated by the derivative of the energy function E with
regard to the parameter evaluated at the two equilibrium points s, and s?:

oL 1 [OE OF
0L L OE 5 OF
g0~ w3 ( gg (©r50:0) — 5 (@ w 9)> (A7)

In the energy-based settings, the resulting learning rules for the weights and biases are expressed
as a function of the two steady states:

AW, = 5(p(s7.)p(s7.) = plsin)p(si))
{ Ab; = %(P(Sf*) — p(Siq)) (A.8)

A.2 . Prototypical Settings

Ernoult et al. [157] introduced the prototypical settings for EP where the dynamics no longer
derived from an energy function in a continuous-time setting but more generally from a scalar
primitive in a discrete-time setting. As in Ernoult et al. [157], we chose a dynamics close to the one
of conventional RNNs. We then write a primitive function from which the dynamics derives. Finally
we obtain the learning rules from the primitive function.

A.2.1 . Dynamics
We choose the same discrete time dynamics as in [157]:
hith = p(32 Wissj +b)

J
Yt = p(3 Wighh +b) + B % (yi — §;) where 3 = 0 during the free phase (A-9)
J

The nudge still derives from the MSE cost function as defined in Eq. A.2. The system also
sequentially settles to two fixed steady states s, and s” at the end of the free and the nudged phase
respectively.
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A.2.2 . Primitive Function

We define the primitive function as the function from which the dynamics could derive:

0P
oy 2 A.10
° 0s ( )
which gives, ignoring the activation function p:
L 7
o = 35 Ws (A.11)

A.2.3 . Learning Rule

Similarly to the energy-based settings, we now compute the gradient of the primitive function
with regard to a parameter of the system in order to perform optimization. The learning rule,
expressed as a function of the two equilibrium points s, and 57, now reads:

1 [/0d 0P
— — —_— B _—
Af 3 (80 (x,s],0) 50 (x,s*,0)> (A12)
The learning rules for the weights and the biases read:

{ Am] %(85*55* - Si,*sjy*)

A1
Ab; = (55*—57;7*) (A13)

wl= |l
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CHAPTER B

Training Convolutional Networks with
Equilibrium Propagation

In this section, we describe and define all operations used to train with EP a convolutional
neural network recurrently connected with symmetric synapses. We describe the dynamics and the
underlying learning rules for the weights and the biases in the prototypical and the energy-based
settings. We denote N°® and N'¢ the number of convolutional layers and fully connected layers in
the convolutional system, and N*t = N 1 N The units of the system are denoted by s and
listed from s = z the input to the output sV

B.1 . Operations involved in the convolutional system

We detail here the operations involved in the dynamics of a convolutional RNN in both the
prototypical and the energy-based settings.

* The 2-D convolution between w with dimension (Ci,, Cout, F, F') and an input = of dimensions
(Cin, Hin, Sin) and stride one is a tensor y of size (Cous, Hout, Wour) defined by:

Cin—1F-1F-1

Ye,hs = ('U)*.T c,h,s — B + Z Zzwc,l,j kxl,j+h k+s> (B1)

i=0 j=0 k=0
where B, is a channel-wise bias.

« The 2-D transpose convolution of y by w is then defined in this work as the gradient of the
2-D convolution with respect to its input:

(Wxy)=——F—"y (B.2)

* The dot product “e" generalized to pairs of tensors of same shape (C, H, S) writes:

C-1H-15-1

aeb= Z Z Z ac,h,sbc,h,s- (83)

c=0 h=0 w=0
* The pooling operation P with stride F' and filter size F' of x:

P c,h,s — c — 1,F(s— i [ B.4
F($) A, Z‘ﬁjen[f(lfi}(_” {$ JF(h—1)4+144,F( 1)+1+]} ( )

with relative indices of maximums within each pooling zone given by:

ind’P(Q:)c,h,s = argmax {chh 1)+1+44,F(s— 1)+1+j} (IE h) ( )) (BS)
4,j€[0,F—1]
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* The unpooling operation P! of y with indices indp(z) is then defined as:

P_l(y, indP(m))c,h,s = Z Yeyij 6h,F(i71)+1+i*(a:,h) : 5sF(j71)+1+j*(:Jc,s)a (B.6)

i?j

which consists in filling a tensor with the same dimensions as = with the values of y at the
indices indp(x), and zeroes elsewhere. For notational convenience, we omit to write explicitly
the dependence on the indices except when appropriate. We can also see unpooling as the
gradient of the pooling operation with respect to its input.

* The flattening operation F is defined as reshaping a tensor of dimensions (C, H,S) to
(1,CHS). We denote by F~ its inverse.

B.2 . Prototypical Settings

B.2.1 . Equations of the dynamics

We derive here the dynamics of the convolutional network with symmetric connections and with
the mean square error as loss function in the prototypical settings. In this case, the dynamics reads:

(ST = p (P #87) + T+ PUIHD) W € 0, N 9
S = p (Pl #52"" 1) + F w5V

{ sty = p (weenpy s F(s) Fwneonys s ) (B.7)
St = p (Wns1 - 8} + Wpa | - 5P, Vn € [N 41, N** — 2]
Si\:;t =p (thot . sinOt_1> + By — SNttOt), with 5 = 0 during the first phase,

\

. . - tot
where we take the convention s° = z, the input. In this case, we have s

Considering the function:

= 1, the output layer.

Niot—1
(I)(l‘, 81, . 7S]\/tot) _ Z Sn—‘rlT cw, - 8"+ SNconv“rl CWNL 41 f(chonV>
n=Nconv+2
Neonv—1
+ Z Sn+1 .P(wn+1*8n) + Sl .P(wl *[L’),

n=1

when ignoring the activation function, we have:

Yne[l,N®]: "~ —. (B.8)

B.2.2 . Learning rules

We derive the learning from the primitive function with the help of Eq. A.12. In the prototypical
settings, the learning rules read:
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Aw; = £ (P Y (st?) xx — P~ (s}) x 2)

g
Vn € [17 Neonv — 1] : Awnﬂ = % ('P_l(32+175) *5;’}75 — 7)—1(8:}-&-1) * 8:})
Achonv+1 e % (Sivconv'i‘l,ﬂ . f (Sivconv,ﬁ T . Sivconv+1 . f (S*Nconv)—r> (8'9)

Vn € [Neony + 2, Nyot — 1] Aw,, = <sf+1’5 . sf’BT — gl SQT>

1
B

B.3 . Energy-Based Settings

B.3.1 . Equations of the Dynamics
Inspired by the primitive function derived in the prototypical settings we define an energy function
which applies to an energy-based convolutional system, and rely on the same operations defined
above:

ot 1 Niot Niot 1 Niot—1
E(z,s', - sV = 3 Z(s")2 - anp(s”) b Z p(s" ™ aw,.p(s™)
n=1 n=1 n=Nconv+2
]\Tconv_1
= ) i F( ) =0 6 @ P (e x p(51) = pls") o P
n=1

The dynamics is then derived from this energy function with the help of Eq. 3.16:

( Os! Op(st _ _
O 4 P (Pl pla)) 1+ P 057
83”“ 0 3n+1 ~ — n con
5 = —s"th 4 % X (P(wns1 * p(s™)) 4+ Wiz * P~ (p(s"1?))) Vn € [1, N — 2]
achonv conv ap SNCOHV conv __ o conv
= s ) (Pl 5 (™) + F T (7))
achonv+1 conv 8p SNCOHV+1 conv conv
O ==y PO ) (i Pl ) e (V).
8 n+1 a n+1
Sét = _8n+1 + % X (wn—l-l . p(8n> + wn—l—QT . p(8n+2)) ’ Vn € [Nconv + 17 Ntot _ 2}
a NtOt tot a Nmt tot tot .
5075 = sV + % X (thot p(s™ _1)> + By — sV,  with 3 = 0 during the first phase.
( s
(B.10)
Ntot

where again we have s = ¢, the output layer.

B.3.2 . Learning Rules
We derive the learning from the primitive function with the help of Eq. A.7. In the energy-based
settings, the learning rules read:
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= (P () =P gt} + )
Vn € [1; Nconv - 1} : AIwTLJrl B P n+1 B )*p< n,ﬂ) o ,P_1<p<8:<l+1 ) p(S:}))

1 ) *
AwNCODV+1 % <p<SNconv+1B (p S Nconv, ﬂ)) p( Nconv-‘rl) F (p(sivconv)) > I
Vn € [Neony + 2, Niot — 1] 1 Aw,, = % <p(82+1’5) : p(SQﬂT) — p(si*) 'p(sz)>
(B.11)

One should notice that we only need to store the activation p(s) of the neurons to compute the
gradient for each parameter which turns out to be very interesting when the activation function p
outputs binary values, as we do in Section 4.3.
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CHAPTER C

A Scaling Factor for Equilibrium Propagation

In this section, we discuss in detail the scaling factor introduced in Section 4.2. We first describe
the initialization of the scaling factor. We then show that a naive initialization for the scaling factor
inspired by XNOR-Net leads to good performance, but that tuning more precisely the scaling factor
can increase the accuracy. Finally we derive learning rules for the scaling factors allowing EP to
optimize by itself the value of the scaling factors. We show that systems learning their scaling factors
better fit the training set but also learn faster.

C.1 . Learning the Scaling Factor with EP

Results in the previous subsection show that optimizing the value of o can give rise to enhanced
performance. Here we show that this optimization can be achieved through EP. In the context of
EP we can indeed derive a learning rule for any parameter in the primitive or energy function. In
this section, the scaling factor is first initialized with the method described in Alg. 7 and is then
optimized with SGD with the gradient extracted by EP. For clarity, we decompose the binary weights
W from +a to a X w where w = =+1.

C.1.1 . Learning Rules in the Prototypical settings

Fully connected layers architecture.
For a given fully connected layer, the scaling factor a can be introduced in the primitive function of
the system as:

1
O(s) = 7 x sTws (C.1)

Eq. A.12 then indicates that the learning rule for the scaling factors in a fully connected
architecture in the prototypical settings of EP is:

Aoy = % ((slTwslH)B — (slTwslH))O) (C.2)

where [ denotes the index of a layer in the system.

Convolutional architecture:

The scaling factors in use for the classifier are updated with the gradient given by the learning
rule stated above.

For convolutional layers, we use one scaling factor per output feature map which gives C,;
scaling factors for a layer with C,,; feature maps.

Thus for each channel in a convolutional layer ¢ in C,,; we can write:

P (Wig1 *8"), = ac X P (wyqq1 *5"), (C.3)

where W, 11 = a, X wy,41 are the normalized weights for a channel and w,; € {-1.1}.
Following this observation, we can also rewrite a primitive function with o as we did for the fully
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connected architecture. From this primitive function, we can derive the learning rule for the scaling
factors of the convolutional part which reads, channel-wisely:

(527! @ P (wpsy 8™),)7 = (sp! @ P (wy1 x5"),)")

Vne[ Neony — 1] 1 Aa™ =
{ o P (wy*x),)")

= é(( se o P(wixx))" = (s

o) HQI»—\

(C.4)

C.1.2 . Learning Rules in the Energy-Based Settings

Fully connected layers architecture:
Similarly to the way we introduced « in the primitive function, we re-write the energy function
of a fully connected layers architecture as a function of a:

1 1

=3 > s 5 > aiwip(si)p(si) = > bip(si) (C.5)

i i#j i

Again, with the help of Eq. A.7 we derive a learning rule for the scaling factors in a fully
connected architecture in the energy-based settings of EP which reads as follow:

25 (o6 wplsrin))” = (p(sT hwplsr))) (6)
where [ denotes the index of a layer in the system.

Convolutional architecture:

The scaling factors in use for the classifier are updated with the gradient given by the learning
rule stated above.

In our convolutional networks, we use one scaling factor per feature map which gives C,,; scaling
factors for a layer with C,,,; feature maps. For each feature map, we have Eq. C.3 verified and we
can also easily derive the learning rule of the scaling factors of the convolutional layers which reads,
channel-wise:

AOél,zH =

»

{\me[ Neomy —1] 1 Aalt = L((p(s71) @ P (Wyp1 % p(s™),))? — (p(s7*1) @ P (Wyp1 % p(s™),)°))
= L((p(s}) @ P (Wi xx),)% = (p(st) @ P (Wi x),)")
(C.7)

C.2 . Simulations Details - Hyperparameters and Training Curves

C.2.1 . Binary Synapses

We detail in this section all settings and parameters used for the simulations for EP with binary
synapses and full-precision activations (hardsigmoid activation function). We ran the simulations
with PyTorch and speed them up on a GPU. The duration of the simulations runs from 30 mins for
the shallow network to 5 days for the convolutional architecture on CIFAR-10.

For these simulations, we use the prototypical settings of EP for the sake of saving simulation
time. The energy-based settings would perform the same way but such models are much longer to
train.
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We found that comparatively to full-precision models trained by EP, the error signal vanishes
through the system and thus deep layers need a greater learning rate for the biases and greater v
for the weights. All hyperparameters are reported in Table C.1.

The target is one-hot encoded and the prediction is computed by taking the argmax of the state
of the output neurons. The output layer is designed in a way that we have one output neuron per
class of the dataset. We initialize the binary weights taking the sign of randomly-initialized weights
matrices.

We choose the sign of beta randomly at each mini-batch which is known to give better results
[14], [186]. For all simulations we used mini-batches of size of 64 as we found it performs better.

All figures report the mean of the training and testing errors computed with 5 trials each £ 1
standard deviation.

MNIST - fully connected layer - 1 hidden layer. We train a network with a fully connected
architecture and 1 hidden layer on MNIST. We first tuned the EP hyperparameters (T, K, f3)
making EP gradient estimates match those given by BPTT [157]. At the same time we tuned
BOP hyperparameters in order to fit the flipping metric (Eq. 4.1) in the range leading to successful
training as described in Section 4.2. We found that contrarily to Helwegen et al. [160], the flipping
metric starts at high level (between 0 and —4/ — 5) and decreases over epochs to reach a region
below -5.

We initialize one scaling factor per weight matrix with the method described in Alg. 7. When
the scaling factors are learnt, we use the same learning rate for all scaling factors. Despite the fact
that the learning rule for the scaling factors requires the sign of the weights +1 for the computation,
we found that using the scaled weights +a performs the same way so we used the scaled weight
matrix to compute the gradient.

To reach an accuracy at levels of reported results in the literature with such architecture trained
by EP on MNIST, we needed to increase by 8 the number of neurons in the hidden layer as shown in
Fig. C.1 when the scaling factors are fixed which justifies the architecture we trained: 784-4096-10.

We report all hyperparameters in Table C.1. We initialize the biases with the native PyTorch
random initialization and the state of the neurons to zero as it has proven to perform better.

We performed two sets of simulations:

* Simulations where the scaling factors were fixed which achieve accuracy (Table 4.1, Fig. C.2)
close to those reported in the EP literature: [157].

* Simulations where the scaling factors were learnt. We show that learning the scaling factors
improves by a considerable margin the training -0.7% and the testing -0.4% errors: Fig. C.2,
Fig. C.3 and Table 4.2. We link the better testing error to a better fit on the training set as
the network seems to overfit a bit: the testing error starts to increase after 10 epochs which
also highlights the fact that when we learn the scaling factors, we can use less neurons per
hidden layer and still get accuracy close to those reported in the EP literature. We also report
that the training is at least five times faster, as after 10 epochs the training and testing errors
are below the levels obtained after 50 epochs with fixed scaling factors. Learning the scaling
factors makes the flipping metric of BOP to decrease more quickly than when the scaling
factors are fixed.
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Figure C.1: Averaged train (blue) and test (orange) errors on MNIST with a fully connected ar-
chitecture with one hidden layers as a function of the number of hidden neurons - We average the
errors over 5 trials and plot the average + 1 standard deviation

MNIST - fully connected layer - 2 hidden layers. We train a network with a fully connected
architecture which has 2 hidden layers on MNIST. We initially chose EP and BOP hyperparameters
close to the hyperparameters chosen for training the network with one hidden layer network and
then fine-tuned them to achieve the best accuracy. The metric of BOP (Eq. 4.1) also decreases
over epochs to reach a level below -5 in the good range for BOP.

Again, we initialize with Alg. 7 one scaling factor per weight matrix which gives 3 scaling factors
for this architecture. We also use the same learning rate for all scaling factors and the scaled weights
for computing the gradient as done with the architecture which has 1 hidden layer.

We kept the same number of neurons (4096) in each hidden layer as for the architecture which
has only 1 hidden layer.

We report all hyperparameters in Table C.1. We initialize the weights with the native PyTorch
random initialization and the state of the neurons to zero as it has proven to perform better.

We performed two sets of simulations:

* Simulations where the scaling factors were fixed, which achieve accuracy (Table 4.1, Fig. C.4)
close to those reported in the EP literature [157].

* Simulations where the scaling factors were learnt. We show that learning the scaling factors
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Figure C.2: Top: Train (blue) and test (or-
ange) error on MNIST with a fully connected
architecture with one hidden layer of 4096 neu-
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Figure C.3: Top: Train (blue) and test (or-
ange) error on MNIST with a fully connected
architecture with one hidden layer of 4096 neu-
rons trained with EP with binary synapses -
The scaling factors are learnt - Down: metric
of weights flipped during an epoch, given for
each weights matrix from input to output

improves a lot the fit by 0.15% on the train set and thus improves the testing accuracy by
0.2% in Fig. C.4, Fig. C.5 and Table 4.2. Finally learning the scaling factors also speed up
the training by at least a factor 5.

MNIST - convolutional architecture: We train a convolutional network on MNIST. The
architecture used consists in the following: 2 convolutional layers of respectively 32 and 64 channels.
We use convolutional kernels of size 5 x 5, padding of 2 and a stride of 1. Each convolutional
operation is followed by a 2 Max Pooling operation with a stride of 2. We flatten the output of the
last convolutional layer to feed the output layer of 10 neurons.

We tuned EP hyperparameters (T,K,3) making EP gradient estimates match the gradient given
by BPTT [157]. We tuned BOP hyperparameters to make the metric in the range below -5.

The scaling factors « are initialized channel-wise in each convolutional layer which gives 32
scaling factors for the first convolutional layer and 64 scaling factors for the second convolutional

layer with the architecture used here. Again we use the scaled weights to compute the gradient of
each scaling factor.

We performed two sets of simulations:

« Simulations where the scaling factors were fixed. We report accuracy slightly below the one
reported with EP on MNIST with the same convolutional architecture in [157]: -0.4% for the
training and -0.2% for the testing errors. Two things one: as underscored before, BOP seems
to regularize the training with EP but also we used the sign of 5 randomly which is known to
better estimate the gradient given by EP and thus improve the training.

« Simulations where the scaling factors were learnt. Learning the scaling factors allow the system
to better fit the training set (-0.5% of training error). But this makes the system to overfit
as the testing error increases to 0.88% after 50 epochs after having reached a minimum at
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Figure C.4: Top: Train (blue) and test (or- Figure C.5: Top: Train (blue) and test (or-
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- The scaling factors are fixed - Down: metric - The scaling factors are learnt - Down: metric
of weights flipped during an epoch, given for of weights flipped during an epoch, given for
each weights matrix from input to output each weights matrix from input to output

0.76% after 25 epochs. Learning the scaling factors also decreases more the flipping metric 7
as shown in Fig. C.6, Fig. C.7 and Table 4.3.

Table C.1: Hyperparameters used for training systems with EP and binary synapses - IrBias are
the learning rates used for updating the biases with SGD and given from input to output layer -
is layer-dependent and given from input to output layer

EP BOP
Dataset Method Architecture T K g v T IrBic
MNIST fc 784-4096-10 50 10 0.3 1e-4-1e-5 S5e-7 0.05-0.1
MNIST fc 784-4096(2)-10 250 10 0.3 2e-5-2e-5-5e-6 S5e-7 0.2-0.1-
MNSIT conv 1-32-64-fc 150 10 0.3 5e-8 1e-8 0.1-0.05-

CIFAR-10 conv 3-64-128-256(2)-fc 150 10 0.3 1e-7(2)-2e-7(2)-5e-8 1e-8 0.4-0.2-0.1-0

CIFAR-10 - convolutional architecture. We train a convolutional network on CIFAR-10. The
architecture used consists in the following: 3-64-128-256-256-fc(10): 4 convolutional layers of re-
spectively 64, 128, 256 and 256 channels, one output layer of 10 neurons. We use convolutional
kernels of size 5 x 5, padding of 2 and a stride of 1. Each convolutional operation is followed by a
2 Max Pooling operation with a stride of 2. We flatten the output of the last convolutional layer to
feed the output layer.

Because we used twice as less feature maps at each convolutional layer to speed up our training
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Figure C.6: Top: Train (blue) and test (or-
ange) error on MNIST with a convolutional
architecture with 2 convolutional layers of re-
spectively 32 and 64 channels trained with EP
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Figure C.7: Top: Train (blue) and test (or-
ange) error on MNIST with a convolutional
architecture with 2 convolutional layers of re-
spectively 32 and 64 channels trained with EP
with binary synapses - The scaling factors are
learnt - Down: metric of weights flipped dur-
ing an epoch, given for each weights matrix
from input to output.

simulations compared to the original network Laborieux et al. [186], we used the available code *
to run simulations with the same architecture as ours to benchmark our technique.

We chose EP hyperparameters equal to those used for the convolutional architecture trained on
MNIST as it has shown to work well. We tuned BOP hyperparameters to make the metric in the

good range for BOP.

The scaling factors « are initialized channel-wise in each convolutional layer which for instance
gives 64 scaling factors for the first convolutional layer with the architecture used here. Again we
use the scaled weights to compute the gradient of each scaling factor.

We performed two sets of simulations:

* Simulations where the scaling factors were fixed which achieve accuracy (Table 4.1, Fig. C.8)
close to those reported in the EP literature ([186]).

* Simulations where the scaling factors were learnt. We show that learning the scaling factors
improves a lot the fit by 1.4% on the train set and thus improves the testing accuracy by 1.2%

in Fig. C.8, Fig. C.9 and Table 4.4.

We pre-processed CIFAR-10 with the following data augmentation and normalization techniques

before feeding it to the system:
« Random Horizontal Flip with p = 0.5

* Random Crop with padding = 4

"The code is available at: https://github.com/Laborieux-Axel/Equilibrium-Propagation.
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Figure C.8: Top: Train (blue) and test (or-
ange) error on CIFAR-10 with a convolutional
architecture with 4 convolutional layers of re-
spectively 64, 128, 256 and 256 channels
trained with EP with binary synapses - The
scaling factors are fixed - Down: metric of
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Figure C.9: Top: Train (blue) and test (or-
ange) error on CIFAR-10 with a convolutional
architecture with 4 convolutional layers of re-
spectively 64, 128, 256 and 256 channels
trained with EP with binary synapses - The
scaling factors are learnt - Down: metric of
weights flipped during an epoch, given for
each weights matrix from input to output.

* Normalization with = (0.4914,0.4822,0.4465) and o = (0.247,0.243,0.261) for each rgb
input channel.

C.2.2 . Binary Synapses and Activations

We detail in this section all settings and parameters used for the simulations of EP with binary
synapses and binary activations. We ran the simulations with PyTorch and sped them up on a
GPU. For all simulations we used mini-batches of size of 64 as we found it performs better. The
time of the simulations runs from 30 mins for the shallow network to 5 days for the convolutional
architecture on CIFAR-10.

For the simulations of EP with binary synapses and binary activations we use the energy-based
settings of EP with the rules derived in Section 4.3 such as the pseudo-derivative of the Heavyside
step function and the enlarged output layer.

In this section, we explore how 7 can be finely tuned layer-wise in order to give the best per-
formance while having the same ~ for all layers which could be more hardware friendly as we could
use the same devices to store the momentum and only change the threshold layer-wise. All hyper-
parameters are reported in Table C.1.

The target is one-hot encoded and then replicated Njerciass times to match the size of the
output layer. We make the prediction with the two methods described in 4.3. We initialize the
binary weights taking the sign of randomly-initialized weights matrices (native random initialization
of Pytorch which is the Uniform Kaiming initialisation).

The input data is kept full-precision thus the MAC operation for the first layer of each architecture
is full-precision and also the gradient.

We choose the sign of beta randomly at each mini-batch which is known to give better results
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[14], [157], [165] for all simulations except when training the network with the fully connected
architecture and which has 2 hidden layers where we only used g > 0.

We used the Heaviside step function as the binary activation function as emphasised in Section
4.3. For defining the pseudo-derivative function /' (s) (Eq. 4.8) we used o = 0.5 despite using a
binary activation.

All figures report the mean of the training and testing errors computed with 5 trials each + 1
standard deviation.

MNIST - fully connected layer - 1 hidden layer: We train a network with a fully connected
architecture and 1 hidden layer on MNIST.

We chose EP hyperparameters (7', K, ) close to those used for training the same architecture
but with binary synapses and full-precision activations. At the same time we tuned BOP hyperpa-
rameters in order to fit the flipping metric in the range leading to successful training as described
in Section 4.2.

We initialize one scaling factor per weight matrix with the method described in Alg. 7. Sim-
ulations with a learnt scaling factors gave results only for 1 hidden layer. When we deepened the
network to be trained, learning the scaling factor does not behave well, which we think it is due
to the nudging strategy (notably when 8 < 0) which does not give an accurate estimation of the
gradient.

To reach an accuracy at the level of reported results in the literature with such architecture
trained by EP on MNIST, we needed to increase by 16 the number of neurons in the hidden layer
which gives the architecture we trained: 784-8192-100. We chose 100 output neurons as it is
approximately the number of input units times the sparsity of MNIST data and 100 has shown to
perform the best.

We report all hyperparameters in Table C.2. We initialize the biases with the native PyTorch
random initialization and the state of the neurons to one as it has proven to perform better.

We performed two sets of simulations:

* Simulations where the scaling factors were fixed which achieve accuracy (Table 4.5, Fig. C.10)
close to those reported in the EP literature: [157].

* Simulations where the scaling factors were learnt. We show that learning the scaling factors
only improve a little bit the training error: -0.1% but not the testing error: Fig. C.10, Fig.
C.11.

MNIST - fully connected layer - 2 hidden layers We train a network with a fully connected
architecture and 1 hidden layer on MNIST.

We chose EP hyperparameters (T,K,3) close to those used for training the same architecture but
with binary synapses and full-precision activations. At the same time we tuned BOP hyperparameters
in order to fit the flipping metric in the range leading to successful trainings as described in Section
4.3,

We initialize one scaling factor per weight matrix with the method described in Alg. 7.

We chose 6000 output neurons as it gives the best accuracy but also as it scales as the number
of hidden neurons in the penultimate hidden layer times some sparsity in the layer.

We initially perform a nudging with the sign of 5 chosen randomly at each mini-batch. But
when we nudge the system with 3 < 0, it appears that we should let the system evolve during K
time steps with K very large (of the order of at least 500 time steps). Finally, we chose to nudge
only using the sign of 8 > 0 despite the trainings perform less than if we used the sign of beta
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Figure C.10: Top: Train (blue) and test (or-
ange) error on MNIST with a fully connected
architecture with one hidden layer of 8192 neu-
rons trained with EP with binary synapses and
binary activations - The scaling factors are
fixed - Down: metric of weights flipped during
an epoch, given for each weights matrix from
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Figure C.11: Top: Train (blue) and test (or-
ange) error on MNIST with a fully connected
architecture with one hidden layer of 8192 neu-
rons trained with EP with binary synapses and
binary activations - The scaling factor is learnt
- Down: metric of weights flipped during an
epoch, given for each weights matrix from in-
put to output.

randomly. Monitoring the temporal evolution of some neurons in the network can also help at tuning
EP hyperparameters.

To reach an accuracy at levels of reported results in the literature with such architecture trained
by EP on MNIST, we used the following architecture we trained: 784-8192-8192-6000. We report all
hyperparameters in Table C.2. We initialize the biases with the native PyTorch random initialization
and the state of the neurons to one as it has proven to perform better.

We report all hyperparameters in Table C.2. We initialize the biases with the native PyTorch
random initialization and the state of the neurons to one as it has proven to perform better.

MNIST - convolutional architecture We train a convolutional network on MNIST. The
architecture used consists in the following: 2 convolutional layers of respectively 256 and 512 chan-
nels. We use convolutional kernels of size 5 x 5, padding of 1 and a stride of 1. Each convolutional
operation is followed by a 3 Max Pooling operation with a stride of 3. We flatten the output of the
last convolutional layer to feed the output layer of 700 neurons.

We tuned BOP hyperparameters to make the metric in the range below -5.

The scaling factors « are initialized channel-wise in each convolutional layer which gives 256
scaling factors for the first convolutional layer and 512 scaling factors for the second convolutional
layer with the architecture used here.

Again, learning the scaling factors did not show better accuracy and could be also linked to the
nudging strategy.

We initialize the biases at 0 and the state of the neurons to one as it has proven to perform
better.

Finally, here we adopted another nudging implementation: although the nudging is usually
performed by adding the derivative of the loss function with respect to the units of the output layer
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Figure C.12: Top: Train (blue) and test (orange) error on MNIST with a fully connected architecture
with two hidden layers of 8192 neurons trained with EP with binary synapses & binary neurons - The
scaling factors are fixed - Down: metric of weights flipped during an epoch, given for each weights
matrix from input to output.

+5(y — 9), we implemented a constant nudge: +0((y — .), where g, stands for the first steady
state reached by the output units at the end of the first phase. This nudge has shown to perform

better than the classic nudge.
We report all hyperparameters in Table C.2. We initialize the biases with the native PyTorch
random initialization and the state of the neurons to one as it has proven to perform better.
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Figure C.13: Top: Train (blue) and test (orange) error on MNIST with a convolutional architecture
with 2 convolutional layers of respectively 256 and 512 channels trained with EP with binary synapses
& binary neurons - The scaling factors are fixed - Down: metric of weights flipped during an epoch,
given for each weights matrix from input to output.

Table C.2: Hyperparameters used for training systems with EP and binary synapses with binary
neurons - 7y is layer-dependent and given from input to output layer when multiple values are given
- v has the same value for all layers when a single value is given.

EP BOP
Dataset Method Architecture T K g y T lrBias
MNIST  fc 784-8192-100 20 10 2 2e-6 2.5e-7 - 2e-7 1e-7
MNIST  fc 784-8192(2)-8000 30 80 2 1e-6 2e-8-1e-8-5e-8 le-6

MNIST  conv 1-256-512-1600(fc) 100 50 1 5e-8 8e-8-8e-8-2e-7 2e-6-5e-6-1e-5
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