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d’Arthur TENENHAUS, Professeur, la co-direction d’Edouard DUCHESNAY, Directeur de Recherche et le

co-encadrement de Pietro GORI, Mâıtre de conférences
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Résumé: La physiopathologie des maladies men-

tales telles que la schizophrénie et le trouble bipolaire

est encore mal comprise, cependant l’émergence de

grandes bases de données transdiagnostiques d’images

cérébrales offre une occasion unique d’étudier les

signatures neuroanatomiques de ces maladies. Le

développement de modèles d’apprentissage profonds

pour l’imagerie médicale a ouvert la voie à des appli-

cations complexes comme la segmentation d’images.

Néanmoins, l’applicabilité de telles méthodes aux

problèmes de prédiction à l’échelle individuelle à par-

tir d’IRM anatomique reste encore inconnue. Dans

cette thèse, nous étudions d’abord la performance des

réseaux de neurones actuels en fonction de la quan-

tité de données disponibles. Nous comparons ces per-

formances avec les modèles linéaires régularisés ainsi

que les machines à vecteurs de support avec noyau.

Nous constatons un problème de sur-ajustement im-

portant sur les jeux de données cliniques ainsi qu’une

courbe d’apprentissage similaire aux modèles linéaires

pour les tailles d’échantillon actuellement accessible

en recherche clinique. Nous montrons que cet ef-

fet de sur-ajustement est en partie dû au biais induit

par les scanners IRM et les protocoles d’acquisition

(effet site). Nous proposons une nouvelle solution

d’apprentissage des représentations sur de grands jeux

de données multi-site d’imagerie de la population saine,

basée sur l’apprentissage auto-supervisé par contraste.

En transférant ces connaissances à de nouveaux jeux de

données cliniques, nous démontrons une amélioration

des performances de classification et une plus grande

robustesse à l’effet site. Par ailleurs, nous four-

nissons des garanties théoriques de généralisation de

ces modèles pour les tâches de classification. En-

fin, pour une meilleure reproductibilité et compara-

ison des modèles profonds en neuroimagerie, nous

introduisons un nouveau jeu de données multi-site

à large échelle: OpenBHB. Cette base de données

est spécialement conçue pour la prédiction de l’âge

cérébrale (tâche supervisée) ainsi que la suppression

de l’effet site dans les représentations des modèles pro-

fonds. Nous proposong également un défi, accessible

en ligne, pour l’apprentissage des représentations avec

OpenBHB ainsi qu’une nouvelle méthode pour évaluer

le biais dans les représentations des modèles soumis.
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Abstract: Psychiatry currently lacks of objective

quantitative measures to guide the clinician in choosing

the right therapeutic treatment. The physio-pathology

of mental illnesses such as schizophrenia and bipolar

disorder is still poorly understood but the emergence of

large-scale neuroimaging transdiagnostic datasets gives

a unique opportunity for studying the neuroanatomi-

cal signatures of such diseases. While Deep Learning

(DL) models for medical imaging unlocked unprece-

dented applications such as image segmentation, its

applicability to single-subject prediction problems with

neuroanatomical MRI yet remains limited. In this the-

sis, we first study the current performance and scaling

trend of DL models, for several architectures represen-

tative of the recent progression in computer vision, as

compared to regularized linear models and Kernel Sup-

port Vector Machine. We found a high over-fitting

issue on clinical data-sets and a similar scaling trend

with linear models, for current accessible sample size in

clinical research. This over-fitting effect was also due

to the bias induced by MRI scanners and acquisition

protocols. To tackle the sample size issue, we propose

a new method to learn a representation of the healthy

population brain anatomy on large multi-site cohorts

with neural networks using contrastive learning, an in-

novative self-supervised framework. When transferring

this knowledge to new datasets, we demonstrate an

improvement in classification performance of patients

with mental illnesses. We provide a theoretical frame-

work grounding these empirical results and we show

good generalization properties of the model for down-

stream classification tasks with weaker hypothesis than

in the literature. Moreover, as an advancement towards

debiased deep models and reproducibility in neuroimag-

ing, we introduce a new large-scale multi-site dataset,

OpenBHB, for brain age prediction and site de-biasing

as well as a permanent challenge focused on represen-

tation learning. We offer three pre-processing to study

brain anatomical surface, geometry and volume inside

T1 images as well as a novel way to evaluate the bias

in model’s representation.
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Merci à Serge pour ton aide lors de la soutenance et à Véronique pour être présente dans
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Résumé

Introduction

La neuroimagerie permet d’étudier le cerveau humain afin de comprendre comment ce système

biologique peut accomplir des tâches cognitives de haut niveau (langage, mémoire, attention,

raisonnement, perception et émotion) mais aussi comme outil de diagnostic pour le clinicien.

Au début de l’imagerie cérébrale, cette technique a permis plusieurs avancées pour identifier

des lésions ou des tumeurs cérébrales (par exemple, l’angiographie cérébrale mise au point en

1927), mais elle nécessitait des interventions dangereuses et douloureuses pour le patient. Par

la suite, de nouvelles techniques d’imagerie ont été développées, dont l’imagerie par résonance

magnétique (IRM), basée sur la propriété physique du proton à l’intérieur des molécules d’eau

sous un champ magnétique élevé. Cette technique non invasive fournit des informations sur la

structure du cerveau (comme les cartes de connectivité cérébrale entre les régions avec l’IRM

de diffusion) et sur l’activité cérébrale (via des mesures indirectes du flux sanguin avec l’IRM

fonctionnelle par exemple).

L’apport de l’IRM pour l’étude des maladies psychiatriques. Pour les troubles psy-

chiatriques tels que la schizophrénie, le trouble bipolaire ou les troubles du spectre autistique

(TSA), il n’existe actuellement aucun biomarqueur objectif et quantitatif dans le cerveau

(et par extension, aucun test clinique) pour guider le clinicien dans le choix d’une stratégie

thérapeutique ciblée à l’échelle individuelle. Le diagnostic de ces maladies repose unique-

ment sur des entretiens cliniques et des questionnaires permettant de rapporter des symptômes

qui sont ensuite classés selon le Manuel diagnostique et statistique (DSM). Les recherches

antérieures ont principalement étudié ces troubles à l’échelle du groupe en identifiant les car-

actéristiques anormales du cerveau dans un groupe de patients par rapport à des sujets sains

au moyen de tests statistiques. Cette approche a permis de découvrir plusieurs biomarqueurs

pertinents pour les troubles cérébraux (comme des anomalies de connectivité dans le système

limbique-striatal pour les TSA [199] ou des connexions fonctionnelles plus élevées entre les

régions pour la schizophrénie [157]), mais son application au diagnostic/pronostic clinique est

difficile, principalement dû au manque de pouvoir discriminant des biomarqueurs trouvés à

l’échelle du groupe [9], ce qui empêche leur utilisation au niveau individuel.
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L’apprentissage automatique pour la médecine de précision. Les modèles d’apprentissage

automatique (ML) offrent une solution attrayante pour aborder la prédiction individuelle à

partir de données IRM. Au lieu de considérer un effet statistiquement significatif à l’échelle

du groupe, le modèle est entrâıné à prédire un état clinique par sujet. Une fois entrâıné, le

modèle peut ensuite prédire cet état clinique à partir de nouvelles entrées par extrapolation.

En outre, l’émergence de jeux de données à grande échelle provenant de plusieurs consortiums

internationaux (comme le Human Connectom Project [286], ABIDE [79, 80], UKBioBank [37])

rendent possible l’entrâınement de ces algorithmes de plus en plus complexes qui peuvent “aider

à découvrir de nouveaux mécanismes causaux et conduire à la génération de nouvelles hy-

pothèses” [257] ( i.e. découverte de biomarqueurs) ainsi qu’aider le clinicien à choisir le bon

traitement face à un patient souffrant de plusieurs maladies plausibles.

La piste priviligiée: l’apprentissage des représentations par transfert. En partant du

constat que les jeux de données à large échelle de contrôles sains sont maintenant disponibles

alors que les cohortes de patients avec troubles psychiatriques homogènes (i.e. scannés avec

le même scanner/protocole, ayant pris les mêmes traitements et avec le même diagnostic)

sont, et seront dans un futur proche, à petite échelle, nous nous demandons: pouvons-nous

changer le paradigme supervisé traditionnel en ML pour exploiter ces larges jeux de données

contrôles pour la prédiction des troubles cérébraux? Dans cette thèse, nous étudions les modèles

d’apprentissage profond (DL) hiérarchique afin d’apprendre la représentation des données d’imagerie

cérébrale de sujets sains, et de découvrir les signatures neuroanatomiques discriminantes des

sujets malades au sein de petites cohortes cliniques.

Potentiel et limites de l’apprentissage supervisé des représentations

pour la neuroimagerie

Dans ce chapitre, nous avons étudié les principales propriétés des modèles supervisés de DL

sur des données d’imagerie cérébrale anatomique. Pour mener à bien notre analyse, nous avons

d’abord rassemblé une grande collection d’images cérébrales par le biais de diverses initiatives de

partage, ce qui nous a permis d’obtenir un vaste ensemble de données multi-sites. Il comprend

notamment des patients atteints de schizophrénie, de troubles bipolaires et d’autisme, mais

aussi une grande base de sujets sains.

À partir de ce jeu de données, nous avons montré que les modèles à l’état de l’art en

DL sont aussi performants que les modèles linéaires régularisés pour les tailles d’échantillon

clinique actuelles sur les tâches de classification des troubles mentaux. Ils ont tendance à sur-

ajuster rapidement, notamment sur le bruit associé au site d’acquisition, ce qui les empêche–

entre autres– d’extraire des motifs géométriques discriminants (par exemple les plis corticaux)

enfouis dans les images IRM brutes. Nous avons observé ce comportement à plusieurs reprises

en analysant leurs performances sur des ensembles de tests inter-sites externes et cela met
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en lumière un biais important dans les jeux de données de neuroimagerie actuels qui sera

certainement amplifié au fur et à mesure que d’autres initiatives verront le jour. Il est intéressant

de noter que que les DNN étudiés restent biaisés même lorsqu’ils sont entrâınés sur des données

à large échelle (N = 10k) pour la prédiction du phénotype, ce qui suggère que ”tout n’est pas

une question de taille de données”, comme cela a été illustré sur la maladie d’Alzheimer par

Varoquaux et Cheplygina [290].

À partir de cette analyse, nous avons étudié l’augmentation des données comme tech-

nique de régularisation ainsi que les techniques de débiaisage basées sur les données (telle

que l’harmonisation multi-site) pour les réseaux de neurones. Nous n’avons trouvé aucune

amélioration pour les applications cliniques ciblées, ce qui suggère que les augmentations

actuelles conçues à partir de la perception humaine doivent être repensées pour l’imagerie

cérébrale.

Enfin, comme l’envisagent Bzdok, Floris et Marquand [40], la modélisation de la variabilité

biologique et de l’incertitude méthodologique par le biais de la théorie bayésienne est req-

uise pour l’analyse de l’IRM cérébrale afin d’ ”aller au-delà des affirmations binaires sur

l’existence ou la non-existence d’un effet et fournir des estimations de crédibilité autour de

tous les paramètres du modèle en jeu, ce qui permet ainsi des prédictions par sujet avec des

intervalles d’incertitude rigoureux.”. Par conséquent, dans la dernière section, nous avons

utilisé les travaux récents sur les réseaux neuronaux bayésiens pour modéliser les incertitudes

aléatoires et épistémiques dans les DNN, en replaçant les techniques standard de Dropout et de

Deep Ensemble dans ce cadre. Nous montrons notamment une amélioration significative de la

calibration et des performances sur toutes les tâches de classification des troubles psychiatriques

avec des DNN largement sur-paramétrés. Ce travail souligne l’importance de la modélisation

de l’incertitude épistémique et ouvre de nouvelles voies pour le développement de nouvelles

approximations variationnelles de la distribution postérieure du réseau.

Apprentissage non-supervisé des représentations pour la neuroim-

agerie

Dans le chapitre précédent, nous avons cherché à découvrir la capacité de représentation des

DNN sur données d’imagerie cérébrale dans un contexte entièrement supervisé pour discriminer

les patients des sujets sains. L’une des principales limites de cette approche tient au besoin

toujours croissant de (très) grands jeux de données pour obtenir une convergence satisfaisante.

Cela a été illustré dans le chapitre précédent sur les tâches de classification pour détecter des

troubles psychiatriques mais aussi de regression du phénotype (comme l’âge), où les réseaux

neuronaux ne convergeaient pas vers de meilleures solutions que les modèles linéaires, pour une

taille d’échantillon inférieure à 1000.

De grandes initiatives pour imager la population , telles le Human Connectom Project [286]

(lancé en 2010) ou UKBioBank [37] (lancé en 2006 qui a déjà imagé près de 100 000 sujets
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au Royaume-Uni) – axées principalement sur la population saine – permettent maintenant le

développement de nouveaux outils d’IA pour modéliser le développement normal du cerveau

humain tout au long de la vie (de l’enfance à la vieillesse). Cette nouvelle ressource permet

de modéliser avec précision la variabilité biologique inhérente du cerveau sain (par exemple,

associée aux informations phénotypiques ou génotypiques telles que l’âge, le sexe ou le score

polygénique) comme une variété dans un espace de faible dimension. De ce point de vue, les

cerveaux pathologiques (par exemple, ceux des sujets atteints de schizophrénie ou de troubles

bipolaires, qui présentent des schémas cérébraux corticaux anormaux par rapport au groupe

sain) peuvent être considérés comme une déviation orthogonale à l’espace vectoriel tangent de

son ”jumeau sain” (non observé), situé sur cette variété (comme l’a illustré Aglinskas et al.

dans un article récent de Science [4] consacré à l’autisme).

Dans ce chapitre, nous étudions comment modéliser ce type de variété de faible dimension

de la population saine en utilisant des modèles auto-supervisés basés sur l’apprentissage par

contraste (CL). Ces modèles discriminatifs présentent plusieurs avantages par rapport à leurs

homologues génératifs (tels que le VAE [174] ou le GAN [116]) : ils ne nécessitent pas une

génération à l’échelle du pixel, exigeante en calcul et qui reste une tâche difficile, ils sont faciles

à entrâıner et ils ne modélisent pas explicitement le processus de génération des données mais

plutôt une approximation de son inverse (depuis l’espace observable vers l’espace latent non

observé [323]). Nous validons les modèles développés dans ce chapitre sur plusieurs cohortes clin-

iques incluant des patients atteints de schizophrénie, de troubles bipolaires, d’autisme mais aussi

d’Alzheimer, couvrant ainsi un large spectre des troubles psychiatriques et neurodénératifs.

Dans la première partie, nous présentons la formulation originale du CL pour l’apprentissage

des représentations visuelles [52, 124, 211] du point de vue de la théorie de l’information et nous

présentons ses deux principales implémentations avec MoCo [136] et SimCLR [52]. Comme

première contribution originale, nous décrivons comment des informations phénotypiques aux-

iliaires telles que l’âge du sujet peuvent être exploitées pour pour mieux apprendre les motifs

caractéristiques et discriminants de la population saine vis-à-vis des cerveaux malades. Ce

cadre étend notamment l’apprentissage par contraste supervisé au cas faiblement supervisé

en utilisant une nouvelle fonction de similarité entre les variables auxiliaires. Nous étudions

également les composantes critiques de ce modèle, telle que l’augmentation des données et la

taille des lots, et leur impact sur la représentation finale du modèle.

Dans la deuxième partie, nous fournissons un cadre théorique à l’apprentissage par con-

traste. Sur la base de cette analyse, nous nous demandons si le module d’augmentation des

données (composante critique dans les modèles actuels de CL) peut être partiellement retiré

pour l’apprentissage des représentations en imagerie médicale. Pour ce faire, nous développons

une nouvelle théorie basée sur l’intégration d’une fonction noyau entre images sur un espace à

noyaux reproduisants, vue comme a priori durant l’apprentissage. Nous montrons notamment

que les modèles génératifs ou les variables auxiliaires associées aux images peuvent définir un tel
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a priori. Nous démontrons des nouvelles bornes sur le risque supervisé avec moins d’hypothèses

que la littérature actuelle et nous explorons et validons cette nouvelle approche sur des données

d’imagerie IRM et de radiographie thoracique.

OpenBHB: un nouveau défi pour l’apprentissage supervisé et le débiaisement

Avec l’émergence croissante de nouvelles ressources multi-sites à large échelle pour la neuroim-

agerie, nous anticipons l’émergence de modèles profonds pour l’apprentissage des représentations

supervisé. Cependant, comme nous l’avons vu dans le chapitre 2, ces données d’imagerie sont

souvent collectées avec des scanners et des protocoles d’acquisition différents. Ces disparité

influencent fortement la qualité des images et induisent un biais important dans les modèles

d’apprentissage automatique, phénomène bien décrit dans le chapitre 2. Comme l’a supposé D.

Bzdok [38], l’hétérogénéité inter-site peut expliquer pourquoi, de manière contre-intuitive, il a

été signalé à plusieurs reprises que les performances des modèles prédictifs diminuent à mesure

que les données neuroscientifiques disponibles augmentent [306].

Ce chapitre est consacré à la résolution de ce problème. Nous présentons d’abord une nou-

velle ressource d’IRM cérébraux à large échelle – OpenBHB – accessible librement par tous,

ainsi qu’un nouveau défi pour la prédiction de l’âge biologique avec suppression de l’effet site,

considéré comme une tâche de débiaisage. L’estimation précise de l’âge biologique à par-

tir de l’imagerie cérébrale reste un défi important pour la communauté qui peut permettre

la découverte de nouveaux biomarqueurs (par exemple en utilisant la différence entre âge bi-

ologique et chronologique comme proxy pour la caractérisation de l’accélération du veillissement

cérébral chez des sujets malades). OpenBHB est assez unique par sa taille (comprenant N > 5k

sujets) et son hétérogénéité (71 centres d’acquisition répartis dans le monde entier sur 3 con-

tinents - Asie, Amérique du Nord et Europe). Ce jeu de données est centré sur la population

saine et il est doté de pipelines de pré-traitement standardisés pour l’analyse IRM de surface

et de volume. Dans une première partie, nous présentons d’abord les propriétés statistiques

d’OpenBHB avant de décrire le défi actuellement disponible sur la plateforme RAMP. Ce défi

introduit des métriques dérivées de la représentation des modèles soumis (en particulier via

l’évaluation linéaire [5]). Ces métriques quantifient à la fois le biais associé aux sites mais aussi

les performances de généralisation inter-site des modèles pour la prédiction de l’âge biologique

cérébral. Dans une seconde partie, nous présentons les premières expériences et résultats des

modèles profonds entrâınés sur plusieurs modalités d’IRM (volumique incluant la densité de

matière grise et surfacique incluant l’épaisseur corticale, la surface, la courbure locale, etc.).

Nous comparons les performances de ces modèles avec l’état de l’art pour l’harmonisation

multi-site, à savoir ComBat [101]. Nous ouvrons enfin des perspectives avec l’apprentissage

par contraste en proposant un nouveau terme de régularisation dans l’objectif à optimiser, qui

inclut le biais associé au site d’acquisition.
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Introduction

Neuroimaging allows to investigate the human brain in order to understand how this biological

system can perform high-level cognitive tasks (language, memory, attention, reasoning, percep-

tion and emotion) but also as a diagnostic tool for the clinician. In the early days of brain

imaging, this technique led to several breakthroughs for identifying brain lesions or brain tu-

mors (e.g. with cerebral angiography developed in 1927) but it required dangerous and painful

interventions for the patient (e.g. involving injection of filtered air in ventricular system for

pneumoencephalography or injection of contrast agent for angiography). Later on, new imaging

techniques have been developed, among which Magnetic Resonance Imaging (MRI) in the 70’s

based on the physical property (spin) of the proton inside water molecules under a high mag-

netic field. This non-invasive technique provides information about brain structure (e.g. brain

connectivity maps between regions with diffusion MRI) and brain activity (e.g. by indirect

measures through blood-flow with functional MRI). It can be used as a diagnosis tool for clini-

cians, in particular for conditions involving the central nervous system such as cerebrovascular

disease, epilepsy or demyelinating disorders. Additionally, it can finely assess the degree of

brain injury (e.g. after a stroke) and identify vascular lesions responsible of a specific disorder

(e.g. ischemic stroke).

Brain MRI is thus an imaging technique that provides brain observations that we cannot

see with our naked eyes and it has fostered our understanding of the human brain for both

neuroscience and clinical applications in the last 50 years. Nonetheless, for brain disorders such

as schizophrenia, bipolar disorder or autism spectrum disorders (ASD), there is currently no

objective and quantitative biomarkers in the brain (and by extension, clinical tests) available

to guide the clinician in choosing a therapeutic strategy. The diagnosis of such diseases is only

based on clinical interviews and questionnaires that allow a reporting of symptoms that are

then classified based on the Diagnostic and Statistical Manual (DSM). Past research has mainly

investigated these disorders at the group-level by identifying brain abnormal features in a group

of patients vs healthy subjects through statistical tests. This approach unveiled several relevant

biomarkers for brain disorders (e.g. connectivity abnormalities in the limbic-striatal system for

ASD [199] or higher functional connections between regions for schizophrenia [157]), yet its

translation to clinical diagnosis or prognosis is difficult. One main reason that explains this

difficulty is the lack of discriminative power from the biomarkers found at the group-level [9],
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preventing its adoption at the individual level.

Machine learning models offer an appealing solution for tackling subject-level prediction from

brain imaging data. Instead of considering a statistically significant effect at the group level (for

a fixed p-value), the model is trained to predict a clinical status (diagnosis, prognosis or other

phenotype) from a single entry. Once trained, the model can then predict this clinical status

from new arriving entries by extrapolation. As noted by Bzdok and Meyer-Lindenberg [39],

“machine learning and classical statistics do not judge data on the same aspects of evidence:

an observed effect assessed to be statistically significant by a p-value does not in all cases yield

a high prediction accuracy in new, independent data, and vice versa”. Additionally, the emer-

gence of large-scale datasets from several international consortium (e.g. Human Connectom

Project [286], ABIDE [79, 80], UKBioBank [37]) allows to train increasingly complex ML algo-

rithms that can “help uncover potential new causal mechanisms and lead to the generation of

new hypotheses” [257] (i.e., biomarker discovery) as well as help the clinican in choosing the

right treatment when facing a patient with multiple plausible diseases.

Nonetheless, such large emerging datasets come with several challenges. First, they are often

transdiagnostic, gathering patients with various medication histories and symptoms severity

which highly reduce the number of homogeneous patients, with no comorbidity, for a given

brain disorder. Small sample size is a major issue for ML models as it easily leads to over-

fitting on training data: the model memorizes each training image by learning spurious patterns

(e.g., associated to noise-specific features) with no capacity of generalization on new, unseen

images. It also leads to high error-bar for its predictions [289], which can bias the scientific

community towards over-optimitic results [290] (e.g., through ”over-fitting by observer” when

a cross-validation model is cherry-picked by the researcher). On the other hand, we should

emphasize that large cohorts of healthy controls with no history of mental disorders are now

easily available. Second, international consortium (e.g., ABIDE [79, 80] or ABCD Study) often

gather brain MRI acquired on various acquisition sites with different scanners and acquisition

settings (magnetic field, imaging sequence, etc.), introducing a strong bias in the resulting

images that may heavily hurt the generalization performance on external data coming from

never-seen sites.

Considering that large-scale datasets of healthy controls are now available while homoge-

neous cohorts of patients (e.g., scanned with the same scanner/protocol with same medication

history and diagnosis) are, and will be in the near future, small-scale, we ask: can we change

the traditional supervised paradigm in ML to leverage these large datasets of healthy controls

for single-subject prediction of brain disorders ? In this thesis, we investigate deep learning

models in order to learn representation of brain imaging data, in a layer-wise manner, and

to discover the hidden structure in the data along with the relevant axis of variations that

allows to discriminate a patient from the healthy population. As a result, our approach in this

thesis complies with the recommendation provided by the Research Domain Criteria (RDoC)
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initiative [153] that wants to ”better understand basic dimensions of functioning that span the

full range of human behavior from normal to abnormal”. Deep models are particularly well

suited for learning representations [30] both in an unsupervised and supervised setting on vi-

sion tasks. Very recent developments in computer vision have shown that they can learn from

a broad variety of images at a very large scale (e.g., from million to billion images [117]) with

very good transfer performance on downstream classification tasks. It currently leads to a

change in paradigm in AI where standard supervised models are replaced by foundation mod-

els [32], pre-trained on such large-scale datasets and fine-tuned on specific downstream tasks

with transfer learning. We argue such shift in paradigm is fully in line with the approach we

follow here. We believe that our study of deep models pre-trained on large-scale neuroimaging

datasets of the healthy population is a first step towards precision medicine in psychiatry and

it will foster the development of innovative, reproducible and open models, at the intersection

between neuroimaging, deep learning and computer vision. Models

Objectives

Figure 1: In this thesis, we study representation learning models for single-subject prediction using brain
anatomical imaging. First, we perform a large-scale analysis in a supervised context and we study the learning
curves of Deep Learning (DL) models against Standard Machine Learning (SML). Then, we present our main
paradigm based on transfer learning from a large-scale population imaging dataset of healthy controls to small-
scale clinical cohorts in order to discriminate brain disorders from controls using previous knowledge. Finally, we
introduce a new benchmarking resource–OpenBHB–along with a challenge to perform supervised representation
learning on brain age prediction while keeping a debiased representation, independent from acquisition sites.

This thesis studies the potential of deep learning models for single-subject prediction from
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neuroimaging data. Our main goal is to provide a new paradigm to exploit large MRI datasets of

the healthy population with deep learning tools in order to improve discrimination performance

of brain disorders and ultimately i) help the clinician for choosing better treatment; ii) discover

new individual signatures (i.e., patterns) of such highly heterogeneous disorders, hopefully at a

very early stage. The main brain disorders considered in this thesis are schizophrenia, bipolar

disorder and Autism Spectrum Disorders (ASD) with also possible application to neurological

disorder such as Alzheimer’s disease. Throughout this thesis, our main experiments will be

focused on structural MRI data, which provide information about whole-brain anatomy at the

millimetric level.

As a result, the research questions we would like to address in our study are:

1. Can we learn deep non-linear representation from brain imaging data for single-subject

prediction of brain disorders and phenotype ? How do these models perform compared

to vanilla linear models ? What regularization strategy is best suited ? Do deep models

benefit from raw data ? Can we quantify and improve predictive uncertainty to improve

downstream representation/performance ? We study these questions by gathering a large-

scale transdiagnostic dataset and we show comparable performance between deep and

linear models for brain disorder prediction with medium-scale datasets but better scal-

ing trend in the large-scale regime for phenotype prediction (age). Improving predictive

uncertainty leads to better deep representation, outperforming the linear baseline also on

brain disorder prediction.

2. Can we benefit from large-scale brain images of healthy controls to perform downstream

classification of patients with mental disorders with transfer learning ? Are self-supervised

algorithms relevant for pre-training such models ? Can we provide theoretical guarantees

on downstream task performance ? We develop new self-supervised models capable of

integrating auxiliary information from healthy controls (such as phenotype) to shape the

representation space. When transferred, we demonstrate better generalization performance

on cross-site clinical cohorts, largely outperforming all state-of-the-art models. We analyze

theoretically the models and prove generalization guarantees under milder assumption than

the current literature.

3. Are deep models representation biased by acquisition scanner ? Can we debias this rep-

resentation in a open and reproducible way ? We systematically show a bias in deep rep-

resentations when performing phenotype and brain disorders prediction tasks, leading to

poor generalization capacity on cross-site images. We present a new challenge designed for

representation learning and debiasing along with an openly accessible large-scale dataset

to tackle brain age prediction with site-effect removal.
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Thesis organization

This thesis is at the intersection between several fields, notably neuroimaging, machine learning

and psychiatry. We start by presenting the data and models used throughout this manuscript

in Chapter 1, in particular for brain imaging analysis with machine learning models.

The next three Chapters present our main contributions. In Chapter 2, we explore the dis-

crimination capacity of deep learning models in a supervised context on single-subject prediction

tasks using brain imaging. We study several architectures and compare their performance with

linear models using both medium and large-scale data volume. We also present several tech-

niques for quantifying predictive uncertainty and ultimately demonstrate their benefit for deep

models.

Accounting for the over-fitting issue observed in the medium-scale data regime, we present

a new paradigm for deep models in Chapter 3, based on transfer learning. We develop and

mathematically analyze several self-supervised techniques for pre-training such models on large

healthy datasets, based on contrastive learning, and we demonstrate good generalization perfor-

mance on several brain disorder classification tasks. We also bridge the gap between generative

and discriminative models for pre-training, in particular in the neuroimaging context.

Based on our previous analysis on large-scale multi-site datasets in Chapter 2, we present

in Chapter 4 a new challenge for debiasing deep model representation of brain scans from

site-related effects while preserving biological variability associated to age. Along with this

challenge, we introduce OpenBHB, the first large-scale dataset openly accessible to tackle this

problem in neuroimaging. We perform an in-depth analysis of OpenBHB and show first baseline

results.

Finally, we conclude this thesis by summarizing our main contributions and findings during

this PhD, and we provide several future axis of research for deep representation learning in

neuroimaging.

Contributions

This PhD has led to several publications in peer-reviewed journals and international conferences

(listed below).

Journal articles

(J1) Deep Learning Improvement over Standard Machine Learning in Anatomical

Neuroimaging comes from Transfer Learning, B. Dufumier, P. Gori, J. Victor, R.

Louiset, J-F Mangin, A. Grigis, E. Duchesnay, Submitted to NeuroImage, 2023

(J2) OpenBHB: a Large-Scale Multi-Site Brain MRI Data-set for Age Prediction

and Debiasing, B. Dufumier, A.Grigis, J. Victor, C. Ambroise, V. Frouin, E. Duchesnay,
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NeuroImage, 2022

International conference articles

(C1) Contrastive Learning with Continuous Proxy Meta-Data for 3D MRI Classifi-

cation, B. Dufumier, P. Gori, J. Victor, A. Grigis, E. Duchesnay et al., MICCAI, 2021

(C2) Rethinking Positive Sampling for Contrastive Learning with Kernel, B. Dufumier,

C. A. Barbano, R. Louiset, E. Duchesnay, P. Gori, Submitted to ICML 2023

(C3) Supervised Contrastive Learning for Debiasing, C. A. Barbano, B. Dufumier, E.

Tartaglione, M. Grangetto, P. Gori, ICLR, 2023

(C4) Conditional Alignment and Uniformity for Contrastive Learning with Contin-

uous Proxy Labels, B. Dufumier, P. Gori, J. Victor, A. Grigis, E. Duchesnay, NeurIPS

Workshop on Medical Imaging Meets NeurIPS, 2021

(C5) Contrastive learning for regression in multi-site brain age prediction, C. A.

Barbano, B. Dufumier, E. Duchesnay, M. Grangetto, Pietro Gori, ISBI, 2023

Other collaborations

(C6) UCSL: A Machine Learning Expectation-Maximization framework for Unsu-

pervised Clustering driven by Supervised Learning, R. Louiset, P. Gori, B. Dufumier,

J. Houenou, A. Grigis, E. Duchesnay, ECML-PKDD, 2022

(C7) Unsupervised Representation Learning of Cingulate Cortical Folding Patterns,

J. Chavas, L. Guillon, M. Pascucci, B. Dufumier, D. Rivière, J-F Mangin, MICCAI, 2022

(C8) Detection of abnormal folding patterns with unsupervised deep generative

models, L. Guillon, B. Cagna, B. Dufumier, J. Chavas, D. Rivière, J-F Mangin, MICCAI

MLCN Workshop, 2021
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This chapter introduces the basis for all analysis and methods developed in the rest of this

work. In particular, this thesis focuses on deep learning tools for the analysis of structural

neuroimaging data. As a result, we first define what are the data we are manipulating in the

context of single-subject prediction and its utility for discriminating brain disorders (”what”

and ”why”). Then, we present the basic notions of machine learning (starting from simple linear

models to highly non-linear deep neural networks) in the unsupervised and supervised context.

Focusing on Convolutional Neural Networks for image analysis, we describe the different archi-

tectures and their evolution that led to current state-of-the-art models for vision applications.

Finally, we present recent applications using whole-brain imaging data for psychiatric condition

classification.

1.1 Anatomical brain MRI for brain disorders understanding

Brain MRI offers a non-invasive way to investigate the brain. This imaging technique allows to

study brain anatomy, structure and function in vivo through various physical principles. This

thesis will mostly focus on brain anatomical data, so we quickly draw an overview of human

brain anatomy before presenting the anatomical features measured with MRI and the main

pre-processing techniques used to analyze such data. We conclude by presenting some findings

on schizophrenia and bipolar disorder showing patterns of abnormalities using anatomical data.

1.1.1 Anatomical features

Brain anatomy. The brain is part of the central nervous system (along with spinal cord) and

it can be decomposed into three areas: the brain stem, the cerebellum (”little brain”) and the

cerebrum (the largest part). Cerebellum and brain stem are responsible for autonomic processes

(e.g., heart rate and breathing) along with balance and coordinate movements. Cerebrum

is responsible for high-level cognitive tasks such as information processing, decision-making,

memory, emotions and learning. It can be decomposed into gray matter (cerebral cortex) and

white matter at its center.

The cerebral cortex is divided into four lobes (see Fig. 1.1), each one of them related to

specific functions, among others:

• the frontal lobe, in charge of reasoning and decision-making. It notably includes Broca’s

area which is associated with language processing;

• the parietal lobe, responsible for sensory integration, visuo-spatial processing, recogni-

tion, and navigation;

• the occipital lobe, involved with visual processing;

• the temporal lobe, responsible for short and long term memory, language processing,

and emotion association.

16



Figure 1.1: Human brain anatomy and functional areas of the cerebral cortex. Credits to [268]

Gray matter mainly contains neuronal cell bodies and relatively few myelinated axons (con-

necting brain regions), contrary to White Matter (WM). WM involves glial cells and myelinated

axon fibers connecting the different regions of the brain, and playing support function to the

neurons (e.g. by providing nutrients to the neurons). The brain also contains several deep

structures associated with important cognitive tasks, in particular: the hypothalamus that

regulates body temperature, synchronizes sleep patterns, and controls hunger and thirst; the

amygdala that regulates emotion and memory and is associated with the brain’s reward system

and stress; hippocampus supporting memory, learning, navigation, and perception of space;

ventricles filled with cerebrospinal fluid (CSF) that facilitates the transmission of several sub-

stances across brain areas.

What does structural MRI measure? This imaging technique uses the phenomenon of

nuclear magnetic resonance (NMR) of the hydrogen atom to produce high-resolution, detailed

images of internal brain structures and tissues. The strength of the magnetic field determines

the resolution of the images. sMRI provides good contrast between gray matter and white

matter. Nevertheless, it does not inform about white matter structure, which is measured

by another modality (diffusion MRI). Concretely, sMRI gives in each voxel (3d volumetric
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unit in a brain image) a tissue contrast that can be then pre-processed to derive measures of

interest (such as gray matter density, cortical thickness or other surface-based measurements,

see below).

1.1.2 Voxel-Based Morphometry

Figure 1.2: Features extraction with VBM pipeline.

This pre-processing has been described in [12], and it allows to extract a probability of tissues

(gray matter, white matters) densities in each voxel from sMRI scan (see Fig. 1.2). It includes

three main steps: segmentation, spatial normalization and modulation. The main idea is

to extract gray/white matter tissue from sMRI and to apply a spatial deformation field to the

image so that there is a spatial correspondence of voxels across subjects. VBM features are

then aligned across subjects, and they can be used for downstream analysis (e.g., statistical

tests or machine learning with linear models, see section 1.2).

Segmentation consists in classifying each voxel according to the tissue it belongs to (gray

matter, white matter, or cerebrospinal fluid). Spatial normalization is a composition of two

transformations: i) a linear transformation that accounts for global alignment (rotation, trans-

lation, and global brain size); ii) a non-linear deformation that locally aligns brain structures

(e.g., DARTEL [12], HAMMER [255]). Note that step ii) expands and contracts locally brain

regions. As a result, the normalized image needs to be scaled by the amount of contraction

so that the total amount of GM is preserved. This final step is called modulation. In prac-

tice, it corresponds to multiply the normalized image by the Jacobian of the transformation.

If the global brain size is not of interest (as it is the case in our experiments), one should

apply a proportional scaling according to the individual Total Intracranial Volume (TIV), as

post-processing, to fully modulated images.

Throughout this thesis, VBM pre-processing was performed with Computational Anatomy

Toolbox (CAT [109]). This toolbox of Statistical Parametric Mapping (SPM) uses a modified

segmentation procedure reducing the role of tissue priors. Although, it uses DARTEL for the

normalization, CAT uses existing DARTEL templates in MNI space (as opposed to study-

specific templates). This may seem somewhat sub-optimal, however, good performances have
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Figure 1.3: The three-stage from FreeSurfer cortical surface-based analysis. (Left) Skull-stripped image. (Mid-
dle) White matter segmentation. (Right) Surface between white and gray (yellow line, the white surface) and
between gray and pial (red line, the pial suface) overlaid on the original volume. Once these two surfaces are
reconstructed, surface-based measures can be computed on the FreeSurfer template (e.g., cortical thickness,
local curvature, surface area). Credits: Fischl and Dale [72, 97]

been reported [93] and the use of the same template for all studies offers the possibility to pool

data across studies for subsequent statistical analysis.

Data quantity. VBM pre-processing produces hundreds of thousands of features (typically

300 000 GM voxels at 1.5mm3 resolution) representing the local GM volume at each voxel.

Compared to the typical number of subjects in clinical datasets (rarely above 1k), we can

easily anticipate a high risk of over-fitting with Machine Learning (ML) models, necessitating

strong regularization and prior knowledge during training. We will come back to this issue in

section 1.2. Nevertheless, producing VBM features require less a priori assumptions, e.g., than

region-of-interest (ROI) approach.

1.1.3 Cortical Surface-Based Morphometry

VBM features are based on tissues’ concentrations and/or volumes, and they give only one

piece of information about brain anatomy. Other surface-based cortical measures can be de-

rived from sMRI scan. In particular, cortical thickness, surface area, or local curvature are

also relevant anatomical features for brain imaging analysis. They characterize the amount

of cortical atrophy or gyrification abnormality in brain regions that, ultimately can be useful

to pinpoint underlying physiopathological processes in brain disorders (e.g., schizophrenia or

bipolar disorder). To derive such features from brain sMRI, FreeSurfer toolbox estimates two

surfaces: the white surface that delimits gray matter from white matter (using sMRI contrast)

and the pial surface that delimits gray matter from CSF (see Fig. 1.3) by nudging white surface.

Once these two surfaces have been reconstructed from brain scan, surface-based features can

be computed (e.g., cortical thickness as distance between the two surfaces, local curvature of

each surface, etc.).

The detailed pipeline is described in [72, 97]. All surface-based measurements maps are

registered on the default template of Freesurfer. Thus, the dimensionality of the output features
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is very high (≈ 300 000), since it corresponds to the number of vertices on the cortical mesh of

the brain. Consequently, the same over-fitting issue may appear for ML models (as previously

with VBM features).

1.1.4 Does sMRI help to investigate brain disorders ?

We previously described the available features that structural MRI offers to conduct brain

analysis. In this thesis, we focus particularly on subject-level prediction of brain disorders using

sMRI so a natural question that arises is: do these anatomical features are related to brain

disorders ? To answer to this question, we focus on two main brain disorders: schizophrenia

and bipolar disorder (BD).

Findings for schizophrenia. Back to 1976, the first CT study of schizophrenia showed

lateral ventricles enlargement in schizophrenia [162], confirmed later on with MRI. Global brain

volume was also found significantly reduced compared to healthy controls. More fine-grained

analysis using VBM and Regions-Of-Interest (ROI) revealed a decreased volume in frontal and

temporal lobes [128, 146, 232, 256]. Sub-cortical structures such as amygdala and hippocampus

were also reduced in schizophrenia patients. In a large meta-analysis conducted by [146],

almost 50% of the studies involved revealed gray matter deficits in the left superior temporal,

parahippocampal and inferior frontal gyrus. Abnormalities in the parietal and occipital lobes

have also been reported but less consistently across studies. Finally, a more recent large-scale

analysis [285] found large deficits in the volume of the hippocampus, amygdala, thalamus and

accumbens in schizophrenia. They also discovered positive associations between increase of the

volume of the putamen and pallidum volume in schizophrenia patients and duration of illness

and age.

Findings for BD. Brain alterations have been consistently reported in sub-cortical struc-

tures such as hippocampus, thalamus and amygdala in subjects with BD compare to healthy

controls [129, 130, 232]. In the largest study to date, ENIGMA consortium revealed that, on

average, there is higher bilateral ventricular volumes and lower hippocampal, amygdala and

thalamic volumes in BD vs HC [143]. Also, no structural brain differences were detected be-

tween BD sub-types (BD-I, BD-II and BD-NOS). As for cortical regions, lower cortical thickness

in the anterior cingulate, para-cingulate, superior temporal gyrus and prefrontal regions were

associated with BD [132, 220]. Again in a large-scale study, ENIGMA consortium confirmed

previous findings concerning cortical thinning in frontal and temporal regions but also made

new findings in inferior parietal, fusiform and inferior temporal regions. These regions are no-

tably associated with disruption in sensorimotor integration, language and possibly emotion

perception and rapid mood changes [58].

Overall, all these findings suggest that anatomical features are indeed well-suited to study

brain disorders as it provides important information to pin-point discriminative brain regions
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and possibly related them to functional analysis. However, it is important to note that previous

observations were valid at the group-level, while we focus here on predictive models at the

subject-level, a somewhat more difficult task.

1.2 Traditional machine learning

1.2.1 What is machine learning ?

Machine Learning (ML) is a sub-field of computer science whose goal is to learn from past

experience in order to make predictions on future input. According to Tom M. Mitchell: “a

computer program is said to learn from experience E with respect to some class of tasks T

and performance measure P if its performance at tasks in T, as measured by P, improves with

experience E”. In this regard, we do not expect the machine to imitate or reproduce human

intelligence but rather to make accurate predictions on a given task, without being explicitly

programmed to do so. As a result, it is opposed to ”standard” programming where a set of

rules is explicitly written in order to compute a prediction from an input. In practice, it avoids

writing a tremendously large program to perform a given task as it can automatically learn

these rules (sometimes even in cases where they are unknown).

In ML, an algorithm is trained with data for a given task and we expect this algorithm

to generalize well on new, unseen data, i.e., to make accurate prediction for some task T on

new data. Generalization is thus a fundamental concept in machine learning and it has been

studied with statistical learning theory [288] by mainly relying on the complexity of the model1

(i.e., its Vapnik-Chervonenkis or VC-dimension).

In the following, we start by presenting traditional ML algorithms that fall under the su-

pervised learning paradigm, that is, learning a target output from an input. They are widely

used for brain imaging data analysis because of their simplicity (both in terms of interpretabil-

ity and complexity). We then state the limit of such approaches and turn into more general

representation learning models, in particular deep neural networks in the following section.

Supervised learning. Let {(xi, yi)}i∈[1..N ] be a set of N labeled examples, i.e., a set of

annotated pairs where xi ∈ X represent input data and yi ∈ Y its corresponding annotation.

We assume that these pairs are sampled from a joint distribution p(X, Y ) defined over X ×Y .
In a classification problem, (yi)i∈[1..N ] are discrete (i.e., Y is finite) while in a regression problem

the labels (yi)i∈[1..N ] are continuous (Y = R). The goal is to learn a mapping from x to y such

that future unseen input x′ will be correctly mapped to its annotation y′. The natural questions

are then: what model do we chose to map x to y ? How do we learn such mapping ?

1We shall remark here that this theory currently fails to explain the generalization capacity of state-of-the-art models and it is
prone to intense debate in the community [317]
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1.2.2 Linear models

Linear models learn a mapping fθ(x) =
∑d

i=1 θixi = θTx that is a weighted combination of

input data, assuming here x ∈ X ⊂ Rd. The learning rule is obtained by minimizing the

(empirical) risk of the model fθ on the training set D = {(xi, yi)}i∈[1..N ] through a loss function

ℓ :

L(θ) = 1

N

N∑
i=1

ℓ(fθ(xi), yi) (1.1)

Here ℓ depends on the nature of the target y (continuous or discrete) but in all cases, it

quantifies the error between the prediction made by the model fθ(x) and the true label y.

Regression. If y ∈ R is continuous, then ℓ2 squared loss ℓ(fθ(xi), yi) = (fθ(xi) − yi)
2 leads

to a convex objective. It is known as the Ordinary Least Square (OLS) regression and has

the following solution: θ∗ = argminL(θ) = (xTx)−1xTy where x = (x1, ..., xN)
T and y =

(y1, ..., yN)
T .

Classification. If y is discrete, we assume it only has a binary value, 0 or 1 (extension to

multi-class is not treated for simplicity). Two main losses can be used:

(i) the logistic loss, based on the probabilistic model pθ(y = 1|x) = 1
1+exp(−fθ(x))

= σ(fθ(x))

where σ is the Sigmoid function. It can be expressed as the negative log-likelihood

ℓ(fθ(xi), yi) = − log pθ(yi|xi).

(ii) the Hinge loss, based on margin loss ℓ(fθ(xi), yi) = max(0, 1 − yifθ(xi)) (here assuming

that yi ∈ {−1, 1}). It is notably used for training SVM (see next section).

Both logistic and Hinge loss are convex so any standard convex optimizer can be used.

Regularization technique as inductive bias

In a practical scenario with brain imaging, the number of training samples N is very small

compared to input dimension d, e.g., N = 1000 subjects vs d > 30000 voxels. In this scenario,

the model fθ also contains much more parameters than the number of observations since θ ∈ Rd.

According to statistical learning theory [288], the generalization capacity of a model depends

directly on its VC-dimension (i.e., its complexity defined as the cardinality of the largest set of

points that the algorithm can label arbitrarily) and N . For d dimensions, the linear model fθ

has a VC dimension d+ 1≫ N so there is no good guarantees for generalization to new data.

In other words, the model can perfectly fit the training data (e.g., with 100% accuracy) but it

may have random performance on new data, an issue also known as over-fitting.

A standard approach for fighting over-fitting is by imposing a penalty on the weights θ that

depends on the prior we have about the final solution. This penalty R(θ) is added to the loss
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function ℓ so that the empirical risk becomes:

L(θ) = 1

N

N∑
i=1

ℓ(fθ(xi), yi) + λR(θ) (1.2)

with λ an empirical trade-off (also viewed as a Lagrangian multiplier when imposing R(θ) <
cst) that needs to be set.

Ridge regularization. It imposes a ℓ2 Euclidean squared penalty on the weights R(θ) =

||θ||22. It prevents to have exploding weights in the final solution that may have over-fitted on

noisy voxels.

Lasso regularization. It imposes sparse solution through a ℓ1 penalty on the weigts R(θ) =
||θ||1. For neuroimaging data, it is particularly suited when we expect only a few voxels to be

predictive of a clinical outcome (e.g., diagnosis). However, there is no spatial constraints on

non-zeros weights.

ElasticNet. It tries to take the best of both (previous) worlds by imposing ℓ2 Ridge and ℓ1

Lasso constraints: R(θ) = ||θ||22 + λ1||θ||1.

Total Variation. This regularization is widely used in image denoising and restoration. It

accounts for the spatial structure of images by encoding piecewise smoothness and enabling

the recovery of homogeneous regions separated by sharp boundaries. It is expressed as R(θ) =
||∇θ||2,1.

Interpretability

Linear models are appealing for their simplicity. They produce spatial weighted maps (through

θ) that can be interpreted as patterns of activation (a.k.a. predictive signature), for instance

for a binary classification task such as patients vs healthy controls. Nevertheless, raw predictive

map of coefficients makes the interpretability challenging. Indeed, the magnitude of coefficients

is difficult to interpret since it depends on many factors: the regularization, the size of the

regions, etc. Moreover, some coefficients may be large but highly unstable across training with

different subset of samples (i.e., folds). Therefore, z-score map is often required to compute

predictive coefficients to bypass the problem of magnitude and highlight the only most stable

voxels (and regions).

1.2.3 Kernel-based models and application to Support Vector Machines

Kernel method for SVM

The previous linear models have an important limitation: they only model linear relationships

between input data (e.g., MRI voxels) to predict the target. As a result, features often need to
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be hand-crafted from raw data in order to obtain good linear predictors of the target (which

can be difficult to obtain, especially in our context with very high inter-individual heterogeneity

for brain disorders and limited knowledge about the biomarkers involved). A first alternative

was presented in 1995 by Cortes and Vapnik [70] where input data are projected to a very high

(potentially infinite) dimensional feature space through a feature mapping ϕ : Rd 7→ Rd′ where

d′ ≫ d. Instead of predicting a target y through linear combination of raw input data x, it is

now predicted with the features ϕ(x). It is a first step towards working with raw data. The

previous decision function fθ can be written as2:

fθ(x) = θTϕ(x) (1.3)

It now becomes non-linear w.r.t input x but the optimization of the learning rule L(θ)
remains convex with convex loss function (i.e. we can still find a global solution). However,

the question is: how do we define such mapping ϕ ? Cortes and Vapnik proposed to use a

particular form of the loss function ℓ in order to indirectly define ϕ with a kernel function

living in a Reproducible Kernel Hilbert Space (RHKS) space, thus introducing Kernel Support

Vector Machines (Kernel SVM). They notably demonstrate that minimizers of the Hinge loss

(margin-based loss function for classification problems) with ℓ2 penalty on θ leads to a solution

of the form:

θ∗ = argmin
θ∈Rd′

L(θ) =
N∑
i=1

yiαiϕ(xi) (1.4)

Where αi ≥ 0 are parameters to find. This allow to re-write the decision function depending

on ϕ only through dot-products:

fθ∗(x) =
N∑
i=1

yiαiϕ(xi)
Tϕ(x) (1.5)

We know that dot-product ϕ(·)Tϕ(·) defines a kernel K(xi, xj) = ϕ(xi)
Tϕ(xj) in a RKHS

space. Reversely, Mercer’s theorem ensures that any continuous symmetric non-negative def-

inite kernel induces a dot-product in feature space. As a result, we can write the previous

decision function using only a kernel K full-filling Mercer’s condition:

fθ∗(x) =
N∑
i=1

yiαiK(xi, x) (1.6)

This observation has an important practical consequence: we do not need to define explicitly

features map ϕ but only a Mercer Kernel K, which is easier to craft. Multiple kernels have

been designed over the years (e.g. Gaussian and polynomial are the two most famous) and they

reflect the prior we have on input data. Intuitively, it defines a notion of similarity between pairs

of data. This model is known as Kernel SVM and it learns a non-linear decision boundary for
2We omit the bias for simplicity since it does not change the reasoning.
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classification problems. It has also been extended to regression by modifying the loss function

accordingly (we refer to [14] for more details).

One important bottleneck for Kernel-SVM is that it does not scale well for large datasets.

Its temporal and spatial complexity scale as O(N3) and O(N2) respectively (in particular for

computing and storing the kernel matrix KN = (K(xi, xj))i,j∈[1..N ]). It can be prohibitively

expensive when N > 104, which can be the case also for neuroimaging data (as we shall see in

this thesis).

Generalization to other models. The main ”trick” in Kernel SVM to go from a linear to

a non-linear decision function is to 1) map input data in a high-dimensional space with feature

map ϕ and 2) view the dot-product between features maps as the application of a kernelK, thus

avoiding an explicit definition of ϕ. These 2 ingredients can be inserted in any ML algorithms

involving dot-products between input data. A famous example is Principal Component Analysis

(PCA). It is an unsupervised algorithm (i.e., it does not require labels to learn) that decomposes

input data on axis of maximal variance. It mainly operates by diagonalizing the covariance

matrix C =
∑N

i=1 xix
T
i . Once again, all dot-products can be replaced by application of a kernel,

giving rise to Kernel PCA.

In summary, we saw that traditional ML algorithms enjoy important desirable properties:

linear models are interpretable, with strong theoretical guarantees and allow fast computations;

kernel-SVM is a non-linear model with also strong convergence properties and versatile as to

which kernels we can choose. In the next section we introduce deep neural networks as a

broader class of algorithms, capable of modelling any bounded continuous decision function

and performing feature extraction for a very wide range of tasks (both for unsupervised and

supervised learning).

1.3 Deep representation learning

Deep learning or deep representation learning is a subfield of machine learning that gained

tremendous attention in the last decade. As opposed to previous traditional machine learn-

ing algorithms, deep learning models learn a representation of raw input data to perform its

task (such as classification, regression, clustering, etc.), thus mapping input data to a latent

space with desirable properties (e.g., linear separability of input data into classes for super-

vised classification). This mapping is learned in a layer-wise manner as we shall see, from low

to high-level abstraction. One important implication is that deep learning models do not re-

quire human-generated features crafted from raw data to learn (as it was previously implicitly

the case with linear models and, to a lesser extent, with kernel-SVM). For instance, in the

context of neuroimaging, deep learning models would not require a computationally extensive

pre-processing based on prior knowledge (e.g. anatomical knowledge through atlases in neu-

roimaging or non-linear registration to a template). This question will be studied in the first
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chapter.

Deep learning algorithms have a long history that dates back to 1943 with McCulloch and

Pitts [200] when they formalized the brain computation of a single biological neuron, firing

when its weighted input signal is above a given threshold. A supervised algorithm with a learn-

ing rule was then invented by Rosenblatt in 1957 based on this model (the Perceptron [238]).

The next three decades (until the 80’s) allowed the development of the back-propagation algo-

rithm (1960, by Kelley [168] used currently to train neural networks), the Convolutional Neural

Network (1980, by Fukushima [104]) and its training with back-propagation algorithm (1989

by LeCun [188]).

The real breakthrough happened later, in 2012, when a deep learning algorithm won, by

a large margin, the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) for image

classification. This challenge was launched two years before, in 2010, by Fei-Fei Li. It is

based on the large-scale dataset ImageNet [74] that contained 3.2 million natural images at

that time. This breakthrough was allowed thanks to three crucial factors: computational

resource availability (in particular training on Graphics Processing Unit or GPU, invented

in 2005 [266]), data availability (with ImageNet), and model size (with AlexNet [181], CNN

with five convolutional layers). These 3 ingredients are the cornerstone of current performance

and an improvement in each one of them leads to drastic increase in accuracy. As an illustration,

ImageNet has grown in size from 3 to 14 million images, biggest models contain now more than

1 billion parameters and use hundreds of GPUs [117] for training. The accuracy on ImageNet

increased from 63% (with AlexNet) to 91% (with Transformers).

1.3.1 Multi-Layer Perceptron

The Perceptron (invented by Rosenblatt) is a simple linear model with a Heaviside activation

function at the end to make a binary prediction (0 or 1) from input (see section 1.2.2). It

is biologically inspired by the functioning of a neuron in the brain. It can be written as

fθ(x) = ϕ(wTx + b) where ϕ(x) = 1 if x > 0 and 0 otherwise (Heaviside activation function).

θ = {w, b} are the parameters to learn and fθ is the decision rule.

2-layers Perceptron. Previous model is simple and outputs only a single value. The main

innovation comes when we compose 2 Perceptrons fθ = fθ1 ◦ fθ2 with θ = {θi} the parameters

to learn. In this case, each Perceptron fθi can output multiple values3 fθi(x) = ϕ(Wix + bi)

where Wi ∈ Rdi−1×di is a matrix and bi ∈ Rdi a vector. We noted d0 the input dimension, d1 the

hidden layer dimension and d2 the output dimension. In that case, the model has d1 neurons

in its intermediate hidden layer (see Fig. 1.4).

Going from one to two layers is a crucial conceptual and mathematical shift from traditional

machine learning algorithms. In short, it allows to learn a representation of the data to perform

a prediction task. Indeed, by learning jointly {θ1, θ2}, the model learns to map x to a latent

3We use a slight abuse of notations as ϕ is now applied point-wise on a vector.
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Figure 1.4: From Perceptron to Multi-Layer Perceptron: a latent representation is born. Universal Theorem
ensures that 2-layers Perceptron can model any continuous function on a bounded space: it allows much more
representation capacity than shallow Perceptron.

space through fθ1(x) before actually predicting the scores with fθ2 . For instance, for a super-

vised classification task, fθ1 should output a representation of input data linearly separable (by

fθ2) for each class.

Universal Approximation Theorem. [71] Mathematically, 2-layers Perceptron enjoys the

Universal Approximation Theorem stating that the decision function fθ can approximate any

arbitrary continuous function on a bounded space, given a sufficiently large width (i.e., high

hidden dimension d1). It is true for any non-constant bounded activation function ϕ.

This theorem is very general and it states the existence of an optimal 2-layers Perceptron

for a very large set of tasks but it does not specify how to build it (architecture, number of

neurons, etc.). As we shall see, the representation capacity of such model comes at a cost:

the risk of over-fitting (see section 1.2.2). Briefly, for big enough model (large width), it can

perfectly learn all data in the training set by memorizing it (based on spurious features), with

very poor generalization performance on new incoming data. More broadly, even current deep

models (with hundreds of hidden layers and state-of-the-art architectures) could theoretically

easily over-fit and understanding their impressive generalization performance is still an open

problem [317] (“understanding deep learning requires rethinking generalization”).

Multi-Layer Perceptron. The Multi-Layer Perceptron (MLP) generalizes the previous idea

to an arbitrary number of layers. We can compose k Perceptrons together such that fθ =

fθ1 ◦ fθ2 ◦ ... ◦ fθk with fθi(x) = ϕ(Wix + bi) as before. In that case, multiple intermediate

representations are defined after each hidden layer until the last layer where the actual task

is performed. A naive question would be: why do we care about stacking multiple layers if
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2-layers Perceptron has enough representation capacity ? The answer is mostly empirical as

mathematical analysis of MLP is often limited to 2 or 3 layers [6]. Indeed, the past decade of

research has shown that “layerwise stacking of feature extraction often yielded better represen-

tations, e.g., in terms of classification error [90, 185], quality of the samples generated by a

probabilistic model [239] or in terms of the invariance properties of the learned features” [30].

It is also built on the prior that ”concepts that are useful for describing the world around us

can be defined in terms of other concepts, in a hierarchy, with more abstract concepts higher in

the hierarchy, defined in terms of less abstract ones” (as observed by Bengio in 2013 [30]).

In practice, the idea behind MLP remained (that is: building a layer-wise representation of

input data for achieving a given task) but its actual implementation with current deep neural

architectures has largely evolved over the years. It has been driven by empirical observations,

intuitions coming from cognitive science or biological systems, and engineering tricks to arrive

at the current architectural choice.

Deep neural networks optimization. How do we train such multi-layers model ? As for

traditional ML algorithms, a loss function ℓ needs to be defined such that we minimize the

empirical risk L(θ) (see section 1.2.2 for a definition in the supervised context). Nevertheless,

as the reader may have noticed, MLP is a highly non-linear and non-convex model (e.g., since

it can theoretically represent any continuous function on a bounded space). As a result, the

search for global minima, if they exist, is difficult and often impossible without any further

assumption on the architecture. Instead of looking for global minima, the intuition is that

prior knowledge implemented through deep architecture allows to define a starting point (in

parameters’ space) in the bassin of attraction of ”good” local minima, where ”good” means low

generalization error. Keeping in mind such intuition, the optimization procedure is Stochastic

Gradient-Descent (SGD) [233] and the update of the weights follows the rule:

θ ← θ − α∇L(θ) (1.7)

where α is called the learning rate. One important advantage of SGD is scalability: it allows to

learn from a very large-scale dataset by decomposing the data into several chunks or ”batch”

and to approximate the gradient ∇L(θ) using such batch of data (and not the entire dataset).

Nevertheless, its main drawback is the differentiability assumption: it supposes that the model

fθ is differentiable almost everywhere (i.e., we can compute its gradient w.r.t θ). In particular,

it limits the architecture of the deep neural networks (e.g., the activation function ϕ in the

previous MLP model). Originally, ϕ was defined as Heaviside step function but later on, ReLU

function [114] (that fires only if input is positive, like Heaviside, but proportionally to the input)

was introduced to impose sparsity inside representation, a hypothesis more biologically plausible

compared to previous sigmoid and hyperbolic tangent activation functions. Empirically, it led

to very good performance and it is still used in modern architecture even if variations have
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Figure 1.5: Illustration of a CNN integrating several blocks of convolution layer followed by activation function
and pooling. Like for 2-layers Perceptron, the final representation is mapped to the output with a fully-connected
layer.

been proposed over the years (e.g., LeakyReLU [195], GELU [140], etc.).

We previously saw that MLP is an attractive model as it allows to perform deep representa-

tion learning in a layer-wise manner, enjoying an exceptional representation capacity of a large

class of functions. In what follows, we present a very successful sub-family of models, intro-

duced very early on in 1980 by Fukushima [104] and then developed by LeCun in 1989 [188]:

Convolutional Neural Networks (CNN).

1.3.2 Convolutional Neural Networks

CNN is a sub-family of MLP that takes inspiration from biological cortical neurons inside the

visual cortex of animals [104, 151]. A neuron responds to a stimuli located in a very restricted

region in the brain including only few neurons, known as its receptive field. If we transpose this

observation to MLP, it means that an artificial neuron needs not to be connected to all neurons

in the previous layer but rather to a few adjacent ones, defining its own artificial receptive

field. Mathematically, it corresponds to re-write the matrix-vector multiplication Wkx in the

k-th layer fθk = ϕ(Wkx + b) by a convolution operation K ∗ x where K is now called a

kernel and has a much lower size than the original matrix Wk ∈ Rdk−1×dk (following previous

notations). Convolution is a mathematical tool often used in signal processing (in particular for

filtering) as it has the elegant property of transforming point-wise multiplication in frequency

domain (i.e., after Fourier transform) to convolution in time domain, known as the convolution

theorem.

Example. If x is a 2D image represented as a matrix x ∈ RH×W×C of height H, width

W with C channels (e.g., Red, Green, Blue for natural images), then we can define a kernel

K ∈ RhK×wK×C where hK ≪ H and wK ≪ W set the receptive field of all neurons for the k-th
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layer. In a standard MLP, hK = H and wK = W , and the number of parameters to train in

the k-th layer is H ×W × C which is the input size. The convolution operation is defined as:

(K ∗ x)[i, j] =
C∑
c=1

hK∑
r=1

wK∑
s=1

K[r, s, c]x[i− r, j − r, c] (1.8)

which is well-defined for all i, j ∈ [1..H]× [1..W ] if we add zero-padding around image x. The

key point here is that the receptive field hK × wK is very small compared to the entire image

size (typically 3× 3 or 7× 7 for input image of size 32× 32 or 256× 256). As a result, kernel

size wK × hK × C contains far less parameters to learn and the whole network architecture is

much lighter than its fully-connected MLP counter-part, for the same number of layers.

In the previous example, we defined only one kernel to output a features map from an input

image (with the same size as input if we add zero-padding). Each feature in this features map

is a local aggregation of input pixels (for 2D image or voxel for 3D image). We can generalize

this idea to multiple kernels in order to output several features maps. A convolution layer with

C ′ kernels then outputs C ′ features maps from input image x that, when concatenated on the

last dimension, gives a tensor of size H ×W × C ′.

Sparsity. Re-writing the matrix-vector multiplication Wkx by K ∗ x notably implies strong

sparsity in the neural connections. Indeed, since convolution is a linear operator, we can always

see it as a matrix-vector multiplication with a very sparse circulant matrix. In fact, as we saw

in the last example, a neuron in each layer is connected to a very small subset of neurons

in previous layer (belonging to its receptive field). Consequently, this model removes most of

the connections in standard MLP by including prior knowledge on spatial arrangement of the

neurons. Another consequence of convolution is weights sharing: the same kernel is used to

compute all features in the features map (which is another way of seeing sparsity).

Pooling. Another key ingredient is missing to define the building block of modern CNN

architectures: pooling operation. It allows more spatial invariance by reducing the resolution

of features map using mainly averaging or max-pooling [181, 245] over the neighborhood of each

feature in the features map. This operation is performed after the activation function such that

the k-th layer is fθk(x) = β(ϕ(K ∗ x + b)) where β(·) is a pooling operation that down-scales

the features map.

Equivariance and invariance to translation. CNN has two useful properties, intrinsic

to its architecture: it is equivariant to any translation and also ”mostly” invariant to small

translations. Equivariance means that, for any translation T of an input x, the model fθ full-

fills T (fθ(x)) = fθ(T (x)). It is true since all convolution layers are equivariant to T . Invariance

is more subtle and comes from pooling. As we aggregate close features in a features map

with pooling, changing input x with a small translation T will likely not change the pooled
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values. This property still highly depends on pooling size and input so it is not as general as

equivariance for CNN.

Modern architectures

The basic CNN architecture depicted in Fig. 1.5 is the simplest one, combining only convolution

layer with activation function and max-pooling (architecture used in AlexNet in 2012 to win

the ILSVR challenge). Several tricks led to major improvement in performance during the next

years. We rapidly expose one of the main modern architectures but we refer the interested

reader to a recent review [8] for an in-depth analysis. These architectures will be notably

compared in the first chapter on brain imaging data.

Figure 1.6: VGG uses small kernel size to build deeper model and achieve better performance on ImageNet.
ResNet introduces skip-connection between convolution block as a novel way to avoid vanishing gradient during
training. It allows to train very deep networks with more parameters, while still achieving better generalization
than VGG. Credits to [135]

Visual Geometry Group (VGG) [258] This network was introduced in 2014 by Simonyan

and Zisserman and they essentially demonstrate two main properties in CNN: i) increasing

depth (i.e., by stacking more convolutional layers) helps to generalize better and ii) use of

small kernel size improves performance. In practice, they used up to 19 weight layers to hold

the first and second place in ILSVR-2014 Challenge on localization/classification task and 3×3

kernels inside convolution layers. This is the smallest receptive field possible to “capture the

notion of left/right, up/down, center” [258]. Using smaller kernel size than in previous networks
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(e.g., AlexNet [181] with 5× 5 or 11× 11 in early layers) allows to use deeper networks for the

same number of parameters.

ResNet [135] The quest for deeper networks to achieve better generalization performance

encountered an important optimization issue: vanishing gradient [29, 113]. During training, the

gradients associated to early layers weights is smaller and smaller as the depth increases, leading

to poorer performance for very deep CNN trained with back-propagation algorithm since first

layers weights barely change during optimization. Bengio hypothesized [30] that this issue “is

centered on the singular values of the Jacobian matrix associated with the transformation from

the features at one level into the features at the next level [113]. If these singular values are

all small (less than 1), then the mapping is contractive in every direction and gradients would

vanish when propagated backwards through many layers”. A simple, yet effective idea introduced

by He et al. [135] solved this issue: for each convolution block, they added identity mapping

between input and output of this block (a.k.a residual skip-connection). Mathematically, it

consists in re-writing the k-th layer as4 f̃θk(x) = fθk(x)+ x. This way, the gradients can ”flow”

backwards until the very first layers, for an arbitrary depth size. In particular, He et al. tested

until 152 layers (ResNet152) which hold the best results on ImageNet classification task.

Figure 1.7: DenseNet architecture. Credits to [149]

DenseNet [149] ResNet solved the vanishing gradient issue and it allowed the training of very

deep architectures. The main shortcoming is that simply stacking more layers add parameters

and it may lead to over-fit at some point. Huang et al. [149] proposed features re-using as a new
4We hypothesized here that fθk (x) has same dimension as input x. It is generally true for convolution layers if input/output

channels size match.
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way to build more compact convolution blocks, taking benefit of the representation capacity

of smaller-size CNN to increase generalization capacity with less layers (and parameters) than

ResNet. In essence, the main idea is to concatenate all past features maps (with same size)

inside a convolution block and to apply convolution layer to this concatenated representation.

As a result, we hope that all past relevant features already learned during training will be

re-used (and not redundantly learned) in the next layers.

1.3.3 Self-supervised learning

Limits of supervised learning. In previous section 1.2.2, we presented a learning rule for

supervised problems, when annotations y are available for all input data. In that case, the loss

function ℓ(fθ(x), y) gives the error between prediction fθ(x) and true annotation y. In deep

representation learning, it means we want the penultimate layer to output a data representation

as much predictive as possible of y, in a linear manner. This approach has 2 main limitations:

it requires massive amount of data to converge towards a ”good” (i.e., generalizable) solution;

the learned representation is only adapted to one task, and may not be suited to other ”related”

ones (”related” needs to be defined). The first point is critical especially in the medical domain

where large annotated datasets are rare and costly (e.g., brain MRI of patients with brain

disorders in our context). The second point concerns a shift in paradigm where we do not seek

to find a representation only predictive of a single supervised signal y, but rather one that can

be applied to many different tasks (potentially in different input domains). We emphasize that,

for natural images, strong correlations have been found [177] between supervised pre-training

accuracy on ImageNet and several downstream classification tasks performance on new datasets.

Nevertheless, we argue that such findings i) are limited to natural images and may not yield

on medical images [230] and ii) may not be optimal for distinct tasks (e.g. object detection or

semantic segmentation [91]). More concretely, we will check that ImageNet pre-training is not

adapted in our context in Chapter 3 (corroborating our previous hypothesis).

What is self-supervised learning ? As Y. LeCun stated in its recent “path towards au-

tonomous machine intelligence” [187], “self-supervised learning is a paradigm in which a learning

system is trained to capture the mutual dependencies between its inputs. Concretely, this often

comes down to training a system to tell us if various parts of its input are consistent with each

other.” As a result, it is an unsupervised approach (i.e., it does not require human annotations

to learn) that learns a data representation ”relevant”, i.e., generalizable to a large set of down-

stream tasks, hopefully on multiple domains. It tries to solve the two main issues of supervised

learning previously discussed.

Self-supervised models requires two ingredients that need to be set: the observed part x

of an input (can be image, text, audio, etc.) and another–possibly unobserved– part y5. An

5We use the same notation y as before in the supervised context on purpose: here it can be considered as an ”artificial” label
we aim to retrieve.
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important remark is that the model is not expected to predict y from x but rather to tell us

the degree of compatibility between x and y, as y may be only one answer among an infinite

number of plausible ones. Building pairs (x, y) give the ”pretext task” the machine is expected

to solve like in supervised learning.

To give more concrete examples of self-supervised models, we divide them into two main

categories specially dedicated to visual representation learning (borrowed from the complete

survey by Jing et al. [160]) :

• Context-Based methods. x is a part of an input image that either i) share the same

visual context than an other part y (context similarity algorithms) or ii) is predictive of

spatial context information y (spatial context algorithms);

• Generation-Based methods. x is an input image (or a sub-part) and y is the original

image. These algorithms thus learn to generate image y from x.

Context-based methods. Popular context-similarity models define several groups of

data that share the same semantic features and are trained to map each group of data to the

same region in CNN latent space. Such groups can be defined for example with a strong data

augmentation strategy (e.g., crop or color distorsion) such that each group contain only aug-

mented versions of the same original image. Pairs (x, y) are then defined as all possible pairs of

data inside the same group. The way this mapping is learned can be with clustering algorithm

(SwAV [43] or Deep Cluster [42]), cross-entropy (SimCLR [52] or MoCo [136]), Euclidean dis-

tance (BYOL [120]), variance reduction (VICReg [22] or Barlow Twins [314]). During training,

the CNN must be invariant to the class of samples belonging to the same group, thus implicitly

learning semantic information about images. For self-supervised models using spatial context

of an image, the pretext task usually consists in predicting the relative position of two random

patches x and y inside the same image [83]. More complicated puzzles have been proposed,

such as solving the Jigsaw puzzle [208] but they are based on the same original idea. Pretext

task with the full image x can also be crafted, e.g., by rotating x of an angle y and learning

this angle [111].

Generation-based methods. The simplest generation-based model is the auto-encoder [145].

Input x is the same as output y (an original image) and the task consists in compressing the

data by encoding x with a CNN to produce a small latent code, then decoded to generate y

(the original input). This latent code has a very small size compared to input x and we expect

it to contain semantic information. Other models have been proposed later on, whose main

idea is to degrade an original image y to produce an image x that should be predictive enough

to retrieve the original y. For instance, inpainting [216] consists in retrieving missing regions

inside an image. These regions are randomly removed from y using black squares for instance

(a.k.a. cutout [76]). The machine is expected to learn the color and structure of common
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objects inside images to perform the task. Colorization [186] is based on a similar idea: the

task is to predict pixels color from a gray-scale image x, based on its semantic. It thus requires

the recognition of objects and semantic regions clustered together that have the same color.

These methods also rely on encoder-decoder architecture to perform the pretext task.

Self-supervised learning for medical imaging. Multiple pretext tasks have been crafted

specially dedicated to medical imaging. They can take advantage of 3D image spatial structure

to define context-based methods such as playing the Rubik’s cube [272, 321] (i.e., decomposing

input image into sub-volumes randomly shuffled and learn to reassemble them) or new context-

similarity models leveraging local regions inside input images to define semantically similar

groups [47] (particularly useful for brain segmentation tasks). Generation-based models have

also been proposed for medical imaging [50, 320] where the main innovation comes from the

design of transformations applied to original image y, in order to produce degraded version x.

As before, the model is trained to predict y from x. For instance, Zhou et al. [320] proposed

non-linear transformations, pixel shuffling and cutouts to learn respectively appearance, tex-

tures and context from both segmentation and classification downstream tasks. An extensive

comparison between these models for brain segmentation and diabetic retinopathy detection

has been presented by Taleb et al. [270].

1.3.4 Transfer learning

As we saw in the Introduction, the main goal of this thesis is to learn a (deep) representation

of brain imaging data of the healthy population in order to better discriminate patients with

brain disorders from healthy controls. This paradigm follows the general principle of Transfer

Learning [28, 44, 310] where one seeks to pre-train a deep model on a source domain DS with

a source task TS in order to improve the final representation on the target domain of interest

DT and a target task TT . The main assumption in TL is that DT ̸= DS or TT ̸= TS (if both are

equals, it would fall into the traditional machine learning setting). TL is initially inspired by

Multi-Task Learning [44] (MTL) where source and target domains are equal DT = DS and the

model is trained on multiple tasks simultaneously using the same representation for all tasks

(see Fig. 1.8). The main assumption is that common features should be extracted to perform

correctly the tasks so the model can exploit common statistical properties between tasks to

improve the final representation.

TL is somewhat more general than MTL as source and target domains can be different,

but the underlying assumption is similar to MTL. Several categories exist for TL, depending

on whether TS = TT (thus DS ̸= DT , called ”transductive transfer learning” and it can be

related to domain adaptation [214]) or TS ̸= TT (called ”inductive transfer learning”). In our

case, we clearly fall under inductive transfer learning since we do not assume to have access

to patients with brain disorders during pre-training. As suggested in the previous section, our

main approach will use self-supervised learning for pre-training on source domain DS. The main
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Figure 1.8: (a) Multitask Learning (MTL) consists in learning from multiple tasks simultaneously, assuming
that features learned for one task can be re-used for others vs (b) Transfer Learning (TL) in which a model learns
from one source domain on a source task and the learned representation is transferred on target domain/task.
It also assumes that features learned during pre-training will be re-used during fine-tuning on the target task.
Contrary to MTL, source and target domains can be distinct in TL.

hypothesis behind TL is evoked by Y. Bengio et al. [28]: “intermediate levels of representation

[...] can be exploited to share statistical strength across different but related types of examples,

such as examples coming from other tasks than the task of interest (the multi-task setting [44]),

or examples coming from an overlapping but different distribution”. This hypothesis has been

tested later on by J. Yosinski [310] with pre-trained models on ImageNet. They notably found

that low-to-middle level features learned on one task can be transferred to others and improve

generalization performance. It supports the previous hypothesis that first layers representations

are relatively common between tasks (i.e., they share statistical properties) while high-level

representations become task-specific.

A more recent work by Neyshabur, Sedghi and Zhang [207] studied this question across

different domains (medical imaging with chest X-ray, but also sketches, clipart or painting

samples). They showed that features re-use plays an important role for transfer learning

between tasks and domain as well as low-level statistics. In particular, it means that TL boosts

generalization performance for images with close visual features than images in source domain.

Interestingly, they also showed that pre-trained models make similar mistakes on target domain

and have similar representations after fine-tuning on the target task. It means that solutions

found after optimization with gradient-descent remain in the same basin of the loss landscape,

when using pre-trained models. On the contrary, when trained on the target task from random

initialization, final solutions live in different basins and make different mistakes.
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Transfer learning in medical imaging. An in-depth analysis has been presented by Raghu

et al. [230] on the benefit of transfer learning for medical image classification. They focused their

analysis on Chest X-ray and retinal fundus images with large-scale datasets (>200k training

examples for each one). Surprisingly, they found no boost in performance when using ImageNet

pre-trained models and also no advantage in using large, over-parametrized CNN (compared to

lightweights models). On the other hand, they demonstrated convergence speed improvement

using pre-training. A finer analysis revealed that features re-use were mostly limited to the first

two layers (extracting mostly low-level statistics with Gabor filters). These results suggest that

better ImageNet models do not necessarily transfer better for medical images, considering the

large discrepancy between source and target domain. More recently, Azizi et al. [15] demon-

strated a different trend for big self-supervised models on medical datasets: authors argued

that using i) bigger models (i.e., deeper with more parameters) and ii) ImageNet pre-training

followed by unsupervised self-supervised pre-training on the target domain both lead to small,

but significant, improvement in generalization performance. These two studies indicate the

lack of consensus in the scientific community w.r.t TL on medical images. It could be par-

tially explained by the absence of very large-scale medical dataset (like ImageNet for natural

images). This issue is particularly present for neuroimaging data and we will come back to it

in Chapter 4.

Transfer learning in neuroimaging. Only few works have studied TL on brain imag-

ing data for single-subject prediction (not including segmentation). A recent survey on this

topic [283] showed that most of the works tackled classification or segmentation tasks with

mostly anatomical MRI data and CNN models. By far, the most studied brain disorder is

Alzheimer’s disease or, more broadly, neurocognitive impairment. A very complete benchmark

on Alzheimer’s Disease [304] (AD) showed a small improvement when using Auto-Encoder pre-

training for AD detection with 3D anatomical brain images compared to random initialization

and poorer generalization with ImageNet pre-training (and more generally any 2D approaches

compared to 3D models). This benchmark also pointed out a serious issue: the majority of

ML papers reporting results on AD include data leakage during training/test that prevents the

scientific community from converging towards a consensus (in particular on the utility of TL in

the context of AD detection). Another study on psychiatric disorders [26] demonstrated that

brain age prediction pre-training can help to outperform ImageNet pre-training on both AD,

schizophrenia, depression, and Mild Cognitive Impairement (MCI) detection. Nevertheless, this

study is limited to 2D models (offering generally poorer performance than its 3D counterpart

as it does not take into account the 3D spatial structure of the brain) and it does not provide

baselines with training from random initialization. The authors argued that their model did

not converge in that case.

As we saw through these previous works, deep representation learning allows to ask new
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questions about neuroimaging data that could not have be answered with traditional ML, such

as: can we learn non-specific features from the healthy population that will reveal new axis

of variability for a targeted brain disorder ? Can we learn non-linear relationships from brain

anatomical regions to better discriminate brain disorders ? Learning new data embedding with

”good” properties (e.g., generalization to unseen data distributions, linear separability between

semantic classes, small dimensionnality) is a long-standing goal for deep models. In this thesis

we will first start to analyze such models in a supervised context, making the comparison with

previous traditional ML models easier. Then, we will focus on techniques specific to deep

learning models, in particular unsupervised or weakly-supervised representation learning (only

on the healthy population) and transfer learning (from the healthy population to pathological

brains on small clinical cohorts).
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Chapter 2

Potential and limits of supervised

representation learning for

neuroimaging
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2.1 Introduction

Figure 2.1: Deep Learning (DL) vs ”Standard” Machine Learning (SML, that is: linear regression and kernel-
SVM) for neuroimaging. DL generally requires no or very little pre-processing and its performance scales very
well with increasing sample size for fine-grained classification [190] on ImageNet compared to SML. Do these
basic observations on natural images stand for individual-level prediction of mental illnesses and phenotype
prediction from brain imaging data?

With the ever-growing availability of brain imaging data (e.g., UK Bioank, HCP, ABIDE,

etc.), Machine Learning (ML) and, in particular, Deep Learning (DL) models are starting

to emerge for personalized medicine and biomarker discovery in psychiatry and neurology.

Psychiatric disorders are complex and highly heterogeneous, gathering both clinical, biological,

and environmental variabilities [305], and thus making their neurobiological characterization

challenging. In this context, ”Standard” ML (SML) models, including (regularized) linear

models (such as simple Ridge regression) and kernel-based methods (i.e. Kernel Support Vector

Machines [70]), have been broadly used in neuroimaging studies [9, 163], where the number of

available samples n is usually small (n < 103) and the number of imaging features p quite large
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(typically p > 105 for anatomical MRI).

One main drawback that limited their applicability in many medical imaging applications

[190] (and more broadly in biomedicine) is their need for pre-selected features manually or

automatically designed (e.g., through feature engineering). Specifically, for neuroimaging, the

registration and denoising method used, the tissue selected (e.g gray matter and white matter

for anatomical data) or the atlas chosen (defining regions-of-interests, a.k.a ROI) for performing

the analysis all imply a strong a priori that may lower the performance of subsequent ML

algorithms used. Moreover, non-linear interactions between input voxels in brain images are not

modelled through linear regression and kernel methods provide a simple, yet limited, solution

as it is notably sensitive to the ”curse of dimensionality” (with poor generalization performance

when n≪ p).

As opposed to SML methods, DL, and in particular, ConvNets (CNN), can automatically

learn from raw imaging data a hierarchical representation of features relevant for the task at

hand (e.g., classification or regression). They have shown impressive results on supervised

and unsupervised learning problems, both on natural and medical images, by learning a high

abstraction of the data in a layer-wise manner. However, as noted in several recent studies

[2, 139, 224, 249, 291], the benefit of using DL on anatomical brain MRI data for prediction at

an individual level (required for psychiatric disorder diagnosis or prognosis) is unclear, and a

careful and extensive comparison with simple regularized linear models and kernel-methods is

still missing.

In particular, one worrying observation was made recently [290] for early detection of

Alzheimer’s disease: as the number of subjects in a study grows, the classification accuracy

reported decreases. A benchmark on this topic [304] notably confirmed an important bias in

the literature due to data leakage during training of ML models, leading to over-optimistic

results with small sample size datasets. This may be the case for other tasks in neuroimaging

(e.g. schizophrenia detection [246]) and it further justifies the need for a proper comparison of

DL models i) at large-scale and ii) with clean cross-validation strategy and independent test

sets.

As a result, to answer questions about DL models, we first have pooled a large number of

datasets (n = 19) across various populations (healthy but also with various brain disorders) and

acquisition sites (spread over Europe, Asia and North America). We present this large-scale

dataset in section 2.2 before evaluating the representation capacity of supervised DL models in

section 2.3 and studying various regularization techniques section 2.4. We consider 3 diagnosis

prediction tasks (SCZ vs HC, BD vs HC and ASD vs HC, ordered by task difficulty as measured

by ML accuracy) and 2 phenotype prediction tasks (age and sex). We conclude this chapter by

showing how uncertainty estimation in DL models matters for both i) increasing their reliability

and ii) improving their performance.
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2.2 BHB-10K: a large-scale multi-site dataset for transdiagnostic

psychiatry

We have gathered a large collection of anatomical brain images to answer key questions with

DL models for transdiagnostic psychiatry, including patients with Bipolar Disorder (BD),

schizophrenia (SCZ) and Autism Spectrum Disorder (ASD). We build this dataset as a large

multi-site database representative of current imaging cohorts available to the research commu-

nity. We first describe its main statistical properties and then we define our cross-validation

strategy to avoid bias associated to the acquisition site where images were acquired (each of

which having their own manufacturer and scanning protocol).

2.2.1 Data collection

All data have been collected through various data sharing initiatives, consortium and platforms

that can be consulted in the dedicated papers and webpages accessible through hyperlinks shown

in Table 2.1. We have reported most of the important demographic information in Table 2.1 for

all datasets. Importantly, since we acknowledged that reproducibility is critical for all ML/DL

studies, we have also released part the pre-processed data used in this study as a freely available

dataset, called the OpenBHB dataset, that can be found here (see Chapiter 4 for a detailed

description of this dataset).

The testing splits used for both age and sex prediction are defined using only data from

OpenBHB, for reproducibility purposes, as described in section 2.2.2.

2.2.2 Cross-Validation procedure and training splits

For age regression and sex prediction, we have built a multi-site datasets including both

OpenBHB (see Table 2.1) - a public dataset that can be accessed without further authorizations-

along with more restricted datasets: HCP[286], OASIS 3[184] (only Healty Controls, HC),

ICBM[198], BIOBD[241] (only HC), SCHIZCONNECT-VIP1 (only HC), PRAGUE and BSNIP[271]

(only HC). Eventually, we gathered N = 11210 scans from 8679 participants and n = 99 sites.

We first derived an external test dataset with MPI-Leipzig and NAR (N inter
test = 640 from 619

participants distributed across lifespan from n = 3 sites). Then, from OpenBHB, we derived

an age/sex/site-stratified internal test dataset and a stratified validation dataset with respec-

tively N intra
test = 662 scans from 480 participants and Nval = 655 scans from 482 participants.

The remaining training set includes Ntrain = 9253 scans from 7098 participants. Importantly,

each participant appears in only one split, so that we avoid any data leakage from valida-

tion/test set. We chose to use validation/test set only from OpenBHB in order to promote

reproducibility in our work2. Finally, we sub-sampled this training set in a stratified man-

ner (on age, sex and site) in order to compute performance at varying training sample size
1schizconnect.org
2OpenBHB is freely available here
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Datasets Disease # Subjects # Scans Age Sex (%F) # Sites Accessibility

OpenBHB



IXI HC 559 559 48± 16 55 3 Open
CoRR HC 1366 2873 26± 16 50 19 Open
NPC HC 65 65 26± 4 55 1 Open
NAR HC 303 323 22± 5 58 1 Open
RBP HC 40 40 22± 5 52 1 Open
GSP HC 1570 1639 21± 3 58 5 Open

ABIDE I
ASD 567 567 17± 8 12 20 Open
HC 566 566 17± 8 17 20 Open

ABIDE II
ASD 481 481 14± 8 15 19 Open
HC 542 555 15± 9 30 19 Open

Localizer HC 82 82 25± 7 56 2 Open
MPI-Leipzig HC 316 317 37± 19 40 2 Open

HCP HC 1113 1113 29± 4 45 1 Restricted
OASIS 3 Only HC 578 1166 68± 9 62 4 Restricted
ICBM - 606 939 30± 12 45 3 Restricted

BIOBD [241]
BD 306 306 40± 12 55 8 Private
HC 356 356 40± 13 55 8 Private

SCHIZCONNECT-VIP
SCZ 275 275 34± 12 28 4 Open
HC 329 329 32± 13 47 4 Open

PRAGUE HC 90 90 26± 7 55 1 Private

BSNIP
HC 198 198 32± 12 58 5 Private
SCZ 190 190 34± 12 30 5 Private
BD 116 116 37± 12 66 5 Private

CANDI
HC 25 25 10± 3 41 1 Open
SCZ 20 20 13± 3 45 1 Open

CNP
HC 123 123 31± 9 47 1 Open
SCZ 50 50 36± 9 24 1 Open
BD 49 49 35± 9 43 1 Open

Total 10882 13412 32± 19 50 101

Table 2.1: Demographic information about the datasets used throughout this study. We have gathered 10 openly
available datasets to create OpenBHB, from which we have drawn our training set until Ntrain = 5000 and
our internal and external testing sets for all our experiments on age and sex prediction. We aim at promoting
reproducibility of our work by releasing this dataset pre-processed to the neuroimaging community. You can
find a first version here.

(N ∈ [100, 500, 1000, 3000, 5000, 9253]) for both age and sex prediction using a Monte-Carlo

Cross Validation (CV) procedure, similarly to [2, 249]. We repeated this sub-sampling 5 times

for N ≤ 500 and 3 times otherwise in order to keep a reasonable computational budget, while

still deriving a consistent estimator of classifiers performance. About schizophrenia, bipolar

disorder and autism detection, we detailed the splits used in Table 2.2. We used the same splits

for all models (SML and DL) and we repeated each experiment 3 times, using different random

initialization, reporting the average and standard deviation.

2.2.3 VBM and Quasi-Raw pre-processing

VBM pre-processing is performed with CAT12 [109] from the SPM toolbox. It essentially con-

sists in noise and bias-field correction followed by Gray Matter (GM), White Matter (WM), and

CerebroSpinal Fluid (CSF) segmentation. Images are non-linearly aligned to the MNI template

with DARTEL[12] and modulated using the Jacobian map of the deformable transformations.
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Task Split Datasets # Subjects #Scans Age Sex(%F)

SCZ vs HC

Training
SCHIZCONNECT-VIP, CNP
PRAGUE, BSNIP, CANDI

933 933 33± 12 43
Validation 116 116 32± 11 37

External Test 133 133 32± 12 45
Internal Test 118 118 33± 13 34

BD vs HC

Training
BIOBD, BSNIP
CNP, CANDI

832 832 38± 13 56
Validation 103 103 37± 12 51

External Test 131 131 37± 12 52
Internal Test 107 107 37± 13 56

ASD vs HC

Training

ABIDE 1+2

1488 1526 16± 8 17
Validation 188 188 17± 10 17

External Test 207 207 12± 3 30
Internal Test 184 186 17± 9 18

Table 2.2: Training/Validation/Test splits used for the 3 mental illness disorders detection. The external test
set is always made by out-of-site images and each participant falls into only one split, avoiding data leakage.
The internal testing set is always stratified according to age, sex, site and diagnosis, as well as the training and
validation set. All models use the same splits.

All sMRI scans are re-sampled to have an isotropic 1.5mm3 spatial resolution with dimension

121×145×121 using a linear spline interpolation. Going to higher spatial resolution would have

induced a bigger computational burden and considering the difference in scanner parameters

in our cohorts (e.g., permanent magnetic field), we decided to fix this resolution for all images.

We also normalized all images using the Total Intracranial Volume (TIV) estimated by CAT12

to account for the (irrelevant) differences in head size.

As opposed to VBM, quasi-raw pre-processing was designed to be minimal. Only essential

steps have been kept in order to map the images coming from different sites and scanners to

the same space with the same resolution and only important image correction steps have been

applied. Specifically, each scan is rigidly re-oriented to the MNI space and then re-sampled to

a 1.5mm3 spatial resolution through a linear spline interpolation. The bias field is corrected

using the N4ITK algorithm [282] from ANTs [13] and the brain is extracted with BET2 [159]

(the skull and non-brain tissues are removed). Each image is linearly registered (9 degrees of

freedom) to the MNI template with FLIRT from FSL [158].

For all pre-processed images, we applied a visual quality check and we removed images poorly

segmented or with obvious MRI artefacts.

2.3 Representation capacity of supervised deep models at scale

Can DL models exploit non-linear relationships from brain images to predict individual pheno-

types and mental illnesses ?

In a recent study [249], Schulz et al. studied whether the two main priors encoded in

current CNN, namely translational equivariance (derived from the convolution operation) and

compositionality (derived from its hierarchical structure), can be exploited to capture non-
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linear dependencies in structural/functional Magnetic Resonance Imaging (sMRI/fMRI) data

for individual prediction tasks with UK Biobank [37] (UKB). In particular, they showed that

linear and DL models have a similar scaling trend, even in the large-scale regime (Ntrain = 8k),

on both modalities (sMRI and fMRI) for a variety of tasks (age and sex prediction but also fluid

intelligence or household income prediction). It notably suggests the incapacity of DL models

to learn non-linear functions on brain images. They proposed that current noise in these data

prevent DL from outperforming simple linear models. It was notably exemplified on MNIST

where CNN matches linear model performance when sufficient Gaussian noise is added.

However, their results directly contradict the ones obtained by Peng et al.[218] on UKB for

brain age prediction, as noted by Abrol et al. [2]. Specifically, they pointed out some technical

flaws in the work of Schulz et al. that drastically affect their conclusions. The main shortcom-

ings were the feature selection step performed for both SML and DL (with an arbitrary number

of reduced dimensions) and the use of a single central brain slice in their main experiments,

which limited DL representation capacity. On the contrary, Abrol et al. showed a significantly

better scaling trend for DL on UKB with training samples ranging from Ntrain ≥ 2000 to

Ntrain = 104 when feature selection were only for SML models, and they used a whole-brain

approach for DL. They attributed the performance drop between Schulz et al. and Peng et

al. to a coding bug. Moreover, they also found a small but significant increase in performance

on the Mini-Mental State Examination (MMSE) regression task (Ntrain = 428, −0.07MAE,

Mean Absolute Error, for DL vs. SML) on the ADNI dataset [156] (comprising a popula-

tion of Alzheimer patients), which might be in contradiction with a recent benchmark [304]

on Alzheimer’s detection that found no significant differences between SML and DL. While

this score represents an indicator of Alzheimer’s disease severity, it does not translate into

Alzheimer’s diagnosis [81], which may explain the different findings. Finally, they showed that

DL is capable of extracting robust interpretable brain representations, even in the small data

regime for MMSE regression task, consistently across runs and saliency methods.

However, the studies of Abrol and Schulz provide only a partial analysis about the DL

capacities for neuroimaging data that we aim to extend in this work.

First, most recent papers [2, 218, 249] have mainly focused their analysis on phenotype pre-

diction in the healthy population, including socio-demographic and lifestyle measures. While

studying phenotype prediction has become an important research field for many research ques-

tions (new biomarkers discovery for psychiatric disorders or neurocognitive impairment with

brain age [64, 68, 164, 178] or normative modeling [197, 305, 313]), fair DL evaluation on psychi-

atric disorder classification is (also) urgently required. The question of whether non-linearities

can be captured in highly heterogeneous clinical cohorts including patients with schizophre-

nia [178, 305] (SCZ), bipolar disorder [305] (BD) and autism spectrum disorders [313] (ASD) is

still debated, and no clear consensus arises [224, 240, 304], mainly because of the small sample

size of the current datasets (typically N < 103) which causes ML models to over-fit and bias the

45



neuroimaging community towards over-optimistic results [99, 165, 223, 246]. These pathologies

involve subtle anatomical atrophies/hypertrophies in cortical and subcortical structures, and

their identification in a case-control manner is still a difficult challenge.

Second, both Abrol et al. and Schulz et al. have based their analysis mostly on a unique

homogeneous (i.e. single-scanner model) dataset (UKB), that does not reflect the inevitable

heterogeneity in emerging large multi-site clinical data collections (e.g., ABIDE, ABCD, SCHIZ-

CONNECT, etc.). As such, a comprehensive complementary benchmark on phenotype predic-

tion with large-scale multi-site datasets is required. As noted by Koppe et al. [176], since DL

has an exceptional capacity to learn any function (even random noise [317]), it can also learn

“disease-irrelevant site-specific characteristics,” and its generalization capacity on data acquired

on never-seen sites must also be reported.

2.3.1 Deep learning vs good old Tikhonov regularization

First, in our study we analyze the scaling trend of several DL architectures on age and sex

prediction in the healthy population using BHB-10K. Our experimental setting has several key

differences with the current literature: i) we apply no feature selection strategy on both DL

and SML, as we observed a strong degradation in performance with the experimental design

previously used in [2, 249]; ii) we separately predict age and sex in order to avoid arbitrary

age discretization ; iii) we assess the generalization performance on both an external test set

(N inter
test = 640), including never-seen sites, and an internal test set (N intra

test = 662) stratified on

age, sex and site. The use of an external test site should prevent the model from over-fitting

on confounding variables related to the site-specific information [293].

As for brain disorder detection, we train each DL classifier with a binary cross-entropy loss,

treating each task as binary classification. Importantly, these three tasks do not have the same

difficulty (at least w.r.t their accuracy score [92, 240]), and one might expect improvement with

non-linear models on harder tasks where SML models under-perform (e.g., autism).

We chose three DL models representative of the current SOTA for both computer vision

and neuroimaging tasks [1, 2, 87], namely AlexNet (corresponding to DL1 in study [181], 2.5M

parameters, the smallest with only 5 convolutional layers), ResNet18[135] (33.2M parameters)

and DenseNet121 [149] (11.2M parameters, the deepest model among the three chosen with

121 layers). Importantly, we adopted a 3D architecture for each of these networks in order

to account for the 3D spatial structure of our images. It means that we adopted 3D filters

in each convolutional layer. AlexNet performed on par with current SOTA on age prediction

(SFCN [218]) and it allows us to be comparable with the recent literature on phenotype predic-

tion and MMSE regression task. Increasing the depth of DNN also provides interesting insight

into the complexity of the models required at large-scale on brain imaging data.

We compared their performance and generalization power against two regularized linear

models (only ℓ2, i.e., ℓ2-regularized/logistic regression for regression/classification, or ℓ1 + ℓ2
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Figure 2.2: DL vs. SML performance on phenotype prediction and increasingly difficult diagnosis classification
tasks on highly multi-site datasets. For SML methods, 2 linear models with ℓ1 (Logistic) or ℓ1+ ℓ2 (ElasticNet)
penalization are evaluated as well as non-linear Radial Basis Function (rbf) SVM. As for DL, vanilla AlexNet[181]
(previously introduced by Abrol et al.[2]) and more advanced ResNet18[135] and DenseNet121[149] (121 layers
taking advantage from skip-connections and feature re-using) are considered. Importantly, both DL and SML
algorithms are trained on whole-brain 3D anatomical images. All models are evaluated on two different test
sets: an internal test stratified on age, sex, site (Npheno

test = 662, Npheno
val = 655), and diagnosis for clinical cohorts

(Nscz
test = 118, Nscz

val = 116, N bd
test = 107, N bd

val = 103, Nasd
test = 184, Nasd

val = 188); an external test including sites

never seen during training (Npheno
test = 640, Nscz

test = 133, N bd
test = 131, Nasd

test = 207). Models cannot use any
site-specific information for their prediction on this test set, eliminating a strong bias reported in the literature.
For age and sex prediction, we performed 5-fold (resp. 3-fold) Monte Carlo Cross-Validation sub-sampling
procedure for Ntrain ∈ {100, 500} (resp. Ntrain ∈ {1000, 3000, 5000, 9253}). As for diagnosis classification
tasks, each model is trained 3 times with different random initialization and average and standard deviations
are reported. Mean Absolute Error (MAE) is the reference measure for age prediction while Area Under the
Curve (AUC) is the preferred metric for binary classification tasks since it does not depend on a particular
threshold (it only measures a classifier discriminative power). Overall, SML models perform equally well with
DL models for sex prediction (up to Ntrain = 9253), SCZ vs HC, BD vs HC and ASD vs HC. Both SML and
DL performance keeps improving for age prediction when increasing the number of training subjects Ntrain on
the external test. On the other hand, performance increases very slowly (it is almost a plateau) on the internal
test starting from Ntrain ≈ 3k with an important improvement for non-linear DL models over SML.

i.e., ElasticNet) and one non-linear (Radial Basis Function kernel) rbf-SVM, that showed good

performance for both psychiatric disorders and neurodegenerative disease [240, 251]). Results

are based on a Monte-Carlo Cross Validation strategy as detailed in section 2.2.2. In order to

fairly compare both DL and Standard Machine Learning (SML, including linear models and

Kernel-SVM), we perform these experiments on VBM data. Indeed, all images are non-linearly

registered to the same template so that each voxel contains information from the same spatial

location between different subjects.

From Fig. 2.2, we observe very similar performance on all classification tasks (both sex pre-

diction and diagnosis classification) across all models and even in the very large data regime

(Ntrain > 9000 for sex prediction). Specifically, all models achieve almost perfect AUC score
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(Area Under the Curve) on sex prediction on both test sets (AUC = 98.32 for Logistic Re-

gression and AUC = 98.47 for DenseNet with Ntrain = 9253 on the external test set). While

DenseNet is almost always the best performing network for detecting schizophrenia, bipolar

disorder, and autism, it achieves performance on par with Logistic ℓ2 and rbf-SVM, i.e ≈ 85%

AUC on SCZ vs. HC, ≈ 76% AUC on BD vs. HC and ≈ 65%AUC on ASD vs. HC, on the in-

ternal testing set, losing resp. −10%AUC, −8%AUC, and −3%AUC on the external test set. A

similar trend can also be observed for the other models. This suggests that DL fails to capture

additional information with respect to linear model, such as highly non-linear dependencies,

possibly due to large noise in the input data [249] and high inter-individual heterogeneity in

neuroanatomical images [210, 305, 313].

Interestingly, we observe a different trend for age prediction. DL models are more accurate

than SML on both test sets, with a significant improvement even from Ntrain ≥ 1000 on the

internal test set (∆MAE = 0.98, p < 0.0012 between AlexNet and ElasticNet with Ntrain =

1000). DL performance on the external test set is also significantly better than SML but it

needs much more training samples (∆MAE = 0.82, p < 10−5 between AlexNet and ElasticNet

with Ntrain = 9253). This gain in performance has been reported in several recent studies

[2, 218] and it contrasts with the results on psychiatric disorders.

We also remark that we reach SOTA performance on age prediction as compared to previous

studies [2, 218] on this topic (with MAE=2.36±0.04 on the internal test3), which also validate

the choice of the architecture designs for DL models.

The discrepancy of results between internal and external test (with a constant and significant

decrease in performance for all models) is interesting to notice. It notably suggests a high over-

fitting issue for both DL/SML on acquisition site. This recurring issue has been reported in

the literature (e.g. Alzheimer’s detection [304] or demographic factor prediction [293]) and may

explain the high variability of performance reported in the literature on these tasks.

Our evidence on psychiatric disorder classification (but also sex prediction) support the main

hypothesis made by Schulz [249, 250]: ”high levels of noise in neuroimaging data may effectively

linearize decision boundaries, potentially leaving little nonlinear structure for machine learning

models to exploit”. Furthermore, as noted by [209] on functional MRI (but transposable to

structural imaging), spatial averaging over ≈ 104 neurons in each voxel and small sample size

may also play they part as it can easily linearize macroscopic brain dynamics.

2.3.2 Do deep models benefit from raw data ?

In the previous section, we show how scaling trend of DNN were similar to that of linear models

on anatomical imaging. However, we emphasize that we used highly pre-processed VBM images

including only gray-matter volume measure in each voxel as input data. These images were

non-linearly registered to a template, meaning that the actual folding patterns were largely

3We emphasize that, even if the data size is comparable with previous works, it is not a direct comparison since previous studies
used a different test set stratified on UKBioBank.
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removed.

As pointed out by Y. Lecun, Y. Bengio and G. Hinton [190], DNN excels at learning from raw

images, by performing automatic feature extraction for pattern recognition. On the other hand,

recent findings on brain age prediction [67, 152, 218, 293] suggest that DL models perform simi-

larly between raw images (with only linear registration and eventually non-brain tissue removal)

and fully pre-processed ones (with non-linear diffeomorphic registration, gray matter extraction,

and several bias correction steps), suggesting that DNN do not extract extra-information from

raw data. This is a major difference with classical vision tasks (e.g., ImageNet classification)

since we know that automatic feature extraction of color, shape, and texture is the cornerstone

of today’s CNN performance. As a result, a fundamental question is whether usual non-linear

computationally demanding pre-preprocessing steps actually remove non-linear discriminative

information for brain disorders that could have been leveraged by DL (e.g., cortical folding

patterns). This problem has not been addressed for mental disorders such as schizophrenia,

bipolar disorder, and autism.

Scaling trend and over-fitting effect

Figure 2.3: DL performance are evaluated on both (quasi) raw brain images and extensively pre-processed, non-
linearly registered, anatomical Gray Matter (GM) brain images (namely VBM). As before, three CNN families
(AlexNet, ResNet18, DenseNet121) are trained on increasingly large training sets for age and sex prediction and
three diagnosis classification tasks. They are tested on both the internal (stratified) test set and the external one
(including sites never seen during training). DL models fail at extracting more discriminative features from raw
brain images than fully pre-proprocessed ones, even in the large-scale data regime. This observation contrasts
with their exceptional automatic feature extraction capacity on natural images.

We take the same setting as previously but we replace VBM images by their quasi-raw

counterpart (i.e. with minimal pre-processing). In particular, it means we preserve both gray

matter, white matter and CSF signal as well as the geometry of folding patterns (e.g. curvature,

depth, etc.) . We perform only limited noise reduction and we refer the reader to section 2.2.3
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for more details. As before, we report learning curves for phenotype prediction and we use only

the maximum number of available samples for psychiatric disorders.

Surprisingly, from Fig. 2.3, we observe that, globally, CNN do not perform any better on

raw T1 scan than on VBM data, at least on the external test. More specifically, we observe a

degradation of performance of 1.6%AUC for sex classification and of 0.25 MAE, p < 0.05, for

age regression with Ntrain = 9253 with DenseNet and ResNet respectively, the best performing

models on these two tasks on the external test set. About the classification of psychiatric

disorders, this effect is even more pronounced with −14%, −4% and −3% AUC on average

between performance on VBM and raw data for schizophrenia, bipolar disorder, and autism

respectively on the external test set. Interestingly, while these observations are confirmed

on both internal and external test set for all psychiatric disorders and sex prediction, we do

not observe the same trend for age prediction (again) between the internal and external test

set: CNN seem to over-fit more on sites, showing much worse performance when testing on a

site-independent cohort.

To explain these intriguing results, we hypothesize that raw measurements induce much more

noise in the signal (especially related to acquisition site), leading to even poorer results than

VBM (even if the raw data contains theoretically much more discriminative signal). Again, this

favors the hypothesize by Schulz from another perspective. We intend to check this hypothesis

in the next section.

Towards a first explanation: raw images overwhelmed by site-related noise

Pre-processing SCZ vs HC BD vs HC ASD vs HC

VBM Site Pred.(%) 29.07±3.73 26.43±2.07 7.01±1.53

Raw Site Pred.(%) 70.71±3.36 (+41%) 82.92±3.86 (+56%) 48.74±5.88 (+41%)

Random Level 10.0 7.69 3.45

∆ AUC=VBM-Raw 14% 4% 3%

Table 2.3: Site prediction balanced accuracy (in %) from latent representation of DenseNet trained on psychiatric
disorder classification. We reported the random level when predicting random sites (= 1/nsites) as well as the
difference ∆AUC between performance on psychiatric classification from VBM and raw data. It clearly shows
a much higher over-fitting effect on site (viewed as noise) for raw data compared to VBM even when the model
is not trained on this task. This could be a partial explanation for the drop in performance between VBM and
raw data.

To check this hypothesis, we first plotted both quasi-raw and VBM pre-processed images

(from internal and external test set) encoded by a DenseNet trained on age prediction with

Ntrain = 9253 (see Fig. 2.4). We used t-SNE [284] visualization to map the embedded images to

2D representations. We observe a clear difference, in the embedded space, between raw images

coming from either the internal or external test set (especially for middle-aged participants

between 20 and 40 years old). This is clearly not the case for VBM images, where both inter-

and intra-site images correctly overlap in the embedded space for a given age range (blue/range
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Figure 2.4: t-SNE visualization of raw vs VBM images encoded by DenseNet trained on age prediction with
Ntrain = 9253. We distinguished images from internal test (coming from already-seen sites) and external test.
Here ∆MAE = |MAE(external test) −MAE(internal test)| where MAE(x) corresponds to the age prediction
MAE (Mean Absolute Error) for the test set x. It can thus be seen as a proxy to measure the domain gap
between internal and external test sets. Distinct regions for the same age range (blue/red and yellow/cyan) can
be observed when encoding raw images. However, these regions clearly overlap for VBM encoded images. It
suggests a higher over-fitting effect related to site on raw images than on VBM.

and yellow/cyan). This greater difference (i.e., domain gap) between internal and external test

sets for raw encoded images could explain the differences shown in Fig. 2.3 for age prediction,

supporting the site over-fitting hypothesis.

Furthermore, we make an indirect test to check whether noise induced by the scanner explains

the discrepancy in results between VBM and raw measurements on psychiatric disorders. From

DenseNet trained to predict a given psychiatric condition with a given pre-processing (VBM

or raw), we train a linear classifier to predict acquisition site from the network representation.

Specifically, we train a linear classifier to predict acquisition site on top of the penultimate

layer of DenseNet trained to predict psychiatric condition. Importantly, DenseNet’s weights

are frozen so its representation is fixed. We have reported the balanced accuracy obtained on

site prediction task in Table 2.3. In Table 2.3, we notably show an increase > 40% in balanced

accuracy (Bacc) on site prediction when the network is trained on raw data rather than VBM to

classify psychiatric conditions. From an information bottleneck point-of-view, it suggests that

the network fails at compressing disease-related features from raw images and rather tends to

rapidly over-fit on scanner-induced noise .

In conclusion, these evidence support our hypothesis that raw measurements contain too

much noise that prevent DNN from learning non-linear boundaries and, overall, it degrades

the downstream performance even compared to fully pre-processed images. Even if evidence
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show that folding patterns are predictive of psychiatric disorders (e.g. increased gyrification

index during childhood for ASD and during adolescence for schizophrenia, see [242] for a

recent review), DNN seems to fail at exploiting such complementary information buried inside

raw measures. As suggested by Schulz [250], more anatomical prior information needs to be

integrated during learning. We will dig into that lead in the next chapiter.

2.3.3 A closer look at deep models with brain region importance analysis

While DL models are often considered as a ”black box”, several interpretability methods have

been proposed over the years to highlight the discriminative image areas used by the model

to take its decision (see this recent survey by Zhang et al. [319]). Here, we aim at discovering

whether DL and linear models take their decision based on the same brain region patterns,

which is a critical question for precision psychiatry. If two models strongly disagree on the

discriminative power of the same brain area, which one can we trust ?

In this regard, linear models are much simpler to interpret since we have direct access to

the weighted maps (also called ”importance maps” [20]). In a weighted map, each weight

is associated to a unique input feature. Higher absolute weight values indicate a stronger

importance of the corresponding input features on the final prediction score. In particular, in

a clinical context with anatomical images, hypertrophy (resp. atrophy) in regions with high

positive (resp. negative) weights translates into a stronger brain signature for a given pathology,

i.e a higher predictive score.

As a generalization to the non-linear case, we have chosen a gradient-based method [259]

for DL model interpretability. This sensitivity analysis computes the gradient of predicted

output w.r.t. each input voxel (i.e., it quantifies how much output prediction varies with each

input voxel). More sophisticated gradient-based models have been proposed over the years,

but they do not necessarily result in more accurate saliency maps [3]. Similarly to Abrol et

al. [2], we compute brain region importance maps using the Automated Anatomical Labeling

atlas [236] (AALv3) containing 166 parcellations. Specifically, for each input image, a weighted

map is computed through sensitivity analysis and all absolute values are summed per region.

The resulting importance map is normalized so that it sums to one. Finally, all importance

maps for each test set (internal and external) are averaged. We reported these maps on the

external test for visualization purposes in Fig. 2.3.3. Importantly, all models used for computing

importance maps are trained with the maximum number of training samples (which is the best-

case scenario).

To easily compare region importance obtained with linear and DL models, we have computed

the correlation matrix between all averaged maps in Fig. 2.5.

Fig. 2.5 shows two clear patterns, both reproducible across testing set. First, all DL models

use the same cortical and sub-cortical areas to take their decision. Similar saliency maps are

obtained between DL and logistic regression with ℓ2 regularization for all tasks (correlation
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Figure 2.5: Correlation matrix computed between brain region importance maps obtained for each task and
model. Strong correlation indicate a good agreement between two models for a given task. Each brain region
importance map is obtained through sensitivity analysis (i.e using a gradient-based method) for both DL and
linear models. All models considered have been trained with the maximum number of training samples. Brain
regions are defined through the AAL atlas, similarly to[2].

Figure 2.6: The correlation between saliency maps obtained from occlusion and sensitivity analysis are reported
for all models and tasks.

r > 0.70 between the linear model and all DL models for all tasks). This is in line with

recent studies [20, 240] on SML models applied to age prediction, schizophrenia, and bipolar

disorder detection. Both linear and non-linear models resulted in similar final weighted maps,

with various degrees of noise and sparsity. Second, ElasticNet generates extremely sparse maps

(which is expected) but with regions overall poorly correlated with other models (r = 0.21, r =
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0.22, r = 0.25 and r = 0.24 between ElasticNet and Logistic ℓ2, DenseNet, ResNet and AlexNet

resp. on ASD detection). Overall, this is more pronounced as we increase the task difficulty

(e.g., age or sex prediction with > 95%AUC vs. ASD detection with ≈ 60%AUC). We may be

tempted to relate these poor correlations directly to the relatively small sample size in clinical

cohorts than for phenotype prediction (Ntrain < 2000 for the former vs Ntrain ≈ 10k for the

latter). Nonetheless, we observe a rather good correlation for schizophrenia detection between

DenseNet and ElasticNet (around 60%), while, for ASD, all correlations are low (r < 30%).

It suggests a higher inter-individual heterogeneity in cortical discriminative patterns for ASD

compared to schizophrenia, which would explain i) poor performance and ii) high variability

in saliency maps. Zabihi et al. [313] notably showed how cortical thickness (CT) alterations

differ from one sub-group ASD population to another, even for match ages (e.g. decrease CT

during childhood vs increase CT for some patients in other areas). Our saliency maps analysis

may notably highlight the high biological variability for ASD, reflecting the fuzzy boundary

delimiting this pathology based on DSM-5 criteria [203].

Finally, since this experiment only relied on sensitivity analysis, we have validated our

methodology using an occlusion-based method [315]. Occlusion essentially consists in moni-

toring the model prediction variation while occluding each brain region independently (defined

by the AAL atlas in our case). As before, we performed this analysis for all models and tasks

(since occlusion is model-agnostic) and we have reported in Fig. 2.6) the correlations between

the saliency maps obtained from occlusion vs. sensitivity analysis. Overall, we found an excel-

lent agreement between these two methods (r > 0.70 for all models and tasks except AlexNet

with sex prediction and DenseNet on bipolar detection). This comforts our previous observa-

tions although we acknowledge that a finer analysis on saliency maps at the individual-level

may reveal much more inter-model differences than our group-level analysis.

2.4 Model regularization and data harmonization

DNN can generalize very well to unseen natural images when trained on a sufficiently large and

representative bank of images. This assertion is true at least on standard vision tasks (involving

object classification on ImageNet [74] or segmentation for instance) on which humans are also

very good at and can easily perform. Generalization means that the gap between training and

test error is small even (and especially) when the number of parameters is extremely large

compared to the number of training examples. Theoretically, DNN should be able to over-

fit perfectly all the training set, leading to very poor generalization error. Zheng et al. [318]

notably show that current SOTA DNN can very well fit random labels (on exactly the same

”standard vision datasets” as aforementioned), demonstrating that most mathematical tools

currently used to explain DNN generalization power should be rethought (e.g. Rademacher

complexity, VC-dimension etc.)

Nevertheless, in practice, when trained with stochastic gradient descent, DNN prefer to
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extract semantic information from images to perform their task (that is, high-level meaningful

features that we-as humans-also use). In previous section, we saw that the story was different

for neuroimaging data: DNN appear to over-fit very well and rapidly on the training set, only

matching the performance of linear models. Over the years, several regularization methods have

been invented to limit such over-fit and improve their generalization power. Data Augmentation

is certainly one of the most famous and, according to Zheng et al [317] and confirmed in [141],

the most efficient regularization technique (compared to classical dropout [265] and weight

decay). Inspired by the human perception, it became the crucial component of today’s most

effective self-supervised and semi-supervised models (e.g. SimCLR [52] and FixMatch [262],

see Chapter 3 for a thorough discussion). Here, we evaluate the capacity of data augmentation

on neuroimaging data and draw first conclusions and concerns about its utility.

2.4.1 Data augmentation as regularization: myth vs reality

Figure 2.7: Data augmentation as vicinal distribution sampling. From a given labelled image (xi, yi), augmented
images (x, y) are generated from a vicinal distribution dPxi

(x)δyi
(y) corresponding to the augmentation module

(e.g. geometrical transformations such as image rotation or cropping, cutout [76], etc.) Here, we assume
the images generated has the same label yi as the original image but this assumption can be relaxed (e.g.
Mixup [318]). Deep models are trained on these generated images, learning from a much larger and diverse set
of images (covering a broader region in the input space).

When working with rather small-scale data-sets (typically N ≈ 1k) and large input images

(> 1M voxels), data augmentation offers a simple way to artificially increase the dataset size by

applying transformations on training images to generate a larger and more diver set of labelled
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images (see Fig. 2.7). From the Vinicial Risk Minimization (VRM) point-of-view, Chapelle

et al. [48] shows that it can be seen as a regularization technique that imposes invariance to

given transformations for a prediction task (we detail it below). More profoundly, it has been

suggested that applying data augmentation during training lead to more biologically plausible

representations inside DNN [142], as it robustify the network against identity preserving image

transformations (a property already observed in the human medial-temporal lobe [225]).

We first describe theoretically data augmentation based on vicinal risk minimization to

justify the transformations used. Then, we provide our empirical study on mental illness

disorders (where DNN currently fails at extracting non-linear relationships) and phenotype

prediction (where we successfully show an improvement of DNN over linear models- at least for

age regression).

Vicinal Risk Minimization

In a supervised learning problem, we aim at learning a function f ∈ F that maps input data

x ∈ X (e.g. image) to label y ∈ Y (e.g. human annotation). The relationship between x and

y is modelled as a joint distribution P from which (x, y) is sampled. In a real-world setting, f

is trained on a limited number of examples thanks to a loss function ℓ : Y ×Y → R penalizing

the difference between the predicted label f(x) and the true one y. The risk of f is defined as:

R(f) = EP ℓ(x, y) =

∫
X×Y

ℓ(f(x), y)dP (x, y) (2.1)

In practice, P is unknown but we have access to n examples (xi, yi)i∈[1..n] ∼ P to approximate

the risk R. A standard approach consists in defining the empirical joint distribution:

dP̂δ(x, y) =
1

n

n∑
i=1

δxi
(x)δyi(y) (2.2)

where δx is the Dirac mass function centered at x. Plugging this estimate in eq. 2.1 gives the

empirical risk estimator:

R̂(f) = 1

n

n∑
i=1

ℓ(f(xi), yi) (2.3)

Minimizing this empirical risk for supervised learning is known as Empirical Risk Mini-

mization (ERM) and was formalized by Vapnik [288] in 1999. Nevertheless, the main issue

with ERM is the risk of over-fitting and under-fitting, depending on the class of functions F
considered. This notably conditions the generalization guarantee of the model f as we briefly

mentioned above. Chapelle et al. [48] proposed to replace δxi
in eq. 2.2 by another estimator

of the distribution in the vicinity of xi, dPxi
(x). It notably induces a new empirical vicinal

distribution:

dP̂vic(x, y) =
1

n

n∑
i=1

dPxi
(x)δyi(y) (2.4)
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From dP̂vic(x, y), it is possible to define the empirical vicinal risk as:

R̂vic(f) =
1

n

∫
ℓ(f(xi), yi)dPxi

(x) (2.5)

The advantage of Vicinal Risk Minimization (VRM) over ERM becomes clear with this

formulation: if the class of functions F is not well-suited for the task (i.e. too much capacity

conducing to rapid over-fit) then a better approximation of P through dPxi
(x) leads to a better

estimate of the risk. This is more formally described by Zheng et al. [316].

It should be noted that all points in the vicinity of xi share the same label yi in this

formulation (as represented by the Dirac mass δyi(y) in eq. 2.4) This assumption is mostly

true (or should be true) for standard data augmentation techniques (e.g. Gaussian noise,

crop, cutout [76], color jittering for natural images) but it is not mandatory: some works have

extended the vicinal distribution dP̂vic(x, y) to sample with different labels (e.g. Mixup [318]).

Interestingly, recent work by R. Balestriero et al. [19] suggests that classical augmentations

used for ImageNet (e.g. random crop) can be strongly class-dependent and shades light on the

violation of this assumption for some classes.

Mental illness classification as case-study

Figure 2.8: Data augmentation is strongly class-dependent and it does not result in significant improvement
on clinical datasets. Applying strong augmentations can be somewhat beneficial for some classes (e.g. SCZ
or BD classes with crop and affine transformation respectively) but it can lead to a constant deterioration for
others (e.g ASD class). It suggests that some augmentations (e.g. strong affine transformation for ASD) create
biased datasets that are not label-preserving for mental disorder classification. Baseline performance (with no
augmentation) is reported with dotted lines.

Since DNN rapidly over-fit on psychiatric disorder classification tasks, we have explored sev-

eral standard augmentations including geometrical transformations, random noise and cropping

applied to MRI scans. Our main concern was to apply transformations i) that preserve semantic

information (i.e. brain anatomical biomarkers explaining the current pathology) and ii) that

were plausible (for instance artefacts or noise that can be present in real MRI scans, illustrated

here by Gaussian noise). However, we acknowledge that it is difficult to know a priori what
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augmentations preserve the label and only a post-hoc analysis can reveal this assumption is

met.

As noted by Hernandez-Garcia [142], strong augmentations produce more biologically plau-

sible representations compared to light augmentations (maybe because it generates examples

that should be explored by DNN for good generalization on test images, exploiting domain

knowledge). Interestingly, this observation may be corroborated with evidence found on cur-

rent self-supervised models (SimCLR [52], BYOL [120], etc.): their exceptional representation

quality depends on a very aggressive augmentation strategy. We will come back to this in the

next chapter.

We have thus evaluated, for each augmentation strategy, 2 schemes (light and strong) that

are described in Table 2.4. From previous analysis (see Fig. 2.2), we found that DenseNet offers

good performance compared to ResNet and AlexNet on mental illness classification (especially

schizophrenia and ASD). We choose this architecture to conduct the experiments. We also

use the maximum number of training examples in BHB-10K, as in previous experiments, to

evaluate the true utility of data augmentation in a real-world scenario.

Augmentations Affine Crop Gaussian Noise Cutout

Strong
rot(-45deg, 45deg)
trans(0, 50vox)
zoom(0, 0.2)

0.5*(h, w, d) σ ∼ U([0, 5σ0]) 50% black patch

Light
rot(-5deg, 5deg)
trans(0, 10vox)
zoom(0, 0.1)

0.75*(h, w, d) σ ∼ U([0, σ0]) 25% black patch

Table 2.4: Hyper-parameters cross-validated to evaluate the benefit of D.A., viewed as regularization, on final
performance.

Results are plotted in Fig. 2.8. We can make several observations. First, all transformations

are strongly class-dependent (e.g. flip is mostly beneficial for BD vs HC but not SCZ vs HC).

Second, no augmentations stand out and it does not bring significant improvement compared

to baseline and can even degrade the performance (e.g strong crop or affine transformation for

ASD vs HC). This notably suggests that label-preserving assumption is not met for these trans-

formations. Interestingly, these conclusions align well with recent findings on ImageNet [19]:

some augmentations create a bias in brain imaging datasets that are not label-preserving for

mental disorders (as it is the case on ImageNet for color jittering on color-dependent classes

such as birds). Results obtained with affine and flip augmentations are expected since all brain

images are registered with a complex non-linear pipeline [12] to the same template.

In summary, these results suggest that current augmentations crafted from human perception

are not well-adapted for brain imaging tasks. Geometrical approaches based on differential

geometry may be more adapted to synthesize new examples that respect the label-preserving

assumption while extending the data input space (see Fig. 2.7 and [46] for a concrete application

on Alzheimer’s disease).
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Broader analysis on phenotype prediction

Figure 2.9: Illustration of the augmentations applied to a (quasi) raw MR image.

Since we still do not have evidence that DNN can leverage non-linear patterns for mental

disorder detection, we have conducted a broader analysis of data augmentation for phenotype

prediction. Previously, we showed a significant improvement of DNN compared to linear models

in the large-scale data regime (N > 9k) for age regression. We ask: can we retrieve such

improvement by adding artificially augmented images ? Does it have the same effect as adding

real images ?

We conduct the experiments on BHB-10K with only n = 500 samples (considering the

learning curves obtained Fig. 2.2) and we consider both quasi-raw and VBM images (in two

distinct sets of experiments). Additionally to the previous transformations, we have evaluated

Gaussian blur and artefacts that we usually observe in brain images: ghosting artefacts [322],

spike artefact [322], bias-field artefact [287] and motion artefact [254] (see Fig. 2.9 Table 2.4

for more details). Finally, we also implemented swapping [49], a transformation originally

introduced for self-supervision on brain images. It consists in swapping several times two

patches at random location in the image. Originally, the self-supervised task consisted in

decoding the original image from the latent vector given by the encoded noisy image, thus

restoring back the misplaced patches from their surrounding voxels. Here, the procedure is

implicit: the internal DNN representation should remove the erroneous anatomical information

of the misplaced patches to correctly classify brain images.

All of these transformations, along with their hyper-parameters, are detailed in table 2.5.

They have all been applied on-the-fly during training with a probability p = 50% for each input

scan. The test set was never transformed and we did not apply test-time augmentation [258]
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Application Transformation Details Hyperparameters

Computer Vision

Flip
The images are flipped randomly along the 3 directions
(axial, sagittal, coronal).

✗

Gaussian Blur
A Gaussian filter is applied to input images with a full
width at half maximum (FWHM) uniformly sampled in
[α, β]

FWHM ∈
[0.35mm, 3.5mm]

Gaussian Noise
A Gaussian noise is added with a variance σ uniformly
sampled in [α, β].

σ ∈ [0.1, 1]

Random Crop
(+Resize)

The images are cropped at a random location, reducing
the input shape by p% in every direction, and resized
linearly to match the input size.

Patch p = 70%

Affine
The images are randomly translated up to k voxels in
every direction and rotated up to α degrees.

k = 10 voxels,
α = 5◦

Neuroimaging

k-space Ghosting
Artefact [322]

n lines in the k-space are randomly distorted to mimic
the errors that may happen during the k-space line in-
version step in an echo-planar imaging acquisition.

n = 10

k-space Motion
Artefact [254]

The image is successively randomly linearly transformed
(nsim×, up to α◦ rotation, t voxels translation) to re-
produce the head motion artefact observed during an
acquisition. The 3D Fourier transforms of these images
are then combined to form a single k-space, which is
transformed back to the original space.

nsim = 3,
α = 40◦, t = 10

voxels

k-space Spike
Artefact [322]

n points with very high or low intensity are added ran-
domly in the k-space reproducing the bad data points
obtained with gradients applied at a very high duty cy-
cle. It results in dark stripes in the original image.

n = 10

Bias-Field Artefact
[287]

The voxel intensities are modulated by a polynomial
function (order 3, coeff. magnitude m) whose coeffi-
cients are randomly sampled. It models the artefacts in
the low-frequency range produced by the inhomogeneity
of the static magnetic field inside the MRI scanner.

m ∈ [−0.7, 0.7]

Swap [49]

n pairs of patches with shape 15×15×15 are randomly
swapped. Originally created as a self-supervision task
to learn meaningful semantic features, the network is
expected to use the context around each patch in order
to find its original location and internally reconstruct
the image.

n = 20

Table 2.5: Description of the data augmentation strategies considered in our experiments. The input image
always correspond to the pre-processed MR image. All the k-space artefacts have been implemented in the
Python library TorchIO [219].

as the network should be already invariant to the transformations applied during training. We

propose to assess the importance of each data augmentation technique separately using either

VBM or quasi-raw data for age and sex prediction. To the best of our knowledge, this is the

first time MRI artefacts are employed as data augmentation for such tasks. Again, we use

DenseNet backbone as encoder since it performed well on all tasks (see Fig. 2.2) except for age

regression on raw data (see Fig. 2.3). In that case, we trained ResNet because it was much

more stable.

Finally, please note that we applied MRI artefacts only on quasi-raw images and not on

VBM data since they were conceived for T1 raw images and not for gray matter density maps.

Indeed, in order to apply MRI artefacts, one needs to compute the inverse Fourier transform to
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map the image back to the k-space [322]. When considering VBM data, one would also need to

compute the backward mapping from gray matter density to the original image and this would

be computationally too demanding and prone to error.

Figure 2.10: Current data augmentation (D.A) techniques are highly task- and pre-processing-dependent. It
does not result in large improvement and, overall, it even degrades the performance for both VBM and quasi-raw
images. The error bars are obtained using a 5-split RLT strategy using each time only one data augmentation
strategy. We reported the results obtained on the external test set BSNIP (n = 200). The black dashed lines
represent the baselines without D.A.

From Fig. 2.10, we observe that data augmentation brings little or no improvement for both

VBM and quasi-raw images, retrieving the results obtained previously on clinical tasks. As

opposed to previous studies [10, 67, 218], affine transformation and flip did not improve the

performance on age prediction. Differently from the above-mentioned studies, our results are

reported on cross-site images which may explain the differences. Also, as mentioned previously,

since all images are registered to the same template (meaning all brains are well-aligned), affine

transformation seems not adapted to our tasks.

Interestingly, horizontal and vertical flip degrade significantly the performance mostly for

sex prediction, which may support the hemispheric asymmetry hypothesis between females

and males [231] (a question still debated currently [89, 115] and with overall no clear link with

behavioral data). Additionally, Gaussian blur seems to be beneficial mostly for raw data, which

can be interpreted as a Gaussian smoothing effect to correct MRI reconstruction imperfections

(especially since all data were resampled at 1.5mm3 isotropic).

Again, as before, data augmentation is both task- and pre-processing-dependent and it does

not necessarily result in large improvement neither for regression nor classification tasks. For an

easy task (sex prediction with AUC ≥ 0.9) it significantly improves the performance only with

quasi-raw data (i.e, with ghosting artefact or Gaussian blur). This mitigates the usefulness

of current data augmentation techniques on brain MRI, especially when all images have been
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aligned to the same template and re-sampled to the same spatial resolution. Even with the

minimal pre-processing (i.e., quasi-raw), there is no clear improvement with the standard D.A

(affine transformation, Gaussian blur, etc.). Furthermore, we also showed that adding MRI

artefacts into the data augmentation strategy brings overall no improvement and it actually

worsen the results most of the time (except for ghosting artefact and spike artefact for sex and

age prediction respectively).

Perspectives. Our work contains several limitations. First, we did not cross-validated all

possible hyper-parameter values for each transformation (as we have a limited computational

budget). Second, our study was performed in the supervised setting with binary cross-entropy

loss for classification and ℓ1 loss for regression. This design seems rather standard however it

may imply strong assumptions about the optimization landscape that may explain our results on

supervised tasks. For instance, we know that SupCon, another supervised loss for classification

introduced for contrastive learning (see next chapter), is more robust to noisy input than cross-

entropy [118]. The underlying reason is still debated but it could indicate that cross-entropy

is not the best choice for neuroimaging data. Finally, this work does not imply that data

augmentation is not a good tool for neuroimaging but rather that most augmentations crafted

from human perception on natural images does not translate well for brain imaging. In fact,

very recently a new geometry-aware Variational AutoEncoder (VAE) has been invented [46]

to generate synthetic images of Alzheimer Disease (AD) brains and healthy controls (HC).

By augmenting artificially the training set, it shows a significant improvement on small-scale

datasets for discriminating AD vs HC.

2.4.2 Data harmonization as data-based debiasing strategy

As reported in several multi-site studies [112, 293], the high heterogeneity between scanners

and acquisition protocols has led ML models to under-perform on data coming from other sites

than the ones used during training (a.k.a, domain gap on out-of-distribution samples). We

notably confirmed and extended these results for a wider range of brain imaging tasks in the

previous section (e.g. Fig. 2.2). As we saw, this heterogeneity indeed leads to a consistent

performance drop for DL and SML models between internal and external test sets.

Schulz [249, 250] hypothesized that current noise in brain imaging linearizes the decision

boundary for phenotype prediction and, here, for psychiatric disorders classification. We pro-

vided evidence supporting this hypothesis and we notably showed how site-related information

(viewed as noise) were well-preserved in DNN representations (see Table 2.3). We may wonder:

can we remove this noise from the datasets ? By doing so, can we improve DNN representations

over linear models ?

To answer these questions, we used two SOTA harmonization methods to remove site infor-

mation, viewed as a confounding variable: ComBat [101, 161] and Linear Adjusted Regression.

These two methods directly harmonize the data without changing the model (as opposed to re-
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cent methods [82] acting on DL representations), allowing a fair comparison between SML and

DL methods. Importantly, both ComBat and Linear Adjusted Regression need image statis-

tics on all sites to remove site information. However, in our case, only training and internal

test set contain the same sites so we only residualized these two sets, leaving the external test

unchanged. We describe briefly this two models before showing the actual results.

ComBat and linear adjusted regression models

Linear Adjusted Regression. It is a simple linear harmonization method that tries to

preserve biological variability from the data, while removing non-biological effect (such as site

effect). The model itself can be expressed as [293]:{
Yijf = αf + γif + βf

Tkj + ϵijf

Yijf = Yijf − γ̂if

where Yijf is the voxel value for site i, subject j, voxel f ; αf is an average measure for voxel f ,

γif is the site effect, kj is the vector of biological variables we want to keep for subject j (i.e

age, sex and diagnosis eventually) and βf are parameters estimated by linear regression. Yijf

is the residualized voxel value, where γ̂if is the estimated site effect. The parameters γif and

βf are estimated during training.

ComBat [101]. Differently from linear adjusted regression, it adds a multiplicative non-linear

effect δif on the residual noise ϵijf which brings to a different residualization scheme that also

requires the biological variables kj: Yijf = αf + γif + βf
Tkj + δifϵijf

Yijf =
Yijf−α̂f−β̂T

f kj−γ̂if

δ̂if
+ α̂f + β̂T

f kj

Biased results with ComBat. An attentive reader may have noticed that, unlike linear

adjusted regression, ComBat needs the biological variables kj to perform residualization (i.e.

compute Yijf ). In our case, this is a clear ”data leakage” (described as ”Late split” in [304])

since we aim to predict these biological variables (age, sex, diagnosis) on an independent test

set where they are theoretically unknown. Put differently, ComBat model introduces a bias in

the (testing) data during residualization that may also lead to biased (over-optimistic) results

in ML studies targeting biological variables. To our knowledge, this issue is not reported in the

current literature (e.g. [221]).

(Unbiased) External test residualization. Both ComBat and Linear Adj. Regression

model require to have access to all imaging sites to estimate their parameters. In our exper-

imental design, only internal test has overlapping sites with training so we can only perform

residualization on this set, leaving external test unchanged. This way, we also avoid the bias
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introduced by ComBat mentioned above. Formally, we propose to set δif = 1 and γif = 0 for

all unknown test sites i in both linear adjusted regression and ComBat. We acknowledge this is

not ideal and other DL-based [82, 278] solutions are starting to emerge to remove site-effect but

there is still no consensus and most of the current studies still use ComBat or Linear Adjusted

Regression [20, 228].

DL vs SML after data harmonization

From Tab. 2.6, we observe that residualization does not bring improvement for DL models

while it marginally improves performance for linear models when trained with Ntrain = 9253 on

age prediction (−0.48 MAE for Ridge Regression on internal test). However, the difference is

more pronounced on psychiatric datasets with a gain of 1− 3% AUC overall on the three tasks

with SML models (linear and kernel-SVM). We do observe degradation in performance with DL

models on both internal and external test sets, indicating that current residualization methods

fail to preserve non-linear biological variability that was extracted by DL models. We performed

additional experiments on DenseNet and ResNet clearly supporting these conclusions in Table

2.6.

Task Model Internal Test External Test

Linear Adj. Res. ComBat No Res. Linear Adj. Res. ComBat No Res.

Age ↓
Ntrain = 9253

AlexNet 2.79±0.07 2.98±0.06 2.36±0.04 4.59±0.08 6.92±1.03 3.43±0.02

rbf-SVM 3.34±0.00 3.67±0.00 3.21±0.00 4.59±0.00 5.74±0.00 4.27±0.00

Ridge 3.08±0.00 3.33±0.00 3.56±0.00 4.93±0.00 4.39±0.00 4.21±0.00

ElasticNet 3.14±0.00 3.21±0.02 3.31±0.00 4.62±0.00 4.38±0.03 4.25±0.00

Sex ↑
Ntrain = 9253

AlexNet 93.88±0.64 95.24±0.55 96.13±0.42 94.54±0.34 95.58±0.65 97.91±0.15

rbf-SVM 96.09±0.00 95.86±0.00 95.16±0.00 97.88±0.00 98.03±0.00 97.28±0.00

Logistic 95.88±0.04 95.63±0.03 95.95±0.04 98.26±0.00 98.23±0.03 98.32±0.00

ElasticNet 95.09±0.05 94.83±0.01 95.23±0.01 98.04±0.04 97.95±0.65 97.93±0.05

SCZ vs HC ↑
Ntrain = 933

AlexNet 71.53±0.71 82.35±1.45 79.13±0.96 68.50±0.90 74.14±1.13 72.07±0.95

rbf-SVM 83.55±0.00 82.06±00 82.06±0.00 76.39±0.00 72.88±0.00 72.88±0.95

Logistic 85.31±0.07 84.25±0.02 84.03±0.03 76.45±0.15 73.76±0.46 73.60±0.00

ElasticNet 88.81±1.03 86.96±0.82 85.98±1.9 78.98±0.98 79.02±1.08 76.42±1.68

BD vs HC ↑
Ntrain = 832

AlexNet 62.41±3.03 66.77±5.44 74.16±3.25 61.67±1.26 65.58±1.73 72.46±2.74

rbf-SVM 75.00±0.00 70.92±0.00 73.63±0.00 67.74±0.00 63.36±0.00 63.92±0.00

Logistic 74.07±0.09 73.17±0.38 72.96±0.25 69.54±0.33 69.36±0.28 70.12±0.26

ElasticNet 71.19±2.29 72.27±1.60 73.85±0.28 70.33±2.47 68.14±0.93 70.26±1.75

ASD vs HC ↑
Ntrain = 1526

AlexNet 59.06±1.96 58.55±1.34 62.07±1.77 54.25±2.06 60.51±1.09 62.46±1.21

rbf-SVM 66.78±0.00 64.64±0.00 66.84±0.00 59.10±0.00 58.94±0.00 60.28±0.00

Logistic 64.71±0.22 63.11±0.09 63.40±0.18 63.98±0.15 61.98±0.30 61.85±0.05

ElasticNet 63.30±4.78 60.30±3.76 60.62±2.63 57.98±4.71 60.21±3.19 54.96±4.94

Table 2.6: DL vs SML performance on residualized data. Current residualization techniques are particularly
well-suited for linear models (consistent improvement, +1-3% AUC, of ℓ2-penalized linear regression on all
clinical tasks). Kernel-SVM also highly benefit from residualization (+4% AUC on SCZ vs HC and BD vs
HC on external test). Interstingly, more consistent improvements (between 1% and 3% AUC) appear with
less training samples (Ntrain < 2000) on diagnosis classification tasks with SML. On the contrary, DL models
under-perform for all tasks on these data, showing no improvement w.r.t linear models (see also Fig. 2.7 for more
results with DenseNet121 and ResNet18). AlexNet is reported as representative of CNN models. All models
are trained 3 times with different random initialization and standard deviation is reported. AUC is reported
for binary classification tasks, while MAE is reported for age prediction.
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DL performance on residualized data. To confirm the previous results obtained with

AlexNet architecture, we also trained DenseNet and ResNet on the same data residualized

with linear adjusted regression (protecting age, sex and diagnosis). In Table 2.7, we observe a

constant decrease in performance when performing residualization.

Task Model
Internal Test External Test

Linear Adj. Res. No Res. Linear Adj. Res. No Res.

Age ↓
Ntrain = 9253

AlexNet 2.79±0.07 2.36±0.04 4.59±0.00 3.43±0.02

DenseNet 2.75±0.06 2.58±0.09 4.24±0.01 3.53±0.07

ResNet18 2.75±0.06 2.49±0.08 3.76±0.03 3.49±0.08

Sex ↑
Ntrain = 9253

AlexNet 93.88±0.64 96.13±0.42 94.54±0.34 97.91±0.15

DenseNet 94.55±0.03 96.57±0.25 95.48±0.16 98.47±0.11

ResNet18 95.46±0.40 96.33±0.34 96.72±0.40 98.39±0.26

SCZ vs HC ↑
Ntrain = 933

AlexNet 71.53±0.71 79.13±0.96 68.50±0.90 72.07±0.95

DenseNet 73.09±1.32 85.27±1.60 63.34±1.10 75.52±0.12

ResNet18 78.12±1.82 80.93±3.16 73.07±2.15 74.31±0.12

BD vs HC ↑
Ntrain = 832

AlexNet 62.41±3.03 74.16±3.25 61.67±1.26 65.49±0.91

DenseNet 62.91±2.20 76.49±2.16 61.70±3.50 68.57±4.72

ResNet18 62.59±0.85 68.63±3.82 67.31±1.09 69.33±0.60

ASD vs HC ↑
Ntrain = 1526

AlexNet 59.06±1.96 62.07±1.77 54.25±2.06 62.46±1.21

DenseNet 61.33±3.25 65.74±1.47 54.70±2.07 62.93±2.40

ResNet18 59.02±2.37 58.52±3.25 58.64±1.66 62.09±1.75

Table 2.7: DL performance on VBM data residualized with linear adjusted residualization (adjusted on age,
sex, site and eventually diagnosis). DL performance on VBM data not residualized is indicated for comparison
purposes. Linear residualization hurts performance for all models and tasks, indicating that it removes discrim-
inative features used by DL models.

2.5 Know what you don’t know helps: deep uncertainty estimation

in supervised learning

Previously, we have seen that, contrary to current expectations, DNN models are not able to

generalize better than (regularized) linear models on anatomical brain imaging, at least for

mental disorder diagnosis. They tend to rapidly over-fit on noisy features (e.g. acquisition

scanner for multi-site datasets), and current data-based harmonization methods do not bring

a satisfactory solution for removing this noise.

One known issue when training DNN with cross-entropy loss is their over-confidence in

their prediction. Concretely, as the optimization goes, the network starts to become over-

confident in all its prediction (not only samples inside the training distribution but also on

out-of-distribution samples), even when its prediction is wrong. We have illustrated this on a

toy example in Fig. 2.11 (left). Notably, in 2016, it has been shown [122] that modern DNN

architectures (e.g. ResNet) are far more over-confident than a decade ago with simple LeCun

architecture. This has been (partly) attributed to the current over-parametrization of DNN
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(e.g. ResNet110 with 110 layers or DenseNet121 with 121 layers vs LeCun with 5 layers) that

has led to a serious degradation in calibration, although the accuracy of such networks were also

drastically increased. The fundamental reason why DNN are so good at generalizing even in

the heavily over-parameterized regime is still poorly understood. Nevertheless, having poorly

calibrated classifiers for critical applications such as computer-aided diagnosis is a serious issue

since we cannot reasonably trust such classifiers. In a real-world scenario where an AI system

helps an expert to screen MRI scanners for, let’s say, the prognosis of First-Episode Psychosis

(FEP) within a year, having an over-confident system can strongly bias the expert’s prognosis.

This could mislead its judgement by asserting a strong statement with high confidence and it

is clearly not acceptable.

Modelling uncertainty inside current deep networks is fairly recent (see for instance Gal et

al. [105]) and is mostly based on Bayesian theory. In our case, we saw Section 2.3 that deeper

models with more parameters (e.g. DenseNet121 vs AlexNet) did not result in a significant gain

in performance for the current datasets size. In this section, we ask: by improving uncertainty

estimation in highly over-parameterized networks, can we improve performance to outperform

linear models on brain imaging ?

We answer to this question by studying two main paradigms to model uncertainty in DNN

predictions: Monte-Carlo dropout (MC-Dropout) [106] and Deep Ensemble learning [183]. Both

methods learns an approximation of p(y|x), distribution of the target label y given the input

data x, by modeling both aleatoric uncertainty (related to irreducible noise in the data) and

epistemic uncertainty (associated to uncertainty in model’s parameters, which is often disre-

garded during training). In the next sections, we first give a more formal definition of epistemic

and aleatoric uncertainty through Bayesian DNN theory before introducing MC-Dropout and

Deep Ensemble learning models. We then present and discuss the results.

2.5.1 Aleatoric and epistemic uncertainty in DNN

We consider a supervised problem where we want to predict a target y ∈ Y (continuous Y = Rp

or categorical Y = [1..C] with C classes) from an input image x ∈ X . A DNN is defined as a

mapping fθ : X 7→ U from an image x ∈ X to an output fθ(x) ∈ U , parametrized by θ ∈ Rl.

This mapping fθ models a target distribution p(y|x, θ) that integrates the aleatoric uncertainty.
It is intrinsic to the input data x (e.g. artefacts in MRI viewed as noise) so it is irreducible (we

have to deal with the noisy data we have).

Classification. In a classification setting, fθ(x) gives the logit scores and the underlying

distribution is, for any i ∈ [1..C]:

p(y = i|x, θ) = softmax(fθ(x))[i] =
efθ(x)[i]∑C
k=1 e

fθ(x)[k]
(2.6)
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Figure 2.11: Illustration of deep uncertainty estimation on a toy regression task (adapted from [123]). True
distribution p(y|x) is a Gaussian with mean in solid black line and variance in shaded gray. Predictive mean
and variance are given with solid red line and shaded red area. (a) Training data {(xi, yi)}800i=1 generated from
a Gaussian distribution p(y|x) = N (µ(x), σ2) with µ(x) = x3 and σ = 5. (b) DNN trained to predict y from
x with ℓ2 loss. (c) DNN trained to optimize likelihood of p(y|x, θ) = N (µθ(x), σ

2
θ), capturing only aleatoric

uncertainty (d) DNN trained to minimize p̂(y|x,D) (eq. 2.8), Bayesian approximation of p(y|x,D) capturing
both aleatoric and epistemic uncertainty. We hypothesize that a better approximation of p(y|x,D) improves i)
calibration and ii) performance.

For a training set with n examples D = (X, Y ) = {(xi, yi)}ni=1
iid∼ p(x, y), the likelihood is

p(Y |X, θ) =
∏n

i=1 p(yi|xi, θ) and the negative log-likekihood (NLL) can be expressed as LNLL =

−
∑n

i=1 p(yi|xi, θ) which is also called cross-entropy loss. Thus, the optimal θ̂MV minimizing

this loss is called the maximum log-likehood estimator.

Regression. For a regression task, fθ(x) usually gives a single value ŷ and it does not trans-

late directly into a distribution p(y|x, θ). As a result, the DNN does not model directly an

aleatoric uncertainty. One usual solution [169] is to model p(y|x, θ) as a Gaussian distribu-

tion N (µθ(x), σ
2
θ(x)) whose parameters are given by fθ(x) = [µθ(x), σ

2
θ(x)]. If we assume

homoscedasticity (i.e. a variance σ2
θ independent of x) then minimizing the NLL of p(Y |X, θ)

is equivalent to minimizing the ℓ2 loss with an extra parameter σ2
θ to learn4.

Epistemic uncertainty. Previous models only take into account aleatoric uncertainty, ac-

counting for noisy data. The epistemic uncertainty, associated to model’s parameters θ is never

included. That’s where Bayesian inference comes into play. We use the posterior distribution

p(θ|D) to define the predictive posterior distribution (see Appendix A.1):

p(y|x,D) =
∫

p(y|x, θ)p(θ|D)dθ (2.7)

This distribution integrates both i) aleatoric uncertainty (through p(y|x, θ) and ii) epistemic

uncertainty (through p(θ|D)). In practice, to compute this integral, one would need to perform

Monte-Carlo sampling by using T samples θ(i) ∼ p(θ|D). However, p(θ|D) ∝ p(Y |X, θ)p(θ) is

not accessible and we must use an approximation q(θ) ≈ p(θ|D). The approximate predictive

4It becomes clear from equality LNLL = 1
2

∑n
i=1 − log(2πσ2

θ) +
1
σ2
θ

||yi − µθ(xi)||2
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posterior distribution can be expressed as:

p̂(y|x,D) = 1

T

T∑
i=1

p(y|x, θ(i)) θ(i) ∼ q(θ) (2.8)

The main question is now, what approximation q(θ) can we use to accurately approximate

the distribution p(θ|D)?

2.5.2 Deep ensemble learning

In [183], authors introduced deep ensemble learning as a simple method to sample according

to an approximation of p(θ|D). It consists in training independently T identical DNN with

different initialization (θ
(t)
0 )t∈[1,..T ] and shuffling the data during the stochastic gradient descent

optimization step. At the end of the optimization, this gives T models fθ(t) where each model’s

weights θ(t) ∼ q(θ) ≈ p(θ|D). The hope is that q(θ) provides a good approximation of p(θ|D) ∝
p(Y |X, θ)p(θ). p(θ|D) is highly multi-modal because of p(Y |X, θ) [123]. So intuitively the main

hypothesis is that local minima θ(t) obtained by optimizing the likelihood p(Y |X, θ) will capture

the main modes of p(θ|D) (see Fig. 2.13).

2.5.3 MC-Dropout

MC-Dropout has been introduced by Gal et al.[105, 106] as a rough approximation of p(θ|D)
using a Bernouilli prior distribution B(p). It has been successfully applied in the medical

imaging field to diabetic retinopathy diagnosis [95, 191]. Concretely, for each (variational)

parameter θi in the DNN, we define the distribution q(θi) = θi · zi where zi ∼ B(pi) with

a probability pi. This way, q(θ) =
∏l

i=1 q(θi) is a highly multi-modal distribution with high

correlations between the weights θ = (θi)i∈[1..l].

In addition to its simplicity, this model gives a readable interpretation of dropout tech-

nique [265] in current DNN. Previously, dropout was used mainly as a regularization technique

to limit over-fitting during training. Here, Gal et al. showed that adding dropout corresponds

to a Monte-Carlo sampling over a variational distribution q(θ) to approximate the predictive

posterior distribution p(y|x,D). This notably implies that it can be used both during training

and test to compute p̂(y|x,D) as in eq. 2.8 and to integrate aleatoric and epistemic uncer-

tainties. In practice, sampling θ(i) ∼ q(θ) and computing p(y|x, θ(i)) corresponds to a single

feed-forward pass in the DNN with dropout activated.

As the reader may have notice, MC-Dropout introduces a hyper-parameter pi for each DNN

parameter θi. For current networks with several hundred million parameters, it is clearly not

doable to cross-validate all (pi). Two solutions are available: either all pi are set to the same

probability p and it requires the cross-validation of a single hyper-parameter or these ”hyper-

parameters” can be learnt during optimization. The main difficulty to optimize (pi)i∈[1..l] is

the non-differentiability of the binary masks (zi) ∼ B(pi) which prohibits gradient-descent
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algorithm. One workaround proposed by Gal et al. [107] is to relax the Bernouilli distribution

with a continuous Concrete distribution. This technique allows to perform gradient-descent on

all parameters {θ, (pi)} during optimization of the loss function; it avoids the cross-validation

of hyper-parameters (pi)i∈[1..l] and it is scalable to highly over-parametrized networks. We use

this technique for this study.

2.5.4 Evaluation metrics

We recall that our main motivation in this study is to show that, by improving uncertainty

estimation in over-parametrized DNN, we can improve performance and provide more reliable

classifier/regressor. In practice, to evaluate model’s uncertainty quality we rely on the notion

of calibration. Intuitively, a well calibrated classifier should give a probability for a given class

equals to its occurrence’s probability (see below). A mis-calibrated model indicates that it

makes under or over-confident predictions. It is usually measured by the Expected Calibration

Error (ECE) that gives the confidence error between a perfectly calibrated model and the model

at hand. This metric can be extended to regression problems with the Area Under Calibration

Error (AUCE) score as introduced in [123].

Calibration for classification

Let’s assume that a DNN outputs a class prediction y as well as a confidence estimate p̂ (usually

the maximum probability after softmax) for a given x. We want to evaluate this estimation of

confidence through a ”calibration curve”. Intuitively, if a network outputs a class y = 0 with

a confidence level p̂ = 0.6, then we would like that, over 100 predictions of samples belonging

to class 0, 60 are correctly classified. More formally, we introduce a notion of accuracy for a

given confidence level p as p(y = y|p̂ = p). A perfectly calibrated model should always verify:

∀p ∈ [0, 1],∀y ∈ [1..K], p(y = y|p̂ = p) = p

in a classification problem with K classes. In practice, this accuracy has to be estimated for

various confidence levels p and given a class k. To do so, we discretize uniformly the predicted

confidence levels p̂ = (p̂i) into L bins Il = [ l−1
L
, l
L
) and compute the accuracy of the predictions

over each bin P̂l = {i| l−1
L
≤ p̂i <

l
L
} by:

acc(P̂l) =
1

|P̂l|

∑
i∈P̂l

1yi=k

The estimation of the confidence level associated to the bin l, independent from class k, is

then:

conf(P̂l) =
1

|P̂l|

∑
i∈P̂l

p̂i
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In a perfectly calibrated model, we expect ∀l ∈ [1..L], acc(P̂l) = conf(P̂l). One visual way to

check the model calibration is to plot the accuracy function of confidence, the ideal case being

acc = conf . A usual statistic derived from this calibration curve is called Expected Calibration

Error (ECE) and it is defined as [122]:

ECE =
L∑
l=1

|P̂l|
n

(
acc(P̂l)− conf(P̂l)

)
where n is the total number of samples. We systematically used this metric to measure cali-

bration on classification problems (e.g sex prediction and mental disorder classification).

Calibration for regression

We can extend the ECE metric to the regression case, as detailed in [123]. Briefly, assuming

that the model outputs a mean µ and variance σ2 of a Gaussian distribution for a given x,

we can build a confidence interval CI(p) = [µ − Φ−1
(
p+1
2

)
σ, µ + Φ−1

(
p+1
2

)
σ] associated to a

confidence level p (where Φ is the Cumulative Distribution Function, CDF, of N (0, 1)). We

can compute the proportion p̂ of true target points y ∈ R that lie in CI(p), for all p ∈ [0, 1].

From this, similarly to ECE, we can deduce the Area Under the Calibration Error (AUCE) of

|p̂− p|.

2.5.5 Results

We have evaluated Deep Ensemble learning and MC-Dropout in the context of brain imaging

prediction tasks. We have chosen 3 representative tasks: age regression, sex classification (easy)

and schizophrenia detection (hard); and a limited training size (Ntrain = 500 considering the

learning curves observed Fig. 2.2-performance is still improving for all tasks in this regime). We

performed two sets of experiments: one with a very deep model (DenseNet121 with 121 layers

and 11M parameters) and the other with its tiny version (tiny-DenseNet with 73 layers and

1.8M parameters, see Appendix A.2). By doing so, we can: i) check our hypothesis on several

networks, ii) verify if deeper networks leads to a degradation in calibration on brain imaging

tasks, as observed on common vision datasets by Guo et al. [122].

Experiments on DenseNet121

We first show the results with DenseNet121 in Fig. 2.12. Confidence bars are obtained by re-

peating each experiment 5 times and the standard deviation is reported. We observe a constant

improvement for all metrics (both performance measured by AUC and calibration measured by

ECE/AUCE) as the number of samples T used to estimate p(y|x,D) increases (see eq. 2.8). It
suggests that both MC-Dropout and Deep Ensemble provide a suitable variational approxima-

tion q(θ) of p(θ|D), while they rely on very different assumptions. For Deep Ensemble, it seems

that training a heavily over-parametrized network such as DenseNet121 from different random
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Figure 2.12: Predictive uncertainty quality (top) and performance (bottom) for Deep Ensemble model vs MC-
Dropout on a regression task (age) and two classification tasks (sex and SCZ vs HC) using brain MRI. As
the number of samples T used to estimate the posterior distribution p(y|x,D) increases, both performance and
uncertainty quality improve, using either Deep Ensemble or MC-Dropout. This confirms our hypothesis that
having a better calibrated model (with good predictive uncertainty) leads to improved performance. Overall,
Deep Ensemble offers better or equal performance for all tasks with T = 10 compared to MC-Dropout while
being equally or better calibrated.

initialization θ
(i)
0 leads to a variety of ”winning tickets” [103] whose parameters θ(i) captures

well the main modes of p(θ|D) (see discussion in section 2.5.2). The original ”lottery ticket”

hypothesis formulated by Frankle and Carbin in 2018 stipulates:

Lottery Ticket Hypothesis (Frankle and Carbin, 2018): a randomly-initialized, dense

neural network contains a sub-network that is initialized such that—when trained in isolation—it

can match the test accuracy of the original network after training for at most the same number

of iterations.

If we admit this hypothesis, then it becomes clear that different sub-networks emerge through

different random initialization, each of them capturing various modes of p(y|x,D) through

p(y|x, θ(i)) (see Fig. 2.13). From this perspective, the next question is whether these winning

tickets could be learnt directly from a single initialization θ0, i.e. a single trained network

fθ could capture well all the modes in p(y|x,D). Two solutions can be imagined: i) add a

suitable regularization when minimizing the negative log-likehood of p(y|x, θ) (avoiding a small
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Figure 2.13: Deep ensemble learning captures different ”winning tickets” (θ(i))i∈[1..3] (left pannel) leading to

various distributions p(y|x, θ(i)) (right pannel) that approximate several modes of p(y|x,D) (see eq. 2.8). Aver-
aging these distributions allows to integrate both epistemic and aleatoric uncertainties, improving performance
and calibration.

sub-network to win the lottery ticket too early and capture only partial modes of p(y|x,D)); ii)
choose the initialization point θ0 ”carefully” (i.e. such that local minima close to θ0 in the SGD

optimization landscape provide a rich distribution p(y|x, θ) approximating well p(y|x,D)). The
second solution is often referred to as Transfer Learning [44] and it will be discussed in the

next chapter. Both solutions imply that the family of functions F = {fθ} is rich and expressive

enough to have the existence of a single set of parameters θ such that: p(y|x, θ) ≈ p(y|x,D).
Regarding MC-Dropout, similar conclusions stand (i.e.improved calibration and performance

w.r.t baseline as the number of samples T increases), but the overall performance is somewhat

lower than Deep Ensemble (in particular for sex prediction). It suggests that the different

sub-networks obtained by activating dropout at test-time are not as diverse as the variety of

winning tickets obtained from independently trained full networks.

The fundamental difference between MC-Dropout and Deep Ensemble is the variational dis-

tribution q(θ) chosen to approximate p(θ|D). In MC-Dropout, the variational distribution q(θ)

induces strong correlations between the weights inside the network during training (i.e. strong

redundancies between several sub-networks). On the other hand, in Deep Ensemble, these

correlations are only induced by the training data D: completely independent sub-networks

may emerge for an over-parametrized network and a task with separate discriminative pat-

terns. For instance, one sub-network may be specialized to extract gray matter atrophies in

the temporal lobe while another network might discriminate hypertrophies in the prefontal

lobe, both predictive of schizophrenia (and potentially depending on patient’s age). Given such

difference, we hypothesize that the difference in performance between MC-Dropout and Deep

Ensemble is even more pronounced for smaller network. Indeed, in that regime, inducing strong

redundancies between sub-networks could imply far less representative power for each one of
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them.

Experiments on tiny-DenseNet

Figure 2.14: MC-Dropout clearly under-performs when reducing the model’s capacity on all classification tasks
compared to 1) baseline with a deterministic DNN and 2) Deep Ensemble integrating both aleatoric and epis-
temic uncertainty. However, when reducing model size, all models becomes well-calibrated on all tasks (especially
compared to DenseNet121, see Fig. 2.12).

Results Fig. 2.14 confirms our hypothesis at least for classification tasks (SCZ vs HC and sex

prediction). MC-Dropout clearly under-performs compared to Deep Ensemble while remaining

well calibrated (even better than Deep Ensemble for SCZ vs HC). It suggests that the network

makes more mistake than Deep Ensemble and it has little confidence in its prediction (as

it should be). Overall, imposing strong redundancies in smaller network’s weights hurts the

performance. It supports our previous claim that MC-Dropout needs highly over-parametrized

network to work well, suggesting that the variational distribution q(θ) is not adapted in that

scenario. It is not the case for Deep Ensemble where it outperforms the baseline in all cases

(in line with recent findings on semantic segmentation and depth completion [123]).

Interestingly, it is important to notice that all models (baseline, Deep Ensemble, MC-

Dropout) are largely better calibrated with tiny-DenseNet than DenseNet (e.g. 12.5% vs 17.5%

ECE for SCZ vs HC with baseline model, 4% vs 10% with MC-Dropout, 8% vs 17% ECE for sex

classification with baseline, etc.). We retrieve the results obtained by Guo et al. in 2017[122]

on standard vision datasets (e.g. CIFAR100 [179]) where modern highly over-parametrized
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networks are too over-confident in their predictions. While we notice better calibration when

applying MC-Dropout or Deep Ensemble techniques, there is still room for improvement.

Overall, this study highlights the importance of integrating deep uncertainty (aleatoric and

epistemic) in DNN, especially when building computer-aided diagnosis tools. Not only it would

allows clinicians to trust the AI system by giving a notion of confidence in the predictions

made, but it also improve the overall performance of the algorithm itself. While Deep Ensemble

gave the best trade-off between calibration and performance throughout our experiments, the

current Bayesian theory opens new avenues for a wide range of variational distributions q(θ)

(e.g. Gaussian dropout [174] instead of Bernouilli, etc.) that may be more suited for brain

imaging data. Nonetheless, we acknowledge that the (implicit) distribution q(θ) underlying

Deep Ensemble is still poorly understood theoretically and we hope that future research on the

Lottery Ticket Hypothesis will enhance our comprehension.

Integrating deep uncertainty to outperform linear models

To conclude this section about deep uncertainty in DNN for brain imaging applications, we

wanted to come back to the original question of this chapter: can we extract non-linear patterns

inside brain imaging with DNN to outperform (regularized) linear models ?

To fairly answer to this question, we have integrated the main techniques presented in this

chapter that led to an improvement in performance both for linear and non-linear models:

1. we use fully pre-processed VBM data for all models (instead or raw images, see sec-

tion 2.3.2)

2. we use linear adjusted regression to remove site-related noise for linear regression and

Kernel-SVM (see section 2.4.2)

3. we do not apply data augmentation (see section 2.4.1)

4. we model epistemic uncertainty inside DNN with Deep Ensemble

5. we use DenseNet121 backbone as encoder (see Fig. 2.2)

To limit the computational cost in these experiments, we limit the number of ensemble

models to T = 3 (considering the results obtained in Fig. 2.12). We test all models on the 3

clinical tasks of interest (schizophrenia, bipolar disorder and ASD), again using the maximum

number of available samples in BHB-10K (Ntrain > 800 for all tasks). All DNN are trained

with a simple binary cross-entropy loss. and resuts are reported Table 2.8.

From Table 2.8, we observe that DNN is able to outperform linear models for 2 out of

3 classification tasks (bipolar disorder and ASD, the hardest tasks according to the average

AUC between all models). Deep Ensemble provides large improvement for all tasks, confirming

our previous analysis and the importance of integrating epistemic uncertainty inside DNN.

Interestingly, for the ”easiest” task among the three (schizophrenia detection), DNN are not

74



Task Test Set
Deep Models SML

Baseline Deep Ensemble rbf-SVM Logistic ℓ2 ElasticNet

SCZ vs HC ↑
Ntrain = 933

Internal Test 85.27±1.60 85.73±0.53(+0.46) 83.55±0.00 85.31±0.07 88.81±1.03

External Test 75.52±0.12 77.47±0.71(+1.95) 76.39±0.00 76.45±0.15 78.98±0.98

BD vs HC ↑
Ntrain = 832

Internal Test 76.49±2.16 79.49±1.36(+3.00) 75.00±0.00 74.07±0.09 71.19±2.29

External Test 68.57±4.72 76.11±0.53(+7.54) 67.74±0.00 69.54±0.33 70.33±2.47

ASD vs HC ↑
Ntrain = 1526

Internal Test 65.74±1.47 67.67±0.74(+1.93) 66.78±0.00 64.71±0.22 63.30±4.78

External Test 62.93±2.40 64.48±1.51(+1.55) 59.10±0.00 63.98±0.15 57.98±4.71

Table 2.8: Integrating epistemic uncertainty inside DNN through Deep Ensemble allows to outperform regular-
ized linear models by a high margin on 2 out of 3 tasks (+6%/5% AUC for BD vs HC/ASD vs HC on external
test). We reported average AUC for all models and the standard deviation by repeating each experiment three
times. Baseline for DNN corresponds to a single DenseNet121 trained from scratch on VBM images. For Deep
Ensemble, we aggregated three networks trained from different random initialization. Green numbers indicate
improvement over DL baselines.

able to outperform ElasticNet (leading to very sparse solutions compared to logistic and rbf-

SVM).

We attribute this to the ”simplicity bias” [253] that occurs during training: DNN have an

ability to over-fit rapidly on the ”simplest features” (that can be less discriminative than more

complex ones), leading to non-robustness in the solution found. Several evidence suggest such

behavior: even after applying Deep Ensemble learning, a high performance gap between internal

and external test is observed for schizophrenia detection, much more than the other 2 tasks

(−8% AUC vs −3% AUC). Additionally, Deep Ensemble has a limited effect on performance,

suggesting less diversity in the final representations, thus leading to poor generalization.

Perspectives. Quite recently, Teney et al. [274] proposed a new regularization term to evade

the simplicity bias by training multiple MLP heads over a single encoder’s backbone. All these

heads are trained jointly with orthogonal gradient constraint during gradient-descent. This

kind of methods can be formalized through Bayesian theory in the same way as Deep Ensemble

(see previous section) and it offers an appealing training scheme to diversify the final DNN

representations (notably here for schizophrenia detection). We have left this for future work.

2.6 Conclusion

In this chapter, we have investigated key properties of supervised DL models on anatomical

brain imaging data. To conduct our analysis, we first have gathered a large collection of brain

images through various sharing initiatives, leading to a large multi-site dataset. It notably

includes patients with schizophrenia, bipolar disorder and autism but also a large cohort of

healthy controls spanned from childhood to elder-hood.

From this dataset, we have shown that current SOTA DL models perform on par with reg-

ularized linear models at current clinical size for mental disorder classification tasks. They

75



tend to rapidly over-fit on noisy features (including site-related information), which notably

prevents them from extracting additional geometrical discriminative patterns (e.g cortical fold-

ings) buried inside raw images. We have observed such behavior repeatedly by analyzing their

performance on external cross-site test sets and it shades light on an important bias in cur-

rent neuroimaging datasets that will surely be amplified as more consortium initiatives arise.

Interestingly, we have also demonstrated that DNN remain bias even as we reach the large-

scale regime Ntrain = 10k for phenotype prediction, suggesting that ”it’s not all about larger

dataset”, as also illustrated on Alzheimer’s disease by Varoquaux and Cheplygina [290].

From this analysis, we have studied data augmentation as regularization technique and

data-based debiasing techniques (such as data harmonization) for DNN. We mostly found

no improvement for the targeted clinical applications, suggesting that current augmentations

crafted from the human perception need to be rethought for brain imaging.

Finally, as contemplated by Bzdok, Floris and Marquand [40], modelling biological variabil-

ity and methodological uncertainty through Bayesian theory is urgently required for analyzing

brain MRI in order to ”go beyond binary statements on existence vs non-existence of an effect

and afford credibility estimates around all model parameters at play which thus enable single-

subject predictions with rigorous uncertainty intervals.” As a result, in the last section, we have

used recent works on Bayesian DNN to model both aleatoric and epistemic uncertainties in-

side DNN, re-casting standard Dropout and Deep Ensemble techniques in this framework. We

notably show significant improvement for both calibration and performance on all psychiatric

disorder classification tasks with largely over-parameterized DNN. This work higlights the im-

portance of modelling epistemic uncertainty and it opens up new avenues for developing new

variational approximations of network’s posterior distribution.

76



Chapter 3

Unsupervised representation learning

for neuroimaging: a step towards

transfer learning
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Figure 3.1: New paradigm for discriminating psychiatric disorders at the subject-level. In a pre-training phase,
a non-linear DNN fθ is trained to learn a low-dimensional embedding from a large brain imaging dataset of
healthy controls, discovering the general variability associated with non-specific variables such as age and sex.
This pre-training can be performed with self-supervised task (e.g. contrastive learning [52, 87]) or discriminative
task (e.g. age prediction [25]). In a second step, the model is initialized with pre-trained weights θinit = θhc
and fine-tuned to discriminate between patients and controls. Our main hypothesis is that the manifold learned
during pre-training will allow easier discovery of the specific variability associated to the pathology of interest
(e.g. abnormal cortical atrophy in temporal and pre-fontal regions for schizophrenia or ASD).

In the previous chapter, we aimed at discovering the representation capacity of DNN in

a fully supervised context to discriminate between patients and controls. One of the main

bottleneck of current DNN representation capacity is their need for (very) large dataset. It
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was illustrated in the previous chapter on challenging classification tasks to detect psychiatric

disorders where DNN struggled to find better solutions than linear models, given the current

sample size (N < 1k).

Large population imaging initiatives such as the Human Connectome Project [286] (launched

in 2010) or UKBioBank [37] (started in 2006, and imaging 100k subjects in the UK)-focused

mainly on the healthy population - now enable the development of new AI tools for modelling

the normal human brain development through life (from childhood to elder-hood). Discovering

the data manifold from the healthy population allows notably to accurately model the biological

variability inherent to healthy brains (e.g. related to phenotype/genotype information such as

age, sex or genetics). From this perspective, pathological brains (e.g. from subjects with

schizophrenia or bipolar disorder, who display abnormal cortical brain patterns compared to

healthy groups) can be viewed as a deviation orthogonal to the tangent vector space of its

unobserved ”healthy twin”, lying on the data manifold (as well illustrated by A. Aglinskas et

al. in a recent Science article [4] focused on autism).

In this Chapter, we study how to model such low-dimensional manifold of the healthy popu-

lation using self-supervised models based on contrastive learning. These discriminative models

have several advantages over their generative counterparts (such as VAE [174] or GAN [116]):

they do not need a computationally demanding pixel-level generation (which could be unnec-

essary for learning representations), they are easy to train and they do not explicitly model

the data generating process but rather an approximation of its inverse [323]. We validate the

models developed in this thesis on several clinical cohorts including patients with schizophre-

nia, bipolar disorder, autism but also Alzheimer’s patients, thus covering a large spectrum of

psychiatric and neurodenerative disorders.

In the first part, we present the original formulation of contrastive learning (CL) for visual

representations [52, 124, 211] from an information theory point-of-view and we present its two

main implementations with MoCo [136] and SimCLR [52]. As our first original contribution,

we describe how auxiliary phenotyping information such as subject’s age can be leveraged to

shape the embedding space during optimization. This framework notably extends supervised

contrastive learning to the weakly-supervised case using a similarity function between auxiliary

signals. We also study several critical components of CL such as data augmentation and batch

size and their impact on the final embedded representation.

In the second part, we provide an in-depth theoretical framework for CL. Based on this

analysis, we ask whether data augmentation component (a critical component in today’s CL

models) can be partially removed in CL for learning visual representations in medical imaging.

Accounting for the difficulty to find the relevant augmentations for medical datasets, we wonder

whether generative models can serve as a prior to learn relevant representations. We develop

a strong theory based on conditional kernel embedding and we demonstrate the utility of our

framework on several toy examples and real-world brain MRI and chest X-ray scans.
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3.1 Introduction to unsupervised representation learning

In the last chapter, we studied several supervised problems where we wanted to estimate the

conditional distribution p(y|x,D), given a training dataset D of labelled examples. Generally,

the decision boundary separating examples of different classes can be learnt directly by optimiz-

ing a cross-entropy objective function. Self-supervised models are somewhat more general as

they aim to learn a representation z ∈ Rd of the data x ∈ Rp (d≪ p) that can be used to study

several supervised downstream tasks. That is, from the representation z, multiple labels can be

”easily” inferred with different levels of granularity-for instance using only a linear combination

of latent factors (zi)i∈[1..d]. If the data distribution p(x) represents images of animals then the

representation z should contain color, eyes’ and ears’ shape, whether it has a tail, its size etc.

From this representation, the learnt representation allows to answer several questions: is this

animal a dog or cat ? Is it a Dobermann or a Poodle ? Is it a baby Poodle or an adult ? Bengio

et al. [30] identified several key factors for learning a ”good representation” of the data:

• Expressiveness: ”a reasonably-sized learned representation can capture a huge number

of possible input configurations”. In particular, this implies having a large number of

features that can be re-used for a wide number of tasks. While each latent factor zi can

be independent from one another (e.g color vs shape), each of them can represent many

different concepts. The number of concepts N can then be much bigger than the number

of latent factors d;

• Disentangled factors: several factors of variation zi should be independent from on another,

thus respecting the hypothesis made by the neuroscientist Barlow [23] that the goal of

sensory processing is to recode highly redundant sensory messages into a reduced factorial

code, with independent components;

• Invariance: an abstract representation z of the data should be invariant to a high number

of raw input variations (e.g. rotation/translation for object detection or illumination for

scene detection). This can notably emerges with a high abstraction of the raw data as we

go deeper for deep neural network architectures. In that case, the representation is less

sensitive to the variation of a single raw input value (e.g. a pixel for images) and it can

approximate highly non-linear functions of raw input. A good illustration is Convolutional

Neural Network [189] where small translation invariance is encoded directly by design with

pooling operator.

Current representation learning models can be viewed from three different perspectives [30]:

1) probabilistic models where the joint distribution p(x, z) is modeled; 2) parametric mapping

between input x and latent factors z (e.g. auto-encoders or self-supervised models) ; 3) manifold

learning where data are assumed to lie on an implicit manifold where some variations (change

of illumination, pose, etc.) of an input x is traduced by variations along tangent vectors of this
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Figure 3.2: Overview of two main deep generative models for representation learning: VAE and GAN. Both
models have numerous variants for specific applications but the main original ideas are depicted.

point in the manifold. Current state-of-the-art generative models (GAN [116] and VAE [173])

use a probabilistic model p(x, z) to model the true data distribution p(x) by setting a prior

p(z) and by approximating the conditional distribution p(x|z). In fact, classical Principal

Component Analysis (PCA) can also be seen as a simple probabilistic model where p(x|z) is

explicitly estimated with a Gaussian distribution [277]:

p(z) = N (z; 0, I) (3.1)

pθ(x|z) = N (x;Wz + µ, σ2I) (3.2)

where θ = {W,µ, σ2}. The classical loading factors in PCA span the same space as the

p columns of W (reminding that x ∈ Rp), estimated by maximum likelihood1 While PCA is

generally the simplest (and the oldest) model for representation learning, it can be formalized

from the three perspectives above-mentioned (probabilistic, parametric as linear autoencoder,

manifold learning [30]). Thus, it gives a way to connect these three point-of-view in a simple

manner.

We first start by giving an overview of generative models for representation learning, includ-

ing GAN and VAE. Then, we continue by giving an in-depth analysis of current state-of-the-

art self-supervised contrastive algorithms, based on instance discrimination and widely used for

learning visual representations. In section 3.3, we shall present a connection between generative

and self-supervised contrastive learning for learning representations.

3.1.1 A little journey with deep generative models

Deep generative models are a family of generative models that learn the true data distribution

p(x) with deep neural networks. They give insight about the true factor of variations underly-

ing the data generative process by explicitly approximating the conditional distribution p(x|z),
given a prior distribution p(z). They are also well-known for their numerous real-world ap-

plications including (but not limited to): super-resolution, style-transfer [166], image-to-image

translation [155], class-conditional generation [201], image denoising, disentanglement [56], pre-

1However, these columns are not necessarily orthonormal.
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training. We describe hereafter two main models used also for representation learning: VAE

and GAN.

Variational AutoEncoder

VAE assumes that the data are coming from an underlying unobserved latent variable z, ex-

plaining the observed input x. Mathematically, it assumes that it exists a joint distribution

p(x, z) between a high-dimensional input x ∈ Rp and its low-dimensional representation z ∈ Rd

(d ≪ p). To keep tractable expressions, both distributions p(z) (the prior) and pθ(x|z) (para-
metric conditional distribution) are assumed to be Gaussian:

p(z) = N (z; 0, I) (3.3)

pθ(x|z) = N (x; fθ(z), σ
2I) (3.4)

In the above expression, we started to introduce a DNN called decoder fθ mapping a la-

tent vector z to some realistic input x. Please note the similarity between this model and

probabilistic PCA mentionned above. However, the likelihood pθ(x) =
∫
pθ(x|z)p(z)dz is often

intractable or it requires a costly MCMC sampling2. Instead, VAE uses variational inference

(VI) to approximate the ”reversed” distribution pθ(z|x).
VI introduces a tractable variational distribution qϕ(z|x) approximating pθ(z|x) (again, in-

tractable since it requires to compute
∫
pθ(x|z)p(z)dz). This distribution is learned by an

encoder eϕ(x) = [µ(x), σ2(x)] that parametrizes qϕ(z|x) = N (z;µ(x), σ2(x)). In the end, VAE

optimizes a lower bound of the likelihood pθ(x), called Evidence Lower Bound (ELBO):

pθ(x) ≥ Eqϕ(z|x) log pθ(x|z)−KL(qϕ(z|x)||p(z)) = −LELBO (3.5)

In practice, the latent representation z can be easily obtained from a VAE since the (ap-

proximated) distribution of pθ(z|x) is available. Importantly, during training, encoder eϕ and

decoder fθ are trained jointly to minimize LELBO.

Generative Adversarial Network

Original formulation. Originally, GAN is inspired by Noise Contrastive Estimation (NCE) [124]

which aims at learning the true data distribution p(x) with a parametric distribution pθ(x). In

NCE, the model learns to discriminate between true data examples and noise using a logistic

function. In other terms, it learns a parametric model pθ(x) by comparing a set of training

examples (sampled from p(x)) with another set of noise examples (sampled from pnoise(x)). It

can be showed [124] that it leads to a consistent estimator θ∗ such that pθ∗(x) = p(x) under

mild assumptions. However, in practice, one issue arises when the model rapidly distinguishes

true examples from noise, using only a very rough approximation of the true data distribution

p(x) and a few training examples.
2PCA was simpler in that regard since fθ was a linear mapping and all mathematical expressions were tractable.
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In GAN, the idea is quite similar but rather than using a fixed noise distribution pnoise(x), it

is learned through a DNN. More precisely, a generator G(z) learns to generate realistic samples

from a Gaussian prior p(z) = N (z; 0, I), while a discriminator D(x) learns to distinguish

between true samples x ∼ p(x) and ”fake” generated ones x ∼ pg(x) where pg is the fake

distribution induced by G. This way, the optimization problem is a min-max objective:

min
G

max
D

Ep(x) logD(x) + Ep(z) log(1−D(G(z))) (3.6)

At optimum, it can been shown that the optimal discriminator is reached when D∗(x) =
p(x)

p(x)+pg(x)
(for a fixed G) and pg(x) converges to p(x) for large enough capacity discriminator

and generator.

This formulation is fairly general and does not specify the exact architecture of generator and

discriminator. A lot of works have extended this original idea by providing: a suitable architec-

ture for D and G (e.g. DCGAN [226] for convolutional models), an improved objective function

for stability (e.g. Wasserstein-GAN GP [121]), an encoder E(x) to learn the reverse mapping

between an input x and its latent representation z, thus modelling p(z|x) (e.g. ALI [88], Bi-

GAN [85] and BigBiGAN [84]). All these improvement led to state-of-the-art generative models

capable of generating high-quality (and fidelity) images as well as high-quality representations

(see hereafter). Nonetheless, they still under-perform compared to self-supervised models for

representation learning and their training require a massive amount of hyper-parameter tuning

(and engineering tricks).

BiGAN and ALI for representation learning. As the reader may have noticed, the

original formulation only estimates p(x|z) for a prior p(z) = N (z; 0, I) and then implicitly

learns p(x) through pg(x) = Ep(z)pθ(x|z). It does not learn the ”reverse” distribution p(z|x),
mapping back an input x to a latent vector z (which can be used for representation learning).

As a result, it avoids the need of a variational distribution qϕ(z|x) estimating p(z|x) as in VAE.

In BiGAN and ALI, both p(x|z) and p(z|x) are estimated using two deep networks (as in

VAE): an encoder qϕ(z|x) (mapping x to z with a generator Gz(x)) and a decoder pθ(x|z) (map-

ping z to x with a generator Gx(z)). They induce two joint distributions qϕ(x, z) = qϕ(z|x)p(x)
and pθ(x, z) = pθ(x|z)p(z) where p(z) = N (z; 0, I) and p(x) is the true data distribution. Using

the exact same idea as original GAN, a discriminator D(x, z) is trained to distinguish between a

”true” pair (x, ẑ) ∼ qϕ(x, z) and a fake pair (x̂, z) ∼ pθ(x, z). As one can expect, after training,

distributions pθ(x, z) and qϕ(x, z) are supposed to match in order to fool the discriminator. The

objective function is almost identical to GAN:

min
G

max
D

E(x,ẑ)∼pθ(x,z) logD(x, ẑ) + E(x̂,z)∼qϕ(x,z) log(1−D(x̂, z)) (3.7)

Following the same theoretical work as in GAN, it can be shown that, for a fixed generator,

the optimal discriminator isD∗(x, z) = pθ(x,z)
pθ(x,z)+qϕ(x,z)

. More interestingly, for an optimal discrim-
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inator D∗(x, z), the optimal generator reaches it minimum if, and only if, pθ∗(x, z) = qϕ∗(x, z).

In particular, it means that the two marginal distributions are equal so qϕ∗(z) = N (z; 0, I) and

pθ∗(x) = p(x) at optima. Finally, at optima, the two conditional generators Gz(x) and Gx(z)

are the inverse of each other under mild assumption: G−1
z = Gx and G−1

x = Gz.

In 2019, Donahue and Simonyan [84] achieved state-of-the-art results for both image gener-

ation and representation learning on ImageNet using this model (with some modifications to

generator and more regularization terms in the loss). It notably suggests that a representation

learning objective improves the generative process. Interestingly, a more recent study [51] also

suggested the opposite: better generative models learn better representations at least for visual

representations using GPT-2 model. Note that we refer to ”better representation” according

to the linear probing tool: the representation quality is measured by the predictive power (e.g.

accuracy) of a logistic regression trained to predict labels on a given downstream task from the

model’s representation.

Conclusion. All the current generative models used for representation learning approximate

an unknown distribution p(x|z), conditional distribution of true observed data x from latent

(unobserved) variable z. Nevertheless, the primary purpose of representation learning is to

learn the reverse mapping: from an observed input x, we would like to encode its compressed

latent code z that respects the 3 main principles explained above. Now, the question that

self-supervised contrastive models try to answer is: can we avoid estimating p(x|z) for learning
representation p(z|x) with a discriminative models ?

3.1.2 Self-supervised contrastive learning

Self-supervised models fall into the category of discriminative models that does not rely on

labeled examples to learn data representation, as it is classically done for supervised learning.

They do not learn a mapping between an input x (either images, text, speech, etc. or a combina-

tion) and some pre-defined human annotation y–which has a finite level of granularity and only

depicts some features about x–but rather they intend to learn a generalizable representation z

of x that extracts high-level abstract features that we, as humans, also use to describe x. They

are built through the main principles formalized by Bengio et al. in its survey on representation

learning [30], in particular following expressiveness (or distributed) and invariance principles

as we shall see. We will focus on instance-based discriminative models since they represent the

large majority of state-of-the-art models for representation learning of visual representations.

Contrastive learning from an information bottleneck perspective

Supervised setting. In supervised learning, one wants to learn relevant information about

input random variable X ∈ X giving as much information as possible about its label Y ∈ Y
(also seen as a random variable). The relationship between X and Y is modelled as a joint

distribution p(X, Y ) and the amount of information Y gives about X is the Mutual Information
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(MI) I(X, Y ) = KL(p(X, Y )||p(X)p(Y )). A classical view of DNN is that it learns a mapping

fθ : X → Y in a layer-wise manner, in particular mapping X to an intermediate representation

Zθ, mapped to its final prediction Yθ = fθ(X). Since I(X, Y ) ≥ I(g(X), Y ) for any function g

(i.e. g(X) cannot contains more information about X than X itself) then:

I(X, Y ) ≥ I(Zθ, Y ) ≥ I(Yθ, Y ) (3.8)

Equality in previous inequalities is equivalent to Zθ and Yθ are sufficient statistics of X for

Y (also equivalent to I(X, Y |Zθ) = I(X, Y |Yθ) = 0). Optimization of DNN thus implies a

compression phase-where each layer removes irrelevant information about X–and a predictive

phase, where Yθ retains as much information as possible about Y , formally trying to minimize

I(X,Zθ) while keeping I(Zθ, Y ) maximized.

Unsupervised learning. Now, we assume that we do not have access to ground-truth label

Y during training anymore. Nevertheless, we still want to learn a representation Zθ that is as

much informative about Y as possible. Please note that Y is not necessarily human annotations

anymore but it can rather be some fine-grained semantic properties about inputX (such as brain

shape in temporal or prefontal lobe for brain imaging data). The key idea behind contrastive

learning is again based on NCE (see below): to learn whether given samples are sampled from

a distribution p+ (a.k.a positive distribution) or from another distribution p− (a.k.a negative

distribution), thus learning implicitly p+.

In particular, let us consider two random variables V1 and V2, representing two random

views of the same input X, e.g. two different parts of the same image (see below for a formal

definition). We will make two strong assumptions about V1 and V2, which will be discussed

after:

• (Label preserving) V1 and V2 are sufficient statistics of X for Y , i.e. I(V1, Y ) = I(V2, Y ) =

I(X, Y )

• (Strict Redundancy) V1 and V2 share only label information Y : I(V1, V2) = I(V1, Y ) =

I(V2, Y )

From these two assumptions, it is easy to see that I(X, Y ) = I(V1, V2) so now the problem

consists in preserving all shared information between V1 and V2 from the representations Z1
θ =

fθ(V1) and Z2
θ = fθ(V2). One way to do it is by training a critic Eθ(V1, V2) = − Z1

θ ·Z
2
θ

||Z1
θ ||·||Z

2
θ ||

(viewed as an energy function) such that it gives low values to plausible pairs (v1, v2) ∼ p(V1, V2)

(=positive distribution) and high values to implausible pairs (v1, v2) ∼ p(V1)p(V2) (=negative

distribution). The following InfoNCE [211] MI estimator can be used to train such critic:

INCE(V1, V2) = E(vi1,v
i
2)i∈[1..N ]∼p(V1,V2)

(
1

N

N∑
i=1

log
e−Eθ(v

i
1,v

i
2)

1
N

∑N
k=1 e

−Eθ(v
i
1,v

k
2 )

)
(3.9)
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Here N designates the number of pairs (vi1, v
i
2) used to estimate I(V1, V2). It is worth noting

two interesting properties about this MI estimator [222]:

1. (Consistency) InfoNCE converges to true MI: INCE(V1, V2) −−−→
N→∞

I(V1, V2) for an optimal

critic Eθ∗(V1, V2) = − log p(V2|V1)− α(V2) where α(·) is an arbitrary function;

2. (Boundness) InfoNCE is upper bounded by log(N) and the true MI: INCE(V1, V2) ≤
min(I(V1, V2), log(N))

Point 2 notably means that, in a real-world scenario, the number of pairs N to draw may

need to be large if the MI to estimate is large. It also justifies why we can seek to maximize

such estimator to find an optimal critic Eθ∗ using InfoNCE loss:

LInfoNCE = −INCE(V1, V2) (3.10)

Connection to NCE. As the reader may have guessed, InfoNCE is inspired from NCE

formulation. To establish the connection, let’s consider N samples (vi1, v
i
2)i∈[1..N ]

iid∼ p(V1, V2).

From NCE perspective, each (vi1, v
i
2) is considered as ”observed data” and (vi1, v

j
2) for j ̸= i

as the reference ”noise” data (following p(V1)p(V2)). The energy function Eθ(v1, v2) implicitly

defines a parametric distribution pθ(v1, v2) such that:

Eθ(v1, v2) = − log pθ(v1, v2) + log p(v1)p(v2) (3.11)

To accurately estimate p(v1, v2) using pθ(v1, v2), NCE uses a logistic regression hθ(v1, v2) =
1

1+eEθ(v1,v2)
to tell whether each pair (vi1, v

j
2) is either sampled from p(V1, V2) (positive distribu-

tion) or p(V1)p(V2) (negative distribution). The final NCE loss is a simple (weighted) binary

cross-entropy loss [31]:

LNCE = − 1

N

N∑
i=1

(
log hθ(v

i
1, v

i
2) +

1

N − 1

∑
j ̸=i

log(1− hθ(v
i
1, v

j
2))

)
(3.12)

NCE guarantees that optimizing LNCE w.r.t θ leads to a consistent estimator pθ∗(V1, V2) of

p(V1, V2) (under mild assumptions, see [124]). We can prove (see Appendix B.1) that InfoNCE

loss upper bounds NCE:

LNCE ≤ LInfoNCE + log(1 + e) +O

(
1

N

)
(3.13)

Thus minimizing InfoNCE loss should also minimize NCE loss to some extent and it draws

a connection between the original NCE formulation and the current InfoNCE implementation

used in practice.

All this theory is based on the two assumptions about views V1 and V2 (namely label preserva-

tion and strict redundancy), that connect the (unobserved) semantic label Y with the the input
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data X we have. It is appealing for its simplicity but it requires the actual practical definition

of V1 and V2. All the following practical applications that use this theory perform ”instance-

based discrimination” [307], meaning they try to recover ”real” pair (v1, v2) ∼ p(V1, V2)

representing various aspects of the same underlying instance x (image, text, audio, etc.), from

”fake” ones (v1, v2) ∼ p(V1)p(V2).

Invariance principle. The key idea behind contrastive learning based on instance discrimi-

nation is invariance, one of the three main principles identified by Y. Bengio [30]. Intuitively, we

are trying to learn the semantic content Y of an input X (invariant across views), independent

of its style S representing irrelevant change in the input (as formally defined in [292]). Both Y

and S are latent factors and causally produce the observed input X but we are only trying to

discover the (relevant unobserved) content Y through the MI tool I(V1, V2).

Instance discrimination models

The previous model has been popularized with two successful implementations, SimCLR [52]

and MoCo [136] for learning visual representations in 2020. Both use the InfoNCE loss (or

a closed form) to learn the representations on ImageNet [74]. They introduce all the main

components to perform unsupervised contrastive learning as we currently know and they have

been used for various derived applications: semi-supervised learning [53], transfer learning [52],

etc.

SimCLR MoCo

Figure 3.3: Two implementations (SimCLR and MoCo) of contrastive learning for unsupervised representation
learning based on instance discrimination. While SimCLR uses the same encoder fθ to map views vi, MoCo
uses an momentum encoder fϕ during training. Both encode two views (v1, v2) of the same instance x, obtained
by sampling according to a set of transformations ti ∼ T , vi = ti(x). InfoNCE loss is used to attract (v1, v2)
while repelling uniformly all views from all instances in a batch.

SimCLR [52] This method essentially introduces a simple and scalable learning algorithm

by defining views V1 and V2 from a strong data augmentation strategy involving 10 different

transformations (see Fig. 3.3), the two most important being random crop and color jittering.

Formally, it introduces a set of transformations T which induces two random variables V1 =
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T1(X) and V2 = T2(X) with T1, T2 ∼ T 3. The InfoNCE loss is used during training along with

a single encoder fθ : X 7→ Z.

To comply with the label preserving and strict redundancy hypothesis made in the previous

section, the random transformations T1 and T2 applied to X must: i) not be too strong in order

to preserve the semantic label Y ; ii) neither too light to share only the semantic content inside

X. This has been well illustrated by Tian et al. [276] where he empirically showed a ”sweet

spot” for transformations T1 and T2 that are neither too strong or too light in order to comply:

I(V1, V2) ≈ I(X, Y ).

Finally, SimCLR [52] also demonstrates that InfoNCE loss needed a large batch size (N > 8k)

to achieve the best results along with a non-linear ”projection head” (corresponding in practice

to a small MLP added on top of the encoder fθ during training) that is thrown at test-time.

While the former result was somehow expected by previous theory (since the MI estimator

INCE(V1, V2) is bounded by log(N)), the latter is more surprising and it still does not have

satisfactory explanations. One interesting observation made in [52] is the level of invariance to

rotation and Sobel filtering captured before and after the projection head: the final represen-

tation (after projection) is more invariant to these transformations than before, which suggest

that augmentations applied may be too strong (thus not preserving completely semantic content

Y ) but inductive bias through network’s architecture may prevent representation collapse.

MoCo [136] (v1, v2, v3). The original idea is to maintain a large queue of latent repre-

sentations z during training in order to increase drastically the number of ”negative pairs”

(i.e. fake pairs (vi1, v
j
2) for j ̸= i sampled from the negative distribution p(V1)p(V2)) during

training, while optimizing InfoNCE loss. As a result, it avoids the computational burden of

SimCLR since it does not require a large batch size, while it still estimate I(V1, V2) with a

large N . To do so, it relies on the previous representations computed during the last iterations

to maintain and update the queue. A momentum mechanism is also introduced, originally

because it did not use data augmentation to create views so they needed another mechanism

to perform contrastive learning (data augmentation was introduced in MoCov2). It basically

consists in introducing another encoder fθ2 initially independent from fθ1 but whose weights

are updated slowly according to: θ2 ← mθ1+(1−m)θ2 with m ∈ [0, 1[ a hyper-parameter close

to 1. While no ”views” are actually introduce in original MoCo, it is relying entirely on DNN

architecture to produce pair of representations (fθ1(v1), fθ2(v2)), defining the energy function

Eθ(v1, v2) = fθ1(v1) · fθ2(v2) where θ = {θ1, θ2}. It is worth noting that in the last version

(MoCov3 [57]), the original queue used in MoCo was removed, making use only of large batch

size, strong augmentations and the momentum mechanism with Vision Transformer backbone.

3We use an abuse of notations since T1 and T2 are random variables that indicate the augmentations to apply along with their
strength and Ti(X) hides the actual application of the selected augmentations ti ∼ p(Ti) to X with a deterministic mapping
g : (X , T ) → X .
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To contrast or not contrast ?

Contrastive learning is fundamentally based on NCE idea, that is learning to recognize if sam-

ples are drawn from a distribution p+ (often referred to as positive distribution) or a distribution

p− (referred to as negative distribution). The previous theory was based on mutual information

tool introduced by information theory (a point-of-view that dates back to 1992 [27]). Neverthe-

less, it is currently unclear whether this negative distribution p− is required to learn represen-

tations. From an energy-based (EBM) point of view, the previous model imposes low energy

values to positive pairs and high values to negative pairs. However, as Y. LeCun states [187]:

“when x is in a high-dimensional space, and if the EBM is flexible, it may require a very large

number of contrastive samples to ensure that the energy is higher in all dimensions unoccupied

by the local data distribution. Because of the curse of dimensionality, in the worst case, the

number of contrastive samples may grow exponentially with the dimension of the representation.

This is the main reason why I will argue against contrastive methods”.

Nonetheless, NCE taught us that it is by comparing two distributions that we can learn

about one of them. If we assume to only know positive pairs (vi1, v
i
2)i∈[1..N ] ∼ p(V1, V2) then

how can we learn this joint distribution ?

Following the previous EBM point-of-view, the simplest way to do it is by optimizing the neg-

ative log-likelihood of the energy model pθ(V1, V2) =
exp(−Eθ(V1,V2))

Zθ
where Zθ =

∫
exp(−Eθ(v1, v2))dv1dv2

through a ”Non-Contrastive” loss:

LNC = −
N∑
i=1

log pθ(v
i
1, v

i
2) =

N∑
i=1

(Eθ(v
i
1, v

i
2) + logZθ) (3.14)

As for all EBM, the main difficulty is to estimate Zθ (usually performed with Monte-Carlo

Markov Chain using Langevin dynamics). However, two main methods have alleviate the

need for estimating Zθ by using other ”tricks” that are still currently poorly understood4.

Importantly, we know that optimizing only the energy function Eθ(v1, v2) using positive pairs

(v1, v2) ∼ p(V1, V2) leads to a representation collapse (where all input x are mapped to the same

representation z).

BYOL [120] and SimSiam [55]. Both these methods optimize implicitly an energy function

but with 2 main tricks to avoid the representation collapse: 1) a projection head hθ1 (e.g.

small MLP) and 2) a ”stop-grad” function during optimization. Additionally, BYOL uses a

momentum mechanism that SimSiam removes, showing it is not the main component leading

4At the time of writing, there has been no intent to directly use MCMC sampling to optimize this ”non-contrastive” objective,
thus this view is still exploratory considering our current knowledge.
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to state-of-the-art performance. In particular, SimSiam uses the following loss function5:

LSimSiam = −
N∑
i=1

hθ1(fθ2(v
i
1))

||hθ1(fθ2(v
i
1))||

· stopgrad
(

fθ2(v
i
2)

||fθ2(vi2)||

)
(3.15)

where fθ2 designates the encoder. This ”stopgrad” function is fundamentally related to the

way the loss is optimized (through Stochastic Gradient Descent). It means that the gradient

is not back-propagated to update the weights θ2 through the right-hand side of eq. 3.15. Un-

derstanding what is the underlying energy function implicitly optimized and why it does not

collapse is still an open problem.

Barlow Twins and the redundancy principle [314] A different line of work explored

self-supervised learning using redundancy reduction principle. It hypothesizes that each input

can be represented by a compressed code with statistically independent components (following

the second concept introduced by Y. Bengio [30]). This constraint avoids the need for a con-

trastive term and it is implemented in practice with a penalization on non-diagonal terms of

the (empirical) cross-correlation matrix between Z1
θ = fθ(V1) and Z2

θ = fθ(V2). Estimation of

this matrix can be performed by sampling only positive samples (vi1, v
i
2) ∼ p(V1, V2).

Clustering-based approach. Finally, SwAV [43] introduces a new clustering-based approach

for learning representations. Instead of imposing close representations between views v1 and v2

of an instance, it enforces similar assignment between fθ(v1) and fθ(v2) to prototype vectors

or codes (viewed as centroids in a clustering problem). This strategy has two fundamental

differences with instance-based discrimination: i) it assumes the existence of a finite codebook

(i.e., set of prototypes) to which all representations can be map (either with hard or soft assign-

ment); ii) it does not compare views representation directly. In instance-based discrimination,

each image can have its own code, potentially independent from any other image codes, letting

the possibility of an infinite codebook. SwAV instead assumes that all input representations

may be described by a finite codebook (thus taking a step towards symbolic structure [260], yet

without any notion of compositionality). Both SwAV and ”SimCLR-like” approaches result in

state-of-the-art results and it is not clear whether the use of a finite codebook is mandatory for

representation learning.

3.2 Contrastive learning with auxiliary information

3.2.1 Context

Recently, self-supervised representation learning methods have shown great promises, surpass-

ing traditional transfer learning from ImageNet to 3D medical images [320]. These models can

5We omitted the symmetrization term in this expression for clarity.
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be trained without costly annotations and they offer a great initialization point for a wide set of

downstream tasks, avoiding the domain gap between natural and medical images. They mainly

rely on a pretext task that is informative about the prior we have on the data. This proxy task

essentially consists in corrupting the data with non-linear transformations that preserve the

semantic information about the images and learn the reverse mapping with a Convolutional

Neural Network (CNN). Numerous tasks have been proposed both in the computer vision field

(inpainting [216], localization of a patch [83], prediction of the angle of rotation [111], jig-

saw [208], etc.) and also specifically designed for 3D medical images (context restoration [49],

solving the rubik’s cube [321], sub-volumes deformation [320]). They have been successfully

applied to 3D MR images for both segmentation and classification [270, 272, 320, 321], outper-

forming the classical 2D approach with ImageNet pre-training. Concurrently, there has been a

tremendous interest in contrastive learning [126] over the last years. Notably, this unsupervised

approach almost matches the performance over fully-supervised vision tasks and it outperforms

supervised pre-training [43, 52, 136].

Intuition. A single encoder is trained to map semantically similar “positive” samples close

together in the latent space while pushing away dissimilar “negative” examples. In practice,

all samples in a batch are transformed twice through random transformations t ∼ T from a set

of parametric transformations T . For a given reference point (anchor) x, the positive samples

are the ones derived from x while the other samples are considered as negatives. Most of the

recent works focus in finding the best transformations T that degrade the initial image x while

preserving the semantic information [52, 276] and very recent studies intend to improve the

negative sampling [61, 234]. However, two different samples are not necessarily semantically

different, as emphasized in [61, 302], and they may even belong to the same semantic class.

Additionally, two samples are not always equally semantically different from a given anchor

and so they should not be equally distant in the latent space from this anchor.

Contributions. In this work, we assume to have access to auxiliary information containing

relevant information about the images at hand (e.g participant’s age). We want to leverage these

auxiliary information during contrastive learning in order to build a compressed representation

of our data preserving these information. To do so, we propose a new y-Aware InfoNCE loss

inspired from the Noise Contrastive Estimation loss [124] that aims at improving the positive

sampling according to the similarity between two auxiliary information. Differently from [170],

i) we perform contrastive learning with continuous auxiliary a (not only categorical) and ii)

our first purpose is to train a generic encoder that can be easily transferred to various 3D MRI

target datasets for classification or regression problems in the very small data regime (N ≤ 103).

It is also one of the first studies to apply contrastive learning to 3D anatomical brain images

[47]. Our main contributions are:

• we propose a novel formulation for contrastive learning that leverages continuous auxil-
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iary information and derive a new loss, namely the y-Aware InfoNCE loss, generalizing

supervised contrastive loss;

• we empirically show that our unsupervised model pre-trained on a large-scale multi-site

3D brain MRI dataset comprising N = 104 healthy scans reaches or outperforms the per-

formance of CNN model fully-supervised on 3 classification tasks under the linear protocol

evaluation;

• we demonstrate that our approach gives better results when fine-tuning on 3 target tasks

than training from scratch;

• we show that our 3D approach is better suited than 2D models, even when pre-trained

with ImageNet;

• we finally perform an ablation study showing that leveraging the auxiliary information

improves the performance for all downstream tasks and different set of transformations T
compared to SimCLR [52].

3.2.2 Method

Problem formalization

We follow the same notations as in section 3.1.2. We want to learn an encoder fθ : X →
Sd−1 = Z mapping an image x to its representation z that preserves its semantic content.

In contrastive learning, each training sample x ∈ X is transformed twice through t1, t2 ∼ T
to produce two augmented views of the same image (v1, v2)

def
= (t1(x), t2(x)), where T is a

set of predefined transformations (see section 3.1.2). We assume they are drawn from a joint

distribution p(V1, V2).

The training procedure consists in discriminating the positive pair (v1, v2) ∼ p(V1, V2) from

the negative pair (v1, v2) ∼ p(V1)p(V2), using an estimator of I(V1, V2) crafted from fθ
6 and

called InfoNCE [211]:

INCE(V1, V2) = E(vi1,v
i
2)i∈[1..N ]∼p(V1,V2)

(
1

N

N∑
i=1

log
efθ(v

i
1)·fθ(vi2)

1
N

∑N
k=1 e

fθ(v
i
1)·fθ(vk2 )

)
(3.16)

In Eq. 3.16, all samples (vj2)j ̸=i are considered equally different from vi1 (i.e. sampled indepen-

dently from vi1). However, this is hardly true with medical images since we know, for instance,

that two young healthy subjects are more similar than a young and an old healthy subject

(e.g. anatomically). It means that it exists an underlying auxiliary variable Y ∈ Rp (e.g. age

with p = 1) that should explain both V1 and V2. We make the following (strong) conditional

independence assumption about Y :

6fθ is usually defined as the composition of an encoder network eθ1 (x) and a projection head zθ2 (e.g. multi-layer perceptron)
which is discarded after training (here θ = {θ1, θ2})
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Figure 3.4: Differently from SimCLR [52], our new loss can handle auxiliary information y ∈ R by redefining
the notion of similarity between two images in the latent space Z. For an image xi, transformed twice through
two augmentations t1, t2 ∼ T , the resulting views (t1(xi), t2(xi)) are expected to be close in the latent space
through the learnt mapping fθ, as in SimCLR. However, we also expect a different input xk ̸=i to be close to
xi in Z if the two auxiliary information yi and yk are similar. We define a similarity function wσ(yi, yk) that
quantifies this notion of similarity.
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Assumption 1. (Conditional independence) The two views V1 and V2 are independent condi-

tionally to the auxiliary variable Y , i.e: p(V1, V2|Y ) = p(V1|Y )p(V2|Y ).

Interpretation. The auxiliary information Y must be rich enough to carry all semantic in-

formation about V1 and V2. In [243], Y is called a “latent class” and is usually not observed. In

Supervised Contrastive Learning [170], Y represents the (observable) label and we show here

that it is a particular case in our framework. In both cases, Y was always considered as a

discrete variable while here Y can be a multi-dimensional variable (with both continuous or

discrete components).

Assuming 1, we can re-express the joint distribution p(V1, V2) with the following positive

distribution:

p(V1, V2) = Ey∼p(Y ) [p(V1|y)p(V2|y)] (3.17)

Practical issue. In a practical scenario, drawing a pair (v1, v2) ∼ p(V1, V2) means that we

need 1) to sample the auxiliary variable y ∼ p(Y ) and 2) sample a view v1 ∼ p(V1|y) and

another (independent) view v2 ∼ p(V2|y). One important issue appears when the training set

is finite with a very limited number of original images x with the same auxiliary information

y. In that case, the estimation of p(V2|y) is quite poor because it relies essentially on the

augmentations T and not on the relationship between distinct original images x sharing the

same auxiliary information y.

Our proposal. We rely on kernel density estimation (KDE) as a workaround to estimate the

conditional distribution p(V2|Y ). Let (vi2, yi)i∈[1..N ]
iid∼ p(V2, Y ). We assume that Y ∈ R (p = 1)

but we extend it to the multivariate case hereafter. We estimate the probability density function

p(v2|y) for a pair (v2, y) using its kernel density estimator (inspired from Nadaraya-Watson

estimator [204, 301]):

p̂(v2|y) =
∑N

i=1 wσ(y, yi)δvi2(v2)∑N
i=1wσ(y, yi)

(3.18)

where wσ(y, yi) = 1
σ
K
(
y−yi
σ

)
with K a kernel (i.e. non-negative real symmetric integrable

function) and σ a bandwidth hyper-parameter to fix. Now, let (vi1, v
i
2, yi)i∈[1..N ]

iid∼ p(V1, V2, Y ).

Plugging the kernel density estimator into the original InfoNCE estimator leads to the following:


p̂(v1, v2) =

1
N

∑N
i=1 p̂(v1|yi)p̂(v2|yi) =

1
N

∑N
i,k=1

wσ(yi,yk)∑N
j=1 wσ(yi,yj)

δvi1(v1)δvk2 (v2)

IyNCE(V1, V2) =
1
N

∑N
i,k=1

wσ(yi,yk)∑N
j=1 wσ(yi,yj)

log efθ(v
i
1)·fθ(v

k
2 )

1
N

∑N
j=1 e

fθ(v
i
1)·fθ(v

j
2)

(3.19)

Where p̂(v1|y) = 1
|Cy |
∑N

i=1 δyi(y)δvi1(v1) (Cy = {i|yi = y}) is the empirical density estimator

and we assumed that ∀i ̸= j, yi ̸= yj (which is almost surely true if Y ∈ R). We call this

estimator the y-Aware InfoNCE estimator and it is also an estimator of I(V1, V2) under the
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assumption 1. We can analyse theoretically this new estimator using the well-known kernel

density estimator theory. As before, we derive the y-Aware InfoNCE loss to optimize as:

Ly
InfoNCE = −IyNCE(V1, V2) (3.20)

Choice of kernel. In our empirical study, we use the Gaussian kernel K(u) ∝ exp(−u2

2
) but

other kernels could be explored and it is left for future work (e.g. Epanechnikov kernel).

Analysis of kernel bandwidth

Discrete case. If (yi)i∈[1..N ] are discrete (Y ∈ N), then we cannot hypothesize that ∀i ̸= j, yi ̸=
yj. We approximate p(v1, v2) with empirical density estimator for both p̂(v1|y) and p̂(v2|y) (i.e.
equivalent to impose a Delta kernel K(u) = δ(u) in previous kernel density estimator). In that

case, we have: 
p̂(v1, v2) =

1
N

∑N
i=1

1
|Cyi |2

∑
k1,k2∈Cyi

δ
v
k1
1
(v1)δvk22

(v2)

IyNCE(V1, V2) =
1
N

∑N
i=1

1
|Cyi |2

∑
k1,k2∈Cyi

log efθ(v
k1
1 )·fθ(v

k2
2 )

1
N

∑N
j=1 e

fθ(v
k1
1 )·fθ(v

j
2)

(3.21)

We retrieve the Supervised Contrastive Loss (SupCon) [170] (see Appendix B.2 for a proof)

. This notably gives a new theoretical interpretation to SupCon and it relates it to informa-

tion theory. It provides a first proof that SupCon optimizes an estimator of I(V1, V2) under

assumption 1. From this point-of-view, we may see Ly
NCE as an extension of SupCon in the

continuous (and more broadly multi-dimensional) case. However, our purpose here is not to

perform supervised learning but rather to build a robust encoder that can leverage auxiliary

information to learn a generalizable representation of the data.

Risk and optimal bandwidth. From density estimation theory, we know that our previous

density estimator has, under Lipschitz continuity and finite variance assumption, the following

L2 risk (see [125] Theorem 5.2 for detailed assumptions and a proof):

R(σ) = E||p̂(v2|y)− p(v2|y)||2L2
= O

(
1

Nσ
+ σ2

)
(3.22)

Where the O(·) hides a constant depending on the kernel K, p(y) and first and second

derivatives of p(v2|y). In practice, we use cross-validation to fix the bandwidth σ according to

the performance on the downstream tasks.

Extension to multivariate auxiliary variable

If Y ∈ Rp (with p ≥ 1) then we can extend the previous kernel density estimator to multivariate

density estimator by modifying wσ with:

wΣ(y, yi) = |Σ|−1/2K(Σ−1/2(y − yi)) (3.23)
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here Σ ∈ Rp×p is the bandwidth matrix (that is symmetric positive definite) and K is a sym-

metric kernel. As previously, we can use K(u) ∝ exp(−uuT

2
). The bandwidth matrix Σ is

a hyper-parameter that needs to be fixed (e.g. through cross-validation). In particular, the

correlations between auxiliary variables (i.e. non-diagonal terms in Σ) could be computed a

priori using the training set.

Choice of the transformations T

In our formulation, we did not specify particular transformations T to generate views. While

there have been recent works [49, 276] proposing transformations on natural images (color

distorsion, cropping, cutout [76], etc.), there is currently no consensus for medical images in

the context of contrastive learning. Here, we design three sets of transformations that preserve

the semantic information in MR images: cutout, random cropping and a combination of the two

with also gaussian noise, gaussian blur and flip. Importantly, while color distortion is crucial

on natural images [52] to avoid the model using a shortcut during training based on the color

histogram, it is not necessarily the case for MR images (see Supp. 3).

3.2.3 Experiments

Datasets

We perform the experiments using a subset of BHB-10K presented in Chapter 2. In particular,

we use n = 10k of healthy controls (HC) to perform pre-training with participant’s age as

auxiliary information Y . We make this choice because i) we know that age is rather specific

to each participant and it drives the general variability ii) it is a phenotyping feature easily

accessible across cohorts.

BHB-10K (subset) We aggregated 13 publicly available datasets of 3D T1 MRI scans of

healthy controls (HC) acquired on more than 70 different scanners worldwide and comprising

n = 104 samples. We use this dataset only to pre-train our model with the participant’s

age as auxiliary information. It corresponds to a subset of the previous dataset used in

Chapter 2 (section 2.2)) where we use OpenBHB along with HCP [286], OASIS 3 [184] and

ICBM [198].

Then, we study several real-world clinical problems with patients suffering from schizophre-

nia (SCZ), bipolar disorder (BD) and Alzheimer’s disease (AD), thus covering both psychiatric

and neurological disorders. Specifically, the learned representation is tested using the following

clinical data-sets (as in Chapter 2 excepted for ADNI):

• SCHIZCONNECT-VIP7 It comprises n = 605 multi-site MRI scans including 275

patients with strict schizophrenia (SCZ) and 330 HC;

7http://schizconnect.org
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• BIOBD [147, 241] This dataset includes n = 662 MRI scans acquired on 8 different sites

with 356 HC and 306 patients with bipolar disorder (BD);

• BSNIP [271] It includes n = 511 MRI scans with n = 200 HC, n = 194 SCZ and n = 117

BD. This independent dataset is used only at test time in Fig. 3.5b);

• Alzheimer’s Disease Neuroimaging Initiative (ADNI-GO)8 We use n = 387 co-

registered T1-weighted MRI images divided in n = 199 healthy controls and n = 188

Alzheimer’s patients (AD). Since it is a longitudinal study and we did not want to bias

our analysis, we only included one scan per patient at the first session (baseline) and

we performed a visual quality check. Furthermore, all patients included have a constant

follow-up clinical status (either control or AD).

All these data-sets have been pre-processed in the same way with a non-linear registration

to the MNI template and a gray matter extraction step. The final spatial resolution is 1.5mm

isotropic and the images are of size 121× 145× 121.

Implementation details

We implement our new loss based on the original InfoNCE loss [52] with Pytorch [215] and

we use the Adam optimizer during training. As opposed to SimCLR [52] and in line with

a recent study on medical imaging [47], we only use a batch size of N = 64 as it did not

significantly change our results (see Results section). We also follow [52] by fixing τ = 0.1 in

Eq. 3.16 and Eq. 3.20 and we set the learning rate to α = 10−4, decreasing it by 0.9 every

10 epochs. During pre-training, we use an encoder fθ = zθ2 ◦ eθ1 with eθ1 a 3D adaptation of

DenseNet121 [149] and zθ2 a projection head (a 2-layers MLP as in [52]). This projection head

is discarded for fine-tuning/evaluating the representation. Our code is publicly available here:

https://github.com/Duplums/yAwareContrastiveLearning

Evaluation of the representation

In Fig.3.5, we compare the representation learned using our model fθ with the ones estimated

using i) the original InfoNCE loss (a.k.a SimCLR) [52], ii) Model Genesis [320], a SOTA model

for self-supervised learning with medical images using context-restoration, iii) a standard pre-

training on age using a supervised approach (i.e. l1 loss for age prediction), iv) BYOL [120]

and MoCo [136] (memory bank K = 1024) , two recently proposed SOTA models for represen-

tation learning, v) a multi-task approach SimCLR with age regression in the latent space (Sim-

CLR+Age) and a fully fine-tuned supervised DenseNet trained to predict the final task. This

can be considered as an upper bound, if the training data-set were sufficiently large (e.g., Im-

ageNet). Nevertheless, in our case it may be outperformed when images in downstream tasks

are hard to classify and only a few are accessible.

8http://adni.loni.usc.edu/about/adni-go
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(a) 5-fold CV Stratified on Site

(b) 5-fold CV Leave-Site-Out

Figure 3.5: Comparison of different representations in terms of classification accuracy (downstream task) on
three different data-sets (one per column). Classification is performed using a linear layer on top of the pre-
trained frozen encoders. (a) Data for training/validation and test come from the the same acquisition sites (b)
Data for training/validation and test come from different sites.

For the pre-training of our algorithm fθ, we only use the BHB dataset with the participant’s

age as auxiliary information. For both contrastive learning methods and BYOL, we fix σ = 5

in Eq. 3.20 and Eq. 3.16 and only use random cutout for the transformations T with a black

patch covering p = 25% of the input image. We use UNet for pre-training with Model Genesis

and DenseNet121 for all other models.

In order to evaluate the quality of the learnt representations, we only added a linear layer

on top of the frozen encoders pre-trained on BHB. We tune this linear layer on 3 different

binary classification tasks (see Datasets section) with 5-fold cross-validation (CV). We tested

two different situations: data for training/validation and test come either from the same sites

(first row) or from different sites (second row). We also vary the size (i.e. number of subjects,

Ntarget) of the training/validation set. For (a), we perform a stratified nested CV (two 5-fold

CV, the inner one for choosing the best hyper-parameters and the outer one for estimating the

test error). For (b), we use a 5-fold CV for estimating the best hyper-parameters and keep an

independent constant test set for all Ntarget.

From Fig. 3.5, we notice that our method consistently outperforms the other pre-trainings
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even in the very small data regime (N = 100) and it matches the performance of the fully-

supervised setting on 2 data-sets. Differently from age supervision, fθ is less specialized on a

particular proxy task and it can be directly transferred on the final task at hand without fine-

tuning the whole network. Furthermore, compared to the multi-task approach SimCLR+Age,

the features extracted by our method are less sensitive to the site where the MR images are

coming from. This shows that our technique is the only one that efficiently uses the highly

multi-centric dataset BHB by making the features learnt during pre-training less correlated to

the acquisition sites.

Importance of σ and T in the positive sampling

Figure 3.6: Linear classification performance on three binary classification tasks with Npretrained = 104. All
TF includes crop, cutout, gaussian noise, gaussian blur and flip. The encoder is frozen and we only tune a
linear layer on top of it. σ = 0 corresponds to SimCLR [52] with InfoNCE loss. As we increase σ, we add more
positive examples for a given anchor xi with close auxiliary information (i.e. close age here).

In Fig. 3.6, we study the impact of σ in Eq. 3.20 on the final representation learnt for a given

set of transformations T . As highlighted in [52], hard transformations seem to be important

for contrastive learning (at least on natural images), therefore we have evaluated three different

sets of transformations T1 = { Random Crop }, T2 = { Random Cutout } and T3 = { Cutout,
Crop, Gaussian Noise, Gaussian Blur, Flip }. Importantly, we did not include color distorsion

in T3 since i) it is not adapted to MRI images where a voxel’s intensity encodes a gray matter

density and ii) we did not observe significant difference between the color histograms of different

scans as opposed to [52] (see next section). As before, we evaluated our representation under

the linear evaluation protocol. We can observe that T2 and T3 give similar performances with

σ > 0, always outperforming both SimCLR (σ = 0) and age supervision on BHB. It also even

outperforms the fully-supervised baseline on SCZ vs HC. We also find that a strong cropping

or cutout strategy is detrimental for the final performances (see next section). Since T2 is

computationally less expensive than T3, we chose to use T = T2 and σ = 5 in our experiments.
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Transfer learning results

Next, we fine-tune the whole encoder fθ with different initialization on the 3 downstream tasks

(see Table 3.1). To be comparable with Model Genesis [320], we also use the same UNet

backbone for fθ and we still fixed T2 = {Random Cutout} and σ = 5. First, our approach

outperforms the CNNs trained from scratch on all tasks as well as Model Genesis, even with

the same backbone. Second, when using DenseNet, our pre-training remains better than using

age supervision as pre-training for SCZ vs HC (even with the same transformations) and it is

competitive on BD vs HC and AD vs HC.

Backbone Pre-training
SCZ vs HC BD vs HC AD vs HC

Ntrain = 100 Ntrain = 500 Ntrain = 100 Ntrain = 500 Ntrain = 100 Ntrain = 300

UNet

None 72.62±0.9 76.45±2.2 63.03±2.7 69.20±3.7 88.12±3.2 94.16±3.9

Model Genesis [320] 73.00±3.4 81.8±4.7 60.96±1.8 67.04±4.4 89.44±2.6 95.16±3.3

SimCLR [49] 73.63±2.4 80.12±4.9 59.89±2.6 66.51±4.3 90.60±2.5 94.21±2.7

Age Prediction w/ D.A 75.32±2.2 85.27±2.3 64.6±1.6 70.78±2.1 91.71±1.1 95.26±1.5

Age-Aware Contrastive Learning (ours) 75.95±2.7 85.73±4.7 63.79±3.0 70.35±2.7 92.19±1.8 96.58±1.6

DenseNet

None 73.09±1.6 85.92±2.8 64.39±2.9 70.77±2.7 92.23±1.6 93.68±1.7

None w/ D.A 74.71±1.3 86.94±2.8 64.79±1.3 72.25±1.5 92.10±1.8 94.16±2.5

SimCLR [52] 70.80±1.9 86.35±2.2 60.57±1.9 67.99±3.3 91.54±1.9 94.26±2.9

BYOL [120] 69.55±2.4 82.73±2.2 58.94±3.8 66.34±3.7 90.19±2.0 90.0±3.7

MoCov2 [136] 72.02±0.03 82.48±3.9 60.29±2.4 68.77±4.0 87.0±2.9 91.31±3.8

Age Prediction 72.90±4.6 87.75±2.0 64.60±3.6 72.07±3.0 92.07±2.7 96.37±0.9

Age Prediction w/ D.A 74.06±3.4 86.90±1.6 65.79±2.0 73.02±4.3 94.01±1.4 96.10±3.0

Age-Aware Contrastive Learning (ours) 76.33±2.3 88.11±1.5 65.36±3.7 73.33±4.3 93.87±1.3 96.84±2.3

Table 3.1: Fine-tuning results using Ntrain = 100 and Ntrain = 500 (Ntrain = 300 for AD vs HC) training
subjects. For each task, we report the AUC (%) of the fine-tuned models initialized with different approaches
with 5-fold cross-validation. We use σ = 5 for the Age-Aware InfoNCE loss. For age prediction, we employ the
same transformations as in contrastive learning for the Data Augmentation (D.A) strategy. Only the encoder
of UNet is used when fine-tuning on the downstream tasks. Best results are in bold and second bests are
underlined.

Comparison with linear models

In the previous chapter, we have demonstrated that CNN performed on par with regularized

linear models at current samples size (Ntrain ≈ 1k) – at least for the detection of psychiatric

disorders (in particular schizophrenia, bipolar disorder and autism). The integration of epis-

temic uncertainty with deep ensemble allowed to improve significantly classifiers performance

and calibration. Considering the previous improvement with our new transfer learning strat-

egy, we ask whether i) the proposed transfer learning strategy induces better generalization

performance than linear models and ii) we can combine deep ensemble learning with transfer

learning to outperform all previous approaches. We take the same experimental design than in

Chapter 2 (see section 2.2) to answer.

As before, we take the pre-trained DenseNet121 network with T2 transformations and σ = 5

and we fine-tune all weights on the same three target tasks as in Chapter 2: SCZ vs HC, BD

vs HC and ASD vs HC. Differently from the previous TL experiments, we consider much more

training samples on these tasks (≈ 2× and 1.6× more resp. for SCZ vs HC and BD vs HC)

and we evaluate the model only on psychiatric disorders classification.
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Task Test Set
Deep Learning Models SML

Baseline Deep Ensemble Transfer Transfer + Deep Ensemble rbf-SVM Logistic ℓ2 ElasticNet

SCZ vs. HC ↑
Ntrain = 933

Internal Test 85.27±1.60 85.73±0.53 85.17±0.37 86.28±0.44 (+1.01) 82.06±0.00 84.03±0.00 85.98±1.9

External Test 75.52±0.12 77.47±0.71 77.00±0.55 76.36±0.61 (+0.84) 72.88±0.95 73.60±0.00 76.42±1.68

BD vs. HC ↑
Ntrain = 832

Internal Test 76.49±2.16 79.49±1.36 78.81±2.48 79.59±1.77 (+3.10) 73.63±0.00 72.96±0.25 73.85±0.28

External Test 68.57±4.72 76.11±0.53 77.06±1.90 78.01±1.97 (+9.44) 63.92±0.00 70.12±0.26 70.26±1.75

ASD vs. HC ↑
Ntrain = 1526

Internal Test 65.74±1.47 67.67±0.74 66.36±1.14 68.48±1.45 (+2.74) 66.84±0.00 63.40±0.18 60.62±2.63

External Test 62.93±2.40 64.48±1.51 68.76±1.70 69.68±1.70 (+6.75) 60.28±0.00 61.85±0.05 54.96±4.94

Table 3.2: Deep Ensemble learning and Transfer Learning from a healthy dataset largely improve DL perfor-
mance over SML models, especially on complex tasks such as ASD and BD detection. We report average AUC
for all models and the standard deviation by repeating each experiment three times. For all DL results, we use
DenseNet121 as backbone. The baseline corresponds to a single network trained from scratch on VBM images.
For Deep Ensemble, we aggregate three networks trained from different random initialization. For Transfer, we
pre-traine a single network with Age-Aware contrastive learning and we fine-tune it on each clinical task. For
Transfer+Deep Ensemble, we aggregate three networks, all pre-trained with Age-Aware contrastive learning
(only once) and fine-tune on each downstream task. The randomness thus comes from the gradient descent
optimization on each downstream task. Green numbers indicate improvement over DL baselines.

From Table 3.2, we observe a consistent increase in performance when combining both

Deep Ensemble learning and Transfer Learning w.r.t. baseline on the external test (+0.84%,

+9.44%, +6.75% AUC resp. on schizophrenia, bipolar disorder, and autism spectrum disorders

detection). For Deep Ensemble learning, it supports the hypothesis that different random ini-

tialization leads to different representations after training. For Transfer Learning, it shows that

anatomical features learnt from the healthy population during brain maturation and aging can

be re-used, in particular to drastically improve DL generalization performance on the external

test for hard clinical tasks (i.e bipolar disorder and autism spectrum disorders). Nonetheless,

DL performance is still on par with SML models on easier tasks (e.g., schizophrenia), the task

difficulty being measured by linear performance.

These findings suggest that i) discriminative transferable anatomical non-linear patterns

can be learned with DL through pre-training from brain imaging of the healthy population;

ii) different DL initialization converge to different solutions after training that, if aggregated

together, can outperform SML; iii) DL models tend to learn simple features on easy tasks (such

as schizophrenia detection), falling into the Simplicity Bias [253], which encourages CNN to find

the simplest features to perform the task (and thus hurting generalization power on external

test sets).

2D vs 3D approach and transfer learning from ImageNet

Previous models have been trained directly on 3D volumes, by extending 2D to 3D kernels

in CNN architectures. Another common strategy in medial image analysis is to see each 3D

volume as a collection of 2D scans and to perform prediction using a 2D CNN pre-trained on

ImageNet. This approach does not account for the 3D spatial structure of brain mages and it

also assumes independence between 2D scans of to the same 3D brain volume. For completeness,

we evaluate this strategy on our datasets using 2 backbones: ResNet18 and DenseNet121. We
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Backbone Pre-training
SCZ vs HC BD vs HC AD vs HC

Ntrain = 100 Ntrain = 500 Ntrain = 100 Ntrain = 500 Ntrain = 100 Ntrain = 300

2D-ResNet18
None 73.55±0.74 82.72±2.27 61.66±2.06 69.51±4.05 91.84±0.93 95.00±1.23

ImageNet 73.85±2.22 85.89±1.99 64.60±2.06 70.79±1.75 91.78±1.22 94.25±1.62

2D-DenseNet
None 74.17±2.32 82.19±3.82 64.12±2.45 69.84±4.22 89.40±1.25 92.92±2.17

ImageNet 73.93±1.71 84.06±2.88 64.45±1.94 71.83±2.96 91.07±1.07 94.66±1.60

3D-DenseNet
None 73.09±1.6 85.92±2.8 64.39±2.9 70.77±2.7 92.23±1.6 93.68±1.7

Age-Aware CL 76.33±2.3 88.11±1.5 65.36±3.7 73.33±4.3 93.87±1.3 96.84±2.3

Table 3.3: Fine-tuning results using a 2D approach for brain MRI classification. We represent each 3D volume
as a collection of 2D scans along the axial plane, following [26]. At test time, we use the median prediction
for all 2D scans of the same volume and we report AUC(%). As before, we use a 5-fold CV and set σ = 5 for
Age-Aware InfoNCE loss. Best results are in bold and second bests are underlined.

expand each 3D volume along the axial plane and we retain only the central 70 slices, following

the experimental setup in [26] that studied transfer learning for psychiatric disorder prediction

using exclusively a 2D approach.

In Table 3.3, we observe that our 3D pre-training always gives the best results compared to

all 2D approaches and backbones. In more details, ImageNet pre-training improves performance

consistently over random initialization using a 2D approach only when N > 300. Additionally,

ImageNet pre-training gives comparable results with 3D models trained from scratch. We also

observe that, without pre-training, 2D models give always worse or comparable performance

than their 3D counterpart. Overall, these results suggest that our 3D approach is well adapted,

as it may account for 3D spatial structure of brain images.

Remark. Our approach is best suited to 3D volumes than 2D images. Indeed, auxiliary

information y is the same for all slices of the same brain MRI so y-Aware InfoNCE imposes

equal constraints for all of them in the latent space. We argue this is sub-optimal since each

slice brings different anatomical information (e.g., slices in the parietal and temporal lobes for

3D volumes cut along axial plane). In other words, we cannot make independence hypothesis

between several slices of the same brain MRI. Consequently, an additional pairing strategy is

required to impose constraints only for anatomically similar 2D slices across subjects (such

as [182]). We have left it for future work since the 2D approach performs worse than its 3D

counterpart (possibly because it does not account for the original 3D spatial structure of the

brain).

Visualization of latent space

We qualitatively show that our model encourages images with close auxiliary information Y to

be close in the latent space by plotting the 2D UMAP representation of the encoded images

from ADNI data-set (unseen during training). In Fig. 3.7, we make two observations: 1)

there is a continuum in images representation with our model according to chronological age

(suggesting that our encoder captures biological variability from MRI) and 2) pathological
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Figure 3.7: 2D UMAP of ADNI features encoded (left) with SimCLR pre-training; (right) with our method.
MRI from healthy participants with approximately the same age are mapped to the same region with our model.
It is also able to discriminate AD patients from HC without fine-tuning on the downstream task.

brains (here with Alzheimer’s disease) follows a distinct trajectory in the latent space than

healthy ones, suggesting that our encoder also captures pathological variability, even if it has

never been explicitly trained on brain imaging with AD. It further explains the quantitative

results obtained previously with linear probing, that showed close performance between our

pre-trained model (without fine-tuning) and a fully supervised model trained to predict clinical

status.

Influence of batch size and data augmentation strength

As pointed out in SimCLR [52], batch size is a critical hyper-parameter when performing

contrastive learning (at least on vision tasks). In this work, we tested 2 batch size N ∈ {64, 100}
and we assessed the quality of the representation with a linear probe on the previous downstream

tasks.

Batch Size
Target Task

SCZ vs HC BIP vs HC AD vs HC

64 82.94±2.7 70.36±2.6 93.03±1.8

100 84.15±2.7 70.42±1.1 93.53±1.6

Table 3.4: AUC score (%) as we vary the batch size during pre-training.

In Fig. 3.4, we do not observe significant difference for bigger batch size, in line with [47],

studying segmentation of medical images with contrastive learning. It suggests that a large

batch size is not required when dealing with medical images. We hypothesize that the

mutual information (MI) I(V1, V2) is not very high for brain imaging (typically ≤ logN) so the

InfoNCE estimator can well approximate it. In other words, InfoNCE is less biased on brain
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images than natural images. It suggests that 2 views are visually more similar with natural

images than medical ones, thus leading to a higher MI for the former than the latter.

Next, we perform an ablation study on the augmentation strength required for our images.

Specifically, we vary crops size and cutout size (i.e. size of black covering patches) and we report

AUC under linear evaluation. We pre-train our model using σ = 5 and we set Ntarget = 500 for

SCZ vs HC and Ntarget = 300 for AD vs HC. In Fig. 3.8, we observe that a strong augmentation

strategy is not as critical as for original SimCLR on natural images.

Transformations
Target Task

SCZ vs HC BIP vs HC AD vs HC

Cutout
p = 25% 82.94±2.7 70.36±2.6 93.03±1.8

p = 50% 84.00±2.1 68.96±2.2 89.21±2.7

Crop
p′ = 75% 84.73±0.7 69.77±4.3 94.88±2.7

p′ = 50% 81.77±3.1 68.69±1.3 91.46±3.2

Figure 3.8: AUC score (%) over 3 different downstream tasks with Ntarget = 500 for SCZ vs HC and BIP vs
HC and Ntarget = 300 for AD vs HC. The black patch size p (for random cutout) and the crop size p′ are set
during the pre-training in the contrastive learning framework and we fixed σ = 5. We only tune a linear probe
on top of the pre-trained encoder and we perform a 5-fold cross validation. Based on these results, we fixed
p = 25% and p′ = 75% in this study.

Possible bias with color histogram

Classically, in the brain MR images pre-processed with gray matter extraction and non-linear

registration, the voxel intensity encodes the gray matter density in this voxel. It is intrinsically

different from the natural images where a pixel encodes an RGB value. Here, it does not make

sense to apply color distortion to our images. However, as noted in [52], the model may learn a

shortcut during the training if we solely apply cropping or cutout. We have plotted figure 3.9

the histogram of voxel intensities for 2 different images i) randomly cropped ii) with random

cutout.

Differently from SimCLR on natural images, the network should not be able to use the

color histogram to perform instance discrimination, thus comforting our choice for using cutout

without color distortion.

3.2.4 Conclusion

Our key contribution is the introduction of a new contrastive loss, which leverages continu-

ous (and more broadly multi-dimensional) auxiliary information for medical images in a self-

supervised setting. We showed that our model, pre-trained with a large heterogeneous brain

MRI dataset (n = 104) of healthy subjects, outperforms the other SOTA methods on three

binary classification tasks. In some cases, it even reaches the performance of a fully-supervised

network without fine-tuning. This demonstrates that our model can learn a meaningful and

relevant representation of healthy brains which can be used to discriminate patients in small
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Original Image Random Crop Random Cutout

Figure 3.9: Histogram of pixel intensities for 2 different images either i) randomly cropped or ii) partially masked
with random cutout. We do not observe strong differences between the histograms for a given transformation.
As such, color distortion may not be as critical as in [52] to learn a robust representation since the network
cannot take a shortcut based only on the color histogram.

data-sets. An ablation study showed that our method consistently improves upon SimCLR

for three different sets of transformations. We also made a step towards a debiased algorithm

by demonstrating that our model is less sensitive to the site effect than other SOTA fully su-

pervised algorithms trained from scratch. We think this is still an important issue leading to

strong biases in machine learning algorithms and it currently leads to costly harmonization pro-

tocols between hospitals during acquisitions. Finally, as a step towards reproducible research,

we made our code public and we released the OpenBHB dataset9 (subset of BHB-10K) to the

scientific community.

Future work will consist in developing transformations more adapted to medical images in

the contrastive learning framework and in integrating other available auxiliary information (e.g

cognition) and modalities (e.g genetics). Finally, we envision to adapt the current framework

for longitudinal studies (such as ADNI).

3.3 Theoretical analysis and prior for contrastive learning

The theory exposed previously mainly relies on information theory where we seek to estimate

the mutual information (MI) between views V1 and V2 in order to capture the semantic content

inside images. But from this perspective, can we prove that optimizing InfoNCE leads to a

good representation? Is MI the right tool to explain the success of contrastive learning ?

In 2020, Tschannen et al. [281] has empirically shown that MI alone cannot explain the

current success of CL. One fundamental observation was that, over a family of bijective DNN

encoders {fθ}, some representations can be arbitrarily good or bad for a given downstream task,

9https://ieee-dataport.org/open-access/openbhb-multi-site-brain-mri-dataset-age-prediction-and-debiasing
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Hexadecimal Representation Human-Readable Representation

Figure 3.10: Taken from [5]. Hexadecimal representation on the left has more information content than image
on the right. However, human brain only processes the latter to take immediate vital decision of whether
to escape or not. Quantifying information content with entropy is not enough to characterize representation
structure. Information theory does not provide a satisfactory framework to fully explain the current success of
contrastive learning leading to ”good” representation.

while always preserving MI: I(V1, V2) = I(fθ(V1), fθ(V2)) for all θ (because they are bijective).

In other words, these representations contain the same amount of information (as measured

by entropy) but only some of them may linearly separate semantic classes (such as objects in

natural images) while others may have completely random structures. In some way, it relates

to a previous observation made by Alain and Bengio [5] when introducing the concept of linear

probe: “neural networks are really about distilling computationally-useful representations, and

they are not about information contents as described by the field of Information Theory”. It

is well illustrated in Fig. 3.10 where only one representation can be efficiently processed by

human brain to save its life. In our context, only measuring the information content in the

DNN representation fθ(V1) is not enough to guarantee a useful representation for a subsequent

downstream task.

As a result, in the following we turn to a metric learning perspective for CL. We first show

that CL optimizes two important properties leading to a desirable representation: alignment

between positive samples (drawn from p(V1, V2)) and uniformity between negative samples

(drawn from p(V1)p(V2)). In particular, alignment is noticeably stronger than mere information

preservation property. Then, built on this analysis, we introduce a new loss function, called

Decoupled Uniformity that elegantly optimizes alignment and uniformity in a multi-view setting

without requiring a large batch size. We theoretically analyze this loss and we prove first

generalization guarantees under strong assumptions on the data augmentation strategy, which

is the main bottleneck of CL limiting its wide applications across visual domains (e.g. medical

imaging). Next, we ask whether prior knowledge can be integrated into CL to relax these

assumptions while still ensuring generalization guarantees on downstream task. In a practical

scenario, this prior knowledge can be of two kinds: i) given by generative models (unsupervised

scenario) or ii) given as auxiliary attributes (weakly-supervised scenario as in previous section).

This framework notably allows a direct connection between generative models and CL for the
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first time (to the best of our knowledge).

We finally provide empirical evidence supporting our theory on standard vision benchmarks

and we then apply it to real-world scenario with our brain imaging datasets.

3.3.1 Contrastive learning optimizes alignment and uniformity

We take the same notations as in previous sections 3.1.2 and 3.2. We recall the InfoNCE

objective optimized in CL (see section 3.1.2):

LInfoNCE = −E(vi1,v
i
2)i∈[1..N ]∼p(V1,V2)

(
1

N

N∑
i=1

log
efθ(v

i
1)·fθ(vi2)

1
N
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k=1 e

fθ(v
i
1)·fθ(vk2 )

)
(3.24)

where p(V1, V2) is the positive distribution, p(V1)p(V2) is the negative distribution and fθ :

X → Sd−1 = Z is the encoder. We can decompose LInfoNCE into two terms [297] (see proof in

Appendix B.3):

LInfoNCE = −E(v1,v2)∼p(V1,V2) (fθ(v1) · fθ(v2)) + E(v1,v12)∼p(V1,V2)(vk2 )k ̸=1∼p(V2) log
1

N

N∑
k=1

efθ(v1)·fθ(v
k
2 )

−−−→
N→∞

−E(v1,v2)∼p(V1,V2) (fθ(v1) · fθ(v2))︸ ︷︷ ︸
Alignment

+Ev1∼p(V1) log Ev2∼p(V2)e
fθ(v1)·fθ(v2)︸ ︷︷ ︸

Uniformity

(3.25)

This decomposition gives new insight when optimizing InfoNCE with a large batch size

N ≫ 1. Optimizing alignment imposes representation of two positive samples to be close while

uniformity imposes uniform distribution of representations in the latent space, as we will see.

For further analysis, we introduce the following 2 metrics [297]:

1. Alignment Lalign = E(v1,v2)∼p(V1,V2)||fθ(v1)− fθ(v2)||2 = 2− 2E(v1,v2)∼p(V1,V2)fθ(v1) · fθ(v2)
since the latent space is a hyper-sphere (i.e. ||fθ(v)|| = 1)

2. Uniformity Lunif = log E(v1,v2)∼p(V1)p(V2) exp (−||fθ(v1)− fθ(v2)||2) which has close con-

nection with LInfoNCE

While the link between alignment in LInfoNCE and Lalign is obvious, it is not the case for

uniformity metric Lunif . Wang and Isola [297] have proven the following important result:

Theorem 1. (Optimal Uniformity) Assuming that p(V1) = p(V2), then any optimal minimizer

θ∗ of Lunif are such that fθ∗(v) are uniformly distributed on the hypersphere Sd−1 for v ∼ p(V1).

If they exist, they are the same minimizers as for the uniformity term in InfoNCE when N →∞.

It basically means that we can push the log outside expectation in Eq. 3.25 while preserving

the same minimizers. As a result, when N ≫ 1, optimizing InfoNCE seeks for minimizers θ∗

that are i) perfectly aligned (i.e. fθ∗(v1) = fθ∗(v2) for all positive pairs (v1, v2) ∼ p(V1, V2)) and

ii) perfectly uniformed (i.e. {fθ(v)} are uniformly distributed for v ∼ p(V1)). The question is:

can we realize both perfect alignment and uniformity ?

107



Figure 3.11: Alignment and Uniformity are necessary but not sufficient properties to produce a linearly separable
latent space between classes. In both case 1 and 2, alignment and uniformity have the same values (ϵ and σ
resp.) however only the left representation linearly separates boats from dogs with perfect accuracy. Why does
CL leads to case 1 over case 2 ? We need additional assumptions on data augmentation and/or the family of
encoders {fθ} to answer.

Sadly, the answer is no in general since perfect alignment means that all positive samples are

mapped to the same representation. Nevertheless, as empirically showed by Wang and Isola on

vision datasets, both alignment and uniformity nicely correlate with downstream performance.

It seems to be two necessary properties for having good representation. But is it sufficient ?

Again, it is not (see Fig. 3.11). Intuitively, uniformity tries to repel all data samples from

one another in the latent space to avoid big holes or clusters in some regions. It thus shapes

the global latent space structure. It does not tell us anything about the local representation

structure (as illustrated in Fig. 3.11 where we can swap any pair of image representation without

changing Lunif ). On the other hand, Lalign attracts positive pairs so it should be this term

that avoids falling into case 2 (where the local neighborhood contains image representation from

different semantic classes). By attracting the positive samples, Lalign imposes that semantically

close samples are also close in the representation space. Nonetheless, this hypothesis is not

explicitly stated in the previous theoretical framework. We present our first assumptions and

theoretical results in the next section to better understand the role of this alignment term on

generalization performance.

3.3.2 Provable guarantees of contrastive learning with augmentation graph

Previous notations have their limitation since i) they hide the augmentation strategy inside

p(V1) and p(V2) distributions and ii) they are highly focused on 2 views, limiting the analysis.
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In what follows, we introduce additional notations to study CL framework with a focus on

alignment and uniformity properties.

Introduction of Decoupled Uniformity loss

Setup. From N original samples (xi)i∈[1..N ] ∈ X
i.i.d.∼ p(X), we transform them to generate

semantically similar positive samples in the augmentation space V using an augmentation mod-

ule A that induces a distribution pA(V |X) (where V represent a view of X). Concretely, for

each xi, we can sample views of xi using v ∼ pA(V |xi) (e.g., by applying color jittering, flip or

crop with a given probability, depending on A). For consistency, we assume pA(X) = p(X) so

that probability distributions pA(V |X) and p(X) induce a marginal distribution pA(V ) over V .
Given an anchor xi, all views v ∼ pA(V |xj) from different samples xj ̸= xi are considered as

negatives. From previous notations, we notably have the following connection:

p(v1, v2) = Ex∼p(X) (pA(v1|x)pA(v2|x)) (3.26)

Linear evaluation. Once pre-trained, the encoder fθ : V → Sd−1 is fixed and its represen-

tation fθ(X ) is evaluated10 through linear evaluation on a classification task using a labeled

dataset D = {(xi, yi)} ∈ X × Y where Y = [1..K], with K the number of classes. We note

F = {fθ} the family of encoders. In practice, we train a linear classifier g(x) = Wfθ(x) (θ is

fixed) that minimizes the multi-class classification error to perform linear evaluation.

Rethinking CL loss. The popular InfoNCE loss [211, 222], often used in CL, imposes 1)

alignment between positives and 2) uniformity between the views of all instances (xi)i∈[1..N ] [297]

– two properties that correlate well with downstream performance. However, by imposing uni-

formity between all views, we essentially try to both attract (alignment) and repel (uniformity)

positive samples and therefore we cannot achieve a perfect alignment and uniformity, as noted

in [297]. Moreover, InfoNCE has been originally designed for only two views (i.e., one couple

of positive) and its extension to multiple views is not straightforward. Previous works have

proposed a solution to either the first [276] or second [309] issue. Here, we propose a modified

version of the uniformity loss Lunif (see previous section 3.3.1) that solves both issues since it:

i) decouples positives from negatives, similarly to [309] and ii) is generalizable to multi-views

as in [276]. We introduce the Decoupled Uniformity loss for f ∈ F as:

Ld
unif (f) = log E(x,x′)∼p(X)p(X′) exp

(
−||µx − µx′||2

)
(3.27)

where µx = Ev∼pA(V |x)f(v) is called a centroid of the views of x. This loss essentially repels

distinct centroids µx through an average pairwise Gaussian potential. Interestingly, it implicitly

optimizes alignment between positives through the maximization of ||µx||11, so we do not need

10We assumed that X ⊂ V which is true in practice since identity transformation is a possible augmentation.
11By Jensen’s inequality ||µx|| ≤ Ev∼pA(V |x)||f(v)|| = 1 with equality iff f is constant on supp pA(·|x).
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to explicitly add an alignment term. It can be shown (see Appendix B.5), that minimizing

this loss brings to a representation space where the sum of similarities between views of the

same sample is greater than the sum of similarities between views of different samples. From

a physics point-of-view, we are trying to find the equilibrium state of |X | particles linked with

a pairwise Gaussian potential energy. We will study its main properties hereafter and we will

see that prior information can be added during the estimation step of these centroids.

Geometrical analysis of decoupled uniformity

Definition 3.3.1. (Finite-samples estimator) For N variables (xi)i∈[1..N ]
i.i.d.∼ p(X), the (biased)

estimator of Ld
unif (f) is: L̂d

unif (f) = log 1
N(N−1)

∑
i ̸=j exp(−||µxi

− µxj
||2). It converges to

Ld
unif (f) with rate O

(
N−1/2

)
. Proof in Appendix B.8.

Theorem 2. (Optimality of Decoupled Uniformity) Given N points (xi)i∈[1..N ] such that N ≤
d+ 1, any optimal encoder f ∗ minimizing L̂d

unif achieves a representation s.t.:

1. (Perfect uniformity) All centroids (µxi
)i∈[1..N ] make a regular simplex on the hyper-sphere

Sd−1

2. (Perfect alignment) f ∗ is perfectly aligned, i.e ∀v1, v2 ∼ pA(V |xi), f
∗(v1) = f ∗(v2) for all

i ∈ [1..N ].

Proof in Appendix B.8.

Theorem 2 gives a complete geometrical characterization when the batch size N set during

training is not too large compared to the representation space dimension d. By removing the

coupling between positives and negatives, we see that Decoupled Uniformity can realize both

perfect alignment and uniformity, contrary to InfoNCE.

Remark. The assumption N ≤ d + 1 is crucial to have the existence of a regular simplex on

the hypersphere Sd−1. In practice, this condition is not always full-filled (e.g SimCLR [52] with

d = 128 and N = 4096). Characterizing the optimal solution of Ld
unif for any N > d+1 is still

an open problem [33] but theoretical guarantees can be obtained in the limit case N →∞ (see

below).

Theorem 3. (Asymptotical Optimality) When the number of samples is infinite N →∞, then

for any perfectly aligned encoder f ∈ F that minimizes Ld
unif , the centroids µx for x ∼ p(X)

are uniformly distributed on the hypersphere Sd−1. Proof in Appendix B.8.

Empirically, we observe that minimizers f of L̂d
unif remain well-aligned when N > d+ 1 on

real-world vision datasets (see Fig. 3.12). Decoupled uniformity thus optimizes two properties

that are nicely correlated with downstream classification performance [297]–that is alignment

and uniformity between centroids. However, as we previously argued, optimizing these two

properties is necessary but not sufficient to guarantee a good classification accuracy. In fact,

the accuracy can be arbitrary bad even for perfectly aligned and uniform encoders (formal proof
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Figure 3.12: Decoupled Uniformity optimizes alignment, even in the regime when the batch size N > d + 1
(d=latent space dimension). Alignment metric Lalign is computed on the validation set during optimization of
Decoupled Uniformity loss with various batch sizes N and a fixed d = 128. We use 100 positive samples per
image to compute Lalign and SimCLR augmentations for module A.

in [244] based on the same idea as depicted Fig. 3.11). Ultimately, it highly depends on the

augmentation module A, as we shall see.

Intuition. Most recent theories about CL [133, 300] make the hypothesis that samples from

the same semantic class have overlapping augmented views to provide guarantees on the down-

stream task when optimizing InfoNCE or Spectral Contrastive loss [133]. This assumption,

known as intra-class connectivity hypothesis, is very strong and only relies on the augmentation

module A. In particular, augmentations should not be ”too weak”, so that all intra-class sam-

ples are connected among them, and at the same time not ”too strong”, to prevent connections

between inter-class samples and thus preserve the semantic information. Here, we prove that

we can relax this hypothesis if we can provide a kernel (viewed as a similarity function between

original samples x ∈ X ) that is ”good enough” to relate intra-class samples not connected

by the augmentations (see Fig. 3.13). In practice, we show that representation capacity of

generative models can define such kernel.

We first recall the definition of the augmentation graph [300], and intra-class connectivity

hypothesis before presenting our main theorems. For simplicity, we assume that the set of

images X is finite (similarly to [133, 300]). Our bounds and theoretical guarantees will never

depend on the cardinality |X |.

Generalization guarantee under intra-class connectivity hypothesis

Definition 3.3.2. (Augmentation graph [133, 300]) Given a set of original images X , we define
the augmentation graph GA(Ve, E) for an augmentation module A through 1) a set of vertices

Ve = X and 2) a set of edges E such that (x, x′) = e ∈ E if the two original images x, x′ can

be transformed into the same augmented image through A, i.e supp pA(·|x)∩ supp pA(·|x′) ̸= ∅.

Previous analysis in CL make the hypothesis that it exists an optimal (accessible) augmen-

tation module A∗ that fulfills:
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Assumption 2. (Intra-class connectivity [300]) For a given downstream classification task

D = {(xi, yi)} ∈ X ×Y and any class y ∈ Y, the augmentation subgraph, Gy ⊂ GA∗ containing

images only from class y in GA∗, is connected.

Under this hypothesis, Decoupled Uniformity loss can tightly bound the downstream su-

pervised risk for a bigger class of encoders than prior work [300]. To show it, we define a

measure of the risk on a downstream task D. While previous analysis [11, 300] generally used

the mean cross-entropy loss (as it has closer analytic form with InfoNCE), we use a supervised

loss closer to decoupled uniformity with the same guarantees as the mean cross-entropy loss

(see Appendix). Notably, the geometry of the representation space at optimum is the same as

cross-entropy and SupCon [170] and we can theoretically achieve perfect linear classification.

Definition 3.3.3. (Downstream supervised loss) For a given downstream task D, we define the

classification loss as: Lsup(f) = log Ey,y′∼p(Y )p(Y ′) exp(−||µy−µy′||2), where µy = Ex∼p(X|Y=y)µx.

Remark. This loss depends on centroids µx rather than f(x). Empirically, it has been

shown [102] that performing feature averaging gives better performance on the downstream

task.

Definition 3.3.4. (Weak-aligned encoder) An encoder f ∈ F is ϵ-weak (ϵ ≥ 0) aligned on A
if:

||f(x)− f(x′)|| ≤ ϵ ∀x ∈ X ,∀v1, v2
i.i.d.∼ pA(V |x)

Theorem 4. (Guarantees with A∗) Given an optimal augmentation module A∗ that full-fills

intra-class connectivity for a task D, for any ϵ-weak aligned encoder f ∈ F we obtain:

Ld
unif (f) ≤ Lsup(f) ≤ 8Dϵ+ Ld

unif (f) (3.28)

where D is the maximum diameter of all intra-class graphs Gy (y ∈ Y). Proof in Appendix B.8.

In practice, the diameter D can be controlled by a small constant in some cases [300] (typi-

cally ≤ 4) but it remains specific to the dataset at hand. Furthermore, we observe in Fig. 3.12

that f realizes alignment with small error ϵ during optimization of Ld
unif (f) for augmentations

close to the sweet spot A∗ [276] on CIFAR-10 and CIFAR-100 (here A =SimCLR augmenta-

tions).

In the next section, we study the case when A∗ is not accessible or very hard to find.

3.3.3 Reconnect the disconnected: extending the augmentation graph with kernel

Having access to optimal augmentations is a strong assumption and, for many real-world ap-

plications (e.g medical imaging [87]), it may not be accessible. If we have only weak augmen-

tations (e.g., supp pA(·|x) ⊊ supp pA∗(·|x) for any x), then some intra-class points might not
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Figure 3.13: Illustration of the proposed method. Each point is an original image x ∈ X . Two points are
connected if they can be transformed into the same augmented image using a distribution of augmentations
pA. Colors represent semantic (unknown) classes and light disks represent the support of augmentations for
each sample x, supp pA(·|x). From an incomplete augmentation graph (1) where intra-class samples are not
connected (e.g. augmentations are insufficient or not adapted), we reconnect them using a kernel defined on prior
information (either learnt with generative model, viewed as feature extractor, or given as auxiliary attributes).
The extended augmentation graph (3) is the union between the (incomplete) augmentation graph (1) and the
kernel graph (2). In (2), the gray disk indicates the set of points that are close to the anchor (blue star) in the
kernel space.

be connected and we would need to reconnect them to ensure good downstream accuracy (see

Theorem 10 in Appendix). Augmentations are intuitive and they have been hand-crafted for

decades by using human perception (e.g., a rotated chair remains a chair and a gray-scale dog

is still a dog). However, we may know other prior information about objects that are difficult

to transfer through invariance to augmentations (e.g., chairs should have 4 legs). This prior

information can be either given as image attributes (e.g., age or sex of a person, color of a bird,

etc.) or, in an unsupervised setting, directly learnt through a generative model (e.g., GAN or

VAE). Now, we ask: how can we integrate this information inside a contrastive framework to

reconnect intra-class images that are actually disconnected in GA? We rely on conditional mean

embedding theory and use a kernel defined on the prior representation/information. This allows

us to estimate a better configuration of the centroids in the representation space, with respect

to the downstream task, and, ultimately, provide theoretical guarantees on the classification

risk.

Kernel Graph

Definition 3.3.5. (RKHS on X ) We define the RKHS (HX , KX ) on X associated with a kernel

KX .

Example. If we work with large natural images, assuming that we know a prior z(x) about

our images (e.g., internal representation of a generative model), then we can compute KX using

z as KX (x, x
′) = K̃(z(x), z(x′)) where K̃ is a standard kernel (e.g., , Gaussian or Cosine).

To link kernel theory with the previous augmentation graph, we need to define a kernel

graph that connects images with high similarity in the kernel space.
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Definition 3.3.6. (Kernel graph) Let ϵ > 0. We define the ϵ-kernel graph Gϵ
KX

(Ve, EKX ) for

the kernel KX on X through 1) a set of vertices Ve = X and 2) a set of edges EKX such that

e ∈ EKX between x, x′ ∈ X iff max(KX (x, x), KX (x
′, x′))−KX (x, x

′) ≤ ϵ.

The condition max(KX (x, x), KX (x
′, x′))−KX (x, x

′) ≤ ϵ implies that dKX (x, x
′) ≤ 2ϵ where

dKX (x, x
′) = KX (x, x)+KX (x

′, x′)−2KX (x, x
′) is the kernel distance. For kernels with constant

norm (e.g., , the standard Gaussian, Cosine or Laplacian kernel), it is in fact an equivalence.

Intuitively, it means that we connect two original points in the kernel graph if they have small

distance in the kernel space. We give now our main assumption to derive a better estimator of

the centroid µx in the insufficient augmentation regime.

Assumption 3. (Extended intra-class connectivity) For a given task D, the extended graph

G̃ = GA ∪ Gϵ
KX

= (V,E ∪ EKX ) (union between augmentation graph and ϵ-kernel graph) is

class-connected for all y ∈ Y.

This assumption is notably weaker than Assumption 2 w.r.t augmentation distribution A.
Here, we do not need to find the optimal distribution A∗ as long as we have a kernel KX such

that disconnected points in the augmentation graph are connected in the ϵ-kernel graph. If KX

is not well adapted to the data-set (i.e it gives very low values for intra-class points), then ϵ

needs to be large to re-connect these points and we will see that the classification error will be

high. In practice, this means that we need to tune the hyper-parameter of the kernel (i.e., σ

for a RBF kernel) so that all intra-class points are reconnected with a small ϵ.

Conditional Mean Embedding

Decoupled Uniformity loss includes no kernel in its original form. It only depends on centroids

µx = Ev∼pA(V |x)f(v). Here, we show that another consistent estimator of these centroids can

be defined, using the previous kernel KX . To show it, we fix an encoder f ∈ F and require the

following technical assumption in order to apply conditional mean embedding theory [175, 263].

Assumption 4. (Expressivity of KX ) The (unique) RKHS (Hf , Kf ) defined on V with kernel

Kf = ⟨f(·), f(·)⟩Rd fulfills ∀g ∈ Hf ,Ev∼pA(V |·)g(v) ∈ HX

Theorem 5. (Centroid estimation) Let (vi, xi)i∈[1..N ]
i.i.d.∼ pA(V,X). Assuming 4, a consistent

estimator of the centroid is:

∀x ∈ X , µ̂x =
N∑
i=1

αi(x)f(vi) (3.29)

where αi(x) =
∑n

j=1[(KN + NλIN)
−1]ijKX (xj, x) and KN = [KX (xi, xj)]i,j∈[1..N ]. It converges

to µx with the ℓ2 norm at a rate O(N−1/4) for λ = O(N−1/2). Proof in Appendix B.8.

Intuition. This theorem says that we can use representation of images close to an anchor

x, according to our prior information, to accurately estimate µx. Consequently, if the prior
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is ”good enough” to connect intra-class images disconnected in the augmentation graph (i.e.

fulfills Assumption 3), then this estimator allows us to tightly control the classification risk .

From this theorem, we naturally derive the empirical Kernel Decoupled Uniformity loss using

the previous estimator.

Definition 3.3.7. (Empirical Kernel Decoupled Uniformity Loss) Let (vi, xi)i∈[1..N ]
i.i.d.∼ pA(V,X).

Let µ̂xj
=
∑N

i=1 αi,jf(vi) with αi,j = ((KN + λNIN)
−1KN)ij, λ = O(N−1/2) a regularization

constant and KN = [KX (xi, xj)]i,j∈[1..N ]. We define the empirical kernel decoupled uniformity

loss as:

L̂d
unif (f)

def
= log

1

N(N − 1)

N∑
i,j=1

exp(−||µ̂xi
− µ̂xj

||2) (3.30)

Extension to multi-views. If we have L views (v
(l)
i )l∈[1..L]

i.i.d.∼ p(V |xi) for each xi, we can

easily extend the previous estimator with µ̂xi
= 1

L

∑L
l=1 µ̂

(l)
xj where µ̂

(l)
xj =

∑N
i=1 αi,jf(v

(l)
i ).

The computational cost added is roughly O(N3) (to compute the inverse matrix of size N ×
N) but it remains negligible compared to the back-propagation time using classical stochastic

gradient descent. Importantly, the gradients associated to αi,j are not computed.

Generalization guarantees

We show here that L̂d
unif (f) can tightly bound the supervised classification risk for well-aligned

encoders f ∈ F .

Theorem 6. We assume 3 and 4 hold for a reproducible kernel KX and augmentation module

A. Let (vi, xi)i∈[1..N ]
i.i.d.∼ pA(V,X). For any α-weak aligned encoder f ∈ F :

L̂d
unif (f)−O

(
N−1/4

)
≤ Lsup(f) ≤ L̂d

unif (f) + 4D(2α + βN(KX )ϵ) +O
(
N−1/4

)
(3.31)

where βN(KX ) = (λmin(KN )√
N

+
√
Nλ)−1 = O(1) for λ = O(N−1/2), KN = (KX (xi, xj))i,j∈[1..N ]

and D is the maximal diameter of all sub-graphs G̃y ⊂ G̃ in the extended graph where y ∈ Y.
We noted λmin(KN) > 0 the minimal eigenvalue of KN .

Interpretation. Theorem 6 gives a tight bound on the classification loss Lsup(f) with few

assumptions. In the special case ϵ = 0 and A = A∗ (i.e the augmentation graph is class-

connected, a stronger assumption than 3), we retrieve the standard bounds of Theorem 4. As

before, we don’t require perfect alignment for f ∈ F and we don’t have class collision term

(even if the extended augmentation graph may contain edges between inter-class samples),

contrarily to [11]. Also, the estimation error doesn’t depend on the number of views (which

is low in practice))–as it was always the case in previous formulations [11, 133, 300] – but

rather on the batch size N . Contrarily to CCLK [280], we don’t condition our representation

to weak attributes but rather we provide better estimation of the conditional mean embedding

conditionally to the original image. Our loss remains in an unconditional contrastive framework

driven by the augmentations A and the prior KX on input images.
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3.3.4 Experiments

Here, we study several problems where Kernel Decoupled Uniformity outperforms current con-

trastive models. In unsupervised learning, we show that we can leverage generative models

representation to outperform current self-supervised models when the augmentations are insuf-

ficient to remove irrelevant signals from images. In a weakly supervised setting, we demonstrate

the superiority of our unconditional formulation when noisy auxiliary attributes are available.

Implementation details in Appendix B.7.

Generative models as prior - Evading feature suppression

Previous investigations [54] have shown that a few easy-to-learn irrelevant features not removed

by augmentations can prevent the model from learning all semantic features inside images. We

propose here a first solution to this issue.

Figure 3.14: Illustration of RandBits dataset [54]. For each image, a random integer is added as an additional
channel. The augmentation module A does not remove this noisy integer from images so it is shared between
all views. In practice, the integer is randomly sampled between 0 and 2k − 1 with k the number of random
bits. All CL models rely on this integer to perform their task, thus leading to poor representation. We provide
a first solution using generative models as prior.

We build a RandBits dataset based on CIFAR-10 (see Fig. 3.14). For each image, we add a

random integer sampled in [0, 2k−1] where k is a controllable number of bits. To make it easy to

learn, we take its binary representation and repeat it to define k channels that are added to the

original RGB channels. Importantly, these channels will not be altered by augmentations, so

they will be shared across views. We train a ResNet18 on this dataset with standard SimCLR
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augmentations [52] and we make k vary. For Kernel Decoupled Uniformity loss, we use a β-

VAE representation (ResNet18 backbone, β = 1) to define KV AE(x, x
′) = K(µ(x), µ(x′)) where

µ(·) is the mean Gaussian distribution of x in the VAE latent space and K is a standard RBF

kernel.

Loss 0 bits 5 bits 10 bits 20 bits

SimCLR [52] 79.4 68.74 13.67 10.07
BYOL [120] 80.14 19.98 10.33 10.00

β-VAE (β = 1) 41.37 43.32 42.94 43.1
β-VAE (β = 2) 42.28 43.89 43.11 42.19
β-VAE (β = 4) 42.5 42.5 42.5 39.87

Decoupled Unif (ours) 82.43 53.45 10.08 9.64
KV AE Decoupled Unif (ours) 82.74±0.18 68.75±0.24 68.42±0.51 68.58±0.17

Table 3.5: Linear evaluation accuracy (in %) after training on
RandBits-CIFAR10 with ResNet18 for 200 epochs. For VAE, we
also use a ResNet18 backbone. Once trained, we use its represen-
tation to define the kernel KV AE in Kernel Decoupled Uniformity
loss.

Figure 3.15: Empirical verification of
our theory. The optimal ϵ∗ to add 100
edges between intra-class images is cor-
related with the downstream accuracy,
as suggested by Theorem 6. We use
k = 20 bits and an RBF kernel.

Table 3.5 shows the linear evaluation accuracy computed on a fixed encoder trained with

various contrastive (SimCLR, Decoupled Uniformity and Kernel Decoupled Uniformity) and

non-contrastive (BYOL and β-VAE) methods. As noted previously [54], β-VAE is the only

method insensitive to the number of added bits, but its representation quality remains low

compared to other discriminative approaches. All contrastive approaches fail for k ≥ 10 bits.

This can be explained by noticing that, as the number of bits k increases, the number of edges

between intra-class images in the augmentation graph GA decreases. For k bits, on average

N/2k images share the same random bits (N = 50000 is the dataset size). So only these images

can be connected in GA. For k = 20 bits, < 1 image share the same bits which means that

they are almost all disconnected, and it explains why standard contrastive approaches fail.

Same trend is observed for non-contrastive approaches (e.g., BYOL) with a degradation in

performance even faster than SimCLR. Interestingly, encouraging a disentangled representation

by imposing higher β > 1 in β-VAE does not help. Only our KV AE Decoupled Uniformity loss

obtains good scores, regardless of the number of bits.

Towards weaker augmentations

Color distortion (including color jittering and gray-scale) and crop are the two most important

augmentations for SimCLR and other contrastive models to ensure good representation on

ImageNet [52]. Whether they are best suited for other datasets (e.g medical imaging [86] or

multi-objects images [54]) is still an open question. Here, we ask: can generative models remove

the need for such strong augmentations ? We use standard benchmarking datasets (CIFAR-10,
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CIFAR-100 and STL-10) and we study the case where augmentations are too weak to connect all

intra-class points. We compare to baseline where all augmentations are used. We use a trained

VAE to defineKV AE as before and a trained DCGAN [226]KGAN(x, x
′)

def
= K(z(x), z(x′)) where

z(·) denotes the discriminator penultimate layer. In Table 3.6, we observe that our contrastive

Loss
CIFAR-10 CIFAR-100 STL-10

All w/o Color
w/o Color
+Crop

All w/o Color
w/o Color
+Crop

All w/o Color
w/o Color
+Crop

SimCLR [52] 79.4 62.56 34.07 49.50 38.27 15.28 76.99 59.01 39.56
BYOL [120] 80.14 64.86 45.88 51.57 35.61 22.48 77.62 65.36 11.28

Barlow Twins [314] 81.61 53.97 47.52 52.27 28.52 24.17 74.86 49.10 34.26
MoCo v3 [57] 84.01 67.71 42.12 55.86 36.95 22.11 81.12 64.25 38.38
VAE∗ [173] 41.37 41.37 41.37 14.34 14.34 14.34 42.17 42.17 42.17

DCGAN∗ [226] 66.71 66.71 66.71 26.17 26.17 26.17 70.06 70.06 70.06
Decoupled Unif (ours) 82.43 60.45 39.18 54.01 34.16 14.58 78.12 54.53 36.81

KV AE Decoupled Unif (ours) 82.52 72.92 50.52 54.66 45.59 28.24 78.00 61.39 45.64
KGAN Decoupled Unif (ours) 83.01 77.16 69.19 54.41 50.07 35.98 78.50 71.44 68.11

Table 3.6: When augmentation overlap hypothesis is not full-filled, generative models can provide a good
kernel to connect intra-class points not connected by augmentations. ∗ For VAE and DCGAN, we did not
use augmentations during training since they model the true data distribution. Bold: best result; underlined:
second best.

framework with DCGAN representation as prior is able to match the performance of SimCLR on

CIFAR100 within 200 epochs by applying only crop augmentations and flip. Additionally, when

removing almost all augmentations (crop and color distortion), we approach the performance

of the prior representations of the generative models. This is expected by our theory since we

have an augmentation graph that is almost disjoint for all points and thus we only rely on the

prior to reconnect them.

ImageNet100. Current contrastive models do not match supervised performance on Ima-

geNet. It means the augmentation graph is not entirely class-connected and there is still room

for improvement. We show that BigBiGAN representation [84] provides a way to improve the

performance of our contrastive model with standard SimCLR augmentations. First, to pro-

vide empirical evidence that decoupled uniformity loss (without kernel) is on par with current

SOTA models, we optimize Ld
unif on 100-class subset of ImageNet (following [275]) in the multi-

view setting. Then, we show that BigBiGAN encoder [84] pre-trained on ImageNet (without

labels) can define a kernel KGAN(x, x
′) = K(z(x), z(x′)) to improve contrastive-based model

representation. K is an RBF kernel and z(·) is the BigBiGAN’s encoder output.

Filling the gap for medical imaging

Data augmentations on natural images have been handcrafted over decades to achieve current

performance on ImageNet. However, they might not be sufficient for medical datasets [87]. We

study 1) bipolar disorder detection (BD), a challenging binary classification task, on brain MRI

dataset BIOBD [148] and 2) chest radiography interpretation, a 5-class classification task on
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Model Epochs ImageNet100

SimCLR [52] (repro) 400 66.52
BYOL [120] (repro) 400 72.26

CMC [275] 400 73.58
DCL [61] 400 74.6

AlignUnif [297] 240 74.6
Decoupled Unif (4 views) 400 74.70

BigBiGAN [84] - 72.0
KGAN Decoupled Unif (4 views) 400 76.60

Supervised 100 82.1±0.59

Table 3.7: Linear evaluation accuracy(%) with our model
pre-trained on ImageNet100 using BigBiGAN representation
trained on ImageNet as prior information for Decoupled Uni-
formity. We use ResNet50 trained on 400 epochs. Gray: Ima-
geNet pre-training (w/o labels).

Model BD vs HC

SimCLR [52] 60.46±1.23

BYOL [120] 58.81±0.91

MoCo v2 [136] 59.27±1.50

Model Genesis [320] 59.94±0.81

VAE [173] 52.86±1.24

KV AE Decoupled Unif (ours) 62.19±1.58

Supervised 67.42±0.31

Table 3.8: Linear evaluation AUC(%) for dis-
criminating bipolar disorder vs controls us-
ing brain MRI and DenseNet121 model. All
models are pre-trained on BHB-10K, a large
dataset of brain scans from healthy controls.
Standard deviation is reported with a 5-fold
leave-site-out CV scheme to avoid possible bias
on acquisition site.

Loss Atelectasis Cardiomegaly Consolidation Edema Pleural Effusion

SimCLR 82.42 77.62 90.52 89.08 86.83
BYOL 83.04 81.54 90.98 90.18 85.99

MoCo-CXR [264] 75.8 73.7 77.1 86.7 85.0

GLoRIA [150] 86.70 86.39 90.41 90.58 91.82
CCLK [280] 86.31 83.67 92.45 91.59 91.23

KGloRIA Decoupled Unif (ours) 86.92 85.88 93.03 92.39 91.93

Supervised [35] 81.6 79.7 90.5 86.8 89.9

Table 3.9: AUC scores(%) under linear evaluation for discriminating 5 pathologies on CheXpert images.
ResNet18 backbone is trained for 400 epochs (batch size N = 1024) without labels on official CheXpert training
set and results are reported on validation set.

CheXpert [154]. BIOBD contains 356 healthy controls (HC) and 306 patients with BD. We

use BHB-10K as a large pre-training dataset containing 10k 3D images of healthy subjects (as

in section 3.2.3). For CheXpert, we use Gloria [150] representation, a multi-modal approach

trained with (medical report, image) pairs to extract 2048-d features as weak annotations. We

show that our approach improves contrastive model in both unsupervised (BD) and weakly

supervised (CheXpert) setting for medical imaging.

Weakly supervised learning on natural images

Now we assume to have access to image attributes that correlate well with true semantic labels

(e.g birds color or size for birds classification). We use three datasets: CUB-200-2011 [303],

ImageNet100 [275] and UTZappos [312], following [280]. CUB-200-2011 contains 11788 images

of 200 bird species with 312 binary attributes available (encoding size, wing shape, color,

etc.). UTZappos contains 50025 images of shoes from several brands sub-categorized into 21

groups that we use as downstream classification labels. It comes with 7 attributes. Finally, for

ImageNet100 we follow [280] and use the pre-trained CLIP [227] model (trained on pairs (text,
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Loss CUB ImageNet100 UT-Zappos

SimCLR 17.48 65.30 84.08
BYOL 16.82 72.20 85.48

CosKernel CCLK [280] 15.61 74.34 83.23
RBFKernel CCLK [280] 30.49 77.24 84.65

CosKernel Decoupled Unif 27.77 78.8 85.56
RBFKernel Decoupled Unif 32.87 76.34 84.78

Table 3.10: If images attributes are accessible (e.g birds color or size for CUB200), they can be leveraged as
prior in our framework to improve the representation.

image)) to extract 512-d features considered as prior information. We compare our method

with CCLK, a conditional contrastive model that defines positive samples only according to

the conditioning attributes.

Analysis of temperature and batch size on Decoupled Uniformity loss

InfoNCE is known to be sensitive to batch size and temperature to provide SOTA results.

In our theoretical framework, we assumed that f(x) ∈ Sd−1 but we can easily extend it to

f(x) ∈
√
tSd−1 where t > 0 is a temperature hyper-parameter. It defines the radius of the hyper-

sphere and the corresponding loss function is Ld
unif (f) = E(x,x′)∼p(X)p(X′) exp (−t||µx − µx′ ||2).

In Table 3.11 and 3.11, we show that Decoupled Uniformity does not require large batch size

(as it is the case for SimCLR with InfoNCE) and it produces good representations for t ∈ [1, 5].

Datasets t = 0.1 t = 0.5 t = 1 t = 2 t = 5 t = 10

CIFAR10 73.91 83.01 84.72 85.82 83.05 74.82
CIFAR100 39.16 51.33 55.91 58.89 56.70 48.29

Table 3.11: Linear evaluation accuracy (%) after training for 400 epochs with batch size N = 256 and varying
temperature t in Decoupled Uniformity loss with SimCLR augmentations. t = 2 gives overall the best results,
similarly to the uniformity loss in [297].

Datasets Loss n = 128 n = 512 n = 1024 n = 2048

CIFAR10
SimCLR 78.89 79.40 80.02 80.06

Decoupled Unif 82.67 82.12 82.74 82.33

CIFAR100
SimCLR 49.53 53.46 54.45 55.32

Decoupled Unif 54.61 54.12 55.56 55.20

Table 3.12: Linear evaluation accuracy (%) after training for 200 epochs with a batch sizeN , ResNet18 backbone
and latent dimension d = 128. Decoupled Uniformity is less sensitive to batch size than SimCLR thanks to its
decoupling between positives and negative samples.

3.3.5 Conclusion

This work was devoted to novel theoretical developments for contrastive learning (CL) leading

to new generalization guarantees. In particular, we showed how prior information (e.g. given
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by generative models) can define a prior structure in the representation space that can be

ultimately leveraged to improve the final representation of images using DNN. We have drawn

connections between kernel theory and CL to build our theoretical framework. As opposed to

previous section 3.2, we did not rely on conditional independence hypothesis, but rather on

the (weaker) intra-class connectivity hypothesis in the extended augmentation graph to derive

tight bounds on downstream classification task. In practice, we show that generative models

provide a good prior when augmentations are too weak or insufficient to remove easy-to-learn

noisy features. We show applications to medical imaging in a fully unsupervised setup but also

in the weakly supervised setting on natural images. We hope that CL will benefit from the

future progress in generative modelling with our theoretical framework and it will widen its

field of application to challenging tasks, such as computer aided-diagnosis.

This study is also an extension of our previous analysis where we only studied CL through

Information Theory (IT) with a weakly supervised signal. We argued that IT does not pro-

vide a satisfying theoretical framework to study CL and we have based our analysis on metric

learning instead, using concepts of alignment and uniformity for CL. Future work will consist

in comparing the previous y-Aware InfoNCE estimator with Decoupled Uniformity loss and to

analyze its theoretical property using the tools developed in this section, namely augmentation

and kernel graph along with conditional mean embedding theory. Finally, our theory provides

guarantees only for in-domain images, i.e., images in pre-training and downstream tasks come

from the same source domain. However, our main paradigm described Fig. 3.1 assumes that

images on downstream tasks also come from out-domain, i.e., from patients with brain pathol-

ogy as opposed to healthy controls. Consequently, an important future direction is to study

linear transferability (a concept proposed by HaoChen [134]) of an encoder pre-trained only on

one domain (healthy controls) and whose representation is transferred to several other domains

(e.g. psychiatric disorders).
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With the growing emergence of new large-scale multi-site resource for neuroimaging (e.g.

UKBioBank [37], HCP [286], etc.), we anticipate the emergence of deep models for supervised

representation learning. However, as we saw in Chapter 2, these imaging data are often col-

lected with different scanners and acquisition protocols, reflecting the inevitable constraints and

objective of each neuroimaging study to answer broad questions in neuroscience (e.g. human

brain development with HCP [286], aging with UKBioBank [37], biomarker discovery for ASD

with ABIDE [79]). These discrepancies between studies highly influence image quality and in-

duce a serious bias in machine learning (ML) models, a phenomena well described in Chapter 2.

As D. Bzdok hypothesized [38]: Across-site heterogeneity may explain why, counter-intuitively,

predictive model performance have been repeatedly reported to decrease as the available neuro-

science data increases [306].

As an illustrative example, let us consider two cohorts, C1 and C2, acquired on two different

scanners. We assume that C1 only contains males and C2 only females. Furthermore, we

assume the two scanners have different permanent magnetic field (e.g. 1.5T and 3T) thus

leading to different spatial resolutions. An ML algorithm trained to predict sex from {C1, C2}
can very well over-fit on spatial resolution quality instead of a neuroanatomical pattern to

achieve perfect accuracy. If the train-test splits are stratified according to sex and scanner,

this algorithms would even achieve good accuracy on test. We see that biased representation

arises from a high correlation between the target to predict (sex in previous example) and the

confounding variable (a.k.a bias which is the scanner in previous example). We argue that such

bias limits the transfer capacity of pre-trained models and it can even lead to false discovery,

especially for small sample size studies [196].

This chapter is devoted to tackle this issue. We first present a new large-scale brain sMRI

resource-OpenBHB-publicly available, along with a machine learning challenge focused on su-

pervised representation learning for brain age prediction with site-effect removal, viewed as a

debiasing task. Accurately estimating biological age from brain imaging is an on-going challenge

124



which may provide important insights for biomarkers discovery and personalized medicine, as

we shall discuss. OpenBHB is quite unique for its size (including N > 5k subjects) and its

heterogeneity (71 acquisition centers spread worldwide over 3 continents- Asia, North Amer-

ica and Europe). It is focused on the healthy population and it is lifespan with standardized

pre-processing pipelines for both surface-based and volume-based MRI analysis. We first study

OpenBHB properties before presenting the challenge currently available on RAMP platform.

This challenge introduces key metrics derived from submitted models representation (in par-

ticular through linear probing [5])), assessing their bias on acquisition site and their cross-site

generalization performance for brain age prediction. Finally, we present first experiments from

SOTA DNN models trained on several MRI modalities (whole-brain volume-based and surface-

based measurements including gray matter volume, cortical thickness, surface area, local cur-

vature etc.) and we evaluate SOTA harmonization model, namely ComBat [101].

4.1 Introduction

Figure 4.1: Illustration of the OpenBHB dataset along with the proposed challenge. OpenBHB is a large-
scale (N > 5K subjects), international (covers Europe, North America, and China), lifespan (5-88 years old)
brain MRI dataset including images preprocessed with three pipelines (quasi-raw, VBM with CAT12, and SBM
with FreeSurfer). It is openly accessible on IEEE Dataport. It comes with a new challenge on representation
learning for brain age prediction with site debiasing. Challenge information and dataset accessibility procedure
are described on our website.

Brain aging implies several complex processes (e.g., cortical thinning or synaptic pruning)

that vary drastically across individuals [213]. In particular, this maturation affects several

functional and structural networks involved in cognition (e.g., working memory), motor func-

125

https://ramp.studio/problems/brain_age_with_site_removal
https://ieee-dataport.org/open-access/openbhb-multi-site-brain-mri-dataset-age-prediction-and-debiasing
https://baobablab.github.io/bhb/


tions, or emotion (e.g., Default Mode Network). It has been shown [25, 65, 67, 164, 218]

that machine learning (ML) models can learn from neuroimaging data to accurately estimate

chronological age from the healthy population, taking into account the general variability (both

environmental and genetic [164]) to build strong predictors of brain development. The Brain

Age Gap (BAG, defined as the absolute difference between chronological and predicted age)

has been used as a proxy measure to detect both neurodegenerative and neurodevelopmental

disorders [110, 167, 178, 247] (e.g., Alzheimer or schizophrenia). It has also been described as

a predictor of mortality [69] and other brain disorders (such as major depressive disorder [131],

bipolar disorder [167] or traumatic brain injuries [66]).

Nevertheless, there are currently several shortcomings in the neuroimaging literature that

heavily limit the clinical impact of such algorithms. First, the lack of public benchmarks

necessarily limits the comparison and reproducibility of competing works on brain age pre-

diction. Recent studies [137, 138] show that the choice of age range, number of samples, and

pre-processing strategies - e.g. Region-Of-Interest (ROI), Voxel-Based Morphometry (VBM) or

Surface-Based Morphometry (SBM) - are drastically different across studies, making the com-

parison difficult. In this regard, the Predictive Analytic Challenge [96] (PAC) in 2019 catalyzed

the development of new ML algorithms and Deep Learning (DL) networks specially engineered

for relatively large-scale (N = 2636) brain MRI data. Nevertheless, the development of DL ar-

chitectures for neuroimaging data is still lagging behind the ones developed for natural images

(e.g., there is still no consensus whether DL models are more efficient than simple regularized

linear models [2, 249] on phenotype prediction even if more and more evidence is accumulating

for the former [137, 138, 218]).

Second, most large emerging datasets are multi-sites (e.g., ABIDE, ABCD, ADNI, ENIGMA,

SCHIZCONNECT), partly because of the high acquisition cost per patient in each study.

Several recent works [112, 293] have shown that ML models are heavily biased by the acquisition

site, and they generalize poorly to MRI images coming from never-seen sites. This issue can

be attributed to the difference between scanners manufacturers, specifications, settings, and

hardware.

This is an important limitation for applying these models to neuroimaging data, especially

for personalized medicine in psychiatry. In this context, harmonization methods [101, 108, 171]

have emerged to remove this undesired variability from the data. However, such harmonization

models estimate their parameters on the entire dataset, or at least, on a great portion of it

containing all sites. It is also a limitation in the context of personalized medicine, where MRI

data coming from new hospitals would mean to re-train the whole model before making a new

prediction. Besides, these methods are also sensitive to the number of samples per site as some

statistics (mean or variance) are estimated for each site separately. Other recent approaches

[24, 78, 193, 194, 235] are integrating DL to perform image-to-image translation (e.g style

transfer) in order to bring all images in a common debiased space. Validating such approaches
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is often difficult and it either relies on travelling patients (scanned at multiple sites), which

is very costly, or on statistical analysis on the generated images (e.g using Fréchet Inception

Distance [194]) or directly by demonstrating that biological variables are well preserved (e.g age

or sex [24, 235]). Other line of work [82] directly tries to remove site information via adversarial

attack while training an encoder to predict the biological variable of interest (e.g age or sex).

In that case, the validation procedure simply consists in evaluating the encoder’s capacity to

retain biological and site information. All these approaches use different validation procedure

and they are hardly comparable to one another (as they generally do not even use the same

datasets and modalities).

As a result, we propose the OpenBHB Challenge on brain age prediction with site-effect

removal. This challenge is based on the large-scale (N > 5000) multi-site brain MRI dataset

OpenBHB that contains both minimally preprocessed data along with VBM and SBM measures

derived from raw T1w MRI. All images in OpenBHB have passed a semi-automatic visual

quality check, and the data are publicly available on the online IEEE Dataport platform. The

challenge consists in learning a representation of the data such that i) brain age variability is

preserved and ii) site-related information is removed. The submitted models should output a

vector representing input data such that brain age can be easily predicted (i.e. through linear

evaluation) and acquisition site signal is absent (i.e. random chance for predicting site with

linear evaluation). Thus, this challenge is closely related to several hot topics in ML/DL, such

as representation learning driven by a supervised signal [87, 170], debiasing and trustworthy AI

[17, 21, 41, 62, 273]. To evaluate the submitted models, we propose a novel metric computed

on two test sets: an internal test that contains images from the same sites as training and

and external test including images from distinct sites. We hope this challenge will facilitate

the benchmarking of ML and DL models for both brain age prediction and site-effect removal

through a representation learning approach.

We plan to extend OpenBHB with additional subjects, longitudinal data and other modali-

ties (e.g., resting-state functional MRI and diffusion MRI) that bring complementary structural

and functional information to the current T1w images.

In summary, in this work our main contributions are:

• OpenBHB, a new large-scale (N > 5000) brain MRI dataset publicly available that in-

cludes:

– preprocessed quasi-raw, VBM and SBM T1w data;

– a visual quality check;

– a training, validation and test splits used for the OpenBHB challenge;

• a new challenge for brain age prediction with site-effect removal.

• a leader-board for the comparison of submitted models with a new metric.

• an online platform to submit the trained models
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4.2 OpenBHB dataset

4.2.1 Public datasets aggregated in OpenBHB

Study # Subjects # Scans Age Sex (%M) # Sites # Settings Modalities (others available)

ABIDE I 527 527 17.2 ± 7.7 82.0 20 1 T1w, (rfMRI)
ABIDE II 555 555 14.9 ± 9.5 69.5 17 (1 out) 1 T1w (rfMRI)
CoRR 1368 1368 25.9 ± 15.9 49.4 26 (8 out) 1 T1w, (rfMRI)
GSP 1570 1570 21.5 ± 2.9 42.4 5 1 T1w, (rfMRI)
IXI 558 558 48.7 ± 16.4 44.4 1 3 T1w, (T2w, DWI, PD)

Localizer 76 76 24.5 ± 6.6 42.7 2 1 T1w, (fMRI)
MPI-Leipzig 282 282 35.6 ± 17.8 60.3 1 2 T1w, (rfMRI)

NAR 289 289 22.1 ± 4.9 41.9 3 1 T1w, (T2w, fMRI)
NPC 64 64 26 ± 4.2 55 1 1 T1w, (T2w, DWI, rfMRI)
RBP 41 41 23.1 ± 5.0 48.8 1 1 T1w, (T2w, DWI, rfMRI)

Total 5330 5330 25.3 ± 15 52.1 71 (9 out) 13 T1w

Table 4.1: OpenBHB demographic information. Acquisition settings include mainly the magnetic field strength
and acquisition protocol used for MRI acquisition (see Sec. 4.2.1 for more details). Only images with available
acquisition settings are included in the OpenBHB challenge (the number of sites excluded for the challenge are
indicated in parentheses). Six sites are shared between ABIDE 1 and 2, and only healthy subjects are considered
in the current release.

OpenBHB aggregates 10 publicly available datasets, namely IXI1, ABIDE 1 [79], ABIDE

2 [80], CoRR [324], GSP [36], LOCALIZER [212], MPI-Leipzig [16], NAR [206], NPC [269],

and RBP [100, 192]. Currently, OpenBHB is focused only on Healthy Controls (HC) since

the main challenge consists in modeling the (normal) brain development by building a robust

brain age predictor. As a result, we only included HC from ABIDE 1 and 2, and we left

out the subjects with Autism Spectrum Disorders in the current release. OpenBHB contains

N = 5330 3D T1 brain MRI scans from HC acquired on 71 different acquisition sites with

eventually multiple acquisition protocols per site (see Tab. 4.1). As highlighted in the map

accompanying Tab. 4.1, the subjects included in OpenBHB come from European-American,

European, and Asian genetic backgrounds, promoting more diversity in OpenBHB. To manage

1https://brain-development.org/ixi-dataset
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redundant images, one session per participant has been retained along with its best-associated

run, selected according to image quality. We also provide the participants phenotype as well

as site and scanner information associated with each image, which essentially includes age, sex,

acquisition site, diagnosis (in our case only HC), MRI scanner magnetic field, and MRI scanner

settings identifier (a combination of multiple information composed of a subset of the repetition

time, echo time, sequence name, flip angle, and acquisition coil). Some widespread confounds

are also proposed, such as the Total Intracranial Volume (TIV), the CerebroSpinal Fluid Volume

(CSFV), the Gray Matter Volume (GMV), and the White Matter Volume (WMV).

The overall age and sex distributions for OpenBHB are plotted Fig. 4.3. It should be noticed

that sex distribution is globally well balanced for all age bins. Age distribution contains 2 main

modes centered around 10 years old (during synaptic pruning) and 25 years old with a long tail

above 40 until 88 years (and fewer samples in this range).

Additionally, we performed appearance analysis from VBM data, as it preserves cortical

and sub-cortical information from raw images (as opposed to SBM) and ROI measures can be

derived easily to reduce data dimensionnality. Specifically, we represented the t-SNE visual-

ization of ROI extracted from VBM data in Fig. 4.2 per study. This plot clearly suggests that

age and site effect are driving the representation, thus justifying the objective of the OpenBHB

challenge. Datasets with both a large number of sites and a large age range cover wider regions

in t-SNE space than others (e.g CoRR covers almost all regions while GSP and IXI cover only

middle and upper regions; even if they are lifespan, they only include 6 sites together vs 18

sites for CoRR). This is even more obvious with MPI-Leipzig that covers mostly small left and

upper regions while it is also lifespan.

Figure 4.2: t-SNE representation of VBM ROI normalized by TIV for each sample in OpenBHB Challenge.
Age and sites dominate the representation, and studies with multiple sites have a broader variety of images (in
terms of surface covered in the t-SNE space). For instance, MPI-Leipzig covers mostly a single region on the
left while NAR is more varied. CoRR is the most varied study as it covers almost all representation space.
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(a) Overall age and sex distributions.
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(b) Age and sex distributions by study

Figure 4.3: Demographic description of OpenBHB (a) overall and (b) by study. Age histograms show a peak
distribution for young adults (20-30 years old) with a long tail distribution for older adults (60-80 years old).
While age disparities are observed between studies, the age remains a poor site predictor (see Table 4.3). All
data-sets are well-balanced between males and females.

130



4.2.2 Preprocessing and derived anatomical features

All data are preprocessed uniformly with container technologies comprising quasi-raw, CAT12

VBM, and FreeSurfer (see Fig. 4.2.2), which allows us to control the different software ver-

sions over time. The project hosting the codes is freely accessible at https://brainprep.

readthedocs.io. We conducted a semi-automatic quality control (QC) guided with quality

metrics leading to a selection of images that meet the quality criteria for all three pre-processing

pipelines (see Fig. 4.5 and the detailed QC per pre-processing below).

Figure 4.4: Illustration of the OpenBHB available preprocessed data: quasi-raw, Gray Matter (GM) CAT12
VBM, and FreeSurfer ”recon-all” from left to right.

Quasi-raw

Steps: Minimally preprocessed data were generated using ANTS[13] bias field correction, FSL

FLIRT[158] with 9 degrees of freedom (no shearing) followed by affine registration to the 1mm3

MNI template, and the application of a brain mask to remove non-brain tissues in the final

images.

Quality control: First, we computed the correlation between each image and the the mean

of every other images in order to sort them by increasing correlation score. Then, images

were manually inspected in-house following this sorting and a first threshold was set to remove

the first k images. Additionally, we used the average correlation (using Fisher’s z transform)

between registered images as a metric of quality and we retained only images at a threshold

higher than 0.5 (see Fig. 4.5).

CAT12 VBM

Steps: Voxel-Based Morphometry (VBM) was performed with CAT12[109] (http://www.

neuro.uni-jena.de/cat). The analysis stream includes non-linear spatial registration to the

1.5mm3 MNI template, Gray Matter (GM), White Matter (WM), and CerebroSpinal Fluid

(CSF) tissues segmentation, bias correction of intensity non-uniformities, and segmentations

modulation by scaling with the amount of volume changes due to spatial registration. VBM

is most often applied to investigate the GM. The sensitivity of VBM in the WM is low, and

131

https://brainprep.readthedocs.io
https://brainprep.readthedocs.io
http://www.neuro.uni-jena.de/cat
http://www.neuro.uni-jena.de/cat


usually, diffusion-weighted imaging is preferred for that purpose. For this reason, only the

modulated GM images are shared. Moreover, CAT12 computes GM volumes averaged on the

Neuromorphometrics atlas that includes 284 brain cortical and sub-cortical ROI.

Quality control: We performed the same in-house QC visual analysis as for quasi-raw images

(see section 4.2.2). Additionally, we also monitored the Noise Contrast Ratio (NCR) and Image

Quality Rating (IQR) as two metrics of quality and we retained only images at a threshold below

4 (see Fig. 4.5).

FreeSurfer

Steps: Cortical analysis was performed with FreeSurfer “recon-all” (https://surfer.nmr.

mgh.harvard.edu). The analysis stream includes intensity normalization, skull stripping, seg-

mentation of GM (pial) and WM, hemispheric-based tessellations, topology corrections and

inflation, and registration to the ”fsaverage” template. From the available morphological mea-

sures, the Desikan [75] and Destrieux [98] ROI-based cortical thickness (CT), surface area

(SA), and curvature (CR) are shared. Specifically, 7 ROI-based features computed both on

Desikan and Destrieux atlases are shared including: the cortical thickness (mean and standard

deviation), GM volume, surface area, integrated mean and Gaussian curvatures and intrinsic

curvature index. Moreover, vertex-wise cortical thickness, curvature and average convexity

features [97] (measuring the depth/height of a vertex above the average surface) are also ac-

cessible on the high-resolution seven order icosahedron. To allow inter-hemispheric cortical

surface-based analysis, we further transform the right hemisphere features into the left one, us-

ing the symmetric “fsaverage sym” Freesurfer template and the “xhemi” routines [119]. The

final vertex-wise cortical features comprise 163, 842 nodes per hemisphere.

Quality control: Similarly with quasi-raw and VBM, we first performed a visual analysis

on images ranked by the correlation score. In addition we used the Euler number as a metric

of quality and we retained images at a threshold greater than −217, as specified in [237] (see

Fig. 4.5).

4.2.3 Train-validation-test splits of OpenBHB with external test for the OpenBHB

challenge

For the proposed OpenBHB Challenge (see hereafter section 4.3), we have carefully designed

a train-validation-test split (Tab. 4.2) such that the public training and validation sets and

the so-called internal test set, that are all issued from OpenBHB, share the essential statistical

properties needed for the challenge, i.e., similar age, sex, and site distributions. Additionally,

to assess the generalization powers of submitted models in the challenge, we have built an

independent external test set (issued from other sites) described hereafter. Figure 4.7 gives a
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(a) Train∪Val (OpenBHB) + External Test (b) Train∪Val (OpenBHB) + Internal Test (OpenBHB)

Figure 4.5: OpenBHB quality assessment and image selection. Several metrics of quality have been used to
perform the quality check (QC) on OpenBHB (train+internal test) and the external test. IQR: Image Quality
Rating; NCR: Noise Contrast Ratio; Correlation: Average correlation between each registered images and all
the other ones (Z-transformed). The manually determined cutting threshold used as inclusion criteria in QC is
indicated by the red vertical line. A clear domain gap is observed on VBM and SBM (FreeSurfer) data between
train and external test. However we have similar image quality between OpenBHB train and internal test for
all modalities (VBM, SBM, Quasi-raw).

Figure 4.6: t-SNE representation of VBM ROI normalized by TIV for each sample in the challenge splits.
Internal test is representative of the training+validation sets in terms of covered regions while external test has
regions not represented in train (especially for younger participants, bottom and right regions).

quick visual overview of the splitting strategy. Notably, both internal and external tests are

currently kept private to the participants in the context of the OpenBHB Challenge.

Training, Validation and Internal test splits of OpenBHB. We used a stratified sam-

pling of OpenBHB similar distributions of essential variables, i.e., age, sex, and site. Consider-
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Figure 4.7: Splitting strategy used for OpenBHB. The public data available are split into a training and
validation set (useful for cross-validation and to derive comparable public results). Private data (used to score
the models submitted to the OpenBHB challenge) are composed of 2 subsets: an internal test (stratified on
age, sex and site from the OpenBHB dataset) and an external test (independent from OpenBHB and with
acquisition centers distinct from the public data). Importantly, the validation set is built in a similar fashion
from public OpenBHB data to allow participants to derive all the challenge’s metrics.
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Figure 4.8: Age, sex and study distribution between the training+validation and internal testing splits defined
for the OpenBHB Challenge. All statistics are well preserved between both splits, thus avoiding any obvious
bias in ML predictions.

ing the large number of sites (> 60) and age bins in OpenBHB - for a reasonable binarization

scheme (e.g., 5-years bins) - it is prohibitive to use the naive stratification approach based on

the cartesian product between sites, binarized age, and sex (there would not be enough samples

per bin). To properly define such a split, we used the iterative stratification algorithm [252]

that tries to optimally preserve the different age, sex, and site histograms between train and

test. Using this method, we obtained a training/internal test split that holds well age, sex, and

site statistics (see Fig. 4.8 and Table 4.2).
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Split Characteristic # Subjects Age Sex (%M) # Sites×Acq

Train Public, from OpenBHB 3227 25.2± 14.6 52 58
Validation Public, from OpenBHB 757 23.8± 12.8 55 64

Internal Test Private, from OpenBHB 664 25.3± 14.2 52 64
External Test Private, new sites 720 22.3± 11.1 53.3 8

Table 4.2: Training, Validation, Internal (stratified) and External test splits for the OpenBHB Challenge. 679
images from OpenBHB have missing label information (e.g acquisition setting) and are not considered in this
challenge. External test is fully independent from OpenBHB and it is only used to assess the generalization
capacity of submitted algorithms in the OpenBHB Challenge.

External test. In the context of the OpenBHB Challenge, we also built an external test,

fully independent from OpenBHB that also preserves age and sex statistics (see Fig. 4.8 and

Table 4.2) but that contains images acquired on independent sites (i.e., with no site overlap with

OpenBHB). These sites are kept private to avoid any bias or data leakage during the challenge.

The external test set is used to evaluate the generalization capacity of ML models on never-seen

sites for brain age prediction (see section 4.3 for more details). As for the OpenBHB challenge,

MRI scans from this external test have been acquired on both 1.5T and 3T in geographically

distinct locations, across 8 acquisition centers.

Region coverage analysis between training, validation and tests Previously we showed

that training, validation and the 2 test sets share the same age and sex distributions (along

with the same site distribution between training and internal test). As we saw in Fig. 4.2, we

can use t-SNE visualization tool on VBM data to analyze the appearance similarity between

training and internal or external test sets (similarly with [45] in the context of semi-supervised

learning for labelled/unlabelled splits). Specifically, we performed dimensionnality reduction

with t-SNE to project ROI VBM data in a 2D space. Then we analyzed the regions covered

by training, internal test and external test in this space. In Fig. 4.6, we observe that most

regions are covered both by the training and internal test in the t-SNE projected space while

some regions are only covered by the external test (e.g bottom and right regions, usually for

younger participants). This suggests that the training set covers well the internal test but there

is a domain gap between training and external test. To quantitatively assess the coverage of

both internal and external tests over training, we took inspiration from [45] by defining the

Intersection Over Union (IoU) metric between train and test. We have defined the regions

covered by each split by performing a one-class SVM algorithm on data reduced by t-SNE and

we have computed IoU between the regions covered by 2 splits (see [45] for more details). In our

case, we have IoU=0.94 between {training,validation} and internal test and IoU=0.64 between

{training,validation} and external test. This further supports our claim that our training and

validation sets represent well our internal test set while the external test covers new regions,

distinct from training and validation. This could be directly related to site effect that is present

in our dataset (see section 4.3.4) and, thus, we favor algorithms insensitive to domain gap in
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the OpenBHB challenge.

4.2.4 Data organization and accessibility

Data sharing. A data sharing platform distributes the prepared OpenBHB dataset. All

up-to-date information are centralized at this location https://baobablab.github.io/bhb.

Data organization. Currently, we are only sharing the training and validation splits for the

OpenBHB challenge, in order to avoid data leakage. All modalities (quasi-raw, VBM, SBM) are

stored in NumPy (.npy) format to allow easy cross-platform implementation. A resource folder

contains information about the actual geometry of all manipulated data (i.e VBM and quasi-

raw MNI templates as well as ROI labels for the Desikan [75] and Destrieux [98] atlases used

by FreeSurfer and for the Neuromorphometric atlas used by CAT12). The data are stored in

N-dimensional arrays, where the first two dimensions are sample size and number of modalities

(or channels, equal to 1 here), followed by the data dimension. All metadata are stored in

the participants TSV file and quality control metrics in the qc TSV file. Finally, the 64 pair

(site, acquisition setting) labels used in the OpenBHB challenge are available in the TSV file

official site class labels. In more details, the directory contains:

• participants.tsv: metadata table with columns participant identifier, study, sex, age,

site, acquisition settings, TIV, CSFV, GMV, and WMV (cf. Section 4.2.1).

• qc.tsv: quality control table with columns participant identifier, recon-all Euler, CAT12

VBM NCR, CAT12 VBM IQR, and quasi-raw correlation (cf. Section 4.2.2).

• official site class labels.tsv: MRI images are biased according to the specific scanner

used and the acquisition protocol set (e.g., repetition time, echo time, etc.). Consequently,

the correct confounding variable to remove is the pair (site, acquisition setting). As a

result, we discretized all these pairs to create the confounding variable ”siteXacq” that

is defined in this file. All participants in the OpenBHB Challenge should use this variable

to remove ”site effect”. Thus, when referring to ”site removal”, we implicitly englobe both

the scanner and acquisition protocol used to generate the final MRI image.

• sub-* desc-gm T1w.npy: the GM VBM image with shape [1 × 1 × 121 × 145 × 121]

(see Section 4.2.2). The first two dimensions represent the number of sample and channel

(only one sample and GM tissue here) while the last three dimensions are the spatial image

dimension (1.5mm3 spatial resolution registered on MNI template). The corresponding

MNI template is stored as NIfTI in resource/cat12vbm space-MNI152 desc-gm TPM.nii.gz.

• sub-* preproc-cat12vbm desc-gm ROI.npy: the GM volumes averaged on the anatom-

ical Neuromorphometrics template with shape [1× 1× 284] (see Section 4.2.2). This tem-

plate includes 142 cortical and sub-cortical regions for both GM and CSF volumes, thus
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totalizing 284 GM volumes that are stored in the last dimension. The template can be

found as NIfTI file in resource/neuromorphometrics.nii.

• sub-* preproc-quasiraw T1w.npy: the T1w quasi-raw (minimally preprocessed) im-

age with shape [1× 1× 182× 218× 182] (see Section 4.2.2). The resulting image contains

all brain tissues and it is registered to the MNI template with 1mm3 spatial resolution.

The last three dimensions are the spatial image dimension. The template can be found as

NIfTI in resource/quasiraw space-MNI152 desc-brain T1w.nii.gz.

• sub-* preproc-freesurfer desc-desikan ROI.npy: cortical thickness (with standard

deviation), GM volume, surface area, integrated mean (and Gaussian) curvature and in-

trinsic curvature index averaged on the Desikan cortical template [75] with shape [1×7×68]
(see Section 4.2.2). These 7 features are stored in the second (channel) dimension for all

68 brain regions defined by Desikan template (34 by hemisphere), stored in last dimen-

sion. Brain region labels and channels order can be found in resource/freesurfer atlas-

desikan labels.txt and freesurfer channels.txt respectively.

• sub-* preproc-freesurfer desc-destrieux ROI.npy: same cortical thickness, GM vol-

ume, curvature and surface area measures as previously, averaged on the Destrieux cortical

template [98] with shape [1×7×148] (see Section 4.2.2). This template includes 148 brain

regions (74 by hemisphere), on which the same 7 features are computed. Brain region

labels and channels order can be found in resource/freesurfer atlas-destrieux labels.txt and

resource/freesurfer channels.txt respectively.

• sub-* preproc-freesurfer desc-xhemi T1w.npy: cortical thickness, curvature, aver-

age convexity features [97] and Desikan cortical parcellation measures computed on the

high-quality ”fsaverage” mesh with shape [1× 8× 163842] (see Section 4.2.2). Both right

and left hemisphere measures are provided on the ”fsaverage sym” template (163842

vertices), providing 4 × 2 = 8 features on each vertex that are stored in second (chan-

nel) dimension, the last dimension being the mesh. Channels order can be found in

resource/freesurfer xhemi channels.txt

4.3 OpenBHB challenge: representation learning for age prediction

with site effect removal

We propose a challenge to compare the models capacity to encode a relevant representa-

tion of the data that preserves the biological variability associated with age while remov-

ing the site-specific information. All required information, data loading, models submission,

etc. is described on the web page: https://baobablab.github.io/bhb/challenges/age_

prediction_with_site_removal.
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4.3.1 Background

Predicting phenotype (such as age and sex) from brain imaging data is a key challenge to answer

several exciting questions (e.g., biomarker discoveries for psychiatric disorder or neurocognitive

impairment with brain age, personalized medicine with normative modeling, etc.). Recent

efforts in ML/DL for neuroimaging along with the availability of large-scale datasets have led to

the development of models increasingly accurate, capable of predicting chronological age within

2-3 years, and sex with 99% accuracy from brain MRI. However, these models are severely biased

by non-biological variability, particularly associated with acquisition sites (different acquisition

protocols, manufacturers, magnetic fields, etc.). These sources of variability inevitably limit

the performance of such models and can even bias the neuroimaging community towards over-

optimistic results.

4.3.2 Challenge description

Consequently, we propose a representation learning challenge using the OpenBHB dataset. The

aim is to learn a representation of the 3D T1 anatomical MRI pre-processed with the three

pipelines described previously that full-fills 2 key properties: 1) the representation should be

predictive of biological age; 2) site information should be removed from the representation.

Thus, we aim to compare the capacity of the proposed models to encode a relevant representa-

tion of the data (feature extraction and dimensionality reduction) that preserves the biological

variability associated with age while removing the site-specific information. The algorithms

submitted must output a vector of features with p < 104 dimensions for each input data. Both

quasi-raw, VBM, and SBM features (including ROI-based and voxel-wise features for VBM and

SBM data, see Section 4.2.4) will be given as input data and the participants are free to use

only a subset of these modalities (for instance only voxel-wise VBM and ROI-based SBM).

Models submitted will be evaluated with the standard linear evaluation protocol (detailed

hereafter) to predict age and site from the embedded features. A general overview of the model

evaluation workflow for this challenge is depicted in Fig. 4.9.

Linear evaluation details. A logistic regression is used to evaluate the representation quality

on site prediction (as an innovative way to measure if site information has been removed). It is

trained on the public data encoded by the model submitted and tested on the private data (only

internal test) also encoded. As for age prediction, a Ridge regression is trained on the public

data and tested on both internal and external test sets (see section 4.2.3). To generate more

robust metrics for this challenge, a 3-fold CV scheme has been implemented for the training

phase of the linear probe (see Fig. 4.9). This 3-CV scheme is implemented on the whole public

data-set (training+validation). As a result, for each metric, a mean and standard deviation are

computed and reported in the final official leaderboard.
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Figure 4.9: Model evaluation workflow of a new submission. When a new trained model is submitted to our
platform, a linear probe (regressor for age prediction and classifier for site classification) is trained on top of
the public embedded data (i.e. public data encoded by the submitted model). Once trained, this linear probe
predicts the downstream targets (age and site) on the private embedded data (age is predicted from both private
internal and external tests while site is predicted from private internal test only). 3 metrics are then derived:
Mean Absolute Error (MAE) for age prediction on internal and external test; Balanced Accuracy (BAcc) for site
prediction on internal test. These 3 metrics are combined to derive the final challenge metric Lc (see eq. 4.1).

Metric. We have developed a novel metric that jointly evaluates two critical properties of

the learned representation: its robustness w.r.t sites and the quantity of information preserved

w.r.t chronological age. This metric combines two reference metrics: Mean Absolute Error for

age prediction (MAE, to be minimized), and Balanced Accuracy for site prediction (BAcc, it

should be equal to random chance). BAcc is the preferred metric for classification since sites

distribution is heavily imbalanced in OpenBHB (see Fig. 4.8).

To compute the challenge’s metric described above, 2 distinct test sets has been derived (see

Section 4.2.3): (i) an Internal test set containing images from the same sites as the training set

(both in OpenBHB); (ii) an External test completely independent of OpenBHB, with no site

overlap. Both sets will be used to compute MAE for age prediction. Only Internal test is used

to derive BAcc for site prediction. All metrics will be displayed during the challenge, and the

overall ranking will be based on the following metric (the lower, the better):

Lc = BAcc(sites)0.3 ·MAEexternal test(age) (4.1)
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Figure 4.10: Optimal challenge metric for ranking submitted algorithms during the OpenBHB challenge. Each
point represents an algorithm performance (CNN or MLP) ran on either VBM, Quasi-Raw or SBM data with
a specific architecture in the (MAE(age), Bacc(sites)) plane. Color represents the ranking. Perfect algorithms
should be in the bottom left corner. Isoline with constant Lc (i.e same ranking) is represented with solid colored
lines. The following metric is tested: Lc = Baccα ·MAE(ext) with α a hyper-parameter. Black arrows represent
the decreasing ranking trend of the submitted algorithms (e.g. for α = 1, algorithms with low Bacc(sites) have
good ranking, no matter their MAE(age) while for α = 0.2, algorithms with low MAE(age) have good ranking,
no matter their Bacc(sites)). α = 0.3 is a good empirical trade-off to have good ranking of algorithms that
both i) preserve age variability (low MAE) and ii) remove site information (low Bacc). The ranking metric
Lc = BAcc0.3 ·MAE(ext) is the final choice retained for the OpenBHB challenge.

If the representation learnt retains all site information, then the BAcc is equal to 1. The

other way around, if the representation learnt is independent of the site, then the BAcc is no

more than random chance which is 1/Nsites where Nsites is the number of sites (Nsites = 64 for

this challenge). As a result, BAcc and MAE give complementary information to quantitatively

assess whether site information is completely removed from the representation (low BAcc)

and biological variability is preserved (low MAE). One remaining question is: what weight

α do we chose as a trade-off for ranking algorithms ? In Fig 4.10, we have performed an

analysis of several baseline algorithms (CNN and MLP) trained with several modalities (VBM,

SBM, Quasi-Raw) and we have represented their performance in the 2D plane (MAE(ext),

Bacc(sites)). Based on this analysis, we have selected the optimal weight α = 0.3 such that i)

algorithms are ranked according to MAE in priority (α≪ 1) but ii) models with similar MAE

are ranked through BAcc (α > 0). In particular, it ensures that perfectly debiased algorithms

that poorly predict age have poor ranking, as well as good age predictors with very strong

biased representations towards sites.

The two test sets are hidden to the participants, and they only have access to the training

and validation sets with all meta-data information described in section 4.2.1 (in particular,

participant’s age and sex and acquisition site).
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4.3.3 Leaderboard and submission

The leaderboard (available here) contains the 3 metrics defined in the current challenge: MAE

for age prediction (computed on internal and external test), BAcc for site prediction (computed

only on internal test) and Lc (as defined in Eq. 4.1). The algorithms are ranked according to

this last metric. The full submission process (including the expected code) is described in the

challenge web page.

Impact in neuroimaging. This challenge tackles several key problems encountered by the

neuroimaging community that require the development of new innovative algorithms that

might be borrowed from the computer vision field. Our three preprocessing pipelines al-

low to use both DL models and standard linear or kernel methods (the latter working on

VBM and SBM data while the former works on all modalities). Furthermore, site can be

viewed as a confounding variable to remove so this challenge encourages the use of debiasing

algorithms[17, 21, 41, 62, 273], a hot topic in computer vision often related to Trustworthy AI

and Fairness. We envisage an increasing interest by the vision community in this field (e.g.,

aiming at building racially or gender debiased models). This challenge also tries to build upon

new evaluation strategies that have emerged in representation learning with DL, in particu-

lar the linear evaluation setting[5, 43, 52, 136]. We hope it urges researchers to develop new

methods that can be translated into an unsupervised setting (such as new self-supervised regu-

larization terms), and thus enhance the DL capacity to generalize well to different tasks (such as

brain tumor segmentation or computer-aided diagnosis). Finally, generalizing well on data from

never-seen sites implies a good robustness of the algorithm developed to out-of-domain images

(related to Domain Adaptation, also a hot topic in the computer vision field-see for instance

[296] for a comprenhensive survey). Consequently, this challenge intents to bring together both

neuroimaging and computer vision communities on a new large-scale 3D biomedical dataset.

4.3.4 Name-that-site performance

In order to assess the current bias in OpenBHB, we played at the game ”Name-That-Site”,

inspired by [279] on natural images and [293] on brain MRI (originally created as ”Name-

That-Dataset”). We train a classifier on different input data x to classify between the 64 pairs

(site, acquisition setting) in the OpenBHB Challenge and we test it by following the challenge

training+validation/test splits defined section 4.2.3. We used a CNN for VBM and Quasi-Raw

inputs and linear logistic regressions for ROI surface-based measures and age.

Training details

We considered 3D adaptation of three representative CNN architectures: AlexNet inspired

from [2] (5 convolutional layers and 2.5M parameters), ResNet18 [135] (18 convolutional layers

and 33.2M parameters) and DenseNet121 [149] (121 convolutional layers and 11.3M parame-
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ters) for whole-brain imaging data (VBM and quasi-raw). Their implementation is available

on challenge web page : https://baobablab.github.io/bhb/challenges/age_prediction_

with_site_removal. We trained them for 300 epochs with an initial learning rate α = 10−4

reduced by factor 0.9 every 10 epochs. We used the standard cross-entropy loss optimized

with Adam [172] optimizer (β1, β2) = (0.9, 0.999). As for SBM data (both ROI-based and

mesh-based features), we simply optimized a logistic regression using scikit-learn [217] and we

cross-validated the regularization term C ∈ {0.01, 0.1, 1, 10, 100} on the validation set. All

SBM features are flattened (i.e we merge channels and spatial dimensions) to perform logistic

regression.

Results

Results in Table 4.3 first indicate that all modalities preserve site information, especially input

data in their rawest form (Quasi-Raw) with 83% BAcc. Second, age give small hints about site

(2.86% BAcc) indicating that participants inclusion is biased for some datasets (e.g., ABIDE)

but it remains negligible compared to other modalities (always > 38% BAcc). These results

are in line with recent literature [293] and it highlights the high non-biological heterogeneity

that remains in MRI images even after non-linear registration and normalization (e.g VBM).

Finally, these results suggest that Bacc is an appropriate metric to quantify the bias in models

representation.

Input Model Balanced Accuracy(%) Accuracy(%)

Quasi-Raw
AlexNet [181] 83.1 86.8
DenseNet [149] 87.8 91.4
ResNet [135] 79.1 88.7

VBM
AlexNet [181] 42.3 47.8
DenseNet [149] 62.2 72.4
ResNet [135] 60.5 71.4

SBM(Xhemi) Linear 38.0 57.5
SBM(ROI-Destrieux) Linear 70.5 74.3
SBM(ROI-Desikan) Linear 67.6 73.9

Age Linear 2.86 26.7

Random Level - 1.56 7.35

Table 4.3: Performance for predicting one of the 64 pairs (site, acquisition setting) included in the OpenBHB
Challenge. All CNN are 3D adaptation of the original architectures and AlexNet corresponds to the 3D version
proposed in [2].

4.3.5 Baselines for the OpenBHB challenge

Next, we performed baseline experiments on different data modalities (Quasi-Raw, VBM, SBM)

for the OpenBHB Challenge. Specifically, we trained CNNs with various architectures on 3D

whole-brain imaging data (voxel-wise VBM and Quasi-Raw). The objective function is a simple

ℓ1 loss on age prediction for all models.
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We tested data-based debiasing model with the popular ComBat [101] residualization method,

applied only on training set (both internal and external test sets are left non-harmonized since

age and site labels are not available). This approach is compared to the standard brain age

prediction DL-based model which does not take site information into account.

Training and evaluation details

We used the same CNN architectures as described Section 4.3.4 for VBM and quasi-raw data.

We optimized the ℓ1 loss between true and predicted age with Adam optimizer and initial

learning rate α = 10−4 decreased by a factor 0.9 every 10 epochs. Then, the last fully-connected

(FC) layer is removed and the representation is evaluated using 1) Logistic Regression for site

prediction with cross-validation of ℓ2-regularization parameter C ∈ {0.01, 0.1, 1, 10, 100} and

2) Ridge Regression for age prediction on internal and external test with cross-validation of

regularization in {0.01, 0.1, 1, 10, 100}. Evaluation procedure is detailed in Section 4.3.2 and it

is executed in the same manner for all submitted models on server side. These models have been

submitted to the official challenge and the results can also be found in the official leaderboard.

ComBat residualization is performed only on training data using age, sex (biological variables

to keep) and site (confounding variable to remove). We used the official GitHub implementation

of ComBat2.

For SBM ROI-based and mesh-based data, we used vanilla Multi-Layer Perceptrons (MLP) with

varying depth but constant latent space dimension (128) and number of neurons per hidden

layer (128). FC layer is added on top of MLP encoder to optimize ℓ1 loss on age prediction

with a cross-validation on learning rate α ∈ {10−4, 10−3, 10−2}. The evaluation procedure is

the same as previously. Importantly, for MLP training on SBM Xhemi (mesh-based measures)

we did not include the channels associated to Desikan cortical parcellation (since it does not

bring more anatomical information).

Results

We reported the 3 metrics used in the OpenBHB Challenge: MAE on internal and external

test and Bacc on site prediction (see section 4.3). The latent space dimension varying across

CNN architectures is systematically reported.

First, we notice that all models retain site information without any debiasing strategy.

Overall, Quasi-Raw data are more biased than VBM, as we saw previously (see Table 4.3),

and CNN preserve this bias to some extent. This is especially true for DenseNet, the best

performing network on both VBM and Quasi-Raw on the internal test, one of the models

that retains the most site information (8.0% Bacc and 15.2% Bacc on VBM and Quasi-Raw

respectively). This would explain the drop in performance on the external test (+4.58 MAE on

VBM). In this regard, ResNet is the best trade-off (with also the best ranking for the challenge)

as it is robust to site and it generalizes well on the external test. These results also suggest
2https://github.com/Jfortin1/neurocombat_sklearn
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Method
Model

(Latent Dim.
# params)

VBM Quasi-Raw

Int. Test Ext. Test Lc ↓
Int. Test Ext. Test Lc ↓

MAE↓ BAcc↓ MAE↓ MAE↓ BAcc↓ MAE↓

Baseline
DenseNet (1024, 11.2M) 2.55±0.009 8.0±0.9 7.13±0.05 3.34 2.48±0.03 15.2±0.6 2.92±0.07 1.66
ResNet (512, 33.2M) 2.67±0.05 6.7±0.1 4.18±0.01 1.86 2.60±0.003 7.6±0.1 2.85±0.004 1.31
AlexNet (128, 2.5M) 2.72±0.01 8.3±0.2 4.66±0.05 2.21 2.96±0.005 16.2±0.5 3.65±0.009 2.11

ComBat [101]
DenseNet (1024, 11.2M) 5.92±0.01 2.23±0.06 10.48±0.17 3.38 N.A. N.A. N.A. N.A
ResNet (512, 33.2M) 4.15±0.009 4.5±0.0 4.76±0.03 1.88 N.A. N.A. N.A. N.A
AlexNet (128, 2.5M) 3.37±0.01 6.8±0.3 5.23±0.12 2.33 N.A. N.A. N.A. N.A

Table 4.4: Baselines obtained with 1) no de-biasing strategy (first 3 rows) and 2) ComBat residualization on
training data (last 3 rows) with VBM and Quasi-Raw data for 3 representative CNN families. MAE=Mean
Absolute Error and BAcc=Balanced Accuracy (in %). Balanced Accuracy on internal test should be compared
to baseline BAcc = 2.86% which is the prediction power of true age for predicting site in the internal test set.

that having a deeper network (e.g., DenseNet and 121 layers) does not translate necessarily in

better generalization performance (e.g., compared to ResNet with 18 layers), in line with [86].

Interestingly, ComBat harmonization does remove most of site bias in CNN representation

space (with site prediction Bacc decreased by 2% but not still matching the one obtained using

only age as input, see Table 4.3). However, it also heavily degrades CNN performance on age

prediction for all testing sets (in particular for DenseNet). ComBat is not fitted for Quasi-Raw

data as it mainly relies on voxel-wise statistics, and raw data are not properly registrated voxel-

wise across images. Consequently, we did not evaluate this approach on Quasi-Raw images.

For completeness, we finally evaluated several vanilla Multi-Layer Perceptrons (MLP) with

Modality
Model

(Hidden Layers)

Baseline ComBat [101]

Int. Test Ext. Test Lc ↓
Int. Test Ext. Test Lc ↓

MAE↓ BAcc↓ MAE↓ MAE↓ BAcc↓ MAE↓

FSL-Xhemi

Linear(Original) 4.69 38.0 5.96 4.46 5.08 30.8 6.19 4.35
MLP(128) 3.72±0.04 8.6±1.0 5.31±0.07 2.54 4.06±0.05 6.00±0.05 5.0±0.2 2.15

MLP(128, 128) 3.90±0.03 16.4±1.14 5.06±0.06 2.94 4.49±0.04 6.6±0.4 5.34±0.03 2.36
MLP(128, 128, 128) 3.75±0.008 16.7±1.28 5.07±0.07 2.96 4.27±0.02 4.2±0.1 5.43±0.04 2.1

MLP(128, 128, 128, 128) 3.49±0.01 14.4±1.05 4.85±0.02 2.71 4.28±0.01 4.0±0.04 5.25±0.01 2.0

FSL-ROI Destrieux

Linear(Original) 4.96 70.5 7.21 6.49 6.44 36.7 9.30 6.88
MLP(128) 3.96±0.01 24.9±0.9 6.72±0.12 4.43 5.65±0.08 15.0±1.19 11.79±0.98 6.67

MLP(128, 128) 3.36±0.01 32.4±0.94 4.89±0.10 3.49 4.52±0.04 19.8±0.9 6.27±0.19 3.86
MLP(128, 128, 128) 3.07±0.02 21.1±1.13 4.69±0.05 2.94 4.39±0.02 7.1±0.2 5.81±0.09 2.63

MLP(128, 128, 128, 128) 3.12±0.005 12.8±0.5 4.48±0.02 2.42 4.37±0.03 6.5±0.06 5.39±0.15 2.37

FSL-ROI Desikan

Linear(Original) 5.27 67.6 6.58 5.85 7.97 7.06 13.5 6.09
MLP(128) 4.80±0.06 19.8±2.3 14.7±1.16 9.04 6.01±0.02 17.3±1.91 25.0±3.0 14.77

MLP(128, 128) 3.46±0.02 32.6±1.43 5.96±0.15 4.26 5.21±0.11 21.7±2.44 7.00±0.44 4.43
MLP(128, 128, 128) 3.51±0.01 22.7±1.31 4.95±0.01 3.17 4.58±0.02 9.2±0.7 5.19±0.03 2.54

MLP(128, 128, 128, 128) 3.37±0.003 11.2±0.5 5.27±0.006 2.73 5.23±0.006 5.9±0.16 6.02±0.13 2.57

Table 4.5: Baseline results on SBM data using simple Multi-Layers Perceptron (MLP) with increasing depth
(from 1 to 4) trained to predict age. The latent space dimension is fixed to 128 for all models. ComBat
residualization is used only during training of the MLP models as a debiasing method. Linear models are also
evaluated for comparison purposes (even if they are not accepted as a valid model in this challenge). Overall,
deeper models lead to better data representation but they are still very biased by site without any debiasing
strategy. ComBat residualization degrades performance for age prediction but it removes efficiently site bias
(especially for the deepest models).

varying depth on brain age prediction using surface-based mesh (Xhemi) and ROI features on
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2 atlases, namely Destrieux and Desikan (see section 4.2.2 for more details). As opposed to

VBM, SBM also includes geometrical properties of brain sulci and gyri (e.g local curvature).

Thus, it conveys complementary information that may have been lost in volume-based VBM

data.

For comparison purposes, we also added the performance of a linear model trained directly

on input data. We emphasize this model is not authorized in the official challenge (since we

expect a model that outputs a low-dimensional representation of the input data). Nevertheless,

it gives a general baseline for all submitted models. This linear model is trained on the whole

training+validation set with a cross-validation procedure details in Section 4.3.5. We did not

perform a 3-fold CV for training the linear probe (corresponding here directly to the linear

model) so we do not report a standard deviation.

In Table 4.5, we observe that a finer atlas with 148 regions (Destrieux) leads to better brain

age estimation as opposed to coarse atlas (Desikan with only 68 regions), but it also preserves

more site information. Furthermore, the deeper the MLP is, the better in terms of MAE for

both atlases. Overall, whole-brain approach seems better suited as it enables CNN to extract

fine-grained information for brain age, making more accurate predictions while removing more

non-biological site information. Nevertheless, merging VBM with SBM data may result in a

better representation as both modalities can bring complementary information to model brain

development.

These results further justify the necessity of the OpenBHB Challenge since current standard

neuroimaging debiasing methods all have their limitations and it can provide an innovative way

to develop and benchmark new ML algorithms on brain age prediction, multi-site harmonization

and debiasing.

4.4 A first contrastive learning approach for debiasing

In the previous section, we have shown that current deep models representation is biased by

acquisition site when they are trained to predict age with ℓ1 loss and without any debiasing

strategy. We propose here to view the problem from a metric learning point-of-view using

a contrastive learning approach. Contrary to traditional data harmonization technique (such

as ComBat [101]), this method does not modify input data but rather uses a regularization

strategy during training. We introduce the new concepts3 along with the novel loss before

showing first results submitted to the OpenBHB challenge as our use case.

4.4.1 Supervised learning from a metric learning perspective

Contrastive learning setup. Let x ∈ X be an original sample (i.e., anchor), (x+
i )i∈[1..P ]

a set of similar (positive) samples and (x−
j )j∈[1..N ] a set of dissimilar (negative) samples. In

3We recommend reading the section 3.1.2 in Chapter 3 for a general introduction of contrastive learning with presentation of
the basic notions.
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general, positive samples (x+
i ) can be defined in different ways depending on the problem:

using transformations of x (unsupervised setting), samples belonging to the same class as

x (supervised) or with similar image attributes of x (weakly-supervised). The definition of

negative samples (x−
j ) varies accordingly. Here, we focus on the supervised case where we

predict the age. Positive (resp. negative) samples are brain images of subjects with similar

(resp. dissimilar) age. Contrastive learning methods look for a parametric mapping function

f : X → Sd−1 that maps “semantically” similar samples close together in the representation

space (a (d− 1)-sphere) and dissimilar samples far away from each other. Once pre-trained, f

is fixed and its representation is evaluated on a downstream task, such as age prediction here,

through linear evaluation on a test set.

We define s(f(a), f(b)) as a similarity measure (e.g., cosine similarity) between the represen-

tation of two samples a and b. Please note that since ||f(a)||2 = ||f(b)||2 = 1, using a cosine sim-

ilarity is equivalent to using a L2-distance d(f(a), f(b)) = ||f(a)− f(b)||22 = 2− 2s(f(x), f(b)).

Using an ϵ-margin metric learning point of view [60, 127, 248, 261, 295, 298], probably the

simplest contrastive learning formulation is looking for a mapping function f such that the

following condition is satisfied:

∀j, s(f(x), f(x+))︸ ︷︷ ︸
s+

≥ s(f(x), f(x−
j ))︸ ︷︷ ︸

s−j

+ϵ (4.2)

where ϵ ≥ 0 is a margin between positive and negative samples and we consider, for now,

a single positive sample. This simple constraint can in fact be re-casted as an optimization

problem (using LogSumExp approximation of max operator), leading to InfoNCE loss [52, 211]:

argmin
f

max(−ϵ, {s−j − s+}j=1,...,N) ≈ argmin
f
− log

exp(s+)

1
N+1

(
exp(s+ − ϵ) +

∑
j exp(s

−
j )
) (4.3)

In the previous equation, ϵ = 0 gives InfoNCE whereas when ϵ → ∞ we obtain the InfoL1O

loss [222]. There are respectively lower and upper bound of the mutual information between X

and X+.

Supervised contrastive loss. The previous InfoNCE loss only contains one positive sample

for multiple negatives. In the supervised setting, we may have multiple positive samples for

a given anchor x. Interestingly, only imposing condition (4.2) for all positives is actually not

enough to retrieve the popular Supervised Contrastive (SupCon) loss [170]. We must add

another non-contrastive constraint on the positive samples s+t − s+i ≤ 0 ∀i, t. This condition
forces all positive samples to collapse to a single point in the representation space, however

it does not take into account negative samples. That is why we define it as non-contrastive.
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Considering both conditions we derive the following optimization problem:

∀i, j s+i ≥ s−j + ϵ and ∀i, t ̸= i s+i ≥ s+t

1

P

∑
i

max(0, {s−j − s+i + ϵ}j, {s+t − s+i }t̸=i) ≈ ϵ− 1

P

∑
i

log
exp(s+i )

1
N+P

(∑
i exp(s

+
i − ϵ) +

∑
j exp(s

−
j )
)

(4.4)

when ϵ = 0 we retrieve exactly SupCon.

Regression case. For this challenge, the target is a continuous value (age) so we can re-use

the previous y-Aware contrastive formulation introduced in Chapter 3 to define the positive

distribution. More precisely, we introduce a similarity function between age y1 and y2 as

wσ(y1, y2) = Kσ(y1 − y2) with Kσ(u) ∝ exp
(
− u2

2σ2

)
a Gaussian kernel and we write our y-

Aware InfoNCE loss as:

Ly
InfoNCE = −

P∑
i=1

wσ(y, yi)∑P
k=1wσ(y, yk)

log
exp(s+i )

1
N+P

(∑
i exp(s

+
i ) +

∑
j exp(s

−
j )
) (4.5)

Here y designates anchor’s age and (yk)
P
k=1 designate positive samples’ age.

4.4.2 Proposed regularization

Satisfying condition (4.2) can generally guarantee good downstream performance, however it

does not take into account the presence of biases. A model could therefore take its decision

based on visual features, the bias, that are correlated with the target downstream task or very

easy to learn but that don’t actually characterise it. This means that the same bias features

would probably have a worst performance if transferred to a different data-set (e.g., different

acquisition settings or image quality). Specifically, in contrastive learning, this can lead to

settings where we are still able to minimize the SupCon (or y-Aware InfoNCE) loss, but with

degraded classification/regression performance. Here, we propose to add debiasing constraints

that prevent the use of the bias features within the proposed metric learning approach. Similarly

to [205], we employ the notion of bias-aligned and bias-conflicting samples. In our context,

a bias-aligned sample share the same bias attribute of the anchor, while a bias-

conflicting sample does not.

Characterization of bias. We denote positive bias-aligned samples with x+,b and positive

bias-conflicting samples with x+,b′ . Given an anchor x, if the bias is “strong” and easy-to-learn,

then a positive and bias-aligned sample x+,b will probably be closer in the representation space

than a positive bias-conflicting sample. This is why, even in cases in which condition (4.2) is

satisfied, we could still be able to distinguish among bias-aligned and bias-conflicting samples.

Hence, we say that there is a bias if we can identify an ordering on the learned representations
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such as, for example:

∀i, k, t, j d(f(x), f(x+,b
i ))︸ ︷︷ ︸

d+,b
i

< d(f(x), f(x+,b′

k )︸ ︷︷ ︸
d+,b′
k

(4.6)

This represents the worst-case scenario, where the ordering is total (i.e., ∀i, k). Of course, there

can also be cases in which the bias is not as strong, and the ordering may be partial.

Regularization for debiasing. Ideally, we would enforce the conditions d+,b′

k = d+,b
i ∀i, k,

meaning that every positive bias-conflicting sample should have the same distance from the

anchor as any other positive (resp. negative) bias-aligned sample. However, in practice, this

condition is very strict, as it would enforce uniform distance among all positive (resp. negative)

samples. A more relaxed condition would instead force the distributions of distances, {d+,b′

k }
and {d+,b

i }, to be similar. Here, we propose new debiasing constraints for positive samples

using either the first moment of the distributions or the first two. Using only the average of

the distributions, we obtain:

1

Pa

∑
i

d+,b
i −

1

Pc

∑
k

d+,b′

k = 0 ⇐⇒ 1

Pc

∑
k

s+,b′

k − 1

Pa

∑
i

s+,b
i = 0 (4.7)

where Pa and Pc are the number of positive bias-aligned and bias-conflicting samples respec-

tively.

Calling the first moments µ+,b =
1
Pa

∑
i d

+,b
i and µ+,b′ =

1
Pc

∑
k d

+,b′

k , and the second moments

of the distance distributions σ2
+,b =

1
Pa−1

∑
i(d

+,b
i − µ+,b)

2, σ2
+,b′ =

1
Pc−1

∑
k(d

+,b′

k − µ+,b−)
2, and

making the hypothesis that the distance distributions follow a normal distribution, we can

define a new set of debiasing constraints using the Kullback–Leibler divergence:

DKL({d+,b
i }||{d

+,b′

k }) =
1

2

[
σ2
+,b + (µ+,b − µ+,b′)

2

σ2
+,b′

− log
σ2
+,b

σ2
+,b′
− 1

]
= 0 (4.8)

In practice, one could also use their symmetric version (DKL(p||q) + DKL(q||p)), namely the

Jeffreys divergence.

The proposed debiasing constraint can be easily added to any contrastive loss using the

method of Lagrange multipliers. They can thus be seen as a regularization term: Rdebias =

DKL({d+,b
i }||{d

+,b′

k }). Here, we propose to minimize the following objective function:

L = Ly
InfoNCE + λRdebias (4.9)

Regression case. As for y-Aware InfoNCE loss, we propose to use the same similarity

function wσ to weight the first and second moments of the distance distribution such that:

µ+,· =
∑

i
wσ(y,yi)∑
k wσ(y,yk)

d+,·
i and σ2

+,· =
∑

i
wσ(y,yi)∑
k wσ(y,yk)

(d+,·
i − µ+,·)

2.
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4.4.3 Comparison with other debiasing methods

SupCon [170] It is interesting to notice that non-contrastive conditions in Eq.4.4: s+t −s+i ≤
0 ∀i, t ̸= i are actually all fulfilled only when s+i = s+t ∀i, t ̸= i. This means that one tries

to align all positive samples, regardless of their bias b. Nonetheless, this condition is enforced

uniformly on all positive samples. On the other hand, our formulation distinguishes bias-aligned

and bias-conflicting samples in order to put harder constraints between the representation of

these 2 populations during optimization.

EnD [273] Constraint in Eq. 4.7 is very similar to what was recently proposed by [273] with

EnD. However, EnD lacks of the further constraint on the standard deviation of the distances,

which is given by 4.8. An analytical comparison can be found in Appendix C.1.

BiasCon Authors propose a BiasCon loss, which is similar to SupCon but it only aligns

positive bias-conflicting samples. It looks for an encoder f that fulfills:

s−j − s+,b′

i ≤ −ϵ ∀i, j and s+,b
p − s+,b′

i ≤ 0 ∀i, p and s+,b′

t − s+,b′

i ≤ 0 ∀i, t ̸= i (4.10)

The problem here is that we try to separate the negative from only the positive bias-conflicting

samples, ignoring the positive bias-aligned samples. This is probably why authors proposed to

combine this loss with a standard Cross Entropy.

4.4.4 Preliminary results

We report preliminary results of y-Aware InfoNCE on the OpenBHB challenge in Table 4.6,

using VBM data. Our model has been trained here only with y-Aware InfoNCE loss. We

compare these results to the official baseline results obtained in Section 4.3.5 with no debiasing

strategy and simple optimization with ℓ1 loss. Models are trained for 1000 epochs using Adam

optimizer and an initial learning rate α = 10−4 decreased by 0.9 every 10 epochs.

Method Model (features, params)
Int. Test Ext. Test Lc

MAE BAcc MAE

Baseline
DenseNet121 (1024, 11.2M) 2.55±0.009 8.0±0.9 7.13±0.05 3.34
ResNet18 (512, 33.2M) 2.67±0.05 6.7±0.1 4.18±0.01 1.86
AlexNet (128, 2.5M) 2.72±0.01 8.3±0.2 4.66±0.05 2.21

ComBat [101]
DenseNet-121 (1024, 11.2M) 5.92±0.01 2.23±0.06 10.48±0.17 3.38
ResNet18 (512, 33.2M) 4.15±0.009 4.5±0.0 4.76±0.03 1.88
AlexNet (128, 2.5MM) 3.37±0.01 6.8±0.3 5.23±0.12 2.33

Ly
InfoNCE ResNet18 (512, 33.2M) 2.66±0.00 6.60±0.17 4.10±0.01 1.82

Table 4.6: Comparison between baseline experiments with ℓ1 loss for age regression and Age-Aware InfoNCE
(extension of SupCon to regression).

We currently observe that y-Aware InfoNCE performs better than baseline experiments using
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ResNet18. We expect that adding our regularization term during optimization will improve the

generalization capacity of our model on age prediction while reducing the bias.

4.5 Conclusions and future works with OpenBHB

4.5.1 Towards transfer learning for computer-aided diagnosis

This challenge is a first step towards building new algorithms for phenotype prediction robust

across sites. However, as we previously shown in Chap. 3, it is also possible to leverage such

multi-center large-scale dataset to significantly improve classification performance on other

hard computer-aided diagnosis (CAD) tasks such as Alzheimer’s detection or schizophrenia

diagnosis, with Transfer Learning (TL). First, pre-training algorithms to remove site effect is

critical for computer-aided diagnosis since most clinical datasets with moderate size (N > 100)

are multi-site (e.g ADNI[156], ABIDE, SCHIZCONNECT, etc.) and it is known [176, 293] that

acquisition site can heavily bias ML models. Second, self-supervised algorithms are attracting

more and more attention from the medical imaging community[49, 87, 270, 272, 320, 321]

since they are able to leverage large un-annotated dataset to improve performance on several

downstream tasks with TL. As a result, OpenBHB provides a way to benchmark algorithms

on TL, and potentially catalyze research to find new innovative self-supervised algorithms on

brain MRI for CAD.

4.5.2 Towards multi-modal integration for new bio-markers discovery

In the context of brain age prediction as a tool for CAD, sMRI data provide meaningful in-

formation about subtle anatomical modifications in cortical and sub-cortical structures (e.g

atrophies or hypertrophies). On the other hand, resting-state fMRI and Diffusion Weighted

Images (DWI) give hints about functional and structural brain connectivity, that can be altered

for patients with psychiatric disorders (e.g autism spectrum disorder, schizophrenia or bipolar

disorder [18]). However, little is known about the predictive power of a multi-modal approach

combining both sMRI, DWI and resting-state fMRI for brain age modelling or CAD. A future

release of the OpenBHB dataset might bring some answers. Almost all datasets included in the

current OpenBHB release - IXI and NAR excepted - have rfMRI data available for all partici-

pants and only a few of them (IXI, NPC, RBP) also have DWI (see Table 4.1). Consequently,

we envision to integrate first the rfMRI data as an additional modality in OpenBHB in order

to encourage the development of new ML models for multi-modal integration.
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Conclusions and Perspectives

Contributions

Single-subject prediction from brain imaging data is crucial for key clinical applications such

as personalized medicine and biomarker discovery. It allows answering basic questions about

the neuroanatomical signature underlying brain disorders, opening avenues to understand the

neurobiological mechanism and, in the end, advancing towards a therapeutic strategy adapted

to each patient.

In this thesis, we have studied the representation capacity of deep learning models to solve

single-subject prediction tasks in both large-scale and small-scale brain imaging datasets. In a

first supervised approach (Chap. 2), we asked how deep models performance scales compared

to ”standard machine learning” algorithms (i.e. linear and kernel-SVM) for phenotype predic-

tion and mental disorders classification, as we increase dataset size. This first analysis revealed

several shortcomings for deep models, in particular its lack of robustness on cross-site cohorts;

its dependency to image pre-processing (differing from its well-known advantage on natural

images); the limited usefulness of current data augmentation strategies (both geometrical and

noise-injected transformations) and data harmonization methods for site-effect removal. Im-

portantly, we showed similar performance between linear models and non-linear deep neural

networks for all clinical tasks in the medium-scale data regime (n ≈ 1k), and a small but signif-

icant advantage of the latter over the former for phenotype prediction with large-scale dataset

(n ≈ 10k).

These first conclusions were crucial for developing our main paradigm based on transfer

learning. In Chap. 3, we hypothesized that DNN could learn a transferable representation

from a large-scale dataset of healthy controls (now easily available), to discriminate patients

from controls in a second fine-tuning phase. From this point-of-view, patients with brain dis-

order are viewed as deviation from a manifold formed by the healthy population, following a

dimensional approach (i.e., assuming a continuous spectrum across brain disorders, potentially

sharing common dimensions in the latent space). From this idea, we have developed new tools

for unsupervised representation learning of brain images based on contrastive learning (CL).

This discriminative approach does not require pixel-level generation (like generative models do)

but rather the definition of positive and negative distributions in order to explicitly determine
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semantically similar (positive) samples and dissimilar (negative) samples. In our context, we

proposed a weakly-supervised approach by including auxiliary non-imaging information (such

as phenotype) in the definition of positive and negative distributions. Imaging samples with

similar auxiliary variables are mapped closely in the representation space, assuming they share

more anatomical traits than two samples with very dissimilar auxiliary information. From an

Information Bottleneck point-of-view, we compress input data to maximize the information

shared between image representation and its auxiliary variable. We found that the resulting

pre-trained model was versatile, producing state-of-the-art performance for discriminating pa-

tients and controls for three psychiatric disorders (schizophrenia, bipolar disorder, ASD) and

Alzheimer’s disease.

In the second part of Chap. 3, we have continued our exploration of contrastive models

by giving first theoretical guarantees for generalization performance on new supervised tasks.

Notably, we demonstrated tight bounds between unsupervised and supervised objectives under

strong assumptions on data augmentation used in the original CL framework to define positive

distribution. Then, we demonstrated that we can relax this hypothesis if we introduce prior

information (e.g. given as auxiliary variable or by a generative model) that relates intra-class

samples through a kernel function. This theory bridges the gap between generative models

and CL for learning representations. We empirically show the validity of this theory on sev-

eral benchmarks with natural and brain images. It is a first (modest) step towards a better

understanding of CL models.

Based on our in-depth analysis of DNN in Chap. 2, we have built OpenBHB, a new large-

scale brain imaging dataset designed for supervised representation learning with site-effect

removal. We present its unique properties in Chap. 4 notably in terms of size, heterogene-

ity (multi-site/multi-location images), and pre-processing. In Chap. 2 we have shown poor

cross-site generalization for all machine learning models, potentially due to a high over-fitting

effect on acquisition settings/scanner brain images are coming from. Consequently, we hope

this large dataset offers a high quality benchmark resource for the neuroimaging community

to tackle brain age prediction and site debiasing while improving reproducibility of new ML

models. Along with OpenBHB, we proposed and setup a permanent challenge presented in

the NeuroImage special edition ”Benchmarks for Machine Learning in Neuroimaging”. This

challenge offers a unique way to rank and compare submitted models on the same imaging

resource, for both brain age prediction and site debiasing through a public leaderboard and

novel metrics based on representation learning tools (e.g. linear probing).
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Perspectives

4.5.3 Integrating phenotype/genotype knowledge for learning representations

We showed in Chap. 3 that contrastive model can greatly benefit from auxiliary information (e.g.

age) to learn deep representations from brain imaging on the healthy population. We showed

that these phenotyping information can be accurately decoded from imaging features using our

framework and it can improve the transfer capacity on clinical datasets. An interesting question

is whether integration of additional phenotype/genotype variables (e.g. cognition, life style, ed-

ucation level, etc.) would also improve deep representations emerging from brain imaging to

discriminate patients and controls at subject-level. If it is the case, a second subsequestion

question would be which non-imaging variables influence the most the final representation for

a given downstream task. The current framework allows to answer such question. Indeed,

the kernel function measuring the similarity between auxiliary variables can be adapted to the

multi-dimensional case (e.g., with a product of 1D Gaussian kernels applied on each auxil-

iary information). By pre-training the model on different sets of phenotype/genotype, we can

evaluate the different representations that emerge (e.g., with linear probing on several brain

disorders) and check whether these representations improve brain pathology decoding or not.

Nevertheless, testing all combinations of auxiliary variables is computationally expansive and

it may be too costly. Another line of research would be to learn directly the kernel during

pre-training. For instance, a parametric family of kernels can be set (such as Gaussian family

with variance as parameter) and the parameters can be learned with gradient-descent. Af-

ter pre-training, the kernel can be further analyzed and related to the quality of the model’s

representation.

4.5.4 Contrastive learning with multi-modal brain imaging

In Chap. 3, we demonstrated that contrastive learning is well-suited for pre-training deep mod-

els on large-scale brain MRI dataset. While we focused our analysis on anatomical imaging,

other modalities such as functional and diffusion MRI provide additional features that would

allow i) new neuromarkers discovery specific to mental illnesses inside brain networks (such as

default-mode network, central executive network and salience network for schizophrenia [267]);

ii) decoupling environmental from genetic variability in neuro-developmental disorders using

both brain folding patterns extracted from sMRI (assuming that it integrates mostly genetic

variability [34]) and structural connectivity from dMRI (integrating environmental and genetic

variability). A natural approach is to consider each modality as a view of the same instance in

the contrastive framework. This model extracts joint information between several modalities

of the same instance. Nonetheless, finding modality-specific information remains a challenge

that needs to be addressed. First work focusing on Alzheimer’s disease [94] started to emerge

but it did not tackle this critical issue. A first idea would be to both i) align inter-modality
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representation and ii) intra-modality representation with CL objectives and to fuse all repre-

sentations to a common space. This idea has been applied very recently to vision-language

model [308], yielding good performance at image-text retrieval and visual question-answering.

In our context, brain region patterns could be discovered for brain disorders with such multi-

modal approach, for instance by relating cortical and sub-cortical neuroanatomical signatures

with white matter disconnections between regions using dMRI and sMRI of the same subject.

4.5.5 Debiasing deep representations

During our analysis of deep neural networks in Chap. 2, we observed poor cross-site generaliza-

tion performance and high over-fitting on acquisition settings/scanner for all prediction tasks.

This recurrent issue in multi-site studies led us to create the OpenBHB challenge (described

Chap. 4) but current solutions remain unsatisfactory. A lot of recent works using deep models

are emerging both in neuroimaging [77] and computer vision [273] (e.g. with applications to

fairness and trustworthy AI) but there is currently little or no consensus in these two fields. We

proposed a first solution based on contrastive learning by adding a regularization term during

optimization that strongly constrains bias-conflicting samples with the same class attribute to

be aligned in the latent space. Nonetheless, while supervised contrastive learning is well-suited

for classification tasks, its derivation for regression problems is not obvious since the definition

of positive samples is not clear. Our first solution consisted in defining the positive distribution

with a kernel (like we did in Chapter 3 with auxiliary variables). This way, subjects with close

age should be closer in the latent space and we can re-define the distance between positives

using this kernel. Other solutions could be imagined to tackle contrastive learning for regression

(such as [299]).

More broadly, our approach belonged to regularization-based methods but other approaches

can be envisioned for debiasing. In particular, adversarial training (e.g., BlindEye [7]), where

a classifier is trained in an adversarial manner on top of the representation to predict the

bias (acquisition site here), may provide a generic solution for debiasing duing optimization.

Such adversarial technique has been crafted recently for neuroimaging data [82] however it still

requires three different stages during optimization, which can lead to high instability during

training (corroborated by the large variance observed in the reported results). Another interest-

ing direction is by exploiting training dynamics, starting from a simple observation on synthetic

experiments: the bias is generally easy to capture and it is learned first during training. The

idea is thus to learn debiased representation from a biased one (e.g., [205]) by putting more

weights on biased-conflicting samples (similarly with what we proposed but with a re-weighting

scheme instead of a regularization technique).

All these techniques provide interesting research directions for brain image analysis when

working at a large-scale with pooled multi-site datasets. In the end, they allow learning a

debiased representation of neuroimaging data and to apply this model on new data, potentially
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acquired on new sites, unseen during training. Such models are crucial in a real clinical scenario

where we cannot reasonably assume to have the same scanners and acquisition settings in all

hospitals as the ones used to produced our training data.

4.5.6 Future works for learning representations with AI: from continuous to sym-

bolic approach

Figure 4.11: Overview of the proposed framework for learning representations using compositionality in the
latent space based on a discrete set of symbols. We assume the latent space to be low-dimensional embedding
on a hyper-sphere. The composition operator ◦ defines the composition structure of input representation f(x).
The symbols {ck}Kk=1 are vectors, either fixed at initialisation or learned during training but always uniformly
spread over the hyper-sphere. Training consists in imposing invariance of f(x) over a set of transformations T
(such as aggressive crop or cutout for images), i.e., ∀t ∼ T , f(t(x)) = f(x). Assignment between f(x) and the
subset of symbols {ck}k∈I(x) needs to be specified according to the choice of ◦. For simple addition + between
vectors, optimal transport algorithm can be used like in SwAV [43].

Unsupervised representation learning paradigm for visual representation is currently based

on image invariance to transformations (learning from repetition with variation). All recent

”instance-based” approaches (SimCLR [52], MoCo [136], BYOL [120], etc.) impose similarity

between internal representations of aggressively transformed input to learn without supervised

signal. These approaches assume that each image has its own representation, distinct from any

other images. From this perspective, infinite number of images would lead to infinite number

of representations. On the other hand, cluster-based/prototypical approaches like SwAV [43]

assume that it exists a finite number of internal codes such that any input can be

represented by a combination of these codes. Moreover, variations (i.e. transformations)

of the same input produce the same combination of codes. Interestingly, in practice, the

codebook size required to reach state-of-the-art results on vision benchmarks with SwAV is

very small compared to the dataset size (typically 3-4K vs 1M for ImageNet [74]). Such model

is a first step towards linking continuous high-dimensional input to small discretized latent codes
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that compress the relevant semantic information in the same way we, as humans, might do in

our day-to-day life. Indeed, current theory [73] proposed by S. Dehaene in cognitive science

states: we propose that humans are characterized by a specific ability to attach discrete symbols

to mental representations and to combine those symbols into nested recursive structures called

mental programs, the compositional rules of which define a language of thought. Humans develop

multiple such languages of thought in various domains (linguistic, musical, mathematical...).

This view, also largely developed by Chomsky with generative grammar for language [59],

is in line with a symbolic approach for representation learning using deep neural networks. We

argue, in line with P. Smolensky [260], that combining continuous computations with discrete

representations using a symbolic approach will lead to the next generation of AI system, in

particular for neuroimaging. It would notably allow:

1. a better integration of the compositionality principle, which may reduce drastically the

number of training examples required to learn representations (a bottleneck in particular

for clinical applications)

2. better interpretability of deep models, since input representation would rely on a finite

number of symbols that could be individually investigated (e.g. to link brain networks

with symbols)

More concretely, with the previous notion of codebook for learning representation, a repre-

sentation f(x) of an input x (such as brain image) could be decomposed over a finite number

of symbols (a.k.a. codes) {ck}Kk=1 that could be fixed or learned. In SwAV, the learning pro-

cedure consists in i) decomposing linearly f(x) over {ck}; ii) preserving uniformity between

these symbols and iii) imposing representation invariance over input transformations. In this

approach, the weights associated to each symbol can be viewed as a probability of belonging to

this symbol (like in soft clustering). However, we argue that there is no notion of composition-

ality or recurvise nested structure for decomposing f(x) over {ck}. To specifically define the

”language of thought” in such representation, a grammar is needed–that is, the compositional

rules over these symbols that allows to perform mental program on a given task. One idea is

to decompose the representation f(x) using a binary tree structure whose leafs are a subset of

symbols {ck} and the nodes is the result of a composition operator ◦ between two intermediate

representations. The learning algorithm would consist, as before, in imposing (1) invariance

of representation f(x) over a set of transformations while (2) preserving uniformity between

{ck}. In particular, this paradigm implies that, after training, each binary tree associated to

the representation of an input is invariant to a group of transformations. Considering the cur-

rent performance of SwAV for unsupervised learning of visual representation, we argue that

constraints (1) and (2) are sufficient to obtain good representations.

The composition operator ◦ ultimately sets how f(x) should be decomposed over {ck}. For
instance, if ◦ is the standard addition operator between vectors, then f(x) is a weighted sum over

a subset of symbols with only discrete weights. These weights could be learned using optimal
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transport (like in SwAV) by finding the optimal transportation polytope from representation

f(x) to symbols, restrained to only integer weights (e.g., using a rounding system). However,

multiple binary trees (over the same symbols) could lead to the same representation f(x) so

there would not be identifiability using this composition operator. Other composition operators

have been proposed in cognitive science (e.g., Mitchell & Lapata proposed additive models [202]

such as ci ◦ cj = Aci+Bcj) and each one implies a specific optimal transport algorithm to map

f(x) to symbols {ck}. The question becomes, which composition operator is best suited for

learning (visual) representations, i.e., which operator ◦ (and subsequent optimal transport

algorithm) leads to best generalization performance? Can we improve current SwAV model

by finding such composition operator? Some answers to these questions may open the door to

new AI solutions that integrate both compositionality principle and invariance to a group of

transformations at its core, and it may lead to a new generation of AI systems.
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Appendix A

First Appendix

A.1 Bayesian Inference

Given a training set D = {(xi, yi)}ni=1 of labelled examples, we define a posterior distribution

p(y|x,D) for a new input x that can be computed with a neural network fθ(x) with a prior

distribution p(θ) on its parameters. To compute this posterior distribution, we can use Bayesian

Inference. Here, we prove that the following equality holds for an input x:

p(y|x,D) =
∫

p(y|x, θ)p(θ|D)dθ (A.1)

proof. The proof essentially comes from the Bayesian equality p(y, θ|Z) = p(y,θ,Z)
p(Z)

· p(θ,Z)
p(θ,Z)

=

p(y|θ, Z)p(θ|Z). By setting Z = (x,D), we have:

p(y|x,D) =
∫

p(y, θ|x,D)dθ

=

∫
p(y|x,D, θ)p(θ|x,D)dθ

=

∫
p(y|x, θ)p(θ|D)dθ

Last equality holds since p(y|x,D, θ) does not depend on D once the parameters θ are fixed

and p(θ|x,D) does not depend on input x when training samples D are provided.

A.2 Introduction of tiny-DenseNet

Analysis of DenseNet121: as we wanted to give a tiny version of DenseNet (121 layers and

11M parameters), we analyzed its internal representation on Dx problem. In order to analyze

the representation learnt inside this network, we computed the Singular Vector Canonical Cor-

relation Analysis (SVCCA) [229] between the outputs of all pairs of layer inside every block.

Formally, we define a set of neurons {zli}i∈[1..hwcd] for each layer l where (c, h, w, d) represent the
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number of channels, height, width and depth of the feature maps of layer l respectively; and

zli = (zli(x1), ..., z
l
i(xN)) ∈ RN is the response of neuron i to the entire test set (of size N). In this

way, we can compute the CCA between 2 blocks of data {zl1i }i∈[1..h1w1c1d1] and {z
l2
i }i∈[1..h2w2c2d2]

for 2 layers l1 and l2 since all vectors lie in the same space RN (we also computed a Singular

Value Decomposition (SVD) before the computation of the CCA to remove the noisy neurons,

as described in [229]). We chose to keep only 50% of the explained variance since N ≪ hwcd in

our experiments (N = 394 and hwcd > 104) and we observed that a lot of neurons were noisy.

Results are plotted in figure A.1a.

Tiny-DenseNet: we first observed that the blocks 1 and 2 (starting from 0) of DenseNet121

were highly correlated, which suggested a redundancy. In particular, it suggested that the

features learnt inside the 3rd block were just copied from the second block and the specialization

of the network to the prediction task did not occur in block 2. It was then natural to remove

the block 2 from DenseNet121, assuming that the receptive field of a neuron before the FC

layer would remain big enough for the 3 clinical tasks (its size is 32 × 32 × 32 for a an input

size 128× 128× 128 with DenseNet121 and it is halved when we remove the 3rd block). Also,

we halved the growth rate from k = 32 to k = 16 and we called the resulting network tiny-

DenseNet, as it is 10× smaller than DenseNet. As before, we plotted the SVCCA between the

internal layer outputs of tiny-DenseNet in figure A.1b and we noticed that, differently from

DenseNet121 in figure A.1a, the strong correlation between blocks disappeared.

(a) DenseNet121 (b) tiny-DenseNet

Figure A.1: Internal representation of DenseNet and its tiny version. The SVCCA is computed between each
pair of layers. Networks are trained on Dx.
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Appendix B

Second Appendix

B.1 Inequality between InfoNCE and NCE loss

Property 1. InfoNCE loss LInfoNCE upper bounds the NCE loss LNCE such that LNCE ≤
LInfoNCE + log(1 + e) +O

(
1
N

)
proof.

We recall the definition of the two losses, for N pairs of views (vi1, v
i
2) ∼ p(V1, V2):

LNCE = − 1

N

N∑
i=1

(
log hθ(v

i
1, v

i
2) +

1

N − 1

∑
j ̸=i

log(1− hθ(v
i
1, v

j
2))

)
(B.1)

LInfoNCE = − 1

N

N∑
i=1

log
e−Eθ(v

i
1,v

i
2)

1
N

∑N
j=1 e

−Eθ(v
i
1,v

j
2)

(B.2)

with hθ(·, ·) = σ(Eθ(·, ·)) and σ is the Sigmoid function. We first start by re-writing NCE

loss as:

LNCE = − 1

N

N∑
i=1

(
log

1

1 + eEθ(v
i
1,v

i
2)
+

1

N − 1

∑
j ̸=i

log
eEθ(v

i
1,v

j
2)

1 + eEθ(v
i
1,v

j
2)

)

= − 1

N

N∑
i=1

(
log

e−Eθ(v
i
1,v

i
2)

e−Eθ(v
i
1,v

i
2) + 1

+
1

N − 1

∑
j ̸=i

log
1

e−Eθ(v
i
1,v

j
2) + 1

)

= − 1

N

N∑
i=1

(
log

e−Eθ(v
i
1,v

i
2)

e−Eθ(v
i
1,v

i
2) + 1

+
1

N − 1

∑
j ̸=i

log
1

e−Eθ(v
i
1,v

j
2) + 1

)

= − 1

N

N∑
i=1

(
−Eθ(v

i
1, v

i
2)−

1

N − 1

N∑
j=1

log
(
e−Eθ(v

i
1,v

j
2) + 1

))
(B.3)
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We can then re-write the denominator of InfoNCE loss and apply Jensen’s inequality:

log
1

N

N∑
j=1

e−Eθ(v
i
1,v

j
2) = log

(
1

N

N∑
j=1

(
e−Eθ(v

i
1,v

j
2) + 1

)
− 1

)
(1)

≥ log

(
1

N

N∑
j=1

(
e−Eθ(v

i
1,v

j
2) + 1

))
−K

(2)

≥ 1

N

N∑
j=1

log
(
e−Eθ(v

i
1,v

j
2) + 1

)
−K

≥ 1

N − 1

N∑
j=1

log
(
e−Eθ(v

i
1,v

j
2) + 1

)
−K +O

(
1

N

)
(B.4)

Where (1) stands since log(x− 1) ≥ log(x)−K, ∀x ≥ 1 + e−1 with K = log(1 + e) and (2)

is by Jensen’s inequality applied to convex function − log. By combining eq. B.3 and B.4, we

have:

LNCE ≤ −
1

N

N∑
i=1

(
e−Eθ(v

i
1,v

i
2) − log

N∑
j=1

1

N
e−Eθ(v

i
1,v

j
2)

)
+K +O

(
1

N

)
= LInfoNCE +K +O

(
1

N

)

B.2 Equivalence between y-Aware InfoNCE and SupCon in discrete

case

Theorem 7. Let (vi1, v
i
2, yi)i∈[1..N ]

iid∼ p(V1, V2, Y ) with Y ∈ {1..K} a discrete auxiliary variable

(K ∈ N). Then y-Aware InfoNCE loss is the SupCon loss [170] and it is a negative estimator of

the mutual information I(V1, V2) under the conditional independence assumption p(V1, V2|Y ) =

p(V1|Y )p(V2|Y ):

IyNCE(V1, V2) =
1

N

N∑
i=1

1

|Cyi |2
∑

k1,k2∈Cyi

log
efθ(v

k1
1 )·fθ(v

k2
2 )

1
N

∑N
j=1 e

fθ(v
k1
1 )·fθ(vj2)

(B.5)

=
1

N

N∑
i=1

1

|Cyi |
∑
j∈Cyi

log
efθ(v

i
1)·fθ(v

j
2)

1
N

∑N
k=1 e

fθ(v
i
1)·fθ(vk2 )

= −LSupCon (B.6)

Where Cy = {i ∈ [1..N ]|yi = y}.

proof. To prove this equality, we separate the first sum according to the label of each sample
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i ∈ [1..N ]. Let Fθ(i, j) = log efθ(v
i
1)·fθ(v

j
2)

1
N

∑N
k=1 e

fθ(v
i
1)·fθ(v

k
2 )
, then we have:

IyNCE(V1, V2) =
1

N

N∑
i=1

1

|Cyi |2
∑

k1,k2∈Cyi

Fθ(k1, k2)

=
1

N

K∑
y=1

∑
i∈Cy

1

|Cyi |2
∑

k,j∈Cyi

Fθ(k, j)

(1)
=

1

N

K∑
y=1

∑
i∈Cy

∑
k,j∈Cy

1

|Cy|2
Fθ(k, j)

=
1

N

K∑
y=1

|Cy|
∑

k,j∈Cy

1

|Cy|2
Fθ(k, j)

=
1

N

K∑
y=1

∑
k∈Cy

∑
j∈Cy

1

|Cy|
Fθ(k, j)

=
1

N

N∑
k=1

1

|Cyk |
∑
j∈Cyk

Fθ(k, j) = −LSupCon

Where (1) stands because Cy = Cyi for i ∈ Cy by definition. This relates our y-Aware

InfoNCE estimator to SupCon. Since IyNCE(V1, V2) is an estimator of the mutual information

I(V1, V2) under conditional independence assumption, so is SupCon.

B.3 Contrastive Learning optimizes alignment and uniformity

Theorem 8. InfoNCE converges, as the number of pairs N increases, to:

LInfoNCE = −E(vi1,v
i
2)i∈[1..N ]∼p(V1,V2)

(
1

N

N∑
i=1

log
efθ(v

i
1)·fθ(vi2)

1
N

∑N
k=1 e

fθ(v
i
1)·fθ(vk2 )

)
−−−→
N→∞

−E(v1,v2)∼p(V1,V2) [fθ(v1) · fθ(v2)] + Ev1∼p(V1) log Ev2∼p(V2)e
fθ(v1)·fθ(v2)

proof. To prove this theorem, we first split LInfoNCE into 2 terms and we then use Strong

Law of Large Numbers (SLLN):
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LInfoNCE = −E(vi1,v
i
2)i∈[1..N ]∼p(V1,V2)

(
1

N

N∑
i=1

log
efθ(v

i
1)·fθ(vi2)

1
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k=1 e

fθ(v
i
1)·fθ(vk2 )

)

= −E(v1,v2)∼p(V1,V2)(fθ(v1) · fθ(v2)) + E(vi1,v
i
2)i∈[1..N ]∼p(V1,V2)
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N
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log
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i
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E(vi1)i∈[1..N ]∼p(V1)

1

N

N∑
i=1

Evi2,(v
j
2)j ̸=i∼p(V2|V1)p(V2)N−1 log

1

N

N∑
k=1

efθ(v
i
1)·fθ(vk2 )

Let i ∈ [1..N ] and vi1 ∼ p(V1). For N − 1 samples (vj2)j ̸=i ∼ p(V2) and vi2 ∼ p(V2|V1), we

remark that limN→∞ log 1
N

∑N
k=1 e

fθ(v
i
1)·fθ(vk2 ) = log Ev2∼p(V2)e

fθ(v
i
1)·fθ(v2) by SLLN and continuous

mapping theorem. Then, we obtain:

lim
N→∞

E(vi1,v
i
2)i∈[1..N ]∼p(V1,V2)

1

N

N∑
i=1

log
1

N

N∑
k=1

efθ(v
i
1)·fθ(vk2 ) = lim

N→∞
E(vi1)i∈[1..N ]∼p(V1)

1

N

N∑
i=1

log Ev2∼p(V2)e
fθ(v

i
1)·fθ(v2)

= Ev1∼p(V1) log Ev2∼p(V2)e
fθ(v1)·fθ(v2)

Which concludes the proof by taking the previous decomposition.

B.4 More Empirical Evidence with Decoupled Uniformity objective

In this section, we provide additional empirical evidence to confirm several claims and arguments

developed in the main text.

B.4.1 Multi-view Contrastive Learning with Decoupled Uniformity

When the intra-class connectivity hypothesis is full-filled, we showed that Decoupled Uniformity

loss can tightly bound the classification risk for well-aligned encoders (see Theorem 4). Under

that hypothesis, we consider the standard empirical estimator of µx ≈
∑V

v=1 f(x
(v)) for V

views. Using all SimCLR augmentations, we empirically verify that increasing V allows for:

1) a better estimate of µx which implies a faster convergence and 2) better SOTA results on

both small-scale (CIFAR10, CIFAR100, STL10) and large-scale (ImageNet100) vision datasets.

We always use batch size n = 256 for all approaches with ResNet18 backbone for CIFAR10,

CIFAR100 and STL10 and ResNet50 for ImageNet100. We report the results in Table B.1.

B.4.2 Kernel choice on RandBits experiment

In our experiments on RandBits, we used RBF Kernel in Decoupled Uniformity but other

kernels can be considered. Here, we have compared our approach with a cosine kernel on

Randbits with k = 10 and k = 20 bits. There is no hyper-parameter to tune with cosine. From
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Model CIFAR-10 CIFAR-100 ImageNet100 STL10
e = 200 e = 400 e = 200 e = 400 e = 200 e = 400 e = 200 e = 400

SimCLR[52] 79.4 81.75 48.89 53.02 65.30 66.52 76.99 79.02
BYOL[120] 80.14 81.97 51.57 53.65 72.20 72.26 77.62 79.61

Decoupled Unif (2 views) 82.43 85.82 54.01 58.89 71.98 72.24 78.12 79.89
Decoupled Unif (4 views) 84.99 85.34 57.23 59.07 72.08 75.00 78.25 80.47
Decoupled Unif (8 views) 86.50 85.80 59.63 59.74 74.70 75.00 79.82 80.30

Table B.1: A better approximation of centroids µx (i.e. increasing number of views) when augmentation overlap
hypothesis is (nearly) full-filled implies faster convergence. All models are pre-trained with batch size n = 256.
We use ResNet18 backbone for CIFAR10, CIFAR100, STL10 and ResNet50 for ImageNet100. We report linear
evaluation accuracy (%) for a given number of epochs e.

Table B.2, we see that cosine gives comparable results for k = 10 bits with RBF but it is not

appropriate for k = 20 bits.

Kernel 10 bits 20 bits

RBFKernel(σ = 1) 66.25±0.17 9.91±0.13

RBFKernel(σ = 30) 67.21±0.29 66.46±0.19

RBFKernel(σ = 50) 68.42±0.51 68.58±0.17

CosineKernel 66.56±0.45 9.68±0.18

Table B.2: Linear evaluation after training on RandBits-CIFAR10 with ResNet18 for 200 epochs. RBF and
Cosine kernels are evaluated.

B.5 Geometrical Considerations about Decoupled Uniformity

In this section, we provide a geometrical understanding of Decoupled Uniformity loss from a

metric learning point of view. In particular, we consider the Log-Sum-Exp (LSE) operator

often used in CL as an approximation of the maximum.

We consider the finite-samples case with N original samples (xi)i∈[1..N ]
i.i.d.∼ p(X) and L

views (v
(l)
i )l∈[1..L]

i.i.d.∼ pA(V |xi) for each sample xi. We make an abuse of notations and set

µi =
1
L

∑L
l=1 f(v

(l)
i ). Then we have:

L̂d
unif = log

1

N(N − 1)

∑
i ̸=j

exp
(
−||µi − µj||2

)
= log

1

N(N − 1)

∑
i ̸=j

exp
(
−s+i − s+j + 2s−ij

) (B.7)

where s+i = ||µi||2 = 1
L2

∑
l,l′ s(v

(l)
i , v

(l′)
i ), s−ij =

1
L2

∑
l,l′ s(v

(l)
i , v

(l′)
j ) and s(·, ·) = ⟨f(·), f(·)⟩2 is

viewed as a similarity measure.

From a metric learning point-of-view, we shall see that minimizing Eq. B.7 is (almost)

equivalent to looking for an encoder f such that the sum of similarities of all views from the

same anchor (s+i and s+j ) are higher than the sum of similarities between views from different
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instances s−ij:

s+i + s+j > 2s−ij + ϵ ∀i ̸= j (B.8)

where ϵ is a margin that we suppose ”very big” (see hereafter). Indeed, this inequality is

equivalent to −ϵ > 2s−ij − s+i − s+j for all i ̸= j, which can be written as :

argmin
f

max(−ϵ, {2s−ij − s+i − s+j }i,j∈[1..N ],j ̸=i)

This can be transformed into an optimization problem using the LSE (log-sum-exp) approx-

imation of the max operator:

argmin
f

log

(
exp(−ϵ) +

∑
i ̸=j

exp (−s+i − s+j + 2s−ij)

)
Thus, if we use an infinite margin (limϵ→∞) we retrieve exactly our optimization problem

with Decoupled Uniformity in Eq.B.7 (up to an additional constant depending on N).

B.6 Additional general guarantees on downstream classification

B.6.1 Optimal configuration of supervised loss

In order to derive guarantees on a downstream classification task D when optimizing our un-

supervised decoupled uniformity loss, we define a supervised loss that measures the risk on a

downstream supervised task. We prove in the next section that the minimizers of this loss have

the same geometry as the ones minimizing cross-entropy and SupCon [170]: a regular simplex

on the hyper-sphere [118]. More formally, we have:

Lemma 9. Let a downstream task D with C classes. We assume that C ≤ d + 1 (i.e., a big

enough representation space), that all classes are balanced and the realizability of an encoder

f ∗ = argminf∈F Lsup(f) with Lsup(f) = log Ey,y′∼p(Y )p(Y ′)e
−||µy−µy′ ||2, and µy = Ex∼p(X|Y=y)µx.

Then the optimal centroids (µ∗
y)y∈Y associated to f ∗ make a regular simplex on the hypersphere

Sd−1 and they are perfectly linearly separable, i.e min(wy)y∈Y∈Rd E(x,y)∼D1(wy ·µ∗
y < 0) = 0. Proof

in the next section.

This property notably implies that we can realize 100% accuracy at optima with linear

evaluation (taking the linear classifier g(x) = W ∗f ∗(x) with W ∗ = (µ∗
y)y∈Y ∈ RC×d).

B.6.2 General guarantees of Decoupled Uniformity

In its most general formulation, we tightly bound the previous supervised loss by Decoupled

Uniformity loss Ld
unif depending on a variance term of the centroids µx conditionally to the

labels:
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Theorem 10. (Guarantees for a given downstream task) For any f ∈ F and augmentation A
we have:

Ld
unif (f) ≤ Lsup(f) ≤ 2

d∑
j=1

Var(µj
x|y) + Ld

unif (f) ≤ 4Ex,x′∼p(X|y)p(X′|y)||µx − µx′ ||+ Ld
unif (f)

(B.9)

where Var(µj
x|y) = Ex∼p(X|y)(µ

j
x − Ex′∼p(X|y)µ

j
x′)2, y = argmaxy′∈Y Var(µj

x|y′) and µj
x is the j-th

component of µx = Ev∼pA(V |x)f(v). Proof in the next section.

Intuitively, it means that we will achieve good accuracy if all centroids (µx)x∈X for samples

x ∈ X in the same class are not too far. This theorem is very general since we do not require

the intra-class connectivity assumption on A; so any A ⊂ A∗ can be used.

B.7 Experimental Details

We provide a detailed pseudo-code of our algorithm as well as all experimental details to

reproduce the experiments run in the manuscript.

B.7.1 Pseudo-code

Algorithm 1 Pseudo-code of the algorithm

Require: Batch of images (x1, ..., xN ) ∈ X , augmentation module A
KN ← (K(xi, xj))i,j∈[1..N ] ▷ Compute the kernel matrix
α← (KN +NλIN )−1KN ▷ Compute weights for centroid estimation

v
(1)
i , ..., v

(L)
i

i.i.d.∼ pA(V |xi) ▷ Sample L views per image

F ← ( 1
L

∑L
l=1 f(v

(l)
i ))i∈[1..N ] ▷ Compute the averaged image representation

µ̂← αF ▷ Centroid estimation
L̂d
unif ← log 1

N(N−1)

∑
i̸=j exp(−||µ̂i − µ̂j ||2) ▷ Kernel Decoupled Uniformity loss

return L̂d
unif

B.7.2 Implementation in PyTorch

B.7.3 Datasets

CIFAR [180] We use the original training/test split with 50000 and 10000 images respectively

of size 32× 32.

STL-10 [63] In unsupervised pre-training, we use all labelled+unlabelled images (105000

images) for training and the remaining 8000 for test with size 96×96. During linear evaluation,

we only use the 5000 training labelled images for learning the weights.

CUB200-2011 [294] This dataset is composed of 200 fine-grained bird species with 5994

training images and 5794 test images rescaled to 224× 224.
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Algorithm 2 Implementation in PyTorch

1 # loader: generator of images

2 # n: batch size

3 # n_views: number of views

4 # d: latent space dimension

5 # f: encoder (with projection head)

6 # x: Tensor of shape [n, *]

7 # aug: augmentation module generating views

8 # K: kernel defined on image space

9 for x in loader:

10 alphas = (K(x, x) + n*lamb*torch.eye(n)).inverse () @ K(x, x)

11 x = aug(x, n_views) # shape=[n*n_views , *]

12 z = f(x).view([n, n_views , d]) # shape =[n, n_views , d]

13 mu = alphas.detach () @ z.mean(dim=1) # shape=[n, d]

14 loss = L(mu)

15 loss.backward ()

16

17 def L(mu, t=2):

18 return torch.pdist(z, p=2).pow (2).mul(-t).exp().mean().log()

19

UTZappos [312] This dataset is composed of images of shoes from zappos.com. In order to

be comparable with the literature on weakly supervised learning, we follow [280] and split it

into 35017 training images and 15008 test images resized at 32× 32.

ImageNet100 [74, 275] It is a subset of ImageNet containing 100 random classes and intro-

duced in [275]. It contains 126689 training images and 5000 testing images rescaled to 224×224.
It notably allows a reasonable computational time since we runt all our experiments on a single

server node with 4 V100 GPU.

BHB [87] This dataset is composed of 10420 3D brain MRI images of size 121 × 145 × 121

with 1.5mm3 spatial resolution. Only healthy subjects are included.

BIOBD [148] It is also a brain MRI dataset including 662 3D anatomical images and used

for downstream classification. Each 3D volume has size 121×145×121. It contains 306 patients
with bipolar disorder vs 356 healthy controls and we aim at discriminating patients vs controls.

It is particularly suited to investigate biomarkers discovery inside the brain [144].

CheXpert [154] This dataset is composed of 224 316 chest radiogaphs of 65240 patients.

Each radiograph comes with 14 medical obervations. We use the official training set for our

experiments, following [150, 154] and we test the models on the hold-out official validation split

containing radiographs from 200 patients. For linear evaluation on this dataset, we train 5

linear probes to discriminate 5 pathologies (as binary classification) using only the radiographs

with ”certain” labels.
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B.7.4 Contrastive models

Architecture. For all small-scale vision datasets (CIFAR-10 [180], CIFAR-100 [180], STL-

10 [63], CUB200-2011 [294] and UT-Zappos [312]), we used official ResNet18 [135] backbone

where we replaced the first 7× 7 convolutional kernel by a smaller 3× 3 kernel and we removed

the first max-pooling layer for CIFAR-10, CIFAR-100 and UTZappos. For ImageNet100, we

used ResNet50 [135] for stronger baselines as it is common in the literature. For medical images

on brain MRI datasets (BHB [87] and BIOBD[148], we used DenseNet121 [149] as our default

backbone encoder, following previous literature on these datasets [87].

Following [52], we use the representation space after the last average pooling layer with 2048

dimensions to perform linear evaluation and use a 2-layers MLP projection head with batch

normalization between each layer for a final latent space with 128 dimensions.

Batch size. We always use a default batch size 256 for all experiments on vision datasets and

64 for brain MRI datasets (considering the computational cost with 3D images and since it had

little impact on the performance [87]).

Optimization. We use SGD optimizer on small-scale vision datasets (CIFAR-10, CIFAR-

100, STL-10, CUB200-2011, UT-Zappos) with a base learning rate 0.3× batch size/256 and a

cosine scheduler. For ImageNet100, we use a LARS [311] optimizer with learning rate 0.02 ×√
batch size and cosine scheduler. In Kernel Decoupled Uniformity loss, we set λ = 0.01√

batch size

and t = 2. For SimCLR, we set the temperature to τ = 0.07 for all datasets following [309].

Unless mentioned otherwise, we use 2 views for Decoupled Uniformity (both with and without

kernel) and the computational cost remains comparable with standard contrastive models.

Training epochs. By default, we train the models for 200 epochs unless mentioned otherwise

for all vision data-sets excepted CUB200-2011 and UTZappos where we train them for 1000

epochs, following [280]. For medical datasets, we perform pre-training for 50 epochs, as in [87].

For linear evaluation, we use a simple linear layer trained for 300 epochs with an initial learning

rate 0.1 decayed by 0.1 on each plateau.

Augmentations. We follow [52] to define our full set of data augmentations for vision datasets

including: RandomResizedCrop (uniform scale between 0.08 to 1), RandomHorizontalFlip and

color distorsion (including color jittering and gray-scale). For medical datasets, we use cutout

covering 25% of the image in each direction (1/43 of the entire volume), following [87].

Generative Models

Architecture. For VAE, we use ResNet18 backbone with a completely symmetric decoder

using nearest-neighbor interpolation for up-sampling. For DCGAN, we follow the architecture

described in [226]. We keep the original dimension for CIFAR-10 and CIFAR-100 datasets
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and we resize the images to 64 × 64 for STL-10. For BigBiGAN [84], we use the ResNet50

pre-trained encoder available at https://tfhub.dev/deepmind/bigbigan-resnet50/1 with

BN+CReLU features.

Training. For VAE, we use PyTorch-lightning pre-trained model for STL-10 1 and we optimize

VAE for CIFAR-10 and CIFAR-100 for 400 epochs using an initial learning rate 10−4 and SGD

optimizer with a cosine scheduler. We use the same pipeline on RandBits dataset. For DCGAN,

we optimize it using Adam optimizer (following [226]) and base learning rate 2× 10−4.

B.8 Omitted Proofs

B.8.1 Estimation Error with Empirical Decoupled Uniformity

Property 2. L̂d
unif (f) fulfills |L̂d

unif (f)− Ld
unif (f)| ≤ O

(
1√
N

)
.

proof. For any v ∈ V , since f(x) ∈ Sd−1, then ||µx|| = ||EpA(v|x)f(v)|| ≤ EpA(v|x)||f(v)|| = 1.

As a result, e−||µx−µx′ ||2 ∈ I
def
= [e−4, 1] for any x, x′ ∈ X . Since log is k-Lipschitz on I then:

|L̂d
unif (f)− Ld

unif (f)| ≤ k

∣∣∣∣∣ 1

N(N − 1)

∑
i ̸=j

e−||µxi−µxj ||
2 − Ep(x)p(x′)e

−||µx−µx′ ||2
∣∣∣∣∣

For a fixed x ∈ X , let gN(x) = 1
N

∑N
i=1 e

−||µx−µxi ||
2
and g(x) = Ep(x′)e

−||µx−µx′ ||2 . Since

(Zi)i∈[1..N ] =
(
e−||µx−µxi ||

2 − g(x)
)
i∈[1..N ]

are iid with bounded support in [−2, 2] and zero mean

then by Berry–Esseen theorem we have |gN(x) − g(x)| ≤ O( 1√
N
). Similarly, (Z ′

i)i∈[1..N ] =(
gN(xi)− Ep(x)gN(x)

)
are iid, bounded in [−2, 2] and with zero mean. So | 1

N

∑N
i=1 gN(xi) −

Ep(x)gN(x)| ≤ O( 1√
N
) by Berry–Esseen theorem. Then we have:

|L̂d
unif (f)− Ld

unif (f)| ≤ k| N

(N − 1)N

N∑
i=1

gN(xi)− Ep(x)g(x)|

≤ 2k| 1
N

N∑
i=1

gN(xi)− Ep(x)gN(x) + Ep(x)gN(x)− Ep(x)g(x)|

≤ O(
1√
N
) +O(

1√
N
) ≤ O(

1√
N
)

B.8.2 Optimality of Decoupled Uniformity

Theorem 1. (Optimality of Decoupled Uniformity) Given N points (xi)i∈[1..N ] such that N ≤
d+ 1, the optimal decoupled uniformity loss is reached when:

1. (Perfect uniformity) All centroids (µi)i∈[1..N ] = (µxi
)i∈[1..N ] make a regular simplex on the

hyper-sphere Sd−1

1https://github.com/PyTorchLightning/pytorch-lightning
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2. (Perfect alignment) f is perfectly aligned, i.e ∀v, v′ i.i.d.∼ pA(V |xi), f(v) = f(v′)

proof. We will use Jensen’s inequality and basic algebra to show these 2 properties. By

triangular inequality, we have ||µi|| = ||EpA(v|xi)f(v)|| ≤ E||f(v)|| = 1 since we assume f(v) ∈
Sd. So all (µi) are bounded by 1.

Let µ = (µi)i∈[1..N ]. We have:

Γ(µ) :=
N∑

i,j=1

||µi − µj||2 =
∑
i,j

||µi||2 + ||µj||2 − 2µi · µj

≤
∑
i,j

(2− 2µi · µj)

= 2N2 − 2||
∑
i

µi||2 ≤ 2N2

with equality if and only if
∑N

i=1 µi = 0 and ∀i ∈ [1..N ], ||µi|| = 1. By strict convexity of

u→ e−u, we have: ∑
i ̸=j

exp(−||µi − µj||2) ≥ n(n− 1) exp

(
− Γ(µ)

n(n− 1)

)
≥ n(n− 1) exp

(
− 2n

n− 1

)
with equality if and only if all pairwise distance ||µi − µj|| are equal (equality case in Jensen’s

inequality for strict convex function),
∑N

i=1 µi = 0 and ||µi|| = 1. So all centroids must form a

regular n− 1-simplex inscribed on the hypersphere Sd−1 centered at 0.

Finally, since ||µi|| = 1 then we have equality in the Jensen’s inequality ||µi|| = ||EpA(v|xi)f(v)|| ≤
EpA(v|xi)||f(v)|| = 1. Since || · || is strictly convex on the hyper-sphere, then f must be constant

on supp pA(·|xi), for all xi so f must be perfectly aligned.

Theorem 2. (Asymptotical Optimality) When the number of samples is infinite N →∞, then

for any perfectly aligned encoder f ∈ F that minimizes Ld
unif , the centroids µx for x ∼ p(X)

are uniformly distributed on the hypersphere Sd−1.

proof. Let f ∈ F perfectly aligned. Then all centroids µx = f(x) lie on the hypersphere

Sd−1 and we are optimizing:

argmin
f
Ld

unif (f) = argmin
f

E
x,x′iid∼ p(X)

e−||f(x)−f(x′)||2

So a direct application of Proposition 1. in [297] shows that the uniform distribution on Sd−1

is the unique solution to this problem and that all centroids are uniformly distributed on the

hyper-sphere.
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B.8.3 Optimality of Supervised Loss

Lemma 6. Let a downstream task D with C classes. We assume that C ≤ d + 1 (i.e., a big

enough representation space), that all classes are balanced and the realizability of an encoder

f ∗ = argminf∈F Lsup(f) with Lsup(f) = log Ey,y′∼p(Y )p(Y ′)e
−||µy−µy′ ||2, and µy = Ep(x|y)µx. Then

the optimal centroids (µ∗
y)y∈Y associated to f ∗ make a regular simplex on the hypersphere Sd−1

and they are perfectly linearly separable, i.e min(wy)y∈Y∈Rd E(x,y)∼D1(wy · µ∗
y < 0) = 0.

proof. This proof is very similar to the one in Theorem 2. We first notice that all ”labelled”

centroids µy = Ep(x|y)µx are bounded by 1 (||µy|| ≤ Ep(x|y)EpA(v|x)||f(v)|| = 1 by Jensen’s

inequality applied twice). Then, since all classes are balanced, we can re-write the supervised

loss as:

Lsup(f) = log
1

C2

C∑
y,y′=1

e−||µy−µy′ ||2

We have:

ΓY(µ) :=
C∑

y,y′=1

||µy − µy′||2 =
∑
y,y′

||µy||2 + ||µy′||2 − 2µy · µy′

≤
∑
y,y′

(2− 2µy · µy′)

= 2C2 − 2||
∑
y

µy||2 ≤ 2C2

with equality if and only if
∑C

y=1 µy = 0 and ∀y ∈ [1..C], ||µy|| = 1. By strict convexity of

u→ e−u, we have: ∑
y ̸=y′

exp(−||µy − µy′ ||2) ≥ C(C − 1) exp

(
− ΓY(µ)

C(C − 1)

)
≥ C(C − 1) exp

(
− 2C

C − 1

)
with equality if and only if all pairwise distance ||µy − µy′|| are equal (equality case in Jensen’s

inequality for strict convex function),
∑C

y=1 µy = 0 and ||µy|| = 1. So all centroids must

form a regular C − 1-simplex inscribed on the hypersphere Sd−1 centered at 0. Furthermore,

since ||µy|| = 1 then we have equality in the Jensen’s inequality ||µy|| = ||Ep(x|y)pA(v|x)f(v)|| ≤
Ep(x|y)pA(v|x)||f(v)|| = 1 so f must by perfectly aligned for all samples belonging to the same

class: ∀x, x′ ∼ p(·|y), f(x) = f(x′).
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B.8.4 Generalization bounds for decoupled uniformity

Theorem 7. (Guarantees for a given downstream task) For any f ∈ F and augmentation

distribution A, we have:

Ld
unif (f) ≤ L

sup
unif (f) ≤ 2

d∑
j=1

Var(µj
x|y) +Ld

unif (f) ≤ 4Ep(x|y)p(x′|y)||µx− µx′||+Ld
unif (f) (B.10)

where Var(µj
x|y) = Ep(x|y)(µ

j
x − Ep(x′|y)µ

j
x′)2 and µj

x is the j-th component of µx = EpA(v|x)f(v).

proof.

Lower bound. To derive the lower bound, we apply Jensen’s inequality to convex function

u→ e−u:

expLd
unif (f) = Ep(x)p(x′)e

−||µx−µx′ ||2

= Ep(x|y)p(x′|y)p(y)p(y′)e
−||µx−µx′ ||2

≤ Ep(y)p(y′) exp
(
−Ep(x|y)p(x′|y′)||µx − µx′||2

)
Then, by Jensen’s inequality applied to ||.||2:

Ep(x|y)p(x′|y′)||µx − µx′||2 (1)
= Ep(x|y)||µx||2 + Ep(x′|y′)||µx′||2 − 2µy · µy′

≥ ||Ep(x|y)µx||2 + ||Ep(x′|y′)µx′||2 − 2µy · µy′

(1)
= ||µy − µy′||2

(1) follows according to the previous lemma. So we can conclude:

expLd
unif (f) ≤ Ep(y)p(y′) exp(−||µy − µy′ ||2) = expLsup

unif

Upper bound. For this bound, we will use the following equality (by definition of variance):

||Ep(x|y)µx||2 = ||Ep(x|y)µx||2 − Ep(x|y)||µx||2 + Ep(x|y)||µx||2

= −
d∑

j=1

Var(µj
x|y) + Ep(x|y)||µx||2
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So we start by expending:

||µy − µy′ ||2 = ||Ep(x′|y′)µx′ ||2 + ||Ep(x|y)µx||2 − 2Ep(x|y)p(x′|y′)µx · µx′

= Ep(x|y)||µx||2 + Ep(x′|y′)||µx′ ||2 −

(
d∑

j=1

Var(µj
x|y) + Var(µj

x′|y)

)
− 2Ep(x|y)p(x′|y′)µx · µx′

= Ep(x|y)p(x′|y′)||µx − µx′ ||2 − 2

(
d∑

j=1

Var(µj
x|y)

)

So by applying again Jensen’s inequality:

expLsup
unif = Ep(y)p(y′) exp(−||µy − µy′||2)

≤ Ep(y)p(y′) exp

(
−Ep(x|y)p(x′|y′)||µx − µx′ ||2 + 2

(
d∑

j=1

Var(µj
x|y)

))

≤ exp 2

(
d∑

j=1

Var(µj
x|ym)

)
Ep(y)p(y′) exp

(
−Ep(x|y)p(x′|y′)||µx − µx′ ||2

)
= exp 2

(
d∑

j=1

Var(µj
x|ym)

)
expLd

unif

We set ym = argmaxi,y∈[1..d]×Y Var(µj
x|y) We conclude here by taking the log on the previous

inequality.

Variance upper bound. Starting from the definition of conditional variance:

d∑
j=1

Var(µj
x|ym) = Ep(x|ym)||µx||2 − ||Ep(x|ym)µx||2

= Ep(x|ym)

(
(||µx|| − ||Ep(x|ym)µx||)(||µx||+ ||Ep(x|ym)µx||)

)
(1)

≤ Ep(x|ym)||µx − Ep(x′|ym)µx′||(||µx||+ ||Ep(x|ym)µx||)
(2)

≤ 2Ep(x|ym)||µx − Ep(x′|ym)µx′||
(3)

≤ 2Ep(x|ym)p(x′|ym)||µx − µx′||

(1) Follows from standard inequality ||a − b|| ≥ |||a|| − ||b||| (from Cauchy-Schwarz). (2)

follows from boundness of ||µx|| ≤ 1 and Jensen’s inequality. (3) is again Jensen’s inequality.
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B.8.5 Generalization bound under intra-class connectivity assumption

Theorem 3. Assuming 2, then for any ϵ-weak aligned encoder f ∈ F :

Ld
unif (f) ≤ L

sup
unif (f) ≤ 8Dϵ+ Ld

unif (f) (B.11)

Where D is the maximum diameter of all intra-class graphs Gy (y ∈ Y).

proof. Let y ∈ Y and x, x′ ∼ p(X|y)p(X ′|y). By Assumption 2, it exists a path of length

p ≤ D connecting (x, x′) in Gy. So it exists (xi)i∈[1..p+1] ∈ X and (vi)i∈[1..p] ∈ V s.t ∀i ∈
[1..p], vi ∼ pA(V |xi) ∩ pA(V |xi+1), x1 = x and xp+1 = x′. Then:

||µx − µx′|| = ||µx1 − µxp+1 ||

= ||
p∑

i=1

µxi+1
− µxi

||

≤
p∑

i=1

||µxi+1
− µxi

||

=

p∑
i=1

||µxi+1
− f(vi) + f(vi)− µxi

||

≤
p∑

i=1

||µxi+1
− f(vi)||+ ||f(vi)− µxi

||

(1)

≤
p∑

i=1

EpA(v|xi+1)||f(v)− f(vi)||+ EpA(v|xi)||f(vi)− f(v)||

(2)

≤
p∑

i=1

(ϵ+ ϵ) = 2ϵp ≤ 2ϵD

(1) follows from Jensen’s inequality and by definition of µx. (2) follows because f is ϵ-weak

aligned and vi ∼ pA(V |xi) ∩ pA(V |xi+1).

So we have ||µx − µx′ || ≤ 2ϵD and we can conclude by Theorem 10 (right inequality).

B.8.6 Conditional Mean Embedding Estimation

Let f ∈ F fixed.

Theorem 4. (Conditional Mean Embedding estimation) We assume that ∀g ∈ HX ,EpA(v|·)g(v) ∈
HX . Let {(v1, x1), ..., (vN , xN)} iid samples from p(V |X)p(X). Let ΦN = [ϕ(x1), ..., ϕ(xN)] and

Ψf = [f(v1), ..., f(vN)]
T . An estimator of the conditional mean embedding is:

∀x ∈ X , µ̂x =
N∑
i=1

αi(x)f(vi) (B.12)
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where αi(x) =
∑N

j=1[(Φ
T
NΦN + λNIN)

−1]ij⟨ϕ(xj), ϕ(x)⟩Hx. It converges to µx with the ℓ2 norm

at a rate O(N−1/4) for λ = O( 1√
N
).

proof. Let mx = EpA(v|x)⟨f(v), f(·)⟩ ∈ HX be the conditional mean embedding operator.

According to Theorem 6 in [263] and the assumption ∀g ∈ HX ,EpA(v|·)g(v) ∈ HX , this operator

can be approximated by:

m̂x =
N∑
i=1

αi(x)⟨f(vi), f(·)⟩

with αi defined previously in the theorem. This estimator converges with RKHS norm to mx

at rate O( 1√
Nλ

+ λ). So we need to link mx, m̂x with µx, µ̂x. We have:

⟨mx, m̂x⟩HX =

〈
EpA(v|x)⟨f(v), f(·)⟩Rd ,

N∑
i=1

αi(x)⟨f(vi), f(·)⟩Rd

〉
HX

=
N∑
i=1

αi(x)
〈
⟨EpA(v|x)f(v), f(·)⟩Rd , ⟨f(vi), f(·)⟩Rd

〉
HX

(1)
=

N∑
i=1

αi(x)⟨EpA(v|x)f(v), f(vi)⟩Rd

= ⟨µx, µ̂x⟩Rd

(1) holds by the reproducing property of kernel KX in HX . We can similarly obtain:

||mx||2HX
=
〈
EpA(v|x)⟨f(v), f(·)⟩Rd ,EpA(v|x)⟨f(v), f(·)⟩Rd

〉
HX

(1)
= ⟨EpA(v|x)f(v),EpA(v|x)f(v)⟩Rd

= ||EpA(v|x)f(v)||2 = ||µx||2

Again, (1) by reproducing property of KX . And finally:

||m̂x||2HX
=

〈
N∑
i=1

αi(x)⟨f(vi), f(·)⟩Rd ,

n∑
i=1

αi(x)⟨f(vi), f(·)⟩Rd

〉
HX

=
∑
i,j

αi(x)αj(x)⟨f(vi), f(vj)⟩Rd

= ||µ̂x||2Rd

By pooling these 3 equalities, we have:

||mx − m̂x||2HX
= ||mx||2 + ||m̂x||2 − 2⟨mx, m̂x⟩

= ||µx||2 + ||µ̂x||2 − 2⟨µx, µ̂x⟩

= ||µx − µ̂x||2Rd
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We can conclude since ||mx − m̂x|| ≤ O(λ+ (Nλ)−1/2).

B.8.7 Generalization bound under extended intra-class connectivity hypothesis

Theorem. Assuming 4 and 3 holds for a reproducible kernel KX and augmentation distribution

A. Let f ∈ F α-aligned. Let (xi)i∈[1..N ]
i.i.d.∼ p(X). We have:

Ld
unif (f) ≤ L

sup
unif (f) ≤ L

d
unif (f) + 4D(2α + βN(KX )ϵ) +O(N−1/4) (B.13)

where βN(KX ) = (λmin(KN )√
N

+
√
Nλ)−1 = O(1) for λ = O( 1√

N
), KN = (KX (xi, xj))i,j∈[1..N ]and

D is the maximal diameter for all G̃y, y ∈ Y. We noted λmin(KN) is the minimal eigenvalue

of KN .

proof. Let y ∈ Y and x, x′ ∼ p(X|Y = y)p(X ′|Y = y). By Assumption 3, it exists a

path of length p ≤ D connecting x, x′ in G̃. So it exists (ūi)i∈[1..p+1] ∈ X and (ui)i∈I ∈ V s.t

∀i ∈ I, ui ∼ pA(V |ūi)∩pA(V |ūi+1) and ∀j ∈ J,max(K(ūj, ūj), K(ūj+1, ūj+1))−K(ūj, ūj+1) ≤ ϵ

with (I, J) a partition of [1..p]. Furthermore, ū1 = x and ūp+1 = x′. As a result, we have:

||µx − µx′ || = ||µū1 − µūp ||

= ||
p∑

i=1

µūi+1
− µūi

||

≤
p∑

i=1

||µūi+1
− µūi

||

=
∑
i∈I

||µūi+1
− µūi

||+
∑
j∈J

||µūj+1
− µūj

||

Edges in E. As in proof of Theorem 4, we use the α-alignment of f to derive a bound:∑
i∈I

||µūi+1
− µūi

|| =
∑
i∈I

||µūi+1
− f(ui) + f(ui)− µūi

||

≤
∑
i∈I

||µūi+1
− f(ui)||+ ||f(ui)− µūi

||

(1)

≤
∑
i∈I

EpA(u|ūi+1)||f(u)− f(ui)||+ EpA(u|ūi)||f(ui)− f(u)||

(2)

≤
∑
i∈I

(α + α) = 2α|I|

(1) holds by Jensen’s inequality and (2) because f is α-aligned.

Edges in EK For this bound, we will use Theorem 5 to approximate µū and then derive

a bound from the property of Gϵ
K . Let vk ∼ pA(V |xk) for k ∈ [1..N ]. By Theorem 5, we
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know that, for all j ∈ J , µ̂ūj
converges to µūj

with ℓ2 norm at rate O(N−1/4) where µ̂ūj
=∑N

k,l=1 αk,lKX (xl, ūj)f(vk) and αk,l = [(KN +NλIN)
−1]k,l. As a result, for any j ∈ J , we have:

||µūj+1
− µūj

|| = ||µūj+1
− µ̂ūj+1

+ µ̂ūj+1
− µ̂ūj

+ µ̂ūj
− µūj

||

≤ ||µūj+1
− µ̂ūj+1

||+ ||µ̂ūj+1
− µ̂ūj

||+ ||µ̂ūj
− µūj

||
(1)

≤ O

(
1

N1/4

)
+ ||µ̂ūj+1

− µ̂ūj
||

Where (1) holds by Theorem 5. Then we will need the following lemma to conclude:

Lemma. For any a, b, c ∈ X ,max(K(a, a), K(b, b)) − K(a, b) ≥ |K(a, c) − K(b, c)| for any

reproducible kernel K.

proof. Let a, b, c ∈ X . We consider the distance d(x, y) = K(x, x) +K(y, y)− 2K(x, y) (it is

a distance since K is a reproducible kernel so it can be expressed as K(·, ·) = ⟨ϕ(·), ϕ(·)⟩). We

will distinguish two cases.

Case 1. We assume K(a, c) ≥ K(b, c). We have the following triangular inequality:

d(a, b) + d(a, c) ≥ d(b, c)

=⇒ K(a, b) +K(b, b)− 2K(a, b) +K(a, a) +K(c, c)− 2K(a, c) ≥ K(b, b) +K(c, c)− 2K(b, c)

=⇒ K(a, a)−K(a, b) ≥ K(a, c)−K(b, c) ≥ 0

So max(K(a, a), K(b, b))−K(a, b) ≥ |K(a, c)−K(b, c)|.

Case 2. We assume K(b, c) ≥ K(a, c). We apply symmetrically the triangular inequality:

d(a, b) + d(b, c) ≥ d(a, c)

=⇒ K(b, b)−K(a, b) ≥ K(b, c)−K(a, c) ≥ 0

So max(K(a, a), K(b, b))−K(a, b) ≥ |K(a, c)−K(b, c)|, concluding the proof.

Then, by definition of µ̂ūj
:

||µ̂ūj+1
− µ̂ūj

|| = ||
N∑

k,l=1

αk,lK(xl, ūj+1)f(vk)−
N∑

k,l=1

αk,lK(xl, ūj)f(vk)||

= ||AC||

Where A = (
∑N

k=1 αkjf(vk)
i)i,j ∈ Rd×N (f(·)i is the i-th component of f(·)) and C =
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(K(xl, ūj+1)−K(xl, ūj))l ∈ Rn×1. So, using the property of spectral ℓ2 norm we have:

||µ̂ūj+1
− µ̂ūj

|| = ||AC|| ≤ ||A||2||C||2

Using the previous lemma and because (ūj, ūj+1) ∈ EK , we have: ||C||22 =
∑N

i=1(K(xi, ūj+1)−
K(xi, ūj))

2 ≤
∑N

i=1(max(K(ūj+1, ūj+1), K(ūj, ūj)) − K(ūj, ūj+1))
2 ≤ Nϵ2 . To conclude, we

will prove that ||A||2 ≤ ||α||2 where α = (αij)i,j∈[1..N ]2 . For any v ∈ RN , we have:

||Av||2 = ||
n∑

k,j=1

αk,jvjf(xk)||2
(1)

≤

(
n∑

k,j=1

αk,jvj

)2

= ||αv||2
(2)

≤ ||α||22||v||2

Where (1) holds with Cauchy-Schwarz inequality and because f(·) ∈ Sd−1 and (2) holds by

definition of spectral ℓ2 norm. So we have ∀v ∈ Rd, ||Av|| ≤ ||α||2||v||, showing that ||A||2 ≤
||α||2.

So we can conclude that:∑
j∈J

||µūj+1
− µūj

|| ≤
∑
j∈J

(√
N ||(KN + λNIN)

−1||2ϵ+O(N−1/4)
)

= |J |||(KN +NλIN)
−1||2
√
Nϵ+O(N−1/4)

We set βN(KN) =
√
N ||(KN + λNIN)

−1||2. In order to see that βN(KN) = (λmin(KN )√
N

+√
Nλ)−1 with λmin(KN) > 0 the minimum eigenvalue of KN , we apply the spectral theorem on

the symmetric definite-positive kernel matrix KN . Let 0 < λ1 ≤ λ2 ≤ ... ≤ λN the eigenvalues

ofKN . According to the spectral theorem, it exists U an unitary matrix such thatKN = UDUT

with D = diag(λ1, ..., λN). So, by definition of spectral norm:

||(KN +NλIN)
−1||22 = λmax

(
U(D +NλIN)

−1UTU(D + λNIN)
−1UT

)
= λmax(UD̃UT )

= (λ1 +Nλ)−2

where D̃ = diag( 1
(λ1+Nλ)2

, ..., 1
(λN+Nλ)2

). So we can conclude that βN(KN) = ( λ1√
N
+
√
Nλ)−1 =

O(1) for λ = O( 1√
N
).

Finally, by pooling inequalities for edges over E and EK , we have:

||µx − µx′|| ≤ 2α|I|+ |J |βN(KN)ϵ+O(N−1/4) ≤ D(2α + βN(KN)ϵ) +O(N−1/4)

We can conclude by plugging this inequality in Theorem 10.

Theorem 5. We assume 3 and 4 hold for a reproducible kernel KX and augmentation module
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A. Let (vi, xi)i∈[1..N ]
i.i.d.∼ pA(V,X). Let µ̂xj

=
∑N

i=1 αi,jf(vi) with αi,j = ((KN + λIN)
−1KN)ij

and KN = [KX (xi, xj)]i,j∈[1..N ]. Then the empirical decoupled uniformity loss,

L̂d
unif

def
= log

1

N(N − 1)

N∑
i,j=1

exp(−||µ̂xi
− µ̂xj

||2)

verifies, for any α-weak aligned encoder f ∈ F :

L̂d
unif −O

(
1

N1/4

)
≤ Lsup

unif (f) ≤ L̂
d
unif + 4D(2α + βN(KX )ϵ) +O

(
1

N1/4

)
(B.14)

proof. We just need to prove that, for any f ∈ F , |Ld
unif (f)− L̂d

unif (f)| ≤ O(N−1/4) and we

can conclude through the previous theorem. We have:

|Ld
unif (f)− L̂d

unif (f)| =

∣∣∣∣∣log 1

N(N − 1)

N∑
i,j=1

exp(−||µ̂xi
− µ̂xj

||2)− Ep(x)p(x′)e
−||µx−µx′ ||2

∣∣∣∣∣
≤

∣∣∣∣∣∣∣∣∣∣
log

1

N(N − 1)

N∑
i,j=1

exp(−||µ̂xi
− µ̂xj

||2)− log
1

N(N − 1)
e−||µxi−µxj ||

2

︸ ︷︷ ︸
=E1

∣∣∣∣∣∣∣∣∣∣
+

∣∣∣∣log 1

N(N − 1)
e−||µxi−µxj ||

2 − Ep(x)p(x′)e
−||µx−µx′ ||2

∣∣∣∣
The second term in last inequality is bounded by O( 1√

N
) according to property 2. As for the

first term, we use the fact that log is k-Lipschitz continuous on [e−4, 1] and exp is k′-Lipschitz

continuous on [−4, 0] so:

|E1| ≤
k

N(N − 1)

∣∣∣∣∣
N∑

i,j=1

e−||µ̂xi−µ̂xj ||
2 − e−||µxi−µxj ||

2

∣∣∣∣∣
≤ kk′

N(N − 1)

∣∣∣∣∣
N∑

i,j=1

||µ̂xi
− µ̂xj

||2 − ||µxi
− µxj

||2
∣∣∣∣∣
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Finally, we conclude using the boundness of µ̂x and µx by a constant C:

||µ̂xi
− µ̂xj

||2 − ||µxi
− µxj

||2 = (||µ̂xi
− µ̂xj

||+ ||µxi
− µxj

||)(||µ̂xi
− µ̂xj

|| − ||µxi
− µxj

||)

≤ 4C(||µ̂xi
− µ̂xj

|| − ||µxi
− µxj

||)

≤ 4C||µ̂xi
− µ̂xj

− (µxi
− µxj

)||

≤ 4C(||µ̂xi
− µxi

||+ ||µ̂xj
− µxj

||)

= O

(
1

N−1/4

)
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Appendix C

Third Appendix

C.1 Theoretical comparison with EnD

Here, we present a more detailed theoretical analysis of EnD [273] and we show the regular-

ization term is equivalent to conditions (4.7) and another symmetric condition on negative

samples:

a)
1

Pc

∑
k

s+,b′

k − 1

Pa

∑
i

s+,b
i = 0 b)

1

Nc

∑
t

s−,b′

t − 1

Na

∑
j

s−,b
j = 0 (C.1)

which can be turned into a minimization term R, using the method of Lagrange multipliers:

R = −λ1

(
1

Pc

∑
k

s+,b′

k − 1

Pa

∑
i

s+,b
i

)
− λ2

(
1

Nc

∑
t

s−,b′

t − 1

Na

∑
j

s−,b
j

)
(C.2)

Now, if we assume λ1 = λ2 = 1, we can re-arrange the terms, obtaining:

R =

(
1

Pa

∑
i

s+,b
i +

1

Na

∑
j

s−,b
j

)
︸ ︷︷ ︸

R⊥

−

(
1

Pc

∑
k

s+,b′

k +
1

Nc

∑
t

s−,b′

t

)
︸ ︷︷ ︸

R∥

(C.3)

The two terms we obtain are equivalent to the disentangling term R⊥ and to the entangling

term R∥ of the EnD techniques [273]: R⊥ tries to decorrelate all of the samples which share the

same bias attribute, while the R∥ tries to maximize the correlation of samples which belong to

the same class but have different bias attributes. Notably, the R⊥ also employs the absolute

values, in order to avoid anti-correlating bias-aligned samples.
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T. Weickert, J. Bruggemann, T. Kircher, et al. Increased power by harmonizing structural

mri site differences with the combat batch adjustment method in enigma. NeuroImage,

218:116956, 2020.

[229] M. Raghu, J. Gilmer, J. Yosinski, and J. Sohl-Dickstein. Svcca: Singular vector canonical

correlation analysis for deep learning dynamics and interpretability. In Advances in Neural

Information Processing Systems, pages 6076–6085, 2017.

[230] M. Raghu, C. Zhang, J. Kleinberg, and S. Bengio. Transfusion: Understanding transfer

learning for medical imaging. In Advances in neural information processing systems, pages

3347–3357, 2019.

[231] N. Raz, F. Gunning-Dixon, D. Head, K. M. Rodrigue, A. Williamson, and J. D. Acker.

Aging, sexual dimorphism, and hemispheric asymmetry of the cerebral cortex: replicabil-

ity of regional differences in volume. Neurobiology of aging, 25(3):377–396, 2004.

[232] L. M. Rimol, R. Nesv̊ag, D. J. Hagler Jr, Ø. Bergmann, C. Fennema-Notestine, C. B.

Hartberg, U. K. Haukvik, E. Lange, C. J. Pung, A. Server, et al. Cortical volume, surface

area, and thickness in schizophrenia and bipolar disorder. Biological psychiatry, 71(6):

552–560, 2012.

[233] H. Robbins and S. Monro. A stochastic approximation method. The annals of mathe-

matical statistics, pages 400–407, 1951.

204



[234] J. Robinson, C.-Y. Chuang, S. Sra, and S. Jegelka. Contrastive learning with hard negative

samples. International Conference on Learning Representations, 2021.

[235] R. Robinson, Q. Dou, D. Coelho de Castro, K. Kamnitsas, M. de Groot, R. M. Summers,

D. Rueckert, and B. Glocker. Image-level harmonization of multi-site data using image-

and-spatial transformer networks. Lecture Notes in Computer Science, page 710–719,

2020. ISSN 1611-3349. doi: 10.1007/978-3-030-59728-3 69. URL http://dx.doi.org/

10.1007/978-3-030-59728-3_69.

[236] E. T. Rolls, C.-C. Huang, C.-P. Lin, J. Feng, and M. Joliot. Automated anatomical

labelling atlas 3. Neuroimage, 206:116189, 2020.

[237] A. F. Rosen, D. R. Roalf, K. Ruparel, J. Blake, K. Seelaus, L. P. Villa, R. Ciric,

P. A. Cook, C. Davatzikos, M. A. Elliott, A. Garcia de La Garza, E. D. Gennatas,

M. Quarmley, J. E. Schmitt, R. T. Shinohara, M. D. Tisdall, R. C. Craddock, R. E.

Gur, R. C. Gur, and T. D. Satterthwaite. Quantitative assessment of structural image

quality. NeuroImage, 169:407–418, 2018. ISSN 1053-8119. doi: https://doi.org/10.1016/

j.neuroimage.2017.12.059. URL https://www.sciencedirect.com/science/article/

pii/S1053811917310832.

[238] F. Rosenblatt. The perceptron: a probabilistic model for information storage and orga-

nization in the brain. Psychological review, 65(6):386, 1958.

[239] R. Salakhutdinov and G. Hinton. Semantic hashing. International Journal of Approximate

Reasoning, 50(7):969–978, 2009.

[240] R. Salvador, J. Radua, E. J. Canales-Rodŕıguez, A. Solanes, S. Sarró, J. M. Goikolea,
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