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Löıc Salmon Chargé de Recherche CNRS (HDR) Directeur de thèse
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humeur et de la force à chaque fois. Merci pour vos encouragements dans tout ce que
j’entreprends, que je puisse encore vous voir ou non, vous êtes toujours avec moi.
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Résumé

Ma thèse portait sur le développement de méthodologies de RMN biomoléculaire pour
caractériser la dynamique et les interactions de molécules biologiques, en explorant de
nouveaux horizons de la biologie, de la chimie et de la spectroscopie RMN. Mes travaux
ont d’abord porté sur les micro-ARN (miARN), des régulateurs génétiques clés, capables
de bloquer la traduction des ARN messagers (ARNm). Le miARN let-7 et ses cibles
ont été synthétisés chimiquement pour incorporer des sondes 19F, permettant de décrire
l’interaction entre let-7 et ses ARNm cibles par RMN. Le deuxième projet était centré sur
un ARN de transfert (ARNt), un composant essentiel de la traduction. La modulation
de la dynamique de l’ARNt a été étudiée à l’aide de la relaxation de spin 15N, dans le
contexte de la maturation de l’ARNt. Les vitesses de relaxation ont ainsi été mesurées
à plusieurs champs et analysées pour entrevoir la dynamique rapide de ce système. La
troisième étude visait à caractériser une protéine impliquée dans l’infection de bactérie
par le bactériophage T5, et à sonder son interaction avec son récepteur membranaire.
L’attribution des résonances de la protéine LLP impliquée dans l’infection par le phage
a été réalisée, ainsi que la caractérisation de la structure 3D. La relaxation de spin a
été utilisée pour entrapercevoir la dynamique de LLP et une titration avec le récepteur
bactérien a permis de révéler l’interface de liaison. Un projet complémentaire (non détaillé
ici) concernait l’étude dynamique d’une aquaporine, une protéine membranaire jouant le
rôle de passeur d’eau, par RMN du solide à plusieurs champs. Tous ces exemples illustrent
comment la spectroscopie RMN peut sonder des processus dynamiques complexes dans
divers contextes biologiques.
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Abstract

My thesis focused on the development of novel biomolecular NMR methodologies to charac-
terise dynamics and interactions of biological macromolecules, by exploring novel horizons
of biology, chemistry and NMR spectroscopy. My work first focused on micro-RNAs (miR-
NAs), key genetic regulators, capable to block messenger RNA (mRNA) translation. The
let-7 miRNA and its targets were chemically synthesized to incorporate 19F probes, allow-
ing to describe the interaction between let-7 and its target mRNAs by NMR. The second
project was centered on a transfer RNA (tRNA), an essential component of the translation.
Modulation of tRNA dynamic was probed using NMR 15N spin relaxation, in the context
of tRNA maturation. Here, multiple-field relaxation rates, were measured and analysed
to capture the fast dynamics of this system. The third study aimed at characterising a
protein involved in the T5 bacteriophage infection of bacteria, and probe its interaction
with its bacteria receptor protein. Resonance assignment of LLP the T5 protein involved
in phage infection has been performed, as well as the 3D structure characterisation. Spin
relaxation was used to probe LLP dynamics and titration experiments with the bacteria
receptor allowed to reveal the binding interface. An additional project (not detailed) in-
volved the dynamic study of an aquaporin, a membrane protein acting as water channel, by
solid-state NMR at multiple fields. All these examples exemplify how NMR spectroscopy
can probe complex dynamic processes in various contexts.
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Introduction

Structural biology employs a variety of techniques to investigate biomolecules: how they
assemble, function and interact. Proteins and oligonucleotides constitute essential parts
of the biological processes, and are involved in various fundamental aspects of life, as
well as implicated in diseases. The information gathered by structural studies has helped
advancing the understanding of the biomolecules structures, that are connected to the
completion of their function. However, the snapshots of different conformational states
adopted by the biomolecules are not the only factor to be taken into consideration to
describe their mechanism: their intrinsic dynamic participate actively in their activity.

During this PhD, several biomolecules were investigated, structurally or dynamically, to
better comprehend their actions. As many techniques are available to study the biomolec-
ular structures (e.g. x-ray crystallography and cryo-electron microscopy), ascertain their
motional behaviour is a necessity that can be accomplished using NMR spectroscopy.

Nucleic acids

Context

Nucleic acids have been a growing interest of the scientific community over the past decades
(see Figure 1). Indeed, progressions in synthesis, analysis and delivery of nucleic acids, cou-
pled with their variety of functions, have rendered them ideal candidates for therapeutics.

Starting with the DeoxyriboNucleic Acid (DNA) structure determination in 1953 by
Watson and Crick[1], further progress on identifying RiboNucleic Acids (RNAs), both in
terms of structures and functions, have followed. The latest approval of medicines such as
AntiSense Oligonucleotides (ASOs) and Short Interfering RNAs (siRNAs) represents a step
towards novel medical solutions centered on gene silencing. These past years, the signifi-
cance of the nucleic acids researches has also been highlighted by the worldwide recognised
messenger RNA (mRNA) vaccines, against the Sars-CoV-2 epidemic[2][3].

Structure

Nucleic acids are constituted of a linear succession of nucleotides, forming DNAs and RNAs.
These nucleotides encompass three major components, namely a phosphate group, a de-
oxyribose/ribose sugar and a base[4].

Several recurrent bases have been identified in nucleic acids (see Figure 2), categorised
into two types: pyrimidines englobing cytosine (C), uracil (U, in RNAs) and thymine (T,
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Figure 1: Interest evolution and discoveries on nucleic acids over the past decades.

in DNAs); or purines divided into adenine (A) and guanine (G). Pyrimidines contain hete-
rocyclic groups located on a six-member ring, while purines are composed of a six-member
ring connected to a five-member ring.

Those bases are each connected to a sugar, a five-member ring containing either a 2’-H
group (deoxyribose, in DNAs) or a 2’-hydroxyl (ribose, in RNAs). In nucleosides, the sugar
C1’ is connected to the base through N1 (in pyrimidines) or N9 (in purines). Nucleotides
are composed of the nucleosides covalently bound to a phosphodiester group. To form the
nucleic acid chain (see Figure 3), phosphate groups are connected to 5’ and 3’-carbons,
thus acting as the oligonucleotide backbone.
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Presence of the 2’-OH group makes RNAs more labile than DNAs, because of the pos-
sibility to form phosphodiester bonds with both 2’ and 3’-OH ribose groups.
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Figure 2: Conventional numbering of nucleic acid nitrogenous bases.

Biomolecules structures can be described in terms of primary, secondary and tertiary
structure. In nucleic acids, primary structure refers to the nucleotide sequence, while
the secondary structure corresponds to its folding, especially in terms of hydrogens bonds
leading to base-pairing. Indeed, the major force driving the secondary structure is coming
from hydrogen bondings. The tertiary structure englobes the 3D arrangement of the whole
oligonucleotide.

Base-pairing in RNAs tends to favour conformations implying a Watson-Crick confor-
mation but can also adopt various other non-canonical organisations, such as Wobble or
Hoogsteen[5][6]. Those are classified according to the bases implied in the base-pairing
and the orientation of the base regarding to the ribose. In Watson-Crick base-pairing,
bases hybridise in anti-parallel way: one is oriented from 5’ to 3’ end while the other one
is oriented from 3’ to 5’ end. Watson-Crick base-pairs are usually more stable than non-
canonical ones. Purine is there complementary with pyrimidine, due to spatial restriction
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Figure 3: Ribonucleic acid backbone structure.

for hydrogen bonding. Because of the pattern and electronegativity of the different nuclei,
the privileged base-pairs imply G-C and A-U (see Figure 4).

Wobble base-pairs tend to appear mostly in tRNAs. G-U and A-C base-pairs are based
on tautomerism (respectively keto-enol and amino-imino), meaning a hydrogen atom is
relocated, thus changing a covalent double bond[7].

In Hoogsteen scheme, base pairs consist in A-U and G-C[8]. However, the cytosine is
protonated on the N3 position, and the purine is rotated by 2π leading to a syn conforma-
tion.

All these pairing conformations are driven by the opportunity to establish hydrogen
bonds. Indeed, a purine is essentially base-paired with a pyrimidine, due to either a lack of
space in the case of two purines in a classical helical structure, or by the distance between
two pyrimidines in the same structural element leading to the impossibility to form these
hydrogen bonds.
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Figure 4: Watson-Crick and Wobble base-pairings. Dotted line represent hydrogen bonds
while R emphasizes the ribose bonding.

Secondary structures of RNAs encompass various structural shapes, such as stems
constituted of successive base-pairings; bulge, with one or several base coming out of a
structured base-paired part of the RNA; and loops, that are often found at the end of
strands, or linking helices[9].

Functions

RNAs possess a huge variety of structures and functions, as they are involved in many dif-
ferent cell functions (gene expression, chromosome maintenance, metazoan development,
etc.). The main characteristic differentiating them is their involvement in protein coding,
however all are implicated in gene regulation, originating the protein synthesis. Coding
RNAs and non-coding RNAs are separated into different families: a (non-exhaustive) sum-
mary of the main RNA families is described in Figure 5.

5



Non-coding
RNAsCoding RNAs

mRNAs

long ncRNAs intermediate-
sized ncRNAs

mRNAs

small ncRNAs rRNAs

siRNAs

tRNAs

Regulatory
ncRNAs

Structural
ncRNAs

miRNAs

Figure 5: RNA classification: main families of interest are displayed, originally differenti-
ated by their ability to code for proteins. Detailed information is available in main text.
The list presented in the scheme above is not exhaustive.

Coding messenger RNAs (mRNAs) possess a nucleotide sequence encoding for spe-
cific proteins. During the translation process, their codons (assemble of three consecutive
nucleotides) are read within the ribosome. Ribosomes are large entities composed of a
large and a small subunits, regrouping around a mRNA strand. As the ribosome advances
along the mRNA sequence, codons are read and interpreted as specific amino acids. Those
are assembled into a nascent polypeptide chain until a stop codon is reached, therefore
terminating the protein synthesis.

Amongst non-coding RNAs are found the transfer RNAs (tRNAs), composed of 70
to 100 nucleotides, that carry the amino acids to the ribosome during the translation of
mRNAs into proteins. tRNAs arbor an anticodon, that can bind to various mRNA codons
(their overall shape is detailed in further chapter).
The ribosomal RNAs (rRNAs) are cell molecules, involved in the catalytic part of pro-
tein synthesis. They are loaded onto proteins to form the ribosome subunits, and force the
translation process by binding mRNAs and tRNAs.
Small interfering and micro RNAs (siRNAs, miRNAs) are involved in gene regu-
lation, as they can degrade mRNAs or inhibit protein translation. While siRNAs are
double-stranded, miRNAs consist of small single strands.

6



Proteins: structure

Proteins are complex molecules that are major actors of the human body[10]. Proteins have
been and are implicated in a wide range of biological functions, such as cycle regulation,
nutrient transport, or catalysis.

These biological elements are constituted of a linear succession of amino acids, forming
a peptide chain. These protein building blocks are decomposed in two distinct subunits:
the peptide backbone and the variable side-chain groups (see Figure 6). The 20 natural
amino acid residues are thus differentiable by their side-chain structures.
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Figure 6: Protein backbone general structure, the R group corresponding to the amino
acid specific side-chain.

As well as for RNAs, primary structure refers to the amino acid sequence, while the
secondary structure corresponds to its backbone local arrangement. The tertiary structure
englobes the 3D structure of a polypeptide chain, and the quaternary structure refers to
the assembly of multiple subunits.

NMR spectroscopy

Investigation of biomolecules is fundamental to understand the biological processes origi-
nating life, as well as diseases. To get a better insight on molecular mechanisms, studies
of proteins and nucleic acids structures is essential[11]. However, their structure is not the
only aspect governing their functions. The motions occurring on several timescales by the
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whole molecule or its subdomains may strongly impact how its role is completed. The ac-
tivity of the biomolecules is connected to their environment, and the cellular biomolecules
surrounding them. Therefore, the motions and interactions between them are essential to
approach a complete understanding of their functions.

Structural biology is an extending area of research focused on the comprehension on
these biomolecular mechanisms. As well-established techniques, such as X-ray crystallog-
raphy and NMR spectroscopy, already exist, instrumentation is still thoroughly developed
to extend the techniques limits. The available techniques all possess strong advantages, as
well as limitations, that make them undeniably complementary to each other, depending
on the biomolecular object, such as its size and physical properties, as well as the focus of
the study, such as its structure or interaction with other biomolecules.

Biomolecular investigation may be performed by NMR spectroscopy, especially because
of the possibility to label isotopically the nuclei mostly encountered in biomolecules, such
as carbons and nitrogens, that can be combined with multidimensional experiments. Both
structures and dynamics can be thoroughly investigated by NMR spectroscopy. Indeed,
the structure can be studied through specific pulse programs to connect the nuclei chem-
ical shits in a sequential manner while spatial arrangement can also be investigated to
comprehend the biomolecule folding.

Biomolecular motions are observable on a wide range of timescales, contributing to
the completion of different functions. Changes in the biomolecules structures, commonly
referred to as dynamics, therefore represent a fundamental step to understand biological
mechanisms. NMR spectroscopy is a method of choice regarding the dynamics investigation
, as it allows to study the biomolecules in a solution state, thus allowing more motion free-
dom. The diverse conformations encountered while studying biomolecules can be classified
depending on the time window and the domain modifications that are involved. Indeed,
dynamics range from local motions, involving a few atoms on a picosecond-nanosecond
timescale, to protein folding and domain rearrangements, that can last up to several days.

As structural biology is progressing to investigate a large panel of biomolecules, their
structure complexity and multiplicity of interactions unravel. The synthetical, spectro-
scopic and computational aspects have therefore faced challenges, that require overcoming
the limitations and connecting different techniques to completely comprehend the biologi-
cal meaning.

Thesis

The objective of this PhD has been to establish protocols and investigate RNA dynamics,
through different members of their families: tRNAs as well as miRNA:mRNA interactions,
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using solid-phase synthesis and liquid-state NMR spectroscopy. Additional projects bring
a broaden perspective on biomolecules and NMR techniques, including protein studies, as
well as solid-state NMR.

In the first part of this manuscript, I provide NMR spectroscopy background, where
an overview of the theoretical expressions and the experimental measurements can be
compared to unravel biomolecular dynamics. The emphasis is made on both spin relaxation
and various techniques of relaxation dispersion, as these are the methods used during this
PhD, on both RNAs and proteins of interest.

In Chapter 2, the focus is set on the methodological aspect of the oligonucleotide solid-
phase synthesis. The synthesis steps as well as the post-treatment required to get the final
form of the oligonucleotides are presented, and the chemical reactions described, focusing
on the methodology used in the laboratory.

In Chapter 3, I present the starting methodology used to synthesize RNAs, the results
obtained and the issues faced. The improvements and adaptations in the protocol made
to overcome those practical problems are detailed, and the final protocol established. The
protocol variations required while incorporating a fluorine into an oligonucleotide are pre-
sented. The final part of the chapter grants the starting analysis of the synthesised RNAs
and their interactions by interpreting both proton and fluorine NMR experiments.

Chapter 4 provides the application of the Lipari-Szabo model-free approach, through
the acquisition of 15N relaxation data on a non-modified sample of tRNA.

Finally, Chapter 5 presents the characterisation of a lipoprotein, rising from the infec-
tion of bacteria cells by T5 bacteriophage. Acquisition and analysis of data for protein
assignment, structure determination, and glance at dynamics by spin relaxation at one
field, are detailed. Its interaction with a membrane protein is also investigated using NMR
titration.
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Chapter 1

NMR relaxation theory applied to
biomolecules

1.1 NMR spectroscopy and biomolecular dynamics

Resolving the structures of biomolecules has been the principal aim of structural biology
for several decades. However, to unravel the complexity of biomolecules, one also need
to take into account their dynamics. NMR spectroscopy is one of the techniques able to
characterise motions of systems at atomic level over a wide range of timescales. Several
methods allow the detection of particular biomolecular motions, such as interactions, re-
orientations, and internal motions.

1.1.1 Biomolecular motions

In any biomolecular sample, nuclei undergo random motions, due to thermal agitation.
These motions generate a fluctuating local magnetic field, resulting mainly from the elec-
tronic environment and the spin-spin coupling. The local field are thus dependent of the
nuclei and its environment, and influencing the longitudinal and transversal relaxation
rates.

In solution, a biomolecule presents different types of random motions: rotational, trans-
lational and distortional, that can occur on a large range of timescales. The whole molecule
is characterised by a global correlation time τ c, also designated as the tumbling, affected
by temperature and viscosity of the solvent.

Different kinds of motions are therefore usually experimented over different timescales
(see Figure 1.1). Typically, local and rotational motions are generally observed on fast
timescale (ps-ns), that can be probed by spin relaxation. The standard set of spin relax-
ation experiments used to investigate those dynamics include longitudinal and transverse
relaxation rates, as well as heteronuclear steady-state NOE.

Meanwhile, conformational rearrangements may be identified using relaxation disper-
sion experiments. Catalysis, ligand binding and allostery are linked to molecular motions
occurring on intermediate timescale, ranging from µs to ms. These motions may include
an exchange between several states. Variations in transverse relaxation (R2) as well as
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rotating-frame relaxation rates (R1ρ) are usual relaxation dispersion experiments.
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Figure 1.1: Typical motional timescales identifiable by NMR spectroscopy.

Relaxation occurs because of the variations in the local magnetic fields of the nuclear
spins, due to thermal motions. 15N relaxation in biomolecules are governed by two interac-
tions: dipolar coupling with the neighbouring 1H (d2

NH) and 15N chemical shift anisotropy
(a2N )[12]. Other field fluctuations may imply quadrupolar or paramagnetic interactions,
that will not be further discussed in this thesis.

1.1.2 Classical description of NMR

In NMR spectroscopy, nuclei are placed in an external field, where the interaction between
nuclei and electromagnetic waves inducing spin transitions is probed. In a spectrometer,
the magnetisation is oriented along the magnetic field B0, conventionally placed along
the z -axis. The intensity of the magnetisation depends on the spin number, the nuclei
gyromagnetic ratio and the B0 field.

In order to be detectable by NMR spectroscopy, nuclei have to possess a spin quantum
number I different from 0. In this thesis, we focus on nuclei which spin is equal to 1/2,
essentially 1H, 15N, 13C and 19F. From now on, only spin I =1/2 are considered. The z
component of the magnetic moment, designating the interaction between the molecules
and the magnetic field, is determined by the magnetic quantum number m, taking 2I +1
values (-I, -I +1, ..., I -1, I ):

µz = γm~ (1.1)

with γ the gyromagnetic ratio of the considered nuclei, and ~ the reduced Planck constant.
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While being placed in a static magnetic field B0, magnetic moment can adopt two
orientations (parallel and antiparallel to the field), which energies can be calculated as
following[13]:

E = −µzB0 = −γm~B0 = −mhν0

Eα = −1

2
γ~B0

Eβ =
1

2
γ~B0

(1.2)

The energy difference between two states is therefore obtained by subtracting the en-
ergy in the β and the α states[14]:

∆E = γ~B0 (1.3)

Nuclei magnetic momentum, when placed in an intense magnetic field such as B0, are
animated by a precession motion, around the z -axis. The frequency at which this motion
is occurring is defined by Larmor relation, either using ω0 in rad.s−1 or ν0 in Hz[13][14]:

ω0 = −γB0

ν0 = −γB0

2π

(1.4)

To rotate the magnetisation, another field B1, a radio-frequency (RF) impulsion, is
applied at a π rotation from the z -axis. Once the rotation is completed, the field B1 is
turned off. The magnetisation can therefore be measured in the (xy) plane.

The z -axis is called the longitudinal axis and the (xy) plane is referred to as the trans-
verse plane. During an NMR experiment, the magnetisation possesses both a component
parallel to B0 (longitudinal magnetisation Mz), and a perpendicular component (transverse
magnetisation Mxy).

The Boltzmann distribution characterises the ratio of spins in the lower and higher
energy states at thermal equilibrium:

Nβ

Nα
= e−

Eβ−Eα
kT (1.5)
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After being rotated in the transversal plane, the magnetisation is progressively going
back to its equilibrium position, along the B0 field, thus undergoing a phenomenon called
relaxation. Relaxation mechanisms are the connexion between the theoretical approach of
biomolecules dynamics, the experimental measurements that can be performed, and the
biologically relevant physical interpretation.

1.1.3 Bloch equations

Magnetisation is the vectoriel sum of all magnetic moments, animated by a precession
motion. After application of RF pulses influencing the magnetisation, the relaxation phe-
nomenon brings the magnetisation back to the z -axis. Therefore, when the magnetisation
has not returned yet to the z -axis with its full amplitude, the magnetisation is undergo-
ing complex motion constituted of a precession around B0 and a progressive return to an
orientation along B0. This motion can be described using Bloch equations, with M the
magnetisation and B the external magnetic field[15]:

d
−→
M

dt
=
−→
M(t)× γ

−→
B (t) (1.6)

where the first term describes the return to equilibrium by relaxation processes and the
second one the precession motion.

This equation can be written as matrices:

d

dt

Mx

My

Mz

 = γ

Mx

My

Mz

×
 0

0
B0

 =

 γMxB0

−γMyB0

0

 (1.7)

When applying an rf field (designated as
−→
B 1), the resulting magnetic field

−→
B becomes

the sum of the static field
−→
B 0 and this perturbing

−→
B 1 field. In the laboratory frame, the

evolution of
−→
M(t) is therefore dependent on both the static

−→
B 0 field and the applied

−→
B 1

field:
d
−→
M

dt
=
−→
M × γ

−→
B 0 +

−→
M × γ

−→
B 1 (1.8)

As a return to equilibrium was observed after undergoing perturbation, relaxation phe-
nomena were introduced following two first-order processes: the longitudinal relaxation
rate R1 along the z -axis and the transverse relaxation rate R2 in the (xy) plane. Denoting
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the magnetisation at the equilibrium as M0, the relaxation processes can be introduced as:

dMx

dt
= −R2Mx(t)

dMy

dt
= −R2My(t)

dMz

dt
= R1[M0 −Mz(t)]

(1.9)

The solution to these equations therefore leads to single exponential solutions:

Mx(t) = Mx(0)e−R2t

My(t) = My(0)e−R2t

Mz(t) = M0 − [M0 −Mz(0)]e−R1t

(1.10)

Relaxation at a certain moment then depends on the initial magnetisation along each
coordinate (Mx(0), My(0), Mz(0)), the relaxation rate (R2, R1), and relaxation delay t.

However, relaxation of each spin is not sufficient to completely comprehend the return
to equilibrium. The influence of nearby spins, leading to dipolar relaxation, has to be
taken into consideration. This description of a cross-relaxation pathway is described using
Solomon equations.

1.1.4 Energy levels transitions

Dipole-dipole interaction mathematical theory was first described by Bloembergen, Pur-
cell, and Pound in 1948[16]. It was then extended by Solomon, and applied to electron
spin relaxation by Bloembergen and Morgan in 1961.

While considering a two-spin system (I and S), the energy levels αα, αβ, ββ and βα
are characterised by the evolution of the populations P due to the different transitions[17].

With the transition rates between the energy levels denoted as W, the differential
equations of each state population P is written using the population deviation from the
equilibrium (e.g. ∆ Pαα = Pαα - P0αα)[18][12]:
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d

dt
∆Pαα = −(WI +W2 +WS)∆Pαα +WI∆Pβα +W2∆Pββ +WS∆Pαβ

d

dt
∆Pαβ = −(WI +W0 +WS)∆Pαβ +WI∆Pββ +W0∆Pβα +WS∆Pαα

d

dt
∆Pββ = −(WI +W2 +WS)∆Pββ +WI∆Pαβ +W2∆Pαα +WS∆Pβα

d

dt
∆Pβα = −(WS +W0 +WI)∆Pβα +WS∆Pββ +W0∆Pαβ +WI∆Pαα

(1.11)

|ββ>

|βα>

W2

|αα>

|αβ>

W0

WS

WI

WI

WS

Figure 1.2: Transitions for a two-spin system.

The I (or S ) spin magnetisation is then introduced as equal to the population differ-
ence across I (or S ) spins transitions. Defining ∆I z(t) = I z(t) - I z

0 with I z
0 the I spin

magnetisation at equilibrium, the magnetisation derivation from equilibrium is given by[12]:

d

dt
∆Iz =

d

dt
∆Pαα −

d

dt
∆Pβα −

d

dt
∆Pββ +

d

dt
∆Pαβ

d

dt
∆Sz =

d

dt
∆Pαα +

d

dt
∆Pβα −

d

dt
∆Pββ −

d

dt
∆Pαβ

(1.12)

By combining the two previous equations and the definition of I and S magnetisations[12]:

d

dt
∆Iz(t) = −(2WI +W0 +W2)∆IZ(t)− (W2 −W0)∆Sz(t)

d

dt
∆Sz(t) = −(2WS +W0 +W2)∆SZ(t)− (W2 −W0)∆Iz(t)

(1.13)
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By identifying the relaxation rates, the final form of Solomon equations for a two-spin
system is reached[12][19]: 

ρI = 2WI +W0 +W2

ρS = 2WS +W0 +W2

σIS = W2 −W0

d

dt
∆Iz(t) = −ρI∆Iz(t)− σIS∆Sz(t)

d

dt
∆Sz(t) = −ρS∆Sz(t)− σIS∆Iz(t)

(1.14)

While ρI and ρS stands for the corresponding spin relaxation (auto-relaxation), σIS
denotes the influence of each spin onto the other (cross-relaxation).

Solomon equations therefore demonstrate that, along with auto-relaxation rates iden-
tifiable in Bloch equations, the return to equilibrium is also influenced by cross-relaxation
between the spins. However, to connect experimental measurements and theory, the
Wangsness-Bloch-Redfield semi-classical approach is necessary.

1.1.5 Redfield relaxation theory

Redfield relaxation theory, also known as Wangsness-Bloch-Redfield theory, reasons in
terms of density operator rather than directly exploiting the energy level populations,
therefore not assuming equal probability of transitions between states[20][21].

The laboratory-frame Hamiltonian is divided into two components: the static part
Ĥ0 and the time-dependent stochastic part Ĥ1(t) in the absence of radiofrequency (rf)
fields[13]. The static part encompasses the isotropic terms including the Zeeman effect, the
isotropic chemical shift and the J -couplings. The stochastic term contains the time depen-
dent dipolar couplings, the chemical shift anisotropy, and the quadrupolar effects[22][23].

Ĥ(t) = Ĥ0 + Ĥ1(t)

Ĥ0 = ĤZ + ĤCS + ĤJ
Ĥ1(t) = ĤD(t) + ĤCSA(t) + ĤQ(t)

(1.15)
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Considering the Liouville-von Neumann equation, the evolution of the time-dependent
density operator σ(t) is described by both the fluctuations of Ĥ1 due to molecular motions
causing relaxation, and the effects of Ĥ0:

dσ(t)

dt
= −i[Ĥ0 + Ĥ1, σ(t)] (1.16)

Transforming this equation into the interaction frame where the spin-lattice interac-
tion is isolated from the static part, the hamiltonian Ĥ0 can be eliminated. The evolution
of the time-dependent density operator in the interaction frame σT (t) then becomes[12][24]:

dσT (t)

dt
= −i[ĤT1 (t), σT (t)] (1.17)

The solutions to the previous equation are denoted as sums of density operators, that
can be integrated over various orders but will be here limited to the first and second-order
perturbation theory:

σT (t) = σT (0)− i
∫ t

0
[ĤT1 (t′), σT (t′)]dt′

= σT (0)− i
∫ t

0
[ĤT1 (t′), σT (0)]dt′ − i

∫ t

0

∫ t′

0
[ĤT1 (t′), [ĤT1 (t′′), σT (t′′)]]dt′dt′′

(1.18)

When considering τ = t - t’, the Liouville-von Neumann equation becomes[22]:

dσT (t)

dt
= −i[ĤT1 (t), σT (0)]−

∫ t

0
[ĤT1 (t), [ĤT1 (t− τ), σT (t− τ)]]dτ (1.19)

Since the stochastic process influences different part of the sample in different ways,
ensemble average needs to be considered:

dσT (t)

dt
= −i[ĤT1 (t), σT (0)]−

∫ t

0
[ĤT1 (t), [ĤT1 (t− τ), σT (t− τ)]]dτ (1.20)

Since the average of the fluctuations in the Ĥ1 part is equal to 0, the first term of the
Liouville-von Neumann equation (2.20) becomes zero, and the whole equation simplifies
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to:
dσT (t)

dt
= −

∫ t

0
[ĤT1 (t), [ĤT1 (t− τ), σT (t− τ)]]dτ (1.21)

When introducing a thermal equilibrium density operator σT eq, the previous equation
becomes[25][26]:

dσT (t)

dt
= −

∫ t

0
[ĤT1 (t), [ĤT1 (t− τ), σT (t− τ)− σTeq]]dτ (1.22)

Assuming τ is short, meaning σT (t - τ) is approximately σT (t), is equivalent to assuming
that the relaxation processes are on highly faster timescales than the variations in the
density operator. This is the weak collision limit, leading to the following equation:

dσT (t)

dt
= −

∫ ∞
0

[ĤT1 (t), [ĤT1 (t− τ)], σT (t)− σTeq]dτ (1.23)

Decomposition of the stochastic Hamiltonian into a sum of random functions of spatial
variables F q

k(t) and a tensor spin operator Aq
k, with k the rank of the tensor, can be

implemented to go back to the laboratory frame[22][24][27]. In NMR spectroscopy, k is
usually equal to one or two.

Ĥ1(t) =
k∑

q=−k
(−1)qF−qk (t)Aqk (1.24)

The spin operator Aq
k in the interaction frame becomes[22]:

Aqk =
∑
p

Aqkpexp(iω
q
pt) (1.25)

Combining Equations (1.17), (1.23) and (1.24)[22]:

dσT (t)

dt
= −

k∑
q=−k

∑
p,p′

exp[i(ωqp − ω
q
p′)t][A

−q
kp′ , [A

q
kp′σ

T (t)− σTeq]]

×
∫ ∞
0

[F qk (t)F−qk (t− τ)exp(−iωqpτ)dτ ]

(1.26)
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where the terms Fqk(t)F
−q

k(t - τ) are correlation functions, and the real part of the inte-
gral is the power spectral density function j q(ω):

jq(ω) = 2Re

{∫ ∞
0

F qk (t)F−qk (t− τ)exp(−iωτ)dτ

}
jq(ω) = Re

{∫ ∞
−∞

F qk (t)F−qk (t− τ)exp(−iωτ)dτ

} (1.27)

The power spectral density function is thus an even function of τ and ω.

1.2 Spectral density function and relaxation mechanisms

1.2.1 Spectral density function

In the case of isotropic fluids in the high-temperature limit, only one spectral density func-
tion has to be calculated[28]:

jq(ω) = (−1)qj0(ω) = (−1)qj(ω) (1.28)

Rank 2 tensor operators are then used to describe the relaxation mechanisms of inter-
est: the dipolar interaction and the chemical shift anisotropy, detailed in a further section.
Random functions of the real part of the integral in equation (1.26) are factored as[27]:

F 0
2 (t) = c0(t)Y

0
2 [Ω(t)] (1.29)

The spectral density function can then be written:

j(ω) = Re

{∫ ∞
−∞

C(τ)exp(−iωτ)dτ

}
C(τ) = c0(t)c0(t+ τ)Y 0

2 [Ω(t)]Y 0
2 [Ω(t+ τ)]

(1.30)

where C (τ) is the correlation function.Y 2
0[Ω(t)] is a second-order spherical harmonic func-

tion, that characterises the orientation of a vector in the interaction principal direction, in
the laboratory frame.
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For the dipolar interaction, the principal direction is the internuclear bond, while for
the chemical shift anisotropy, it is the tensor principal axis (e.g. the axis of symmetry in
axially symmetric tensor).

The spectral density describes the fluctuations distribution of Y 2
0[Ω(t)] over a fre-

quency range, thus measuring the contribution of the molecular motions, that cause the
relaxation processes[28].

For a rigid molecule, the spatial variable is constant (c0(t) = c0) and the orientation
spectral density function J (ω) is given by[29]:

J(ω) = Re

{∫ ∞
−∞

C2
00(τ)exp(−iωτ)dτ

}
withC2

00(τ) = Y 0
2 [Ω(t)]Y 0

2 [Ω(t+ τ)]

(1.31)

In the case of an isotropic diffusion of a rigid rotor, the orientation correlation function
is given by[30]:

C2
00(τ) =

1

5
e
−τ
τc (1.32)

where τ c is the global correlation time, usually in the order of a few nanoseconds.

The corresponding spectral density function leads to a Lorentzian[29]:

J(ω) =
2

5

τc
(1 + ω2τ2c )

(1.33)

However, both overall tumbling and internal motions of nuclei are contributing to the
fluctuations of the interactions. If the global and internal motions are considered indepen-
dent, then the correlation function for isotropic rotational diffusion becomes[31]:

C(τ) = C0(τ)C1(τ) (1.34)

where C0(t) is the correlation function of overall motions (calculated as for C2
00(t) previ-

ously), and C1(t) is the correlation function for internal motions.

15N relaxation rates in biomolecules are influenced by dipolar interaction and chemical
shift anisotropy relaxation mechanisms. Relaxation rates of 15N can then be expressed
using these two major processes, and the spectral density functions of the amide bond

21



vector[22][32]:

R1 =
d2NH

4
[3J(ωN ) + J(ωH − ωN ) + 6J(ωH + ωN )] + a2NJ(ωN )

R2 =
d2NH

8
[4J(0) + 3J(ωN ) + J(ωH − ωN ) + 6J(ωN ) + 6J(ωH + ωN )] +

a2N
6

[4J(0) + J3(ωN )] +Rex

ηNH = 1 +
γN
γH

d2NH
4R1

[6J(ωH + ωN )− J(ωH − ωN )]

(1.35)

where the anisotropy factor depends on the Larmor frequencies of the spins (here, 1H and
15N) and the chemical shift anisotropy of the 15N spin ∆σ, while the dipolar interaction
factor depends on the gyromagnetic ratio of the two coupled nuclei and the distance r in
between[22]:

aN =
ωN∆σN√

3

dNH =
µ0hγNγH
8π2r3NH

(1.36)

1.2.2 Dipolar interaction and chemical shift anisotropy

Dipole-dipole interaction is the effect of several spins affecting each other’s magnetic field.
The strength of this interaction depends on the spin nature, the distance and the angle
between the spins, as well as their motions. Indeed, the motions of the spins relative to
one another strongly impacts the relaxation rates.

In isotropic solution, dipolar couplings average to zero. However, their impact on spin
relaxation is observable through nuclear Overhauser effect (NOE) experiments.

The electronic cloud surrounding the nuclei generates a magnetic field responsible for
the chemical shift, that is usually not isotropic. This local electronic environment should
therefore be described by a tensor. Because of the molecular motions, this tensor is re-
oriented in the laboratory frame, and thus becomes time-dependent. This is the reason for
chemical shift anisotropy (CSA) relaxation. In liquid-state NMR, the fast tumbling of the
molecule averages the anisotropy and one chemical shift is observed. However, it is still
impactful in the relaxation contribution.

CSA is particularly important when the biomolecule has an asymmetric structure, and
experiences relatively slow motions. Its relaxation effect scales with the square of the exter-
nal magnetic field. Whereas the CSA relaxation could be negligible for protons in aromatic

22



systems, it is essential to take it into account while observing heteronuclei.

1.2.3 Lipari-Szabo model-free formalism

The investigation of biomolecular dynamics in NMR expresses the necessity to access in-
formation about the relaxation processes. In the Lipari-Szabo model-free formalism, the
spin-lattice relaxation rate R1, the spin-spin relaxation rate R2, and the heteronuclear
steady-state NOE are analysed at one or various magnetic fields, to extract physically
meaningful information[33].

The longitudinal relaxation (also called spin-lattice relaxation, T1=1/R1) describes
the return to equilibrium of the z -magnetisation, while the transverse relaxation (also
called spin-spin relaxation, T2 = 1/R2) describes the decay of the (x,y)-magnetisation.
Alternatively to the T2, one can measure the spin-lattice relaxation while applying a spin-
lock and thus generating a magnetic field perpendicular to the static field: this is the
spin-lattice relaxation in the rotating frame (T1ρ = 1/R1ρ).

Transverse R2 and R1ρ can be calculated from each other using the following equation:

R2 =
R1ρ

sin2(θ)
− R1

tan2(θ)
(1.37)

with tan2(θ) = ω1/Ω where ω1 is the spin-lock RF field and Ω the offset from the nuclei
carrier.

The steady-state NOE experiments selectively irradiates a spin resonance to saturate
the transition between α and β states, and propagate the NOE. Indeed, if a spin resonance
is irradiated (e.g. protons), a variation in signal intensity of other nearby resonances (e.g.
nitrogens) can be observed. This effect is linked to the dipolar relaxation mechanism: due
to the dipolar coupling influence, the perturbation provoked on the spin I propagates to
the spin S, leading to cross-relaxation.

A reference spectrum is acquired without irradiation. Here, the 15N-{1H} NOE is
measured using interleaved spectra, alternating with and without saturation of the pro-
ton signal, and the NOE values are obtained using the ratio of the resonance intensities
observable in the spectrum with and without saturation.

The model-free formalism was formulated by Lipari and Szabo in 1982[33][34]. In 1990,
Clore extended this methodology, thus leading to the extended model-free formalism.

The ”classical” way of fitting relaxation data had been to assume a motional model,
to define an appropriate correlation function to calculate the spectral density, and fit the
experimental data. The motional model is accepted when the fit is acceptable.

With Lipari and Szabo approach, a correlation function is approximated and the spec-
tral density function is calculated, then fitted to the experimental data. The fit complexity
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then depends on an increasing number of fitted parameters, each one bringing an additional
description of the intramolecular motions. Thus, the spectral density function is compared
to the experimental data, without preliminary hypothesis on intramolecular motions.

The internal dynamics can be characterised using several parameters:
- the general order parameter S2, describing the amplitude of the motion, comprised be-
tween 0 and 1. It corresponds to a spatial restriction of the motion: the closest the value
is to 1 (0), the most rigid (flexible) the observed vector is;
- the effective correlation time τ e, describing the timescale of the motion from the picosec-
ond to the global tumbling correlation time τ c (a few nanoseconds);
- the chemical exchange Rex, stating an exchange between two different states of the
biomolecule, on a slower timescale (microsecond-millisecond).

The motion is finally generally assumed as a free diffusion in a cone, which half-angle
is designated by Θ.

For isotropic overall tumbling, the correlation function for internal motion is designated
by:

Cint(t) = S2 + (1− S2)e
−t
τe (1.38)

The corresponding spectral density function therefore is obtained by Fourier transform[35]:

J(ω) =
2

5

(
S2τc

1 + (ωτc)2
+

(1− S2)τe′

1 + (ωτe′)2

)
with

1

τe′
=

1

τc
+

1

τe

(1.39)

For anisotropic global rotation, the corresponding spectral density function is described
as following, with Ar and τ r depending on the orientation and components of the diffusion
tensor:

J(ω) =
∑
j

Aj
S2τr

1 + (ωτr)2
+

(1− S2)τe,r
1 + (ωτe,r)2

with
1

τe,r
=

1

τr
+

1

τe

(1.40)

When introducing motions on different timescales (S2
f the fastest one and S2

s the slow-
est one), the global order parameter is defined by:
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S2 = S2
fS

2
s (1.41)

The correlation and spectral density functions in an isotropic case then become:

Cint(t) = S2
fS

2
s + (1− S2

f )e
−t
τf + S2

f (1− S2
s )e

−t
τs

J(ω) =
2

5

(
S2τc

1 + (ωτc)2
+

(1− S2
f )τf ′

1 + (ωτf ′)2
+

(S2
f − S2)τs′

1 + (ωτs′)2

)
with

1

τf ′
=

1

τc
+

1

τf

and
1

τs′
=

1

τc
+

1

τs

(1.42)

1.2.4 Increasing complexity of the fit

Different cases presenting various number of parameters to fit are compared with experi-
mental data.

Starting with the simpler model, M1, the spectral density used to describe the relaxation
is of the form of Equation 1.39 or 1.40 depending on the diffusion tensor, with τ e considered
negligible due to the speed at which the motion occurs. This approximation assumes that
the internal motion is greatly faster than the overall tumbling (τ e << τ c), which is valid
for internal motions faster than tens of picoseconds while the global motions is slower than
a few nanoseconds, in the case of 15N experiments.

If the previous model is considered not describing the experimental data, the analysis
(M2) can be made introducing another parameter: the internal correlation time is no longer
assumed as fast compared to the overall tumbling, and fitted instead.

In the third model (M3), the internal correlation time is again supposed negligible,
and an exchange term Rex is introduced in Equation 1.35. Indeed, chemical exchanges
contribute to the transverse relaxation during the spin-lock used to measure R1ρ (and
thus R2). The exchange is here approximated to a two-site chemical exchange. Other
experimental measurements include longitudinal relaxation in a rotating frame R1ρ on and
off-resonance, and transverse relaxation with a spin-echo (see following sections).

In M4, the internal correlation time is incorporated again, along with the exchange rate
and the order parameter.

Finally, when all of these analysis failed to describe adequately the experimental data,
another motion occurring on a different timescale than the global and internal motions
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already present is introduced. The internal motions are thus separated in fast and slow
motions.

Here is a summary of the models and parameters to be fitted generally used for the
model-free approach:

Model number Parameters fitted

M1 S2
s

M2 S2
s, τ e

M3 S2
s, Rex

M4 S2
s, τ e, Rex

M5 S2
s, τ e, S2

f

Table 1.1: Model-free formalism, model numbers and parameters to fit, additionally to the
global correlation time.

The general protocol to analyse relaxation data starts with estimating the overall cor-
relation time, either using a specific pulse sequence or by calculating the R2/R1 ratio,
eliminating the nuclei experiencing high mobility (low NOE values) or conformational ex-
change (higher R2).

The tensor is then chosen, whether it is isotropic, axially symmetric or fully asymmet-
ric. Local order parameters as well as internal correlation times and presence/absence of
exchange can then be determined specifically for each residue.

1.2.5 Methodological advances

If model-free analysis is not a new methodology to analyse the site-specific biomolecular
dynamics on the nanosecond timescale, this is still the most common used method because
of its advantages: the absence of assumption regarding the nature of the motion, and the
amount of information obtainable. The order parameters are useful probes to relate to
biomolecular functions, as they directly reflect on the flexibility of the domains of interest.
Additionally, robust programs have been developed for proteins over the years, that could
be adapted for oligonucleotides[36][37][38].

Mostly, dynamics studies result in 1H -15N order parameters, very sensitive to the
chemical shift anisotropy of the nitrogens, and the distance between protons and nitro-
gens. Various studies have been performed to get the dipolar couplings and CSA values
in proteins[39][40][41], rendering the model-free analysis more robust, but less studies have
been performed on oligonucleotides[42], leading to uncertainties on the results obtained.
Thus, the model-free analysis performed within the range of CSA and radius encountered
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in the literature may be useful to investigate, and compare to the results obtained.

One of the first spin relaxation studies of RNA was performed by Akke and co-workers,
correlating the structure and the flexibility of imino groups[43]. Application of spin re-
laxation analysis have ranged from calcium binding[44] to protein folding[45]. Model-free
analysis has been employed in a multitude of cases, notably for proteins (e.g. conforma-
tional dynamics of intrinsically disordered proteins [46]), and is started to be used for
oligonucleotides (e.g. characterisation of domain motions combined with RNA elongation
[47]).
Additionally, various model-free approach can be coupled with other techniques such as
Residual Dipolar Couplings (RDCs) and Molecular Dynamics (MD) simulations to cross-
validate results, and obtain information on larger timescales[48].

1.3 Experimental approaches of NMR spin relaxation

1.3.1 TROSY effect

In classical 1H -15N HSQC experiments, the decoupling allows the removal of J -coupling
effects in both direct and indirect dimensions, leading to a single resonance at a defined
frequency.

Due to constructive or destructive interaction between the relaxation mechanisms, the
different components constituting the multiplet rising in a non-decoupled experiment have
different widths, and the averaged resonance is obtained using decoupling schemes.

For large biomolecules, and even more truly at high fields, the dipolar and the CSA-
induced relaxations are the major components of the transverse relaxation.

Instead of applying decoupling to get the average of the four components, the Transverse
Relaxation-Optimised SpectroscopY (TROSY)-based experiment selects the most slowly
relaxing component, the other three being filtered out[49]. This allows to get the sharpest
resonance out of the four components.

This technique becomes more effective than averaging out the resonances using decou-
pling, for large biomolecules and high fields. Whereas, for small molecules, the broadness
of the peak is negligible as the four components arbor sharp peaks, thus selecting one of
them would only result in a loss of signal.

1.3.2 Pulse sequences for the determination of 15N relaxation rates

The 13C pulses are used to eliminate the cross-correlation effect between 13C and 15N; as
the samples in this thesis have only been labelled 15N, this will not be further detailed.
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The temperature compensation block (T-comp), which is part of the magnetisation
recovery delay trecov between scans ensures the same heating applied to all R1 and R1ρ
experiments, as a compensation pulse is applied after data acquisition to match the longest
spin-lock and RF power applied in the experiments.

The first π pulse eliminates the 15Nz magnetisation resulting from the TROSY readout
scheme[49].

Figure 1.3: Pulse sequences used for the experimental measurements of 15N relaxation
rates through TROSY schemes: (a) 15N R1, substitution of the red bracket leads to (b)
15N R1ρ and (c) 15N-{1H} NOE sequence. Detailed explanations are available in main
text. Reproduced with authorisation from [50].
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The starting magnetisation in Hz is transferred via INEPT block and rephased, to
obtain Nz magnetisation. A purge pulse is added to remove any residual magnetisation
that has not been rephased.

The relaxation delays, to be changed through a list of experiments, influence the mag-
nitude of the remaining magnetisation. The 2π pulses applied during the relaxation delays
refocus the magnetisation to avoid coupling effects, and is repeated as this loop an even
number of times. In the R1ρ experiment, a spin-lock is applied during the relaxation time
on the 15N channel.

Following the relaxation period of longitudinal 15N magnetisation, the most slowly
relaxing component, resulting from the destructive coherence between CSA and dipolar
interactions, is selected in both proton and 15N dimensions.

To remove most of the water signal, a WATER suppression by GrAdient Tailored Ex-
citation (WATERGATE) is performed, constituted of a composite pulse surrounded by
gradients, that inverts all the resonances except the water signal, which is dephased by the
gradients[51].

In 15N-{1H} NOE pulse sequence (Figure 1.3, c), the proton saturation is reached by
applying n repetitions of the symmetric delay-2π-delay block, during which the proton car-
rier is switched to the center of the NH region, and then moved back to the water chemical
shift[52].

1.4 Relaxation dispersion

1.4.1 Chemical exchange

The majority of biomolecules are in dynamic equilibrium between various conformers while
in NMR samples. Chemical exchange involves the reorganisation of the structure of the
biomolecule, including exchange between free and bound forms between biomolecules, con-
formational rearrangement, and solvent exchange. The dynamic nuclei experiment various
environments, thus modifying their chemical shifts. However, the resonances can be absent
from the NMR spectra due to the exchange regime. The apparent relaxation R2 is also
altered by an additional exchange rate Rex[53].

Considering a two-site exchange:

A
kA−B−−−⇀↽−−−
kB−A

B (1.43)
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The summed population of each state pA and pB is equal to 1, while the chemical shift
difference and the precession frequency are equal to the difference between each state. The
exchange is characterised by:

kex = kA−B + kB−A (1.44)

Depending on this kex constant, the exchange is categorised into several regimes:
- if kex << ∆ωAB: the slow exchange where both signals can be observed in the NMR

spectrum;
- if kex >> ∆ωAB: the fast exchange where an averaged single chemical shift is observ-

able;
- if none of these conditions is fulfilled (kex ≈ ∆ωAB), the coalescence is reached: the

peaks merge and the obtained signal becomes broad.

In the case of slow exchange however, a massive difference in population between states
can lead to the observation of a single NMR peak, the other one being absorbed in the
experimental noise. These states adopted by the studied biomolecules that are not directly
observable through resonances on the NMR spectrum are called invisible states and can
be investigated through several NMR experiments.

Most common NMR experiments used to probe exchange are Carll-Purcell-Meiboom-
Gill (CPMG), Chemical Exchange Saturation Transfer (CEST) and R1ρ experiments, prob-
ing exchange occurring on the millisecond to second timescale[54][55][56].

1.4.2 CPMG

CPMG experiments are based on the refocusing of coherent effects such as chemical shifts
while dephasing effects occur due to T2 relaxation[57][58]. The experiments are constituted
of a repetitive series of pulses (τ cpmg - π - τ cpmg), at the end of which the transverse
magnetisation is analysed.

Over a constant relaxation time, the experiment is repeated with a variable number of
π pulses, at a repetition rate νcpmg, which influence the refocusing of the magnetisation,
and allows to probe the presence of an exchange[59].

For very short delays between pulses, the chemical shift is refocused and the exchange
contribution to the transverse relaxation is decreased. However, when the pulsing is less
frequent, the loss of coherence due to exchange processes increases, and the impact on the
transverse relaxation becomes noticeable through an apparent increase.

This method can sample exchange rates going from around tens (10-100) to few thou-
sands (2000-6000) s−1, for populations representing at least 0.5%[60][61].
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Relaxation rates R2,eff are monitored extracting resonances intensities as function of
the frequency νcpmg: the frequency of the applied π pulses during the relaxation time delay
Trelax.

νcpmg =
1

4τcpmg

R2,eff =
−1

Trelax
ln

(
I

I0

) (1.45)

where I is the intensity of the resonance in the corresponding 1H-15N spectrum, and I0 the
reference intensity.

CPMG experiments applied to 1H, 15N and 13C nuclei are widely used to study inter-
action between biomolecules, conformational exchange and catalysis.

Information about the exchange kinetics (rate, population) can then be obtained by
fitting R2,eff as a function of νcpmg using theoretical calculations for two- or three-sites
exchanges[62].

1.4.3 R1ρ

Rotating frame relaxation rates R1ρ are measured while applying a spin-lock at specific
positions, to probe exchange contributions. The R1ρ experiments are similar to the CPMG
ones, replacing the train of pulses by a spin-lock pulse. Typically, 1 to 6 kHz spin-locks
are applied for 15N, and up to 15 kHz for protons and fluorines, using on-resonance and
off-resonance pulse sequences.

On-resonance pulse sequences carrier are located on the chemical shift of the resonance
to investigate, and the spin-lock strength is varied. For the off-resonance sequences, a
spin-lock is applied at various offsets Ω from the frequency of interest. R1ρ experiments
can assess higher frequencies than CPMG experiments, thus investigating faster dynamics.
Indeed, this method can sample exchange rates going from around tens to tens of thou-
sands s−1[60][61].

R1ρ are calculated from single exponential decay of the resonance intensities, obtained
at each investigated frequency, for a series of spin-lock durations or offsets.

In the presence of exchange, through the on-resonance experiments, a decrease of R1ρ
is observed while going to higher spin-lock fields, due to the quenching of the exchange
leading to the decrease in Rex contribution to the apparent relaxation (see Figure 1.4).
Moreover, in the off-resonance experiments, an increase in R1ρ values will rise at the spe-
cific frequency of the exchange conformer, thus allowing to highlight the specific nuclei
chemical shift while in another conformational state.
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R1ρ experiments applied to 1H and 19F nuclei are useful to characterise invisible con-
formational structures of biomolecules, estimating the kinetics of the exchange in terms of
population and rates, as well as probing the chemical shift of the so-called invisible state.

For the R1ρ sequence used for the 19F experiments, starting from a SELOPE pulse
sequence for proton R1ρ, a loop was added to convert the experiment in pseudo 2D and
a spin-echo to flatten the baseline[63]. Indeed, the Teflon in the probe yields a broad and
intense signal, in the -150 to -225 ppm region. Considering the size of the NMR sample
resonance compared to the Teflon one, overflow was a recurrent issue, that was overcome
by adding a spin-echo before the acquisition.

In the following chapters, these experiments will be applied to different biomolecular
systems: microRNA:messenger RNA interaction, transfer RNA and protein dynamics.
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Figure 1.4: R1ρ on-resonance experiments principle. Several spin-locks ranging from low to
high power are applied at a specific resonance, with various durations. The obtained reso-
nance intensity is plotted against the spin-lock duration, and fitted to a single exponential
decay. The R1ρ rate obtained is then plotted against the spin-lock power, and depends on
the exchange contribution. Adapted from [55].
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Chapter 2

Oligonucleotide chemical synthesis
and purification for NMR spectroscopy

2.1 Solid-phase synthesis : global explanation

2.1.1 Study context

Until several decades ago, RNAs were only considered as tools for protein synthesis. How-
ever, since the discovery of non-coding RNAs, an interest has been rising to understand
the implication and function of those RNAs on the degradation, the inhibition or the
translation of the messenger RNAs, their targets.

miRNAs are short RNAs, that are thus ideal for chemical synthesis. Moreover, chemi-
cal synthesis allows to introduce specific probes at specific position within the synthesized
oligonucleotide sequence, which afterwards grants the possibility to easily connect the in-
formation gathered by NMR with its exact position within the RNA. The incorporated
probes can be specific nuclei naturally present or not within the molecule (19F) or site-
specific labels (13C, 15N)[64][65]. Some of them can be useful for NMR spectroscopy as well
as for sample stability, e.g. when introducing -OMe groups in the 2’-position of RNAs[66].

2.1.2 Chemical synthesis overview

Nucleotide phosphoramidites are natural nucleotides, additionally possessing groups pro-
tecting their highly reactive sites. These groups can be attached to the base, the phosphorus
or the ribose. Chosen types of phosphoramidites, corresponding to the different bases (A,
G, C and U/T) are added one after the other to form an oligonucleotide, thus constituted
of various bases connected in a desired order.

In solid-phase oligonucleotide chemical synthesis, the synthesis is carried out from the
3’ to 5’ direction. At the 3’-end of the nucleic acid chain therefore lays a free -OH group on
the 3’-carbon of the sugar, while at the 5’-end the 5’-carbon of the ribose is connected to
a free phosphate group. A solid support allows the growth of the oligonucleotide. During
the synthesis, a cycle of steps is required to connect the nucleotides to each other, remove
the unreacted ones, and stabilising the oligonucleotide that is being formed.

The principal advantage of chemical synthesis over biochemical synthesis is that site-
specific labelling can be introduced within the oligonucleotide[65][67][68][69].
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2.1.3 History

Nucleic acids and their genetic functions have been investigated for decades, especially
since the discovery by Watson and Crick of DNAs’ double-helix structure in 1953[70].

In the late 1950s, H. Khorana developed solid-phase synthesis of oligonucleotide, inter-
esting himself mainly on 2 topics: stabilising the phosphorylated nucleoside using phospho-
diester, and using protections scheme for sequential synthesis[71]. However, the phosphate
being unprotected, there were major issues concerning branching of the oligonucleotides,
increasing with the size of the oligonucleotide synthesized. The synthesis was then very
slow because the oligonucleotide had to be purified between each step to remove reagents.

Khorana’s most impactful development was in the area of the protective groups, intend-
ing to get rid of these purification steps[72]. In particular, the 5’-hydroxyl protection by
4,4-dimethoxytrityl (DMT) was developed by Khorana’s group, and is still used nowadays,
as well as some of the bases protections: isobutyryl for guanine, and benzoyl for cytosine
and adenine[73].

In 1963, Robert Bruce Merrifield introduced solid-phase peptide synthesis, for which he
received the Nobel Prize in Chemistry [74]. Indeed, peptides chemistry was easier to study
and reproduce, which lead to the development of solid-phase synthesis using amino acids,
instead of phosphoramidites for our oligonucleotides. Peptide automatic synthesisers were
born, and became available commercially, the first device being sold by Vega Biotechnolo-
gies.

In 1964, solid-phase oligonucleotide synthesis was developed by Robert Letsinger, who
was also studying peptide chemical synthesis at the time Merrifield submitted his manuscript
[75]. Letsinger then adapted the method for oligonucleotides, introducing at the same time
the phosphotriester method, which will be then used by Caruthers in the phosphoramidite
method.

Prof. Marvin Caruthers addressed two major issues for chemical synthesis: the swelling
of the polymer supports used at the time, and the instability of the intermediate phosphory-
lated nucleoside[76][77][78]. In the 1980s, Caruthers and Hood created Applied Biosystems
Incorporated (ABI), that commercialised the first DNA synthesizer.
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2.1.4 Principle

During automated solid-phase synthesis, a solid support is trapped into a column which
endings are constituted of two filters. Phosphoramidites and solvents are introduced at the
bottom of the column and flow through to reach the top, allowing a better homogeneity
and an improved washing of the solvents compared to the reverse way.

Chemical synthesis is usually privileged when synthesising small RNAs or DNAs, of
less than 30 nucleotides. This is due to the yields that can be achieved, and the costs that
are induced.

The synthesis cycle (see Figure 2.1) is composed of the following steps, detailed in
further sections [79][80]:
1/ Detritylation of 5’-end of the oligonucleotide being formed (also called deblocking);
2/ Coupling between the on-going oligonucleotide and the introduced phosphoramidite
nucleotide;
3/ Capping of the unreacted growing chain on the support;
4/ Oxidation of the phosphite triester.

The cycle then goes on until the oligonucleotide is completed.

A series of post-synthesis treatments is then necessary to remove protecting groups,
and get the oligonucleotide in its final form.
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Figure 2.1: Solid-phase oligonucleotide synthesis cycle. The cycle above is demonstrated
for a RNA synthesis, with TBDMS protecting group in 2’.
First, the support-attached phosphoramidite is detritylated to unprotect the 5’-end, and
is then coupled to the next phosphoramidite (during the coupling step). The unreacted
oligonucleotides are capped. The oxidation of the phosphite triester occurs right before the
end of the cycle. At this stage, either the oligonucleotide is formed or the cycle undergoes
another repetition.
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2.1.5 Ribose phosphoramidites for natural RNA synthesis
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ribose.
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As both amino groups (-NH2) and hydroxyl groups (-OH) are highly reactive when
in contact with the chemicals used during oligonucleotide synthesis, it is needed to use
protected nucleotides and therefore prevent unwanted reactions to happen with these
groups[81].

Different protecting groups can be used. Commercially available 2’-hydroxyl pro-
tecting groups for RNAs include the triisopropyl-silyl-oximethyl (TOM) and the tert-
butyldimethylsilyl (TBDMS). For the bases, there are two main types of protection: the
classic ones (Bz, Ac, iBu) and the ultramild ones, which require a gentler deprotection of
the groups (Ac, PAC).

Here, nucleotide phosphoramidite bases (see Figure 2.2) are protected with:
- an isobutyryl group for guanine: rG(iBu) (MW = 970 g/mol);
- a benzoyl group for adenine: rA(Bz) (MW = 988 g/mol);
- an acetyl group for cytosine: rC(Ac) (MW = 902 g/mol).
Uracil is not protected as there is no exocyclic function: rU (MW = 861 g/mol).

The 5’-hydroxyl group is protected by 4,4’-dimethoxytrityl (DMT), while the phosphite
bears both a 2-cyanoethyl group and a diisopropylamine (iPr2N) that is a leaving group
allowing the coupling with the next phosphoramidite. As RNA also contains an hydroxyl
group on the 2’, TBDMS is used to prevent any reaction on this side of the ribose.

2.2 Synthesis steps

The device used in our laboratory is an AKTA oligopilot plus OP10 lab scale oligonu-
cleotide synthesizer, based on a closed circuit encompassing the column, where the phos-
phoramidites are flowing for a fixed amount of time.

Once the sequence of the desired oligonucleotide is entered into the UNICORN soft-
ware, several additional inputs are required, including the column parameters, the scale
of the synthesis, the coupling and recycling times, the number of equivalences, etc. These
variables are detailed in the following sections and in chapter 3.

2.2.1 Solid support

Different kinds of solid-phase supports are available to perform solid-phase synthesis. Stan-
dard supports contain a first nucleoside phosphoramidite pre-attached to the support.

Controlled Pore Glass (CPG) is constituted of rigid deep non-swelling 500 Å pores that
are mostly used for the chemical synthesis of short oligonucleotides, as the yields tend to
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drop when the template is composed of more than 40 bases[82]. This is due to the size
of the oligonucleotide comparing to the size of the pores, which with growing templates,
reduces diffusion and blocks pores. Large-pore glass (1000 Å or 2000 Å) is more suitable
for oligonucleotides but become more fragile[83]. Typical loadings are about 20-50 µmol of
nucleoside per gram of support, and can reach 100 µmol/g for high loading varieties.

Polystyrene (PS) beads are performant for the synthesis of small scale oligonucleotide,
as it is subject to the phenomenon of swelling: the support expands when solvated, which
causes the column back pressure to increase throughout the synthesis. They are typically
loaded for 20-30 µmol of nucleoside per gram of resin, but can go up to 350 µmol/g for
particularly short oligonucleotides[84].

Other types of support include the universal support, which allows to start oligonu-
cleotide synthesis with any nucleoside[85]. The phosphoramidite that will constitute the
3’-end of the oligonucleotide template is directly coupled to the universal support, then the
synthesis goes on as for any other support. The main advantage of this approach is that
it can be used for any synthesis, without caring about the first nucleoside. However, if the
3’-terminal nucleoside has a special function or label, the cleavage needed in the case of
universal supports may not be appropriate and thus another support will be required.

2.2.2 Detritylation

Before detritylation, the support is washed with acetonitrile (ACN), either to remove the
remaining solvents from a previous cycle or to humidify the solid particles.

A protecting group 4,4’-dimethoxytrityl (DMT) has to be removed from the 5’-end
of the nucleotide attached to the solid support, to be able to react with the chemicals
used in the following steps of the synthesis cycle. The completion of the deprotection is
achieved using 3% dichloroacetic acid (DCA) in toluene (see Figure 2.3). It is crucial that
the concentration of the solution of DCA is not high, because it would lead not only to
detritylation but also to depurination, where purine bases are cleaved from their ribose.

The free DMT carbocation formed absorbs at 495 nm and is therefore coloured in or-
ange while passing through the system tubing. This cation can also be monitored at 380
nm or by conductimetry by the synthesizer. The ratio between the obtained UV peak area
and the one of the previous cycle shows a hint about the incorporation yield of the current
nucleotide.
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2.2.3 Coupling
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Figure 2.4: 5-benzylthio-1H-tetrazole mechanism: coupling between two subsequent phos-
phoramidites during a solid-phase oligonucleotide synthesis cycle.

The coupling step consists in incorporating the next phosphoramidite, with the already
support-bound ones. The free 5’-hydroxyl function reacts with the added phosphoramidite
function.

An activator (in Figure 2.4, the 5-benzylthio-1H-tetrazole), is used to convert the
amidite in a tetrazolide derivative. The phosphite group is thus highly reactive with the
5’-hydroxyl of the growing oligonucleotide. The coupling reaction should be accomplished
on a timescale of 5 to 15 minutes, leading to coupling efficiencies around 99%.

2.2.4 Capping

The capping step consists in blocking the 5’-hydroxylated functions that have not reacted
with the added phosphoramidite in the coupling step (usually about 1 %). An acetyl
protecting group is introduced by reaction with acetic anhydride in the presence of N-
methylimidazole (see Figure 2.5). This is a crucial point to avoid getting too many aborted
templates.
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The capping step is essential: as the DMT group is removed during the detritylation
step, the acetyl groups will remain on the aborted templates, inhibiting them from fur-
ther reacting with the next added nucleotides phosphoramidites which would be pointless
and consume phosphoramidites, decreasing the yield and leading to sequential mistakes.
Indeed, it is important to avoid getting final oligonucleotides that reach almost the right
size (N-1 nucleotides) but with various nucleotide deletion within the sequence, that would
highly complicate the purification process.

The yield is a crucial point in chemical synthesis, as it may drop very quickly, especially
for longer oligonucleotides, as observable on Figure 2.6. Since the apparition of solid-phase
synthesis, typical coupling yields have been improved to reach values between 98 and almost
100%.

For example, to form a 20 base-long oligonucleotide, the global yield synthesis is around
90% / 67% when each phosphoramidite coupling reaches 99.5% / 98% respectively.

2.2.5 Oxidation

Oxidation of phosphite triester (III) in phosphate triester (V) is stabilising the inter-
nucleotide linkage. It is achieved using iodine in a water:pyridine 1:9 mixture (see Figure
2.7). Indeed, the phosphite triester is not stable enough to remain in this form during the
detritylation step. This step may also be replaced by thiolation to form phosphorothioates.

Phosphate groups are still protected by a cyanoethyl group that prevents unwanted
reactions to occur during other steps of the synthesis cycle.

On some synthesizer, the oxidation step is followed by a drying step, in order to make
sure the water has been removed from the column, since its presence would radically drop
the synthesis yield. Indeed, the degree of degradation will depend on the presence of water,
as well as the incorporated phosphoramidites, the exocyclic groups being strongly affected
by hydrolysis.
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2.3 Post-synthesis treatment

The basic treatment is a key step: on one hand, it separates the biomolecule from its solid
support, and on the other hand, it induces the deprotection of the bases and phosphate
groups.

2.3.1 Cleavage

To obtain the oligonucleotide synthesized and be able to remove the protecting groups,
the template has to be separated from the solid support to which it is attached during the
synthesis.[86]

The first step is the transfer of the support, and thus the oligonucleotide, to a container
where it can be dried. A solution of methyl-amine in ethanol and ammonium hydroxide is
added to the support-bound oligonucleotide. The container is then centrifuged to separate
the liquid phase containing the oligonucleotide from the solid phase containing the support.

The post-synthesis treatment can then go on with the deprotection of the oligonu-
cleotide.

2.3.2 Heterocyclic bases deprotection
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Figure 2.8: Base deprotection.

The exocyclic amino groups present in nucleic bases (except for T and U) are protected
with base labile groups (de-protectable in basic conditions), that need to be removed in or-
der to obtain the nucleotides final form. Fortunately, those protecting groups are removed
in the treatment realised for the cleavage of the oligonucleotide from the solid support and
no additional step is required (see Figure 2.8).
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2.3.3 Phosphodiester backbone deprotection

The internucleosidic phosphate or phosphorothioate moieties are protected with 2-cyanoethyl
groups which have to be removed to advance towards the final form of the oligonucleotide.
Fortunately, as for the bases deprotection, this step is also realised during the cleavage
from the support and no additional step is then required (see Figure 2.9).
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The solution is then dried either by using a rotary evaporator or a speed vacuum system.

2.3.4 Desilylation
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Figure 2.10: Ribose 2’ deprotection using TREAT.

The oligonucleotide has to be re-dissolved into the smallest amount of DMSO able to
dissolve the whole pellet. It is treated with triethylamine trihydrofluoride (TREAT, see
Figure 2.10), which is a particularly hazardous chemical and should be manipulated with
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extra care. The solution is then heated at 60°C for about 3h.

To get rid of TREAT and other remaining impurities, the oligonucleotide is then pre-
cipitated using cold alcohol (butanol or ethanol) in several steps, and redissolved in a
water-based buffer containing Triethylammonium acetate (TEAA) to inactivate the re-
maining TREAT.

The treated oligonucleotide can then be analysed and purified if necessary.

2.4 Characterisation and purification

2.4.1 HPLC general principle

Chromatography is an analytical technique that was firstly used as a method of separating
colours, in the 1900s, hence the name of the method. Mikhail Tswett is a Russian botanist
that used the principle of chromatography, involving stationary and mobile phases to pu-
rify mixtures of plant pigments[87].

High-performance liquid chromatography (HPLC, or formerly called high pressure) is
a technique used to analyse and/or purify a mixture by separating its components. It
is based on a progressive migration of the molecules in a column that can handle high
pressures.

Interactions that influence the migration of each molecule are based on affinities be-
tween the compound to be eluted, the mobile phase that is constituted of the buffers, and
the stationary phase that is filling the column.

Mobile phases are contained into bottles, and pumped into the system with a flow-rate
and for a time depending on the gradient used. The sample is injected through an injector,
which can be either manual (loaded through a syringe into a loop) or automatic (a me-
chanical arm handles the vials where the sample is stored, bringing then to a needle that
automatically injects the desired amount into the system).

2.4.2 Stationary and mobile phases

The so-called normal phase in HPLC is to have a hydrophilic stationary phase while the
mobile phase is hydrophobic.

In our project, the stationary phase is hydrophobic while the mobile phase is hy-
drophilic: this is called reversed-phase HPLC. In this case, the more non-polar the material
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is, the longer it will remain in the system as it will be retained by the stationary phase
longer.

However, here, reversed phase is coupled with ion-exchange chromatography[88][89].
The principle is based on the relative ionic strength of the compounds present in the
mixture to be separated. The stationary phase is composed of the material charged with
the opposite one from the molecule to purify: if the stationary phase is positive, it will
retain negatively charge compound.

Here, the longer the RNA, the more negatively charged it is. Hydrophilic or charged an-
alytes are separated on columns using reverse-phase stationary phases, carrying no charges.
The mechanism lying behind the reverse-phase ion-pair chromatography is still subject to
debates[90]. One hypothesis is that the ion-pairing reagent’s alkyl chains (TEAA) interact
with the stationary phase, thus leaving the cationic part of the reagent exposed to the ana-
lytes that are migrating through the column; and the negatively charged analytes (RNAs)
are therefore retained due to their interaction with this modified form of the stationary
phase.

2.4.3 Stationary phase: column characterisation

HPLC columns capacity and efficiency is based on their stationary phase (type, particles
size, length, diameter, etc.). Whether the normal or reverse-phase is preferred, the nature
of the stationary phase will change. Interactions between analytes and stationary phase
will depend on the bound phase (C18, C8, C4, etc.), which influence the hydrophobicity
and polarity of the stationary phase, thus influencing the retaining of the analyte. The
temperature used in a run can also influence the separation obtained.

Columns are characterised by column’s plate count (N ), a theoretical number depend-
ing on the length of the column (L) and the height of a theoretical plate (H ):

N =
L

H
(2.1)

Smaller plate height implies a larger number of plates in the column, resulting in higher
efficiency.

The compound’s eluted peak should have a gaussian shape which maximum is the
retention time of the compound tr. The plate count can be calculated using the retention
time and the full peak width W b:

N = 16× (
tr
Wb

)2 (2.2)
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In the case where the peak width is measured at half-height, the factor 16 is switched to
5.54, which is a more robust method since the full width is hard to differentiate from the
noise.

The greater the N number is, the more efficient is the column. To maximise the number
of plates, the plate height therefore has to be minimal. The plate height depends on the
flow rates, and the optimum flow rate of the column can also be determined for a particular
association of mobile phase and analyte. This plates determination is usually done and
sent with the column by the manufacturer. It is still possible to perform this test in the
laboratory, either to check the material or to ensure that a column is still properly working
after it has been used.

The detector, that is located after the column where the separation is happening, is
here constituted of a UV-spectrophotometer. The absorption of light of the sample is mea-
sured at specified wavelengths after elution (260 nm).

2.4.4 Analytical HPLC: purification optimisation

Several methods are used to analyse and separate the compounds of a mixture analyte.

The composition of the mobile phase can be kept constant through the analysis: this
is the isocratic method.

Several buffers (most frequently two) with different polarities can also be combined to
get the mobile phase. The ratio of the buffers can be modified throughout the analysis.
In reversed-phase chromatography, starting from a condition where the mobile phase is
(almost) entirely constituted of the more polar buffer, the quantity of the other - less polar
- buffer is gradually increased. A buffer gradient as described here is often necessary to
maintain the separation of the compounds while limiting the time required for the purifica-
tion. However, this slight gradation between buffers has to be relatively accurate and the
equipment has to be able to maintain a flow-rate and a buffer ratio that is precise enough
to get reproducible results, which can not be obtained with the lower quality devices.

To optimise a gradient separation by HPLC, the analyte needs to be tested firstly
using a wider gradient, which will elute all of the compounds present in the sample. The
gradient is then reduced while keeping the stiffness used previously, using the retention
time of the peak of the desired compound. The slope of the gradient, depending on the
solvent composition, is optimised to get a satisfactory separation of the eluted compounds
in a minimum of time. To achieve a better separation, a return to the baseline must be
observed between peaks; however it can be practically hard to reach and in that case the
edge of the desired peak are collected aside from the main part.
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The gradient then starts from a higher non-polar buffer percentage value at the injec-
tion time of the sample, which is calculated using the retention time of the large gradient
and its composition at elution, shortening the time required for separation. If necessary,
the stiffness can then be improved, adapting slightly the buffer composition and the length
of the gradient.

It is also possible to optimise the flow-rate used, applying the same gradient optimi-
sation protocol, and compare the different runs using the resolution between the desired
compounds and its contaminations. To calculate the resolution between two compounds
A and B (A eluting before B), their retention times (tR,A and tR,B) and their band width
(WA and WB) are used:

Rs =
2× (tR,B −tR,A )

WB +WA
(2.3)

The higher Rs is, the better the peaks are separated. However, if the compound desired is
eluting far away from any other compounds, it may not be necessary to optimise the gra-
dient up to this point, since any resolution greater than one is already enough to separate
peaks.

The gradient is usually ending with a purge phase, at a higher composition of non-polar
solvent (in reversed-phase chromatography) in order to clean the column from further
impurities that could stay attached to the stationary phase once the oligonucleotide of
interest has been washed of. For example, the oligonucleotide of right length but that have
not been unprotected may stay attached at the composition of elution of the interested
oligonucleotide, and therefore limit the stationary phase capacity for the next run.

The column is then reconditioned to the starting condition of the gradient.

2.4.5 Fluorine expectations

The incorporation of fluorine in the RNA 2’-position would suggest a decrease in its hydra-
tion properties. This would lead to an increase in hydrophobicity, and therefore increase
the retention time compared to the unmodified form of the RNA. However, when incorpo-
rating only one fluorine probe, the changes occurring in the RNA properties remain less
impactant than the differences between the completed RNA sequence and the aborted ones.

2.4.6 Transfer from analytical to preparative HPLC

Transferring the purification process from analytical to preparative HPLC is necessary for
higher quantities of samples, that are required to perform NMR spectroscopy.
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The first step of the transfer is to quantify the different volumes in each system: column
volume, and dead volume (including dwell volume and volume after the column). These
volumes occasion a delay between the gradient implemented in the system and the actual
gradient happening during the purification, which may not be negligible when calculating
elution composition of peaks, and therefore this determination has to be made before the
gradient is done and optimised on the sample.

Concentration and volume of the injected sample can be optimised on analytical HPLC
by increasing their amount gradually and observing the effect on the spectrum. Both will
tend to broaden the peak when increased, so the resolution can be calculated for any run
to make sure the peaks are not overlapping. One should also be careful not to overload
the column, and therefore lose sample that will not be retained onto the column due to its
maximum capacity reached.

To transfer from analytical to preparative, several parameters have to be adapted: the
flow rate and the injection volume, using the following formula:

Fprep = Fana × (
Dprep

Dana
)2 × Dpart,ana

Dpart,prep
(2.4)

with, for either analytical or preparative system, F the flow-rate, D the diameter of the
column, and Dpart the stationary phase particules diameter.

In the case of identical particles in both analytical and preparative columns, the above
equation can be simplified to:

Fprep = Fana × (
Dprep

Dana
)2 (2.5)

Same can be done with the injection volume:

Vinj,prep = Vinj,ana ×
Lprep,col ×D2

prep,col

Lana,col ×D2
ana,col

(2.6)

with, for either analytical or preparative system, Vinj the volume of injection, Lcol the
length of the column, Dcol the diameter of the column.

2.4.7 Spectrophotometer principle

To quantify the concentration of the oligonucleotide obtained by chemical synthesis, a
spectrophotometer can be used. This instrument allows to measure the concentration of
an oligonucleotide in solution, depending on the amount of light absorbed by the sample,
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that is placed in a container within the spectrophotometer. A previous blank containing
the sample buffer is performed and subtracted from the value obtained using the sample.

Depending on the wavelength, the sample will absorb differently. Light intensity is
measured depending on the wavelength of the light sent to the sample, using a diffracting
prism on the light beam.

Typically, the absorbance is measured on a large range of wavelength, going from 800
nm to 200 nm, both allowing to quantify the amount of oligonucleotide using its absorbance
at 260 nm and checking for contaminants other than aborted templates and if they absorb
at other wavelengths. For example, the 260 nm over 280 nm ratio can be used to detect con-
tamination by proteins, which is useful in samples synthesized using biochemical processes.

2.4.8 Concentration determination by UV analysis

To calculate the oligonucleotide concentration from its UV absorbance, optical absorbance
at the observed wavelength needs to be taken into account: here, at 260 nm. The appropri-
ate way is to calculate the extinction coefficient exactly for each oligonucleotide, according
to its sequence, since the absorbance of each base vary.

A = log(
I0
I

) = ε× c× L (2.7)

where A is the absorbance, I0 and I are the intensities of incident and transmitted light,
ε is the extinction coefficient, c the oligonucleotide concentration and L the length of the
sample container (where the light is passing through).

The oligonucleotide quantified after purification will give a quite accurate result. How-
ever, if the concentration is to be calculated before purification (for example to know how
much to load on the HPLC column), there will be an error, that will be reduced if the
synthesis is clean enough. Indeed, the aborted templates will also absorb at 260 nm and
thus distort the UV measurement, increasing the apparent concentration while they will
be get rid of in the purification step.
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Chapter 3

Investigation of miRNA:mRNA
interaction using chemical synthesis
and 19F NMR spectroscopy

All the experiments in this chapter have been made in collaboration with Carole Farre and
Carole Chaix-Bauvais from ISA (Lyon, France). Marie Papin has also been involved in the
targets and let-7 U6 19F synthesis and purification processes during her internship. Finally,
Laura Troussicot performed the large scale purifications of the targets and the fluorinated
let-7, in addition to participating in the let-7 U9 19F synthesis and troubleshooting.

Concerning RNA characterisation, biochemical (GG-let-7 ) were synthesized and their
melting temperatures (along with commercial samples) were measured by Sirine Nouri.

3.1 Study context

The non-coding miRNAs are small highly dynamics RNAs, therefore difficult to analyse
exclusively by crystallography or cryo-Electron Microscopy. However, NMR spectroscopy
is a method of choice to study both small RNAs, and interactions. Lately, probes have
been introduced in biomolecules to get more easily or quickly site-specific information[91].
Here, 19F is a particularly interesting probe, as it spin is 1/2, its gyromagnetic ratio is
close to the proton one, and is the only stable fluorine isotope thus having an abundance
close to 100 %.

Introducing a specific probe such as 19F, absent from the natural oligonucleotides,
is a method of choice to investigate the interaction between a well-identified microRNA,
implicated in several forms of cancer, and some mRNA targets, to circumvent the laborious
process of assignment, and the expensive cost of 15N/13C labelling.

The chemical synthesis protocol is therefore first established with classical phospho-
ramidites while synthesising a model RNA and some of the mRNAs targets, then adapted
to insert the fluorine probe into the miRNA.
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3.1.1 Biogenesis of miRNAs

Over the past decades, the scientific community has developed a strong interest on ribonu-
cleic acids, investigating their structures and behaviours to connect them to their functions.
Non-coding RNAs have uncovered a large panel of regulatory functions, linked to various
known biological processes [92][93].

Amongst the large variety of ncRNAs, three categories are differentiable according to
their size: (1) small ncRNAs, that are constituted of less than 50 nucleotides, such as mi-
croRNAs (miRNAs, the focus of this project); (2) long ncRNAs, which template is larger
than 500 nucleotides, and (3) intermediate-sized ncRNAs in between[94].

miRNAs are short non-coding RNAs of about 21-25 nucleotides, involved in gene
regulation.[96]

In term of biogenesis (see Figure 3.1), they derive from larger precursors that undergo
several transformations[97][98][99]. Initially, the large protein RNA polymerase II tran-
scribes DNA strands into primary transcripts of mRNAs and miRNAs (pri-miRNAs)[100].
These pri-miRNAs are then cleaved into about 70 nucleotides-long precursors (pre-miRNAs)
by the ribonuclease enzyme Drosha, within the cell nucleus. The precursors are afterwards
transferred to the cytoplasm via the transport protein Exportin 5.

There, the Dicer enzyme cleaves the pre-miRNAs into short double-stranded miRNA:miRNA*
duplexes, where miRNA is the antisense/guide strand and miRNA* the sense/passenger
strand. The miRNA strand is assembled into a larger complex with an argonaute protein
(AGO): the RNA-induced silencing complex (RISC)[101][102]. The 5’-end of the miRNAs
is both responsible for their stability and loading into the RISC complex.

miRNAs are involved in many development and physiological aspects: apoptosis, pro-
liferation, differentiation and maturation[103][104][105]. miRNAs have a silencing mech-
anism: by forming complex with their mRNAs targets, they regulate their levels, and
thus their functions[106][107]. Their mutation may therefore deregulate cell division and
functionalization, leading to the development of diseases, e.g. the proliferation of cells in
cancer[108][109].

3.1.2 The let-7 family

The first miRNAs were discovered in the nematode Caenorhabditis elegans, such as let-7 in
the 2000s that encodes a 21-nucleotide long RNA controlling the development from larval
last state L4 to adult stage[110][111]. Nowadays several hundreds of miRNAs have been
identified[112].

let-7 was since then encountered in several other organisms, and is highly conserved in
metazoans, whether they are molluscs or humans, where it is implicated in cell differenti-
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Figure 3.1: miRNA biogenesis: the larger precursors are successively cut and exported to
the cytoplasm, where the mature miRNA is loaded onto the argonaute protein to form
the RISC complex and interact with its mRNA targets. Reproduced with permission from
[95].

ation and division[113][114].

let-7 interacts with several different targets, amongst which the most known include
RAS, LIN28, LIN41 and HMGA2. This miRNA binds to the 3’-UnTranslated Region (3’-
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UTR) of its targets, inhibiting their translation[115][116]. The mechanism of regulation of
let-7 however is largely unknown.

Human let-7 have been noticed to be down-regulated when in presence of several can-
cer forms[117][118][119][120]. It also appears that the reintroduction of let-7 when in a
depletion state prevents the tumorigenesis. let-7 thus belongs to the tumor suppressor
miRNAs, hence promoting the repression or degradation of oncogenic mRNAs.

As miRNAs have multiple targets, a therapy based on them could target a wide range
of genes, and potentially increase the efficiency against the spreading or the formation of
tumour[121][122].

Mimics of miRNAs could thus silence a broad range of genes, increasing their potential
efficiency against the growth and/or dissemination of cancers[123]. Notably, the let-7 fam-
ily is a common down-regulated miRNA in several cancers, e.g. lung and colon cancers[124].

Considering their importance in genetic functions, the understanding of the miRNAs
behaviour is crucial in order to be able to mimic their approach[125]. Therefore, the use
of NMR spectroscopy is a state-of-the-art choice to study their structure, dynamics and
interactions.

3.1.3 Interaction with the mRNA targets

miRNAs are associated with mRNAs metabolism[126][127]. The binding of those regula-
tory miRNAs by their so called seed region, constituted of n°2 to 7 nucleotides (n°2 to 8
for the extended seed), to the canonical site of the mRNA affects its metabolism. miR-
NAs can have as many as hundreds of targets, to which they can bind either completely or
with sparse complementarity, their seed region usually binding perfectly in both cases[128].
This miRNA:mRNA interaction leads to protein synthesis repression or degradation of the
mRNA[129][130][131][92].

MicroRNAs are organised in families, mostly divided according to their seed region, that
target several mRNAs. One of the first families discovered, which metabolism has been one
of the most studied, is the let-7 family[132]. Indeed, many targets have been identified for
the miRNA let-7. Three of them were selected in our project: LIN28A, LIN41 and HMGA2.

LIN28A is a RNA binding protein (RBP) encoding for 209 amino acid long protein[133].
LIN28 is implicated in biological processes such as development and glucose metabolism[134].
LIN28/let-7 pathway is diverse, since LIN28 binds to the terminal loop of pre-let-7, and
let-7 is also affecting LIN28[135]. Indeed, LIN28A destabilises the pre-let-7 by interacting
with its loop, thus leading to its degradation in the cytoplasm. It can also keep let-7 in
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the nuclei, therefore preventing the mRNA repression process. LIN28A is implied in many
cancer forms, due to its inhibition of let-7 pathway, and a fortiori leading to activation of
the tumorigenesis processes.

LIN41, also called TRIM71, is a Trim-NHL protein: TRIpartite Motif (TRIM) meaning
it contains three main domains, whereas NHL describes the motif located at the C-terminus
named after NCL-1/HTA2/LIN41, where it was first observed[136]. Those are involved in
the regulation of development processes, such as cell differentiation, and inhibition of cell
growth and proliferation.

LIN41 and let-7 are known to be correlated since the observation of the down-regulation
of LIN41 in mouses where let-7 is up-regulated[137]. Indeed, let-7 :LIN41 complexes in-
duces the suppression of the expression of the mRNA[116][138].

The High Mobility Group (HMG) proteins are components of chromatin, influencing
the transcription of several genes through the interaction with sequences furnished in AT
bases. The HMG AT-Hook2 (HMGA2) protein is 108 amino acid-long, and is involved
in gene transcription through its impact on chromatin architecture. Indeed, a positively
charged part of HMGA2 sequence can bind to oligonucleotides, to get them into an ordered
conformation. HMGA2 is involved in various biological processes, such as DNA repairing,
apoptosis, and senescence. The over-expression of the mRNA can lead to apparition of ma-
lignant tumours, especially lung cancer[117][139]. let-7 binds to HMGA2 3’UTR, allowing
to repress the oncogene, and therefore limiting its tumorigenesis contribution[140].

Some of let-7 pathways, including the targets described above, are illustrated on Figure
3.2.

To study the interaction between let-7 and these three targets by NMR spectroscopy,
all of the RNAs have to be priorly synthesised. The method chosen is solid-phase chemical
synthesis, as it is particularly robust for small RNAs and allow to insert probes at specific
positions. However, while the miRNA is to be synthesize entirely, the mRNAs are narrowed
to the 3’-UnTranslated Region (3’-UTR) with approximately the same size as the miRNA.
Indeed, larger templates would complicate both the synthesis and the NMR analysis, and
have not been identified as required for the miRNA:mRNA interaction.

3.2 Starting protocol

3.2.1 Methods: Synthesis

All materials used during the work presented in this section were of synthesis/analytical
grade or equivalent if available. All reagents and solvents were supplied by Fisher and
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Figure 3.2: Illustration of gene regulation between the miRNA let-7 and several of its
targets. The one of interest in this project are LIN28, LIN41 and HMGA2. RAS, MYC
and Casp3 are here to emphasise the diversity of interactions. The + sign denotes an
up-regulation, while a - sign designates a down-regulation.

Carbosynth. All reagents were used as provided with no further purification.

Prior to mixing reagents, bottles are cleaned with acetone, dried at 120°C and flushed
with argon to get rid of any residual water that could greatly impact the synthesis. Most
of the solvents are usually prepared a few days prior to synthesis to minimise the solvent
air content due to manipulation. The activator however is mixed right before the start of
the synthesis to maximise its efficiency. Details of the solvents preparation can be found
in Table 3.1.

Phosphoramidites are dissolved in ACN (99.9%, extra dry) to reach a 0.1 M concentra-
tion. Molecular sieve 3Å is added to the phosphoramidites and to the activator once the
BTT is dissolved, to ensure their dryness along the synthesis.

Once the solvents and the phosphoramidites are loaded onto the synthesizer, prior to
the synthesis, the whole synthesizer is purged, using both automated and manual ways.
The tubings have to be filled with the solvents at the adequate concentration to be prepared
for the first cycle of the synthesis.

Presence of bubbles in the system is constantly observed at first glance, but success-
fully removed by the purges. The flow-rate is checked using an automated method and a
graduated cylinder: individually for each pump (A and B; 5 min at 10 mL/min each) and
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Solvents CAP A CAP B Oxidiser Detritylation Activator

N-methyl imidazole 40 mL
Acetic anhydride 40 mL

Lutidine 60 mL
Iodine 2.54 g

Pyridine 180 mL
H2O 20 mL
DCA 30 mL

Toluene 970 mL
BTT 11.55 g
ACN 160 mL 100 mL 200 mL

Table 3.1: Amounts of reagents for each synthesis solvent.

jointly (3 min both at 10 mL/min).

The solid support has to be placed into a stainless steel column (1.2 mL), to be loaded
onto the synthesizer. The incorporated mass of support msupp (33-85 mg) is calculated
using the scale of the oligonucleotide synthesis ssynth (here, 10-25 µmol), and the loading
of the support lsupp (around 300 µmol per g), using the following equation:

msupp =
ssynth
lsupp

The support used depends on the oligonucleotide to be synthesized: for example, let-7
possesses a uracil on its 3’-end, therefore the column is to be filled with Primer Support
5G riboU, that is adequate for oligonucleotide constituted of up to 70 bases starting with
a uracil, and for a wide range of scales.

A few parameters can be adjusted within the synthesiser software, UNICORN. During
the coupling step, a recycling time can be specified: the coupling mixture (4 equivalences
of phosphoramidites) is cycled through the column for an amount of time defined by the
user, before being redirected to the waste (here, 12 min). Main parameters used for the
synthesis can be found in Table 3.2.

As shown on Table 3.2, a series of three synthesis is planned: each synthesis involves a
different oligonucleotide and is launched one day after the other. Post-synthesis treatments
are started right after completion of each oligonucleotide synthesis.
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Synthesis 1. Model RNA 2.let-7 3. HMGA2

Sequence (5’ to 3’) GCG AGC UUC GGC
UCG C

UGA GGU AGU AGG
UUG UAU AGU U

GCC AAC GUU CGA
UUU CUA CCU CA

Length 16-mer 22-mer 23-mer

Scale / µmol 25 10 10

Column volume / mL 1.2 1.2 1.2

Amidites concentration RNA / M 0.1 0.1 0.1

Amidites equivalences RNA 4 4 4

Recycling time / min 12 12 12

Table 3.2: Main parameters used for the laboratory first RNA synthesis.

3.2.2 Methods: Post-synthesis treatment

Post-synthesis treatments are divided into a series of steps, namely:

1. Dry the support to which the synthesized oligonucleotide is attached;
Once the column has been removed from the synthesizer, its content is dried using a vac-
uum pump connected to the metallic column. The synthesised oligonucleotide, attached to
the solid support, is then transferred into a Wheaton tube (required to handle increasing
pressure).

2. Cleave the oligonucleotide from the support, while unprotecting bases
and phosphate groups;
Methylamine (33% solution in absolute ethanol) is mixed with ammonium hydroxide in
equal ratio (depending on the synthesis scale, 2-3 mL each for 10-15 µmol synthesis), and
poured into the tube containing the support-attached oligonucleotide. The solution is
placed into the oven at 60°C for 2h, then let under the fume hood to go back to Room
Temperature (RT).

3. Separate the chemicals and the solid support from the oligonucleotide;
A sinter filter (porosity N°3, previously washed with H2O:absolute ethanol 1:1), connected
to a vacuum pump, is used to separate the support from the oligonucleotide in the liquid
phase. The tube’s content is therefore poured onto the filter and the recovered liquid phase
is transferred to a 100 mL flask. The remaining of the solid phase on the filter is washed off
with a solution of H2O:absolute ethanol 1:1. Each washing step is followed by the transfer
of the liquid phase to the previously used flask.

Since ammonium hydroxide is a corrosive chemical, the equipment can be damaged
through contact. To extend the equipment lifetime, the evaporation is therefore firstly
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performed by letting the flask under the fume hood overnight, topped with a perforated
aluminum foil.

The solution is then placed on a rotary evaporator at RT. A back-flow preventer is
added to minimise the bumping of the solution, meaning to prevent the solution within the
flask from being drawn into the condensing part of the evaporator. However, even while
gently reducing pressure, foam was rising up until the back-flow preventer. The vacuum
therefore had to be stopped several times, to recover the liquid phase.

After a few hours, the foam started to decrease. Pressure could then be slowly reduced
to about 500 mbar. The remaining solution became cloudy, and the pressure was gradually
reduced to 50 mbar. A slightly yellow film, well distributed on the flask, was obtained.
The precipitate is removed from the evaporator and topped, to be stored at -20 ° C.

As the first oligonucleotide evaporation (model RNA) showed troubles in foam while
evaporating, one of the two remaining templates (let-7 ) was instead separated in eppendorf
tubes (2 mL), to be evaporated using a speed vacuum system at RT. Evaporation was
controlled at several timings; in the end, total evaporation lasted for a few hours, and
slightly yellow crystalline pellets were obtained.

For the last oligonucleotide (HMGA2), the flask was again placed on a rotary evapo-
rator, since lesser amounts of transfers are required, thus reducing risks of contamination
and loss. The idea was then to be even more gentle while decreasing the pressure: it was
set to 750 mbar for 2 hours to evaporate the volatile gases as the first step, since much
less foam is formed at this pressure, followed by another step at 500 mbar. The pressure
could then be set to 50 mbar so that the rest of the liquid phase could be evaporated, and
a slightly yellow film was formed on the flask.

4. Re-suspend the oligonucleotide;
After evaporation, the flask contains solid oligonucleotides, unprotected on the bases and
phosphate groups.

Anhydrous DMSO (0.5 mL) is added to dissolve the precipitate. After transferring the
resulting solution into a Falcon tube, the step is repeated twice (0.5 mL then 0.25 mL) to
improve the collection of the remaining RNA.

5. Unprotect the 2’-OH;
Triethylamine trihydrofluoride 97% (TREAT, 10 mL) is added to the solution. The tube
is placed into the oven at 60°C for 3h30, then let under the fume hood to go back to RT.

6. Remove the used chemicals by precipitation of the oligonucleotide;
The solution is placed at -20°C along with butanol for a few hours, and taken out on ice.
Butanol (4 x 5 mL) is added to the solution containing TREAT and the oligonucleotide,
at that moment also unprotected on the ribose 2’-hydroxyl group. A white precipitate
appears. The solution is centrifuged (5 min, 4°C, 3.0 rcf). A larger white pellet is observed,
with a yellow supernatant.
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The supernatant is removed from the tube and centrifuged again, making sure to pre-
vent any loss (5 min, 3.0 rcf, 4°C). In the case of the model RNA, a small pellet appeared,
which was collected and added to the first one. No noticeable pellet was formed in the
other oligonucleotides supernatant second centrifugation.

To wash the pellet, cold butanol (2 x 10 mL) is added. It is necessary to use a vortex to
re-disperse the pellet entirely. Following the same methodology, the solution is centrifuged
(5 min, 4°C, 3.0 rcf), as well as the obtained supernatant.

Each oligonucleotide pellet is dissolved in triethylammonium acetate (TEAA, 10-20
mL, 1 M) and stored at -20°C.

7. Characterise and purify the oligonucleotide.
To characterise the oligonucleotide, both UV quantification for concentration calculation,
and analytical HPLC for purity assessment, are performed.
To assess the accuracy of the concentration determination of the desired oligonucleotide,
the purity of the solution has to be characterised, since any aborted oligonucleotide formed
during the synthesis could distort the UV analysis.

Reverse-phase analytical HPLC is used. However, to get an approximation of the in-
jection volume, the concentration of the crude oligonucleotide is still measured by UV
using the spectrophotometer prior to purification. The HPLC buffers consists in: buffer
A) TEAA in H2O (5 mM) and buffer B) TEAA in ACN (5 mM). The first global gradient
is performed from 2% buffer B to 80% buffer B. Refined gradients are performed from 2%
buffer B to 15% buffer B.

3.2.3 Results and discussions

Since the scale of the first oligonucleotide was higher (model RNA, 1.5 times more than
the other two), higher amounts of methylamine and ammonium hydroxide have to be used
for cleavage/de-protection, which could have promoted foam formation during the drying
step. This can be countered by letting the ammonium hydroxide evaporate in the fume
hood for a longer period, and/or use a larger flask to load on the rotary evaporator.

Considering the synthesis scale, the extinction coefficient for each oligonucleotide, and
the absorbance obtained at 260 nm, obtained yields for the first round of synthesis are
within the range of 19 % - 38 % (before purification). This is not a sufficient yield regarding
the chemical synthesis achievements, but as this is the laboratory first RNA synthesis, it
is promising.

However, the yield value is senseless if the sample majorly contains aborted oligonu-
cleotides. To assess the purity of the synthesis, HPLC global and refined gradients have
been performed for each synthesised oligonucleotide (see Figure 3.3).
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Figure 3.3: HPLC analysis of the first series of chemically synthesized RNAs: A) model
RNA, B) let-7 and C) HMGA2 target, with for each (left panel) global gradient from 2 to
80% buffer B in 20 min and (right panel) refined gradient from 2 to 15% buffer B in 15
min.
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Throughout repetitions of the same gradient, each injection induced the same conclu-
sion: the elution time of the oligonucleotide was shortening, until everything contained in
the sample eluted in the dead volume. The analytes were not or almost not retained by
the static phase in the column.

Considering the fragility of RNAs, it became clear that all of our synthesised samples
had undergone degradation. The most probable hypothesis was because of the presence of
RiboNuclease (RNase): the oligonucleotides had dissociated into nucleotides, thus explain-
ing why they showed no retention. To make sure the sample was not contaminated from
the HPLC needle, other aliquots were tested, and the HPLC needle was cleaned repeatedly
with isopropanol and RNAse free water, but the same results were obtained (see Figure
3.3, right panel).

The presence of RNase was tested using a commercial fluorescent RNase alert test kit.
The buffer kit has to be in contact with the solution to be tested for RNase for 1h at 37°C.
The solution can then be observed: if a fluorescence is observable, the sample contains
RNase. Indeed, the commercial buffer contains oligonucleotides with fluorescent markers
which react if they are separated from the rest of the template, meaning the oligonucleotide
has been cleaved by RNase, attesting of their presence. However, the kit is only usable
in certain types of chemical, and there may be false positive while used in uncertified
environment.

Here, the kit buffer (5 µL) was added to sample solution (45 µL, each solution containing
a chemically synthesised oligonucleotide), and let 1h at 37°C before comparing to positive
(containing RNase) and negative (no RNase) controls, as observable in Figure 3.4.

Some of the solutions became fluorescent right upon addition of the buffer. All of
the solutions containing the synthesized oligonucleotides exhibited fluorescence. TEAA in
RNase free water was tested, in order to eliminate the solution from the contamination
possibilities, and it indeed did not react.

The most intense fluorescent sample (let-7 ) had been treated differently from the other
ones, as it was dried only using speed vacuum system. This drying step may have brought
additional RNase from manipulation and open eppendorfs. However, considering all of the
samples were contaminated, the whole post-synthesis treatment has to be investigated in
order to remove the sources of contamination, which would otherwise always degrade the
synthesized RNAs once 2’-unprotected.

The used chemicals were also tested (methylamine and ammonium hydroxide) and re-
acted when in contact with kit buffer. However, it is uncertain if this is due to RNase
contaminants or if the kit is not functioning properly in this kind of reagent. The latest
hypothesis was the most probable so focus was put on modifying other variables in our
protocol, and check the results while performing further synthesis.
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Figure 3.4: RNase detection in chemically synthesised oligonucleotides samples: the more
fluorescent the sample, the more contaminated by RNase.

3.3 let-7 targets conclusive synthesis

3.3.1 Methods: getting a non-degraded sample

The first step to improve the protocol is getting a non-degraded sample, meaning the
samples have to be RNase free.

As RNase is a recurrent issue when handling RNA, the protocol has to be adapted
to ensure there is no contamination, especially after the 2’ deprotection by TREAT. All
the glassware used for the synthesis would be priorly put into a bath of water mixed with
RNase away, an acidic solution degrading the RNase. Every step involving reusable ma-
terial that could be accomplished using RNase free dispensable equipment instead is to be
switched. The remaining glassware is let in a bath of water containing RNase away for a
few hours, then washed off with RNase free water, and dried at 120°C overnight prior to
their use.

The main suspected source of RNase contamination is the sinter filter, as it is hard to
clean and making sure it is RNase free, due to its porosity. The filtering method is therefore
switched to centrifugation: the solid support is condensed into a pellet while the oligonu-
cleotide remains in the liquid phase, which can then be removed using dispensable pipettes.

During the HPLC analysis of the subsequent oligonucleotide synthesis, the successive
runs exhibited variations in retention times of the same oligonucleotides. This rose a
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concern, as ongoing degradation could be a probable issue. However, the samples were
stable for a few days in solution, thus limiting the possibility of the presence of RNAse.
Degradation was not a plausible reason anymore.

As the elution of the analyte depends on the polarity of both the mobile phase and the
analyte, the change in polarity of the different injections was considered. Indeed, if some
butanol remained with the pellets before the last re-dissolutions, it could greatly affect the
retention on the column.

To ensure the butanol removal, the oligonucleotide sample was filtered on an Amicon
membrane and washed off with water containing a small percentage of TEAA.

Buffer B was also switched from TEAA in ACN (5 mM) to TEAA in H2O:ACN 1:1 (5
mM). The analytes separation would thus be improved by softening the polarity variation
between buffers.

3.3.2 Methods: increasing the yield

The second step to improve the protocol is increasing the global yield. Several steps
where loss of oligonucleotides may have occurred have been identified and switched to
more adapted protocols.

A recurrent reason of a decrease in the yield is the incorporation of the rG(iBu) phos-
phoramidite within the oligonucleotide during the chemical synthesis. This can be overcome
by increasing the recycling time of the coupling step for this particular base.

One of the reasons of the material loss is coming directly from the first post-synthesis
step: the drying of the support and transfer from the column to a Wheaton container.
Indeed, some of the support remained in the metallic column and thus provoke a loss in
material. This aspect can be improved, to lose as less as possible, however it can not be
avoided.

In order to remove more of the solid support contained into the column, its dryness
has to be insured. To improve the dryness of the support connected to the oligonucleotide,
absolute ethanol was used in addition to submit the sample to a vacuum pump, which
leads to much drier support (easily observable through the colour changes and the easiness
of removal).

Different rounds of synthesis have been performed using the centrifugation method after
the cleavage/de-protection step. This centrifugation is followed by the transfer of the liquid
phase to a flask to evaporate at the rotary evaporator, followed by dissolution in DMSO
and transfer to Falcon tube.

It was observed that the transfer from the flask (drying step) to the Falcon tube (desi-
lylation) was a crucial part of the post-synthesis treatment yield drop. Indeed, the size of
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the flask compared to the volume of DMSO used to redissolve was not sufficient to ensure
the dissolution of the whole material: particles were always observed on the flask. However,
keeping on adding DMSO was not an option, as most of the oligonucleotide would then
remain in solution instead of precipitating using butanol.

To get rid of this step, the evaporation was performed using a speed vacuum system
adapted for Falcon tubes. The drying step followed by the dissolution in DMSO could
therefore be performed without additional transfer, thus limiting the losses.

Trying to improve the precipitation after desilylation, cold butanol precipitation was
compared to cold ethanol precipitation. However, the butanol one gave better results and
was then kept in every other post-synthesis treatment. To further improve the precipita-
tion yield, both the butanol and the sample were placed back at -20°C at each precipitation
attempt.

During one of our synthesis, an extraction was performed on the remaining super-
natant after the 3 usual rounds of butanol precipitation performed. A significant amount
of oligonucleotide was collected, and added to the final yield, significantly increasing it.
The detailed can be found in the following 19F let-7 synthesis section.

3.3.3 Further issues

Indubitably, another way to improve the yield is to start with a cleaner oligonucleotide
synthesis: if the coupling yield is higher, less aborted templates will be present in the final
solution before purification, and the desired oligonucleotide will be produced in higher
yield.

However, at the time of writing, this issue has been thoroughly investigated and solu-
tions have not been found yet. Indeed, throughout the use of the synthesizer, several issues
were faced, to which either solutions have been encountered or some remain problematic.
Here is a list of the main issues and examples of when they occurred:

- Evaporation of phosphoramidites;

Evaporation is a huge issue, given that the system is under argon and should not be
permissible to air. Indeed, even a small leak can generate a variation in the pressure,
leading to drastic effects on the phosphoramidites and solvents used.

During synthesis and pauses in between them, several cases of evaporation in the phos-
phoramidites bottles connected to the synthesizer were observed, leading either to the
complete evaporation/use of a phosphoramidite bottle content, or to the formation of a
viscous material at its bottom. This is a problem to be solved immediately, since any leak
there would provoke evaporation/pressure variations, leading to variations in the phospho-
ramidites concentrations and volumes, as well as a regarding the accuracy of the flow-rate
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of the device. Indeed, phosphoramidite concentrations and volumes are designated care-
fully into the synthesizer software, meaning any change would impact the synthesis and
its yield. Moreover, due to the instability of the phosphoramidites, it is important to keep
them under an inert atmosphere, and a leak would mean that air (containing traces of
water) might get in contact with the phosphoramidites, rending them less reactive. Addi-
tionally, due to the price of the phosphoramidites, RNA synthesis are always calculated to
use as much quantity as possible, thus reaching the volume limit usable within the bottle
which, coupled with evaporation, would lead to empty phosphoramidite bottles for the
latest couplings, and therefore an incomplete oligonucleotide.

The problem was addressed by removing the equipment keeping the phosphoramidite
bottles in place, cleaning the seals and exchanging phosphoramidite bottles. The evapo-
ration of the phosphoramidite bottles can be investigated replacing them with acetonitrile
bottles (the storage solvent for the synthesizer) and observe the evolution of the liquid level
in the bottles. Further tests using different bottle sizes were made, to reach a point where
no evaporation was observed in the phosphoramidites bottles anymore.

An additional parameter to be careful with is the molecular sieve. Indeed, one should
be careful as to check that the molecular sieve is in proper conditions, and does no absorb
part of the solution, additionally to possible water molecules. In this case, the molecular
sieve (cut-off: 3Å) is disposed off, and a new bottle of phosphoramidites is needed.

- Evaporation/Crystallisation of the solvents;

As evaporation was encountered in the phosphoramidite part of the synthesizer, it was
also observed in the solvent bottles. As well as problems already mentioned above, this
raises a problem regarding the activator. Indeed, as all of the concentrations could be
affected, the activator is also subjected to cristallise, in the solvent bottle as well as in the
tubing lines.

Purging of the synthesizer using acetonitrile is sufficient to get rid of any visible crystals.
Airtightness was improved by changing the seals and adding Parafilm. As the activator is
close to the solubility limit, it was placed into a bead bath kept at 23°C to ensure that the
temperature was not dropping during nights.

- Pressure and flow-rate issues;

Variations in pressure and flow-rates were observed, on the manometer and performing
the routine flow-rates check-ups. This could affect the proper delivery of both phospho-
ramidites and solvents by modifying the quantities, and negatively impact the synthesis.

As the tubing started to get twisted due to bottle changes, they were modified to ensure
proper circulation. Concerning flow-rates, the delivery tests usually lead to expected results
but the presence of bubbles affects them on regular basis and purges should be performed.
Indeed, the pump butterflies and some part of the tubing are filled with bubbles quickly,
which creates a need to purge almost everyday prior to the synthesis. This may alter the
flow rates at any time during the synthesis.
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Since solvents and phosphoramidites levels dropping (without pumping) were observed
even while using the right sized bottles, a pressure issue/an argon flow abnormally high
was suspected. A pressure variation would be a problem for a regular flow-rate and the
evaporation of the solvents. This is still investigated at the time of writing.

- Synthesis detritylation step.

The most recurrent issue faced is the detritylation UV peak area dropping after only
several bases incorporated during the oligonucleotide synthesis. This is not an accurate
quantitative analysis tool regarding the synthesis yield, especially considering the detector
is often saturated at the beginning of the synthesis, however large drops in the detritylation
area are visible when phosphoramidites are not well incorporated into the chain being
synthesised, therefore leading to an aborted synthesis due to very low coupling yields.

Many factors could influence the relative detritylation dropping, including the ones
quoted above, therefore one issue could not be isolated and taken responsible for it, amongst
the previous ones listed. Increasing the equivalences number used during synthesis allowed
to perform some synthesis with poor yield but enough to be able to prepare NMR samples.
In the meantime, a maintenance has been required in order to help us investigate on all of
these issues.

3.3.4 Results

The synthesis parameters are displayed in Table 5.2.

Synthesis 1. LIN28A 2.LIN41 3. HMGA2

Sequence (5’ to 3’) GAG UGC ACA GCC
AUA UUG AAC UAC
CUC A

UUU AUA CAA CCA
UUC UGC CUC U

GCC AAC GUU CGA
UUU CUA CCU CA

Length 28-mer 22-mer 23-mer

Scale / µmol 10 10 10

Column volume / mL 1.2 1.2 1.2

Amidites concentration RNA / M 0.1 0.1 0.1

Amidites equivalences RNA 4 4 4

Recycling time / min 12 12 12

Table 3.3: Main parameters used for the targets synthesis.

Overall, mRNA targets were successfully synthesized and purified by HPLC (see Figure
3.5), as the quantities were enough to be used in NMR spectroscopy, and the desired
oligonucleotide could be separated from the aborted templates.
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Figure 3.5: (Left panel) Detritylation peak area (in %) comparison between successive
phosphoramidite incorporation of targets synthesis. The asterisks* represent the G-bases,
known to be harder to incorporate.
(Right panel) HPLC characterisation of targets, gradient going from: (LIN28A) 10 to 25%
buffer B (30 min, 1 mL/min); (LIN41) 12 to 22% buffer B (20 min 1 mL/min); (HMGA2)
12 to 22% buffer B (30 min, 1 mL/min).

However, improvements are still required, especially because of the poor final yield and
poor coupling yields during synthesis. Indeed, the relative detritylation is decreasing faster
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than in the previous synthesis performed within the laboratory, and to what is expectable
regarding the literature (see Figure 3.6 and Table 3.4).
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Figure 3.6: Detritylation peak area (in %) comparison between successive phosphoramidite
incorporation during several synthesis: (green) theoretical 98% coupling efficiency; (blue)
model RNA (yellow) LIN41. The asterisks* represent the G-bases, known to be harder to
incorporate.

RNA Sequence
length

Relative detritylation at
15th base incorporation / %

Relative final de-
tritylation / %

Relative final detrityla-
tion that is not a rG / %

Model RNA 16 80 59 80

LIN28A 28 54 24 37

LIN41 22 47 38 38

HMGA2 23 60 28 46

Table 3.4: Comparison of the synthesis yield through relative detritylation observation.

Additionally to the target synthesis, let-7 synthesis were performed afterwards, that
kept decreasing the relative detritylation: the penultimate one reached 13% for 22 nu-
cleotides, while the ultimate one had to be stopped at the third base because the detrity-
lation dropped to as little as 3%.

As the solvents and phosphoramidites used are still ordered from the same provider,
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and it did not seem to only affect one batch, the problem should come from the manipu-
lation while loading the synthesizer or within the synthesizer itself.

3.4 19F let-7 synthesis

As mentioned previously, fluorine probes present various advantages for NMR spectroscopy
investigations. The let-7 synthesis plan is to produce several samples, with a fluorine nu-
cleus incorporated in the uracil ribose 2’ position (U-base 2’), located at different places
of the RNA sequence. These samples should permit to assess the interaction with the
various targets at specific positions, in various structural elements, without going through
assignment process and avoiding resonance overlap.

3.4.1 Methods: Protocol adjustments

A few parameters were changed to improve the yield observed in previous synthesis, and
to adapt to the fluorine nucleus.

The recycling time for the fluorinated phosphoramidite is reduced to 3 min.

Methylamine (33wt % solution in absolute ethanol, 4mL) was mixed with ammonium
hydroxide in 1:1 ratio, and incorporated with the oligonucleotide attached to the solid
support. The amount of reagents has been increased relative to the scale, compared to
previous synthesis, to properly cleave and unprotect the oligonucleotide. The solution was
let under the fume hood for 4h. Deprotection step was carried out at RT because of the
2’-F residue. Indeed, fluorinated oligonucleotides require weaker conditions, as the fluorine
is more sensitive and can be degraded in harsher conditions. The centrifugation step if
then performed and the liquid phase containing the oligonucleotide is removed, separated
from the solid support.

To ensure the full cleavage of the oligonucleotide from the support, this step is repeated
using a solution of ammonium hydroxide and absolute ethanol (2:1, 8 mL). The solution
is poured into the Wheaton tube still containing the solid support and let under the fume
hood for 16 hours at RT.

The rest of the post-synthesis treatment is then performed as previously done for the
targets, and the contents of the repeated steps are gathered.

To check if the precipitation is sufficient, or if higher yields can be reached, an ex-
traction is performed on the first precipitation supernatant. A solution of TEAA (1M) is
poured on the supernatant. The falcon is stored at -26°C overnight. The next morning,
two phases are observable. A second extraction, as well as one performed on the second
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precipitation supernatant, did not lead to significant RNA collection.

3.4.2 Results

During the synthesis, the incorporation of the fluorinated phosphoramidite was really poor,
which is probably due to the equivalences number (here, 4), that should be increased for
further fluorinated oligonucleotides synthesis[141][142][143][66].
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Figure 3.7: Left panel: Detritylation peak area (in %) comparison between successive
phosphoramidite incorporation of let-7 U6F synthesis. The asterisks* represent the G-
bases, known to be harder to incorporate, while the U* emphasizes the incorporation of
the fluorinated phosphoramidite.
Right panel: HPLC characterisation of let-7 U6F, gradient going from 12 to 20% buffer B
(30 min, 1 mL/min).

Analysing the oligonucleotide solution using UV spectrophotometer, the yield before
purification was estimated around 51%. The global scale of the synthesis was 16.8 µmol
(calculated from weighted solid support); 7.65µmol were gathered from the precipitation
(after filtration on amicon) and an additional 0.84 µmol was gathered after extraction.

This yield is the highest achieved over all the RNA synthesis performed in the lab-
oratory. This increase is probably due to the improvement in the protocol throughout
the series of synthesis performed, the more gentle and repeated cleavage step, and the

75



extraction performed on the liquid phase after butanol precipitation.
Surely, these amounts should be considered with care, as they are calculated before pu-

rification. However, the synthesis coupling yields seemed rather satisfying, except for the
fluorinated phosphoramidite, which is a promising result towards better synthesis global
yields (see Figure 3.7).

Melting temperatures were measured for let-7 samples produced by chemical synthesis.
They were determined for let-7 itself, to check if the miRNA was folding onto itself, then in
interaction with its chemically synthesized shortened mRNA targets, mixed in a 1:1 ratio.

The methodology used starts with a ramp going from 15 to 80°C in 5 min, then 3 ramps
(going back and forth) from 80°C to 15°C by 1°C per minute (see Figure 3.8). The results
were compared to melting temperatures previously obtained for biochemically synthesized
samples (GG-let-7 ) and commercially available ones.
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Figure 3.8: Tm determination for chemically synthesized let-7 U6F, in interaction with
chemically synthesised (left) LIN28A and (right) LIN41.
Several colours indicate the repeated ramps used for measurement: (orange) the fastest
one, 5 min ramp 15°C to 80°C, (blue shades) from 80 to 15°C by 1°C/min back and forth.

As expected, commercially available and chemically synthesized let-7 do not show any
sign of melting temperature, as they do not fold onto themselves, which on the contrary
may happen for the GG-let-7 (Tm = 58.22 °C).

Along with the folding of biochemically synthesized GG-let-7, melting temperatures
involving the interaction between either biochemically synthesized RNAs or commercially
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available RNAs are clearly distinct, thus suggesting different pairings. This variation be-
tween samples comfort the decision to pursue with RNA chemical synthesis, as the GG
addition definitely impacted the interactions between the miRNA and its targets. It is
here important to notice that the melting temperature of the biochemically synthesized
GG-let-7 is identical to the one where GG-let-7 is in interaction with a biochemically syn-
thesized GG-LIN41. The interaction is therefore probably prohibited by the self-folding of
GG-let-7.

Commercially available let-7 interacting with targets (LIN41 / LIN28A) exhibit Tm

close to the GG-let-7 interacting with those targets. When comparing these values with
chemically synthesized let-7 labelled 19F on the ribose connected to the U6, a small increase
is observable, resulting in + 2°C / 2.2°C compared to commercial samples. This can be
explained by the fact that the chemically synthesized let-7 is labeled with a fluorine which,
according to the literature, can raise the Tm by 1 or 2°C for each added fluorine[144][142].
Furthermore, the values obtained for both chemically synthesized let-7 containing fluorine
in interaction with each of the targets are comparable, as expected since the fluorine has
only a shifted position in the miRNA structure. All the measurements are reported in
Table 3.5.

Samples let-7 commercially
available

let-7 biochemically
synthesized

let-7 chemically syn-
thesized (2’-F U6)

let-7 chemically syn-
thesized (2’-F U9)

No target N.A. 58.22 N.A. N.T.

+ commercial LIN41 45.09 46.1 N.T. N.T.

+ biochemical LIN41 N.T. 58.22 N.T. N.T.

+ chemical LIN41 N.T. N.T. 47.05 46.94

+ commercial LIN28A 36.77 37.3 N.T. N.T.

+ chemical LIN28A N.T. N.T. 39.01 39.57

+ chemical HMGA2 N.T. N.T. 32.99 32.62

Table 3.5: Melting temperatures summary, for let-7 and targets. N.A. denotes no melting
temperature when performing the experiment, while N.T. stands for Not Tested.

3.5 NMR analysis

NMR data was recorded on samples of let-7 and targets in 15 mM sodium phosphate (pH
6.5), 25 mM NaCl, 0.1 mM EDTA, 6-8% D2O. Concentrations were in the range 0.06-0.100
mM. More concentrated samples were also produced to reach a few hundreds µM.
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3.5.1 Folding predictions

Predictions of the interaction between let-7 and its targets were performed using Mfold
software (see Figure 3.9)[145].

As expected, the seed region of let-7 binds with perfect complementarity to its tar-
gets, whether it is LIN28A, LIN41 or HMGA2. The rest of the miRNA:mRNA pairing is
incomplete, leading to bulge and loop formation.

These pairing predictions were used to elaborate a 19F labelling plan for let-7. Indeed,
2’-19F labelled rU phosphoramidites were incorporated in the seed region of let-7 (U6) and
a different structure component (U9): (LIN28A) base-paired near a loop; (LIN41) a loop ;
(HMGA2) a bulge.

Figure 3.9: Predictions of the interaction between let-7 and its targets (from left to right:
LIN28A, LIN41 and HMGA2) using Mfold software. Encircled in red (blue) is the U6 (U9)
position, in the seed region, which ribose is labelled in 2’ with a fluorine.
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3.5.2 Proton NMR

The first step was to analyse let-7 on its own (see Figure 3.10).

510 1H / ppm

Figure 3.10: 1H NMR spectrum of let-7 -U6F (600 MHz, 298 K).

Some impurities appear in the more shielded part of the spectrum. These contaminants
are easily identified, as they mainly consist of EDTA (present in NMR buffer) and some
glycerol (recovering the amicon membrane). Further washing of the membrane should
therefore be done before exchanging buffers, for the next samples.

Most importantly, no imino protons are observable, which means they are exchanging
with the solvent, and therefore not trapped in a base-paired environment. NMR spec-
troscopy thus confirms the results obtained by Tm measurement: let-7 does not fold onto
itself.

let-7 is then divided into three samples to be mixed with LIN41, LIN28A and HMGA2.
All samples are heated (85°C, 5 min) to trigger the pairing between the miRNA and its
target. The same procedure is applied to mix the targets with both let-7 labelled 2’-F on
the U6 and on the U9 sugar. The comparison of the 1H NMR spectra of let-7 in interaction
with its targets is observable on Figure 3.11.
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Figure 3.11: 1H imino part of the NMR spectra of let-7 interaction with targets (A)
LIN28A, (B) LIN41 and (C) HMGA2 (600 MHz, 298 K for LIN28A and LIN41, 280K for
HMGA2). In each case, red spectra highlight the interaction between targets and let-7
labeled 19F on 2’-U6, while light blues ones are samples containing 19F 2’-U9 let-7.
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Imino protons show different signals when let-7 is paired with the targets, denoting
their variable environment. Indeed, as expected considering sequences and the folding
prediction, miRNA:mRNA interaction is different for each target. However, it seems that
the pairing is either not the one expected from predictions with HMGA2, or only detectable
at low temperatures.

It is still important to notice that most parts of the spectra are identical when different
labeled let-7 are put in interaction with the same targets, with however small chemical
shifts changes, that should occur for nuclei spatially close to the sites containing fluorine
(previous and next base-pairings).

3.5.3 Fluorine NMR

19F is an interesting probe in NMR, as it has a Larmor frequency close but distinctive to
the proton, has a 1/2 spin and is at almost 100% natural abundance[146].

Fluorine has already be proven very useful to identify structures and dynamics in pro-
teins, when placed at specific positions within amino acids. It also has been incorporated
in nucleic acids to help investigate their structures[147]. Indeed, as fluorine is naturally
absent from these nucleic acids, its spectroscopic properties and differentiation from any
other nuclei greatly ease the analysis of the experimental results.

Samples of let-7 :LIN28A are labelled with fluorine at different positions: U6 in the seed
region, supposedly in a base-paired environment and U9 located, according to the folding
prediction, at the edge of a loop.

As observed by Li et al. for 2’-labelled RNAs, 19F signal was observed around -200 ppm
(see Figure 3.12). An additional signal was also observed around -120 ppm, corresponding
to an impurity also observed in the literature[142].

Fluorinated samples showed a poor dispersion (less than 2 ppm), especially when com-
paring samples labelled on U9 position, that are all, according to the structure predictions,
located in loops or bulge. The 19F nuclei implicated in base-pairing in the seed region
shows a higher chemical shift difference when in interaction with LIN41 compared to the
other samples. This can be explained by the fact that the nucleotide U6 is there supposed
to be implicated in a U-G base-pair while in a U-A base-pair when interacting with LIN28A
and HMGA2.

As mentioned in a previous chapter, 19F frequency reveals a strong Teflon signal rising
over the chemical shift range of interest for the miRNA. While in the 1D, phasing has
therefore been an issue, the issue has been overcome for the R1ρ experiments using a spin-
echo block before the acquisition.
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Figure 3.12: 19F NMR spectra of let-7 in interaction with targets (A) LIN28A and (B)
LIN41 (600 MHz, 298K), and (C) HMGA2 (600 MHz, 280 K). In each case, red spectra
highlight the interaction between targets and let-7 labeled 19F on 2’-U6, while light blues
ones are samples containing 19F 2’-U9 let-7.
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Figure 3.13: 19F on-resonance R1ρ: normalised resonance intensity of let-7 (2’-F U9) in
interaction with LIN28A as a function of spin-lock duration (600 MHz, 298K, 15 kHz).

T1 have been measured for each sample and determined in the range 350-400 ms.

R1ρ on-resonance experiments have been performed on let-7 :LIN28A and on let-7 :LIN41
samples, at several spin-locks (1.5, 2.5, 3, (4), 6, 8, 10, (12), 15 kHz) and spin-lock durations
(0.001, 0.007, 1.5, 3, 5, 7, 10, 15 (repeated), 20 ms).

Indeed, the melting temperature of the let-7 :HMGA2 complex (around 32.8°C) is lower
than in the case of the other interactions. The analysis of the interaction thus require to
sample lower temperatures, however the signal-to-noise ratio obtained with the sample was
not sufficient to conduct experiments in the time allowed. We thus chose to discard the
let-7 :HMGA2 complex in a first step, to focus on let-7 :LIN28A and let-7 :LIN41 interac-
tions.

For each spin-lock, the resonance intensity was plotted as a function of the spin-lock
duration, and fitted using a single exponential decay (see Figure 3.13). The R1ρ were cal-
culated for each spin-lock power and plotted against the spin-lock frequencies (see Figure
3.14 and Figure 3.15).

The on-resonance experiments performed on let-7 :LIN28A (see Figure 3.14) did not re-
veal any R1ρ rates discrepancy while changing the spin-lock. This would suggest that both
fluorine probes incorporated at the U6 and U9 position are located in stable conformers
in this time window. Therefore, both U6 and U9 are involved in strong base-pairs that
are not exchanging. This result was expected concerning the U6 position, located in the
seed region, however according to the structure prediction, the U9 is located at the edge
of a loop, and the opening/closing on a few base-pairs around the loop could have been
expected.
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Figure 3.14: 19F on-resonance R1ρ of let-7 in interaction with LIN28A as a function of
spin-lock power (600 MHz, 298K).

Regarding the let-7 :LIN41 (see Figure 3.15) interaction, on-resonance experiments
demonstrate a clear exchange in the U9 position, contrary to the U6 position where the pos-
sible exchange is poorly observable due to noise uncertainty and has to be more accurately
investigated.

In the case of the U9 19F, the R1ρ values decrease from around 160 s−1 to around 110
s−1 between 1.5 and 15 kHz spin-locks. The plateau has not been reached yet, that may
reflect a very slow conformational equilibrium or an abundance of excited states.

The next step consists in performing the off-resonance experiments, by applying low
spin-locks at specific offsets of the fluorine frequency, to characterise the exchange through
exchange rates, population of the states, and invisible state resonance frequency. The
acquisition of these experiments as well as the data analysis is currently ongoing, at the
time of writing.

Preliminary results were obtained for the let-7 :LIN41 interaction (see Figure 3.16),
using a series of offset compared to the 19F U9 resonance, and 3 different spin-locks (600
Hz, 900 Hz, 1200 Hz).

Moreover, the spin-lock calibration of the probe was performed. The difference between
specified and applied values usually represents less than 5% of the spin-lock power, how-
ever, to carry out a more advanced (and quantitative) analysis, the spin-lock calibration is
required.
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Figure 3.15: 19F on-resonance R1ρ of let-7 in interaction with LIN41 as a function of spin-
lock power (600 MHz, 298K).

Although the analysis is not advanced yet, the preliminary results are promising. In-
deed, separate analysis fitting the relaxation data to Laguerre’s equations, using a two-
states model and 1000 Monte-Carlo simulations, indicate relatively close results in terms
of excited state population (around 20 %) and chemical shift offset (around 1 ppm), as
well as approximative order of magnitudes for the exchange rate (see Table 3.6).

It is important to note that the chemical shift of the excited state seem quite close
to the observable one. This is expected considering the poor dispersion already obtained
between the synthesized samples (all contained in a 2 ppm window).

Parameter 600 Hz 900 Hz 1200 Hz

pB / % 18 +/- 16 20 +/- 46 19 +/- 31
δωB / ppm 0.6 +/- 0.2 1.4 +/- 0.7 0.8 +/- 0.3

kexAB / s−1 6e3 +/- 5e3 22e3 +/- 16e3 12e3 +/- 12e3

Table 3.6: Off-resonance exchange characterisation for let-7 :LIN41 interaction, labelled
19F on the U9 ribose 2’ position, using Laguerre’s equations and a two-states model.
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Figure 3.16: 19F off-resonance R1ρ of let-7 in interaction with LIN41 as a function of spin-
lock offset to the U9 resonance, at 600, 900 and 1200 Hz, 298 K and 600 MHz

3.5.4 Conclusion

Many different synthesis and analysis may be performed to obtain a complete view of the
RNAs behaviours. In this case, the introduction of the fluorine probe into the let-7 sequence
by chemical synthesis was successful, which could lead to a multiplicity of samples rendering
the assignment obsolete in the 19F dimension. The 19F relaxation dispersion experiments
were implemented and preliminary results could be obtained at several position, for let-7 in
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interaction with several targets.The convenient NMR properties of the fluorine nuclei, the
directly accessible information, and the price of the phosphoramidites (cheaper than 13C
or 15N labelled) make this method a valuable choice regarding RNAs studies. Therefore,
combining chemical synthesis with 19F to study interaction and dynamics by NMR is a
method that is worth taking a look at for further understanding of the RNA world.

In this project, the absence of (or lower) exchange in the seed region of let-7 in interac-
tion with either LIN41 or LIN28A denotes the local strong pairing, which could corroborate
the fact that the interaction depends on this region of a few nucleotides interacting. The
dynamics observable in the non-seed regions also confirm this hypothesis: indeed, the pres-
ence or absence of exchange in other parts of let-7 does not seem to affect the binding
between the miRNA and its targets.

Eventually, the characterisation of the interaction would require to synthesize addi-
tional samples to be able to probe the interaction in supplementary locations within let-7
sequence. Additional information is, at the time of writing, being acquired to fully com-
prehend the invisible states conformations.
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Chapter 4

Investigation of a transfer RNA
dynamics

Samples were all produced by Pierre Barraud (EGM, IBPC, Paris, France).

4.1 Transfer RNA

4.1.1 Biological function

Transfer RNAs (tRNAs) are involved in the translation process, where the mRNA is encod-
ing for a protein via series of 3-nucleotides long: the codons. These codons are recognised
by the anticodon part of matching tRNAs, that are bringing the corresponding amino
acids loaded onto them to the ribosome. There, the successive delivered amino acids are
assembled into the nascent protein chain, until a stop codon is reached.

Each kind of tRNA is matching with one particular amino acid, thus many different
types of tRNAs can be encountered. As multiple codons can code for the same amino acid,
it is also possible that various tRNAs bear the same amino acid.

4.1.2 Maturation process

Transfer RNAs initially derive from larger precursor (see Figure 4.1 (a)) undergoing a
complex maturation process.

From pre-tRNA transcript to their mature form, tRNAs undergo a complex biogenesis
where sequence parts might be removed, the 3’-CCA amino acid accepting sequence is
added, amino-acylation is performed, and various post-transcriptional chemical modifica-
tions are incorporated (see Figure 4.1 (a))[148]. Interestingly, all these steps lead to the
functionalization of the tRNAs, and allow the cell not being engorged by non-functioning
tRNAs.

During this maturation, a series of reaction occurs, leading to specific base modifica-
tions within the tRNA sequence. Enzymes are responsible for the chemical modifications,
occurring at specific positions within the tRNAs sequences, such as methylation and pseu-
douridylation. Among all RNAs, tRNAs are the ones presenting the most chemical modifi-
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cations, that can consist on addition or substitutions of functional groups, as well as more
complex ones.

It is important to note that these modifications are not all independent, but the varia-
tion of one nucleotide can have incidence on the apparition of other specific modifications
in specific positions. These modifications are mainly located in the D-arm, the T-arm and
the anticodon loop region.

Figure 4.1: (a) Precursor tRNAs undergo a maturation process to turn to its mature form,
during which it might undergo partial sequence suppression, addition of 3’-CCA sequence,
and chemical modifications of the nucleotides (indicated by coloured dots). (b) tRNA
typical mature form and nomenclature. (c) Overall tRNA folding structure to form the
recognizable cloverleaf structure. Reproduced with authorisation from [149].

It has been shown that the Ψ55 is the initial modification incorporated in the yeast
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tRNAPhe is followed by the m7G46 and T54 modifications[150] (see Figure 4.2). These
modifications are quite recurrent in tRNAs, and therefore a study of the tRNAPhe with and
without modifications could give some insight on those chemical modifications functions[151].

Figure 4.2: a) Structure and b) 1H, 15N-HSQC spectra comparison for unmodified and
maturated form of the yeast tRNAPhe. Reproduced with authorisation from [150].
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4.1.3 Structure

tRNAs are typically 76 to 90 nucleotides long. tRNAs adopt an overall common shape,
designated as a cloverleaf (see Figure 4.1 (b))[152].

They are constituted of an acceptor stem composed of a 5’-phosphate ending group, 7 to
9 base-pairs, and a longer 3’-terminus designated as the CCA tail. As nominated, the CCA
tail is constituted of a cytosine-cytosine-adenine sequence, where the amino acid is loaded
onto the tRNA by aminoacyl synthetases, thus leading to the formation of aminoacyl-
tRNAs[153].

The D-arm is a stem usually composed of 4 to 6 base pairs, involved in the tRNAs
tertiary structure stability. The anticodon loop region is 5 base pairs long and ending with
a loop. Finally, the T-arm is a 4 to 5 base paired-stem involved in the interaction with the
ribosome. Between the anticodon region and the T-arm lies a variable loop.

As the most recurrent variations occur in the T-arm, it is also named the TψC arm,
after the chemical modifications present in its sequence: thymine, pseudouridine and
cytidine[154].

The tRNAs 3D structure is folded so that they adopt the shape of an L (see Figure
4.1 (c)). Their shape allows the tRNA to recognises the characteristic mRNA codon on
one end, while being charged with the corresponding amino acid on the other end of their
structure.

NMR spectroscopy is a method of choice to understand dynamics variations occurring
within the non-maturated and maturated form of the tRNAPhe, by spin relaxation as well
as relaxation dispersion, that lead to global and site-specific information.

The tRNAPhe 1H, 15N-HSQC spectra reveal small overlap in the guanine regions, and
almost none in the uracil region. The spectra could be folded until reaching a 3 ppm win-
dow in the nitrogen dimension, without bringing any additional overlap.

4.2 Spin relaxation

Following spin relaxation data acquisition and analysis, the connection to the physical mo-
tions may be performed using a modelfree description. The global approach is summarised
in Figure 4.3.

Indeed, site-specific spin relaxation have been connected to internal motions that are
variating while the biomolecules undergo different processes such as binding, folding and
catalysis[155].

Investigating these internal motions in the non-modified tRNAPhe and comparing them
with a similar dataset on its modified form could help understand the importance of the
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chemical modifications regarding the tRNAPhe functions[156].

Figure 4.3: Flow-chart of site-specific spin relaxation acquisition and analysis to obtain
biomolecular motional information. The relaxation rates are obtained through fitting sin-
gle exponential decay to resonance intensities extracted from pseudo 3D 1H, 15N-TROSY
planes, while the NOE values are obtained through ratio of the resonance intensities in
irradiated and non-irradiated spectra. Data is then used to perform modelfree analysis,
and obtain information on amplitude and timescales of internal motions. Reproduced with
authorisation from [157].
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4.2.1 Experimental set-up

Data were recorded on a 15N-G and U labelled sample of unmodified yeast tRNAPhe.

Site-specific 15N relaxation experiments were acquired at 310 K, at 14.1 T, 18.8 T and
23.5 T (respectively 600 MHz, 800 MHz and 1 GHz) on Bruker Avance III or Bruker Avance
Neo spectrometer, equipped with cryo-probes 5mm HCND or 3mm H/FCNP. Experiments
at 800 MHz were acquired at the Institut Européen de Chimie et de Biologie (IECB),
through the INFRANALYTICS network. Pulse sequences used were TROSY-based[50].

Different delays were used to record relaxation delays, in a randomised manner, with
repetition of one value, in order to asses the reproducibility of the experiments:

- at 1 GHz: 0, 80, 160, 320, 480, 720, 960 (repeated), 1280, 1760 and 2960 ms for R1

delays; 1, 10, 20, 30, 50 (repeated), 70, 90, 120, 160 and 200 ms for R1ρ;

- at 800 MHz: 0, 80, 200 (repeated), 400, 600, 800 (repeated), 1200, 1600, 2000, 2400,
3200, 4000 ms for R1 delays; 1, 2, 4, 6, 10 (repeated), 20, 30, 50 and 80 ms for R1ρ;

- at 600 MHz: 0, 80, 240, 480, 720, 960 (repeated), 1280, 1760, 2960 ms for R1 delays;
1, 10, 20, 30, 50 (repeated), 70, 90, 120, 160 and 200 ms for R1ρ.

For R1ρ measurements, the RF spin-lock was set at 1.4 kHz. The sample was labelled
on 15N only so no 13C decoupling was applied. 128 scans per FID were recorded, with a
recovery delay between scans of 2 s.

At 1000 MHz, the spectral dimensions were 21739 Hz (F2) and 375 Hz (F1), corre-
sponding to 21.7 x 3.7 ppm. The spectral width were kept identical for all magnetic fields.
The 15N carrier was set at 162 ppm.

The 15N-1H hetNOE and reference spectra were recorded in an inter-leaved approach.
Carriers were kept identical to the relaxation experiments. A recovery delay of 5 s was
chosen, and an additional delay of 3 s was added in presence or absence of saturation.

4.2.2 Data analysis

Spectra were processed and analysed using the NMRPipe software package. Spectral in-
tensities were extracted with NMRPipe scripts, and fitted using single-exponential decays
(plots available in annexe at 600 MHz). Both pulse sequences and NMRPipe processing
scripts are available online through Bax’s group library. Analysis of relaxation rates and
error calculations through Monte-Carlo simulations were performed using Matlab scripts
written in-house. Random noise based on experimental spectral noise was added to the
data to be fitted, and the error was calculated based on the standard deviation produced
by 500 simulations.
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As expected, the longitudinal relaxation rates decrease while the transverse relaxation
rates increase with the magnetic field. However, the gap between R2 values for the different
fields is especially observable between 600 and 800 MHz for most of the nucleotides. It
seems that these ones may experience exchange, as the Rex contribution becomes larger
with the magnetic field.

While a few nucleotides arbour lower hetNOE values, the values are contained in a
narrow range around the average value. This is expected, as most of them are implicated
in base-pairings. All of the NOE values are comprised between 0.7 and 1, which is also
unsurprising for this size of RNA, and shows no particular variation between the magnetic
fields.
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Figure 4.4: tRNAPhe 15N site-specific spin relaxation rates at 600 (red), 800 (yellow) and
1000 (blue) MHz and 310K. (a) Longitudinal relaxation rates R1; (b) Transverse relaxation
rates R2; (c) 15N-{1H} NOE.
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Figure 4.5: Secondary structure highlight of the nucleotides (non-modified tRNA form)
involved in conformational exchange. Encircled nucleotides experience a (Pink) NOE de-
crease (thus higher flexibility) or (Blue) visible exchange rate (observable through R2 sig-
nificant increase along with magnetic field), through first glance at relaxation results.

At first glance, the nucleotides experiencing exchange or higher flexibility are located
either in the acceptor stem or the arms. In particular, lower NOE values are observable for
nucleotides involved in tertiary interactions, which could affect the folding of the tRNA,
whereas eventual exchange in the acceptor stem may affect the amino acid binding. To
comprehend better the relaxation data, a more robust analysis is required: the model-free
one.
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4.3 Model-free analysis

4.3.1 Variable parameters, models and selection

The software ModelFree developed in Palmer’s lab was used to interpret the relaxation
data, throughout the Lipari & Szabo formalism[36][158].

To recall the models used in the software are the ones listed below:

Model number Parameters fitted

M1 S2
s

M2 S2
s, τ e

M3 S2
s, Rex

M4 S2
s, τ e, Rex

M5 S2
s, τ e, S2

f

Table 4.1: Modelfree: model numbers and parameters to be fitted.

The fit of each model is evaluated using sum-squared error for each nucleotide i (SSE(i)
or Γi), which sum over the whole tRNAPhe sequence gives the χ2 of the fit, and for each
magnetic field j. The SSE(i) is calculated using the fitted values for R1, R2 and NOE, to
the power of 2, divided by the experimental error to the power of 2.

Γi = SSE(i) =
N∑
i=1

M∑
j=1

(R1,exp,ij −R1,fit,ij)
2

σ2R1,ij

+
(R2,exp,ij −R2,fit,ij)

2

σ2R2,ij

+
(NOEexp,ij −NOEfit,ij)2

σ2NOE,ij

(4.1)
with Rexp and NOEexp the experimental relaxation data, Rfit and NOEfit the correspond-
ing fitted relaxation data, σ the corresponding experimental error, N the number of nu-
cleotides, and M the number of magnetic fields.

The comparison between the 2 models being tested is realised using an F-statistical
test, where:

F =
d2

d1 − d2
SSE1(i)− SSE2(i)

SSE2(i)

d = n−m
(4.2)

with n the number of relaxation parameters and m the number of fitted modelfree param-
eter.

97



The model selection was performed as detailed in Palmer’s modelfree manual and Zhang
and co-workers publication[47].

Comparison between models parameters fitting is done between two successive models:
M1-M2, M2-M3, M3-M4, M4-M5; as well as in between models that are specifically subsets
of each other: M1-M3 and M2-M4.

For each model, SSE(i) are compared with the distribution, at a confidence level of α =
0.10. Starting from simpler models comparison, if SSE(i) was less than the critical value,
then the model is admitted to describing well the dataset. However, the two models are
still compared using the F-stat: if the F-stat value is higher than the critical value, then
the second model is describing even better the experimental datasets. The same procedure
was repeated for all models MxMx+1 comparisons. A summary of the selection process is
represented on Figure 4.6.

Models MxMx+1used forparametersfitting

Is the sum-squared errorSSE for the
nucleotide fitted using Mx<critical
value at aconfidence level α=0.10?

Is the F-statistic between Mxand MX+1
>critical value at a confidence level

α=0.20?

ThemodelMx
doesnotdescribe
well the dataset.

ThemodelMx
describeswell the

dataset.

No Yes

RestartwithMx+1Mx+2

ThemodelMxis
moreappropriate.

Themodel Mx+1
describeseven

better the dataset.

No Yes

Figure 4.6: Scheme of the model selection by comparison of parameters fitting to the
experimental data, in the model-free analysis.

4.3.2 Preliminary parameters determination

The global rotational correlation time τ c has to be characterised first. This global motion is
considered to be independent from the internal motions, and is suspected to occur on tens
of nanoseconds while the NH vectors should experience motions around the picosecond-
nanosecond timescales.

τ c was characterised using TRACT experiments, at 14.1 T and 23.5 T (respectively
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600 MHz and 1 GHz)[159]. 1H, 15N-TRACT experiment measures the transverse cross-
correlated relaxation time between amide protons and nitrogens, to determine τ c without
influence of the dipolar interactions from nearby protons. τ c was determined to be between
13.2 ns (using -130 ppm value for CSA) and 15.8 ns (using -110 ppm).

The diffusion tensor was determined to be axially symmetric using HYDRONMR
software[160]. HYDRONMR evaluates basic hydrodynamic quantities and calculates re-
laxation for each nuclei taken in a PDB file. The Dx and Dy values obtained are similar
(around 8e6 s-1 ), while the Dz has an increased value (around 1.5e7 s-1 ), meaning that
the diffusion tensor for the tRNAPhe tends to be axially symmetric. The tensor coefficients
were converted using Fushman’s D///D⊥ ratio, leading to a Dratio around 1.9.

4.3.3 Model-free analysis of tRNAPhe spin relaxation data

Considering the amount of relaxation data available, model-free preliminary analysis was
performed using each single field and all together, first using all the datasets available for
every nucleotide.

The global correlation time and tensor Dratio were either fixed using HYDRONMR
parameters (τ c = 15 ns and Dratio = 1.9) or optimised as free parameters. Imino bonds
length and chemical shift anisotropy values were fixed according to Zhang, Q. et al. (Sci-
ence, 2006), ie rNH = 1.01 Å and CSA(G-N1) = -130 ppm while CSA(U-N3) = -100 ppm
in G-C or A-U Watson-Crick baise pairs as well as loops[47].

Secondly, the same analysis was conducted using selected nucleotides, representing the
ones without noticeably large increase in R2 values that would denote of an exchange
contribution. This was done comparing the dataset acquired at the different fields, and
spotting nucleotides sporting the largest relaxation variations. Again, the analysis was
conducted both at each field separately and all together, fixing τ c and Dratio or optimising
them. All analysis were performed using 300 MonteCarlo repetitions.

When the global correlation time and the Dratio were not fixed, the M3 model was
selected for most of the nucleotides. However, the parameters optimisation presented a
wide variation (a few nanoseconds for τ c, and an order of magnitude for Dratio).

With the HYDRONMR fixed parameters, none of the conditions were completed, there-
fore none of the models was considered to fit the datasets. However the global tendency
for the SSE(i) value to decrease for the same model as the one selected in the previous
non-restricted trials (mostly M3) was observed.

Thus, the global correlation time and the tensor Dratio were fixed using an average of
the optimised parameter obtained when running the program: τ c = 14.8 ns while Dratio =
0.4.

When fixing these parameters, the conditions to consider a model appropriate were
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fulfilled, and the same trend towards M3 models appeared, for the exact same nucleotides
(see Table 4.2).

Considering the exchange probed in the transfer RNA, it seems in concordance to the
fact that the R2/R1 ratios are high compared to the global correlation time of the tRNA,
due to exchange contribution to a wide range of the tRNA nucleotides (see Figure 4.7).

Nucleotide Model selected S2 ∆S2
s τ e (ps) ∆τ e (ps) Rex (s−1) ∆Rex (s−1)

G3 M3 0.632 0.011 N.F. N.F. 4.460 0.390
G4 M3 0.712 0.022 N.F. N.F. 0.951 0.409
U6 M3 0.846 0.021 N.F. N.F. 1.284 0.447
U7 M4 0.799 0.129 413.487 1163.348 6.162 3.448
U8 M3 0.670 0.089 N.F. N.F. 5.183 2.626
G10 M3 0.696 0.023 N.F. N.F. 0.678 0.499
U12 M3 0.773 0.058 N.F. N.F. 3.839 1.561
G15 M2 0.766 0.107 70.671 314.480 N.F. N.F.
G22 M1 0.727 0.074 N.F N.F N.F N.F.
G24 M3 0.651 0.021 N.F. 1.127 0.220 0.344
G30 M3 0.690 0.020 N.F. N.F. 0.192 0.314
U41 M3 0.844 0.015 N.F. N.F. 1.561 0.301
G42 M3 0.701 0.021 N.F. N.F. 0.215 0.311
G46 M2 0.725 0.166 44.356 47.154 N.F. N.F.
U50 M3 0.490 0.030 N.F. N.F. 12.422 1.006
G51 M3 0.731 0.035 N.F. N.F. 0.373 0.462
U52 M4 0.933 0.070 1879.324 1811.193 1.993 1.914
U54 M3 0.785 0.120 N.F. N.F. 8.937 3.368
U55 M3 0.698 0.054 N.F. N.F. 7.691 1.340
G65 M3 0.520 0.019 N.F. N.F. 5.706 0.488
U68 M3 0.809 0.019 N.F. N.F. 2.068 0.383
U69 M3 0.685 0.015 N.F. N.F. 9.003 0.340

Table 4.2: Modelfree results of unmodified 15N tRNAPhe relaxation data at all fields. N.F.
stands for Not Fitted. Here, exchange is estimated at 310 K and 600 MHz.

The order parameters globally adopt low values (0.6 - 0.8, see Figure 4.8), that would
be expected in flexible parts such as loops. However, additional model-free analysis were
performed with modified bond lengths values. Indeed, by taking into account the distances
from a similar study by Biedenbänder and co-workers on a tRNAfMet, meaning rNH,G =
1.047 Å and rNH,U = 1.053 Å, as well as CSA values, there is a global increase in the order
parameters (see Annex 6), that bring them near values that would be expected in folded
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domains of proteins (0.8-1)[161].
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Figure 4.7: Exchange contribution determined by model-free analysis, plotted against the
nucleotide sequence, and on structure.
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Figure 4.8: Order parameter determined by model-free analysis, plotted against the nu-
cleotide sequence, and on structure.
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The relative values between nucleotides are however more trustworthy, since the in-
crease/decrease of the order parameters is global when changing the NH bond lengths.
Therefore, the NH vectors with particularly low S2 values (G3, U50 and G65) result as
more flexible than the others for every analysis.

Nonetheless, the variation in diffusion tensor obtained with the HYDRONMR analysis
and the optimisation in the modelfree software should be (and is at the time of writing)
further investigated.
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Figure 4.9: Secondary structure highlight of the nucleotides involved in conformational
exchange. Encircled nucleotides experience an exchange rate greater than 3 s−1 according
to the modelfree analysis results. (Left) Non-modified tRNA structure; (Right) Modified
tRNA structure (yeast tRNA produced in yeast), for reference.

Interestingly, the highest exchange contributions highlighted using the modelfree anal-
ysis (see Figure 4.9) are located in the arms and acceptor stems. This exchange between
conformers involving arms that should fold onto themselves may have a great impact on
the capacity of the tRNA to complete its function by entering the ribosome. It would be
interesting to conduct this study on the modified form of the tRNA, to observe whether
the chemical modifications stabilise its structure in a particular conformer.

Most of the nucleotides therefore experience exchange at low timescales. This is in ac-
cordance with the results obtained on a similar study by Biedenbänder and co-workers on a
tRNAfMet[161]. They observed this exchanging behaviour for the non-modified tRNAfMet
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at 298 K, that seemed to vanish when increasing the temperature to 313 K. With the
tRNAPhe here, the exchange is still observable at 310 K, but it would be interesting to in-
crease the temperature to see if the same tendency appears. Nonetheless, while increasing
the temperature, the expectations are that the exchange would be faster, so these results
are particularly surprising.

For the modified tRNAfMet, they observed a global stabilisation, both at 298 K and
313 K, especially in the T-arm, where the pseudouridine modification is located.

This could corroborate the hypothesis emitted for the stabilisation of the tRNA to enter
the ribosome. Further work on the tRNAPhe would be helpful to extend or contrast with
the data obtained for the tRNAfMet, and comprehend better the tRNA in a more global
vision.

4.4 Relaxation dispersion

4.4.1 CPMG data acquisition

NMR relaxation dispersion was performed on the non-modified tRNA.

At 1000 MHz, the ncyc list was composed of 19 cycles (0 repeated, 1, 2, 3, 4, 5, 6, 7,
8, 10 repeated, 11, 12, 13, 14, 16, 18 and 20), and 14 at 600 MHz (0 repeated, 1, 2, 3, 4,
6,9, 12, 16, 20 repeated and 32. The relaxation delay was set to 32 ms at both fields. The
15N carrier was set at 161.45 ppm. At 1000 MHz, the spectral dimensions were 14423 Hz
(F3) and 225 Hz (F1), corresponding to 24 x 3.7 ppm.

4.4.2 Results

The relaxation dispersion curves globally do not reveal any exchange, detectable through
CPMG experiments, apart from the nucleotides U52 and U55 (see Annexes 4 and 5).

The program CATIA was used to estimate the kinetics of the exchange, following Bloch-
McConnell matrices[162].

Here, the analysis suggests the presence of a minor state population of 9.9 +/- 2.9 %
with an interconversion rate between states kex is around 460 +/- 150 s−1.

The amount of exchange detectable by CPMG is unexpected compared to the exchange
determined using model-free analysis. However, the results are not incompatible, since the
exchange timescale could explain the difference between both results.

An interesting addition to the set of relaxation experiments already performed would be
to perform CEST and R1ρ experiments, that could help further characterise the exchange,
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confirm the results obtained, and investigate different timescales.
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Figure 4.10: CPMG data analysis for two nucleotides experiencing exchange (U52 and
U55), using the CATIA program, at two fields (600 MHz and 1000 MHz)[162].

4.5 Conclusions

The non-modified tRNAPhe seems to undergo exchange with other conformer, as deter-
mined using 15N spin relaxation. Interestingly, as observed in literature for tRNAfMet,
this exchange seems to vanish at higher temperature, as well as when introducing chemical
modifications. This behaviour change could explain the importance of the chemical modi-
fications, as they could stabilise the tRNAPhe structure into one conformer, that would be
more suitable to enter the ribosome and deliver the amino acid necessary to the protein
synthesis.

Interestingly, tRNAs are known to adopt many different states once loaded within the
ribosome subunit. Indeed, ribosomes are also highly dynamic entities, and the adaptation of
the tRNAs may be a key step towards the tRNA motion resulting in peptide synthesis[163].
However, the exchange between conformers prior to loading onto the ribosome may be a
restriction to the entry into the ribosome, or at least changing peptide synthesis by altering
the rate of the amino acid addition within the ribosome[164]. Chemical modifications could
therefore help control the peptide synthesis rate by influencing the folding of tRNA into
their correct structures[165].

The following part of this project would consist in both studying the yeast tRNAPhe

while introducing chemical modifications, as well as characterising the exchange variation
between the sample using methods such as relaxation dispersion. Indeed, the observations
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made through CPMG experiments confirm the presence of an exchange with a minor state
population, however the timescale probed only concerned a few nucleotides compared to
the ones subject to exchange in model-free analysis.

The model-free analysis is also being tested with other CSA and NH distances param-
eters, to analyse their influence on the final results even further.
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Chapter 5

Investigating a bacteriophage recog-
nition interference by NMR spec-
troscopy

5.1 Introduction

Bacteriophages (also called phages) are the most abundant biological entities on the planet.
[166][167] These viruses infect specific species of bacteria cells, which makes them adequate
candidates to treat bacterial diseases.[168] They are composed of several proteins, envelop-
ing genetic material. Phages require a host to be able to replicate, and propagate in their
environment.

5.1.1 History overview

In 1915, Frederick Twort discovered that colonies of bacteria could become cloudy, due
to their breakdown.[169] In 1917, Félix D’Hérelle noticed that small organisms were re-
sponsible for the recovery of patients suffering from diarrheal illnesses.[170][171] These
organisms were able to provoke lysis of bacteria, and were therefore named bacteriophages,
a derivation from the word bacteria and the greek term phagein literally meaning to de-
vour. D’Hérelle worked on studying these bacteriophages and their mechanism, focusing
on using them as a tool to cure bacterial diseases, with a particular emphasis on treating
dysentery.[172]

However, the specific aspect of the bacteriophage methodology was not well understood
at that time and, in Western Europe, the use of phages was forgotten and replaced by the
antibiotics due to their immediate efficiency and availability. In the 1920s, George Eliava, a
Georgian microbiologist, visited the Pasteur Institute, meeting D’Hérelle and taking up an
interest in those bacteriophage viruses. Returning to Eastern Europe, and more precisely
to Georgia, Eliava then founded an institute (renamed George Eliava Institute after his
death), where phagotherapy was, and still is, investigated and used.

Nowadays, phagotherapy is a current interest topic considering its alternative and com-
plementary aspect regarding antibiotics and the appearance of resistance strains.
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5.1.2 Bacteriophages structures and classification

Figure 5.1: Bacteriophages structures within Caudovirales family (reprinted with permis-
sion from reference[173]).
All the Caudovirales phages possess a tail attached to a capsid containing the genome.
(a) Phages of the Myoviridae family have tails with contractible sheath; (a) (b) Both My-
oviridae and Siphoviridae families posses a tail baseplate with receptor-binding proteins
attached; (c) Podoviridae phages have no baseplate and shorter tails.

Bacteriophages are classified into 11 families depending on the genetic material they
contain and on their structure. Bacteriophages structure can be as varied as being icosa-
hedral, filamentous, or constituted of a head, generally called the capsid, and a tail.

The largest family (representing around 95% of known bacteriophages) is the Caudovi-
rales, which includes the phages that possess a tail and contains double-stranded DNA
(dsDNA). Sub-categories within the Caudovirales family are divided depending on the tail
structure: Myoviridae have long contractible tail, Podoviridae small tails and Siphoviridae,
the one this study is focused on, possess long non-contractible tail (see Figure 5.1)[174].
These tails connect the capsid containing the genome and the spike, which is surrounded
by tail fibres.
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5.1.3 Mechanism of infection of the T5 bacteriophage

Specificity of infections orchestrated by phages is based on the recognition of cell surface
receptors that will interact with the receptor protein located at the phage tail tip: the
Receptor Binding Protein (RBP). Once this interaction happens, the tail is triggered which
leads the phage to rearrange its conformation to perfore bacteria wall and release its genome
contained in the capsid, through the tail to the bacteria.[175]

Infection of a bacterium by a bacteriophage is constituted of different steps, namely:
1/ the fixation of the phage to the host by recognition of the surface receptors on bacteria
cell membrane and binding of tail fibres to the cell surface,
2/ the degradation of the cell wall, which consists in a membrane perforation,
3/ finally, the injection of the phage’s DNA from the capsid to the gram negative bacteria.

This study is focused on the T5 bacteriophage, within the Siphorividae family. Based
on the phage viral reproduction cycle, T5 is part of the Type I class: a strict lytic phage,
which infects the bacteria Escherichia coli (E. coli). As previously stated, the selectivity
of bacteriophage depends on the receptors both located on the cell membrane and on the
phage tail. Here, those receptors are respectively the protein pb5 for T5 and FhuA for E.
coli. As the lytic cycle occurs, T5 injects its DNA into E. coli where it is replicated and
proteins are synthesized, then assembled into new phages. This production of new entities
makes the bacteria burst open, liberating a multitude of new phages ready to infect other
bacteria.

5.1.4 T5 lipoprotein Llp

To prevent a surinfection of the cell by other bacteriophages, a protein is encoded by the
phage T5 right after the DNA injection. This lytic conversion consists in the expression
of the lytic conversion periplasmic lipoprotein (Llp).The binding of Llp to the receptor
FhuA prevents pb5 recognition/interaction, and thus prevents infection from additional
phages.[176][177] Llp inserts in the E. coli membrane and binds to FhuA, in order to inhibit
the binding of FhuA to other phages through their RBP (see Figure 5.2).[178][179][180]

Llp has a molecular weight of 7.8 kDa and its sequence Q38162 is constituted of 62
residues:
CSTFGPKDIKCEAYYMQDHVKYKANVFDRKGDMFLVSPIMAYGSFWAPVSYFTEG
NTCEGVF.

The lipoprotein mechanism of interaction with FhuA is not known but is probably re-
sponsible of conformational rearrangements within the bacteria cell receptor. The aim of
this study is therefore to investigate Llp and its interaction with FhuA, which prevents the
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binding of additional phages to the already infected bacteria.

Figure 5.2: Llp-FhuA interaction due to T5 infection.
In the first step of infection, the RBP pb5 recognises the E. coli FhuA receptor, which
leads to a membrane perforation and the injection of the DNA into the bacteria. This
infection triggers the production of several proteins amongst which is Llp. The lipoprotein
travels through the membrane in order to bind to other FhuA receptors, inhibiting further
infection of the cell. This figure was reproduced with authorisation from Séraphine Degroux
(IBS).

5.1.5 E. coli receptor FhuA

FhuA is a protein of 78.9 kDa located on E. coli outer-membrane, transporting ferrichrome
coupled ions. It is the receptor of both some antibiotics as well as some phages.

This receptor structure is composed of 22-stranded β-barrels, extracellular hydrophobic
loops, and an additional domain called the cork, within the β-barrel (see Figure 5.3). As
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investigated by Cécile Breyton’s team (IBS) by Differential Scanning Calorimetry (DSC),
ferrichrome ions seems to affect the cork and loops part of FhuA by stabilising them. Re-
moval of the cork however had the inverse effect, with no noticeable improvement while
adding ferrichrome.

Figure 5.3: FhuA structure, from [178]. Reprinted with permission from AAAS.
The barrel structure (blue) is surrounding the cork (yellow). The transported iron ion is
depicted as red sphere.

It has also been shown that both octylglucoside-solubilised FhuA combined with Llp
and Llp co-reconstituted into liposomes prevents T5 from binding to FhuA, without know-
ing any further detail about the underlying mechanism.[181]

To summarise, the RBP pb5, the host receptor FhuA and the lytic conversion protein
Llp have all been identified and can be synthesized, which is advantageous to pursue our
study. T5 is also representative of one of the most populated families of phages and un-
derstanding its mechanism of action would be a great advance towards the comprehension
of the bacteriophage world, that may help phagotherapy development.

111



5.2 Methods

5.2.1 Collaboration

This project is a collaboration between Löıc Salmon’s group at CRMN (Lyon, France) and
Cécile Breyton’s group at IBS (Grenoble, France).

Here is a list of the work presented in this thesis that has been realised by Séraphine
Degroux (IBS): synthesis and purification of the proteins, characterisation by CD and MS,
NMR samples preparation, investigation of proteins KD by SPR/MST/BLI, manual as-
signment of Llp and mutants study. Structure calculation has also been done at the IBS.
Descriptions of methods and results are given in the following parts.

5.2.2 Protein synthesis and purification

Llp was synthesized in 2 different versions: acylated (Ac-Llp) and soluble (sol-Llp). While
the first cysteine is part of the sequence in the Ac-Llp, it is absent from the soluble form
sol-Llp.

To obtain enough soluble and functional Llp protein two strategies were tested. Llp
gene was cloned without N-terminal cysteine and signal sequence or fused with MalE genes
separated by cleavage site TEV[178]. This gene codes for the periplasmic Maltose-Binding
Protein (MBP), which is often used to increase the solubility of proteins. The expression
of Sol-Llp in cytoplasm of BL21 was very low and not used. Llp-MBP fusion protein is
convenient to prevent aggregation of Llp. This fusion was expressed in sufficient yields to
be structurally characterised. MBP trap column was used to purify Sol-Llp. After cleavage
of the MBP, pure monomeric and soluble Llp was obtained.

Circular Dichroism (CD) showed that sol-Llp mainly contains β structures, which at-
tests that the proteins indeed folds, while Mass Spectrometry attested the presence of a
disulfide bridge between Cysteine 11 and Cysteine 58.
NMR experiments were all recorded on sol-Llp.

Additionally, detergent solubilised proteins were used, as membrane proteins need to be
kept in a percentage of detergent superior to their Critical Micelle Concentration (CMC).
Here, FhuA sample contains 0.01% DDM.

5.2.3 Preliminary investigations

All NMR experiments were acquired using either Bruker Avance III 600 MHz and 1 GHz
spectrometers, equipped with cryogenically cooled triple resonance (1H, 13C, 15N) probes.
All NMR data were processed using NMRPipe program. The CCPNMR program was used
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to display and assign 2D and 3D NMR spectra.

Data were recorded on a uniformly 13C, 15N-labelled sample of sol-Llp in 25 mM Tris
(pH 6.5), 75 mM NaCl buffer, 10 % D2O.

1H, 15N-HSQC spectra were recorded at 600 MHz over a range of temperatures (293
to 303 K), to determine the most appropriate one.

Generally speaking, the spectral dimensions were around 1522 Hz (F1) and 9615 Hz
(F2), corresponding to 25 x 16 ppm, for acquisition times around 84 ms and 106 ms respec-
tively. RF carriers were usually at 4.70 ppm for 1H and 118.5 ppm for 15N, and recycling
delay set at 1 s.

The stability of sol-Llp (Tm = 337 K) was tested using Mass Spectrometry (MS) on
samples let at 293 K and 277K, over several weeks, from pH 4.9 to 10. The protein expected
mass is 7120 Da.

1H, 15N-HSQC were acquired at 303 K at 600 MHz, at 8 days interval (between APSY
experiments). Spectral dimensions were identical as previously fixed.

5.2.4 Protein assignment strategy

Resonance assignment of common protein nuclei (1H, 13C, 15N) is the first step towards
the structural and dynamic studies by NMR spectroscopy. Different nuclei act as probes
inside the protein and allow access to information about the studied molecule itself, but
also about its interaction with other molecules.

In NMR experiments, magnetisation is transferred through the excited proton to the
nearby atoms through covalent bonds. This magnetisation is then transferred back to
protons for detection. The evolution of chemical shifts of each edited nuclei is leading to a
dimension in the final spectrum.

Usually, 2D or 3D experiments are acquired to connect the 1H and 15N amino groups
to the protein’s backbone and side-chains 13C chemical shifts within a residue. This mul-
tidimensional approach also allows to associate an amino acid and its adjacent neighbours
in the protein sequence. Indeed, the edited 1H, 15N and 13C resonances can belong either
to the same (intra) residue and/or to the i-1 (previous) residue.

For example, the magnetisation in HNCα experiment is passed from a proton to its
bound 15N and to the Cα by J-coupling. However, since the nitrogen has a high enough
coupling with both intra and preceding Cα, the chemical shifts of both carbons are visible
on the spectrum. Besides, since the coupling to the intra residue is higher than the one
with the one located in the i-1 residue, those intra-residue peaks have a higher intensity
than the i-1 ones. In the Cβ experiments, both chemical shifts of Cα and Cβ are evolving
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at the same time since their frequency is within the same range, and their resonances are
therefore all visible in Cβ spectra.

It is important to notice that the Cβ chemical shifts are more sensitive to the side-chain
chemical environment and are therefore useful indicators of the residue type.

Here, a set of experiments has been recorded in order to determine the resonances of the
backbone atoms and the side-chains alpha and beta carbons: HNCO, HNcaCO, HNCA,
HNcoCA, HNcaCB, HNcocaCB.
Spectral dimensions for 1H (F3) and 15N (F2) were identical as previously fixed, the 13C
dimension (F1) was 4228 Hz (28 ppm) for HNCA and HNcoCA; 2114 Hz (14 ppm) for
HNCO; 3322 Hz (22 ppm) for HNcaCO; 11326 Hz (75 ppm) for HNcaCB and HNcocaCB.
RF carriers were placed at 4.70 ppm for 1H and 118.5 ppm for 15N, and for 13C, at: 54.5
ppm in HNCA and HNcoCA; 173 ppm in HNCO; 176 ppm in HNcaCO; 39 ppm in HNcaCB
and HNcocaCB.

5.2.5 Structure determination

Additionally to the resonance assignment, the tertiary structure of the protein can be deter-
mined through trough-space correlations. Using NOESY sequences, it can be determined
if a proton is in proximity to another one, depending on the mixing time of the experiment,
and thus allowing to place protons within a range of distance to one another. All those
restraints are then used to calculate the structures of the protein that fit these parameters
the best and establish a set of different possible structures for Llp. Structure calculations
were done using UNIO software and the following set of NOESY-HSQC: 1H,15N-NOESY-
HSQC; 1H,13C-NOESY-HSQC; 1H-aromatic,13C-NOESY-HSQC; and HCCh-TOCSY.

Spectra were recorded at 303K, at 1 GHz. The spectral dimensions were 13889 Hz
(F1 and F3) and 2534 Hz (F2), corresponding to 13.9 x 25 ppm in the 1H,15N-NOESY-
HSQC; 13889 Hz (F1 and F3) and 20123 Hz (F2), corresponding to 13.9 x 80 ppm in the
1H,13C-NOESY-HSQC and 1H,13C-NOESY-HSQC (aromatic); 13889 Hz (F3) and 20123
Hz (F1 and F2), corresponding to 13.9 x 80 ppm in the HCCh-TOCSY. All NOESY-HSQC
experiments were recorded with a mixing time of 120 ms. The scheme for homonuclear
13C decoupling in TOCSY was dipsi3.

5.2.6 Spin relaxation

Data were recorded on a uniformly 15N-labelled sample of sol-Llp in 25 mM Tris (pH 6.5),
75 mM NaCl buffer, 10 % D2O.
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15N relaxation spectra were acquired at 303 K on a Bruker Avance III 600 MHz spec-
trometer, equipped with a TXI Cryoprobe 5mm HCND, to get a glance at Llp dynamics.
As previously mentioned, T1, T1ρ, T2 and heteronuclear NOEs give information on mo-
tions in the ps-ns timescale.

Different delays were used to record relaxation time measurements, in a randomised
manner, with repetition of one value, in order to assess the reproducibility of the experi-
ments: 0, 400, 160, 320, 560, 400, 80, 720, 1120, 880 and 240 ms for R1 delays; 120, 10,
60, 250, 40, 160, 90, 1, 60, 200, 20 ms for R1ρ.

For R1ρ measurements, the radiofrequency (RF) spin-lock was set at 1.4 kHz. Llp was
labelled on 1H and 15N only so no 13C decoupling was applied. 16 scans per FID were
recorded, with a recovery delay between scans of 2 s.

The 15N-1H NOE and reference spectra were recorded in an inter-leaved approach.
Carriers were kept identical to the relaxation experiments, but 96 scans were recorded. A
recovery delay of 5 s was chosen, and an additional delay of 3 s was added in presence or
absence of saturation.

Spectra were processed and analysed using the NMRPipe software package[182]. Spec-
tral intensities and relaxation rates were extracted with NMRPipe scripts. Both pulse se-
quences and NMRPipe processing scripts are available online through Bax’s group library[50].
Analysis of relaxation rates and error calculations through Monte-Carlo simulations were
performed using Matlab scripts written in-house.

The software Tensor [37][183] was used to interpret the relaxation data using the model-
free formalism from Lipari & Szabo[33]. This study was performed prior to the tRNA one
described in a previous chapter. As the Tensor software is not fitted for RNA analysis, due
to non-accessibility of key parameters required to be changed such as the chemical shift
anisotropy, Palmer’s modelfree software was there preferred.

Tensor is based on relaxation theory, and can fit either an isotropic or an anisotropic
tumbling. The rotational diffusion tensor is determined, using residues that are not lo-
cated near the terminus and do not experience exchange based on R1ρ values observation
nor decreased hetNOEs values: usually the residues are located in structured parts of the
protein. Once the tensor is fixed, Monte-Carlo simulations are implemented to test the
pertinence of the tensor. Different models are used to analyse internal motions depending
on the timescales of the motions (and if they can be separated from one another), as well
as the exchange contribution that the backbone NH vectors might be experiencing.

Here, the 1H-15N distance was fixed at 1.02 angstroms. An isotropic diffusion tensor
was used, calculated using data from residues in β structural parts of the protein, that did
not present increased R1ρ values nor decreased hetNOE values (< 0.83). Experimental
relaxation data can either be fit using an isotropic tensor, where the rotational diffusion is
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independent of the NH vectors orientations, or an anisotropic one.

Order parameters, correlation time and exchange constants are then calculated through-
out Llp sequence. Order parameters of 1H-15N vectors are restrained between 0 and 1
values, 1 being the most rigid limit while 0 is the most flexible.

Different models are used to fit the experimental data: from 1 to 5, with an increasing
number of parameters. In particular, model 1 fits an order parameter while the internal
correlation time of the motion (τ i) is considered to be under 20 ps (clearly faster than
the overall tumbling) while model 2 is the classic Lipari-Szabo analysis and fits this τ i.
Model 3 incorporates an exchange rate Rex to the model 1, while model 4 does the same
to model 2. Model 5 includes an additional correlation time on a slower timescale, that
can be separated, as in the extended Lipari-Szabo model.

F-tests are then used to determine if a significant improvement rises from adding pa-
rameters, and thus increase the model number and the parameters to be fitted to the
experimental data.

5.2.7 Titration of the Llp-FhuA interaction

As stated previously, FhuA is a membrane protein that requires detergent to remain in
a monomeric soluble form. Here, as DDM is the chosen detergent, its influence on Llp
should first be investigated. The samples of sol-Llp in absence of DDM (in the following
parts designated as Llp in buffer) and sol-Llp in presence of DDM (Llp in DDM ) have to
be compared. 1H,15N-SOFAST-HSQC are recorded to investigate the detergent influence
on the lipoprotein.

Moving on to the characterisation of the interaction between Llp and FhuA, a titration is
performed, using NMR spectroscopy. This method involves the analysis of chemical shifts
(CS) and peak intensity variations between 1H,15N-SOFAST-HSQC spectra on samples
with an increasing [Llp]/[FhuA] ratio.

DDM is added to Llp stock solution so that the final % of Llp and the final % of DDM
in solution were not evolving independently during the titration: as the amounts of Llp
are added into the NMR tube containing the FhuA sample, DDM is also added.

A total of 10 points were recorded, separated into 2 sub-titrations (see Table 5.1). The
samples were mixed using stocks of [Llp]=1.2 mM and [FhuA]=0.15 mM.

1H,15N-SOFAST-HSQC were recorded for each Llp addition. Peak intensities were nor-
malised by both number of scans in experiment and Llp concentration.

To characterise an interaction between compounds, one of the parameters that can be
monitored is the equilibrium dissociation constant (KD). It represents the equilibrium be-
tween a protein (P) and a ligand (L) in their free and complex (PL) form. The ligand can
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VLlp / µL VFhuA / µL Vtotal / µL LLP/FhuA / %

5 110 130 0.36
12 110 137 0.87
20 110 145 1.45
30 110 155 2.18
25 65 130 3.08
32 65 137 3.94
40 65 145 4.92
50 65 155 6.15
60 65 165 7.38

Table 5.1: Titration Llp-FhuA

be, such as in this case, another protein.
Basically, KD can be described using the proteins respective concentrations and stoichiom-
etry:

xA+ yB → AxBy

KD =
[A]x × [B]y

[AxBy]

(5.1)

This value can be investigated by NMR, as well as many other techniques, for instance
Surface Plasmon Resonance (SPR), MicroScale Thermophoresis (MST) and BioLayer In-
terferometry (BLI).

5.3 Results and discussions

5.3.1 Temperature investigation

The behaviour of the lipoprotein over a temperature range (293 K to 303 K) was checked,
and no major change in the spectrum other than the temperature effect on chemical shifts
was observable (see Figure 5.4). The following experiments were therefore recorded at
303K. Indeed the tumbling is increased at 303K compared to working at cooler temper-
atures, thus leading to longer transverse relaxation, and hence narrower (more intense)
peaks.

117



7.07.58.08.59.09.510.0

110

115

120

125

130

15N
/ppm

1H / ppm

293K

298K

300K

303K

Figure 5.4: Llp temperature influence investigation.
Temperature effect on Llp was checked over a range from 293K to 303K, using 1H, 15N-
HSQC spectra recorded at 600 MHz.

5.3.2 Stability study

Mass Spectrometry (MS) analysis on sol-Llp right after its purification and after being
stored at 277 K present a mass of 7118.6 Da in both cases, which is the expected value for
the soluble protein.

When Llp is conserved at 293 K, MS shows the apparition of 2 peaks at mass of 7060.5
Da (-58.10 Da relative to 7118.6 Da) and 6972.47 Da (-88.02 Da relative to 7060.5 Da).
The hypothesis is that the protein is losing a glycine and a serine, which may be the ones
located at the N-terminal, or within a non-structured part of Llp.

The soluble form of Llp is therefore rather stable as long as the sample is stored at 253
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Figure 5.5: Llp stability investigation.
1H, 15N-HSQC were acquired at 303K at 600 MHz: at the start of experiments (black) and
after 8 days interval (red), between experiments. Most visible differences are highlighted
(residue type and number, N.A. being non-assigned).

K or 277 K, but undergoes some degradation for longer periods at room temperature (RT).

At 8 days interval at 303 K (see Figure 5.5), some chemical shift variations are no-
ticeable as well as some peaks appearance and disappearance in different regions: residues
around N-terminal (Ser2 and Thr3) and in the first half-part of the protein (His19 and
Gly31). These residues are located in different unstructured parts of Llp.
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5.3.3 Llp sequence assignment

As stated previously, the lipoprotein’s chemical shifts assignment strategy was based on 2D
and 3D spectra of covalently bound atoms. The wide spreading of chemical shifts and the
degradation undergone by the protein at temperatures superior to 277 K were two reasons
not to edit further dimensions.
Llp assignment results from the connection between the 1H and 15N chemical shifts to the
13C chemical shifts, both intra-residue and to the previous one, as shown and described in
Figure 5.6.

The sol-Llp protein contains 58 non proline amino acids. Most of them are visible on
2D 1H,15N-HSQC spectra. 47 of these amino acids have been assigned, resulting in 76%
completed assignment (see Figure 5.7).

Additional amino acids may be assigned in the n°38-48 region. However, peaks cor-
responding to their possible chemical shifts are visible in some of the 3D spectra while
absent from some others. Most of these chemical shifts also correspond to really weak
peaks in the 1H,15N-HSQC spectrum, that could barely be discerned from the spectrum
noise. Moreover, this region also contains adjacent serine (n°44) and glycine (n°43), which
could also be the ones involved in the protein degradation. For all of those reasons, we
chose to discard them from any further analysis.

5.3.4 Llp structure

Llp structure could be calculated using the set of NMR experiments recorded (see Figure
5.8.

The determined structure resembles a SRC Homology 3 (SH3) domain (see Figure 5.9),
with less structured part, especially one of the loops in Llp would correspond to a β strand
in SH3.

5.3.5 Llp dynamics

Intramolecular motions are determinant for biomolecules functions. Therefore, Llp dy-
namics have been investigated using spin relaxation, in order to obtain information on the
motion of backbone NH bond vectors.

Intensities of each assigned residue are easily extracted from NMR spectra due to their
chemical shift dispersion. Relative intensities are then plotted against relaxation delays
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Figure 5.6: Llp assignment strategy for sol-Llp residues S50-N56.
Spectra strips (colour legend on figure) contain inter- and intra-residue Cα, Cβ and CO
resonances for each NH groups, which 15N frequency is written in italic. Dotted lines show
the connexion between spectra while full vertical grey lines show the corresponding 1H
frequency observed in each strip.

during spectra acquisition (see Figure 5.10).

Relaxation rates R1 and R1ρ at 600 MHz for Llp exhibit decreasing values around the
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Figure 5.7: Llp 1H,15N-HSQC spectrum, with assignment.
Spectrum was recorded at 600 MHz and 303 K. Each peak position provides 1H and 15N
chemical shifts for the protein amino groups. 47 of the 58 non-proline amino acids have
been assigned, resulting in 76% completed assignment.

C-terminal and N-terminal parts of the protein (see Figure 5.11 (a) and (b)). Tyr22 and
Ala24 seem to undergo exchange, which is noticeable through their increased R1ρ values
(and therefore also R2); His19 presents a particularly high R1ρ value, but its interest will
not be discussed in details as this residue is in the protein part facing degradation changes.

As expected, Llp terminal parts arbor lower hetNOEs values, due to their extreme flex-

122



1 1

180° (y)

62 62

Figure 5.8: Llp structure.
Residues assigned are highlighted (blue) and arrows indicate the direction of increasing
residue number in Llp sequence.

Figure 5.9: SH3 domain.
PDB ID: 1SHG. The structure is composed of β strands arranged in anti-parallel β sheets,
connected by short helices.

ibility (see Figure 5.11 (c)). There is a slight decrease in residues n°17 to 25: the average
value for residues n°17 to 25 is 0.814 while the average value for residues n°11 to 58 is 0.840
(residues n°17-24 excluded, and purposely removing residues in N- or C-terminus).

The relaxation data was then analysed using Tensor. After 1000 Monte-Carlo simu-
lations, the experimental data gives a χ2 about 18, which is below the χ2 obtained using
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Figure 5.10: Intensity fluctuation of 16Met in 1H,15N-HSQC spectra upon relaxation delay
variation, for (a) R1 and (b) R1ρ, at 600 MHz and 303 K.

simulated data (30) using 95% confidence limits: the model is fitting well the data. The
anisotropic tensor is still tested for both axial symmetry and full asymmetry. As the F-
tests show no significant improvement, the internal mobility analysis can be started, using
an isotropic tensor.

The global correlation time of Llp τC , calculated using R2/R1 ratios, is about 6.3 ns.

The order parameters average is about 0.88, which is in accordance with the values
usually obtained for proteins. Most part of the structure is therefore quite rigid, while the
S2 are decreasing rapidly near the N- and C-terminus due to the flexibility of the chains. A
few residues also experience exchange: His19, Tyr22 and Ala24, as previously observable
through R1ρ values, as well as Met33.

However, surprising results emerge in the loop regions of Llp. Indeed, relaxation data
analysis displays an abnormally lacking flexibility in this non-structured part (residues
n°14-24 essentially).

To investigate further the behaviour of this loop, two different aspects could be cov-
ered. Residual Dipolar Couplings (RDC) measurements and NOESY-HSQC with different
mixing times could be measured on one part to rise the structural accuracy of this region.
Complementary relaxation measurements would also be needed in order to get a better
overview of the protein’s dynamics such as different magnetic fields/temperatures, and/or
NMR experiments probing other timescales.

Additional measurements would also be need to characterise the degradation of the
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Figure 5.11: Llp site-specific 15N relaxation data at 600 MHz and 303K.
(a) Longitudinal relaxation rates R1; (b) Spin-lattice relaxation rates in the rotating frame
R1ρ; (c) Heteronuclear 1H,15N-NOE.

protein, to differentiate its effect from the protein dynamics. However, as the degradation
was observed for the Histidine 19, the other residues experiencing exchange are all located
in the same region (see5.12 (C)), which indicates a motion on a slower timescale in this
part of Llp.

Finally, the uncertainty of the assignment leading to the absence of data in one of the
loop region is not unusual when residues experience a high flexibility but is particularly

125



0 5 10 15 20 25 30 35 40 45 50 55 60
0

0.2
0.4
0.6
0.8
1

0 5 10 15 20 25 30 35 40 45 50 55 60
0

2

4

6

8

10

0 5 10 15 20 25 30 35 40 45 50 55 60
0

2

4

6

8

Residue number

S2
(a
.u
.)

τ i
(n
s)

K e
x

(A) (B)

(C)

(c)

(b)

(a)

Figure 5.12: (A) sol-Llp model-free analysis using Tensor software: (a) order parameters
for each backbone 1H-15N vector; (b) corresponding τ i when fitted; and for models 3 or 4
(c) the corresponding exchange Kex.
(B) Order parameters repartition on Llp structure, the redder the more flexible is the
residue (grey for no data); the arrow indicates the N-terminal.
(C) Residues experiencing exchange are highlighted in orange on the structure.

inconvenient for a protein of this size.

5.3.6 Llp-FhuA interaction

The interaction between Llp and FhuA was firstly probed using biomolecular interaction
techniques. KD was investigated for Ac-Llp with FhuA in DDM (n-dodecyl β-D-maltoside)
but the detergents prevented data interpretation.
Concerning the solubilised form of Llp, the KD was determined to be around 1.5 mM using
MST, while signal was also hidden by the detergents using SPR.

Using NMR spectroscopy, determining whether the interaction between Llp and FhuA
occurs within the sample is a crucial step before progressing any further, the main task
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would then be to identify the protein residues involved in the interaction using chemical
shift and intensity variations, and finally, if possible, determine the KD and compare it to
the one obtained by SPR.

Chemical shifts perturbations as well as intensity changes can be observed throughout
the titration.
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Llp, DDM
Llp, buffer

Figure 5.13: 1H,15N-SOFAST-HSQC on Llp: (blue) in DDM added to NMR buffer; (black)
in NMR buffer only.

Through direct observation on the spectra (see 5.13) and further analysis exploiting
intensities and chemical shifts, the influence of the detergent on Llp can be assessed.

Indeed, as most of the protein seems slightly affected by the presence of detergent (small
CS changes and global intensity variation), there are still some regions that may be in direct
interaction with the DDM. Figure 5.14 (b) clearly exhibits that many residues in the region
from n°22 to 28 experience a significant decrease in intensity. Chemical shifts changes are
happening on a small-scale (see Figure 5.14 (a)), for the residues n°20-25, which may be
due to an interaction with the detergent or affected by the interaction of nearby residues
as observed through intensity analysis. Met16 may also be sensitive to DDM considering
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its intensity decay.
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Figure 5.14: Investigation of the DDM influence (above) and FhuA influence (below) over
Llp, through 1H,15N-SOFAST-HSQC analysis.
(a) Chemical shifts variations and (b) Intensity variations between Llp in presence and
absence of DDM.
(c) Chemical shifts variations and (d) Intensity variations between Llp-FhuA HC and Llp
in DDM.
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Once the influence of detergent was investigated, the titration of the interaction be-
tween Llp and FhuA could be started. From this point, the effect of the complex Llp-FhuA
is to be discussed: the titration point with the highest percentage of Llp-FhuA complex is
designated as Llp-FhuA HC and the lowest percentage of complex by Llp-FhuA LC.

7.07.58.08.59.09.510.0

110

115

120

125

130

15N
/ppm

1H / ppm

Llp, DDM

Llp-FhuA, DDM, lowest
complex percentage

Llp-FhuA , DDM, highest
complex percentage

Figure 5.15: 1H,15N-SOFAST-HSQC on Llp samples: in presence of DDM (blue), Llp-
FhuA LC (red), and Llp-FhuA HC (black).
There are slight observable differences between spectrum of Llp in DDM and Llp-FhuA
LC, but the clearest ones are noticeable when comparing Llp-FhuA HC, especially in the
central and bottom parts of the spectrum.

As predictable, the global spectrum of Llp (see Figure 5.15) undergoes a decrease in
intensity while in contact with FhuA: the complex formed increase the size of the system,
leading to a slower tumbling, which reduces transverse relaxation and broaden peaks on
the NMR spectra.

The influence of DDM is still observable, however some regions show even greater in-
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tensity reduction and CS variations, such as the residues n°12-22 as well as residues n°51-54
located near the C-terminal region (see Figure 5.14 (c) and (d)). As reminder, the residues
n°14-24 form an external loop of Llp, which would be an accessible spot to interact with
FhuA.

The CS variations were analysed for each spectrum acquired upon Llp addition dur-
ing the titration. Considering the well isolated peaks and the slowly graduated variation
observable, the chemical shift assignment was rather straight-forward, without the use of
re-assigning the affected parts of the protein.

(c)

(d)

(a)

(b)

Figure 5.16: Llp CS (left panel) and intensity (right panel) variations between: a) c) Llp
in DDM and Llp in buffer; b) d) Llp-FhuA HC and Llp in DDM. Results show that the
region affected by DDM is still affected by the titration FhuA-Llp but there are also some
additional regions of interest, particularly the rest of the loop (the redder the residue being,
the more variations between samples).
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In summary (see Figure 5.16), residues n°22-28 show a significant intensity reduction
while adding DDM to the protein sample. Residues in the 12-22 range undergo a decrease
in intensity observable while comparing spectra of Llp in DDM and Llp interacting with
FhuA in presence of DDM (this decrease become more and more obvious with the increasing
percentage of complex), which does not seem related only to detergent addition.

In light of our analysis, it seems that the regions interacting with DDM and with FhuA
are close but not exactly identical, but considering their proximity it is not clear which
impact they could also have on each other. It is important to note that these residues are
all located in the same loop and that, as much as the differences between the effects of the
detergent and of FhuA are highlighted, the membrane of E. coli may also have a role in
Llp and FhuA interaction. Therefore the region of the protein sensitive to DDM may also
be part of Llp functionality.

Unfortunately, the titration ratios remained quite low: as FhuA is a membrane protein,
there is a difficulty to obtain it in high concentration. Indeed, DDM is generally used for
solubilising membrane proteins due to its non-denaturing effect but the solubilisation yield
is usually poor. The concentrations reachable thus prevented us to get sufficient data to
determine an accurate KD by NMR.

5.3.7 Llp mutants: impact on the interaction with FhuA

Based on NMR observations, a scope of Llp mutants was prepared to observe the impact
of the modified residues on the infection.

According to the biological assay (see Figure 5.17), empty E. coli C43 strain are in-
fected by phages T5, while C43 strain together with Ac-Llp shows no sign of infection due
to Llp-FhuA interaction. These controls are necessary for comparison to the Llp mutants
produced in order to assess their impact on Llp and the E. coli receptor interaction.

This study shows that most of the mutants alter the interaction between FhuA and
Llp, depending on the T5 phages quantity, and therefore the infection is not prevented.
The most impactful of the residues seem to be located in the 42-46 and the 14-18 regions.
This region was already noticed as affected when comparing intensities and chemical shifts
evolution during the titration in NMR. The mutants on residues n°52-54 also have an
impact on Ac-Llp-FhuA interaction, which was also observable but to a lesser point, using
titration intensity analysis.

When mutating the residues Trp46, Asn28, Arg29 and Lys30, Tyr22 and Lys23, the
interaction between Ac-Llp and FhuA seems to occur and therefore prevent phage from
entering E. coli cells up until some point where there are too many phages to fully prevent
the interaction. Lys7 and Asn8 have even less impact on Ac-Llp-FhuA interaction.

131



Increasing quantity of T5 phages
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C43 + Ac-Llp 14-YYMDQD-18 14-AFAAK-18

C43 + Ac-Llp 18DK21K23 18N21N23Q
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C43 + Ac-Llp 46W 46S

Llp sequence Mutated sequence

Positive and negative controlsPositive and negative controls

Figure 5.17: Influence of Llp mutations on interaction with FhuA, and therefore inhibition
of E. coli C43 strain infection by phage T5, depending on the mutated residues. From left
to right: biological assay; 1H,15N NMR spectrum of Llp in DDM (blue), Llp-FhuA LC
(red), and Llp-FhuA HC (black); original llp sequence and mutated residues (adapted with
permission from Séraphine Degroux).

This dataset is in agreement with the hypothesis formulated upon analysing NMR
titration data, and are especially useful regarding n°22-23 and 28 since these residues were
suspected to have an interaction in DDM but they do not seem to interfere in the receptor
interaction.

As we also observe a high impact on the Ac-Llp-FhuA interaction when the residues
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18, 21 and 23 are mutated, it seems the effect is almost absent when the residues 22 and
23 are mutated, which would mean either the association of the residues has an impact or
only n°18 and 21 have one.

From the plotted influence of residues n°14-18, 21-23, 52-54 (observed impact on in-
teraction), and n°7-8, 22-23, 29-30 (no/slight impact on interaction) on Llp structure (see
Figure 5.18), it appears that the hypothesis made regarding the location of the interaction
may be verified again by the spatial proximity between residues 14-18 in the loop region
and the n°52-54 located nearby.

n°14-18

n°21-23

n°52-54

n°29-30

n°7-8

Figure 5.18: Map of the influence of Ac-Llp mutations on interaction with FhuA: (orange)
residues that have direct influence on interaction with FhuA; (blue) residues with no/very
slight influence on interaction, based on biological assay. Residue n°23 is highlighted in
yellow, since it was mutated both in Ac-Llp not and still interacting with FhuA.

5.4 Conclusions

Using a soluble form of the lytic conversion lipoprotein Llp, assignment of most of the
chemical shifts could be done using 2D and 3D spectra correlations. As there is some
change in the spectrum over time, Llp is probably subject to degradation or at least a
rearrangement at some point when conserved at temperatures near or above RT.

Dynamics of sol-Llp seemed mostly in accordance with the usual observations in pro-
teins, namely the extended flexibility of the terminus and the rigidity of most structured
parts. However, the surprising rigidity noticeable using relaxation data obtained for Llp

133



loop region rises questions. Further experiments on other timescales, other temperatures
and other fields would be helpful to complete this analysis, that is just at the premises.

Using NMR titration, FhuA and sol-Llp have been shown to interact, while disregarding
the influence of the detergent. However, to quantify the interaction, further sampling of
the FhuA-Llp interaction has to be performed, mainly by increasing [Llp]/[FhuA] ratios,
which could be achieved by concentrating the membrane protein more that our available
stock sample was. The main point of this study was achieved considering we identified
some regions undergoing CS and intensity variations while sol-Llp was interacting with
FhuA, which was then confirmed by the Ac-Llp mutants.

In the end, the results obtained are promising: most of Llp assignment was achieved,
some premises on the protein behaviour were studied using spin relaxation, and the inter-
action between the lipoprotein Llp and the E. coli receptor FhuA was visible. Next stage
would require more time and experiments to characterise further the interaction between
these two proteins, by quantifying the equilibrium constants, and even investigating the
dynamic changes between Llp in a free form and in interaction with FhuA.
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Conclusion

During this PhD, I contributed to the development and application of both sample syn-
thesis, as well as structural and dynamics analysis by NMR spectroscopy.

The main laboratory work consisted in implementing protocols to synthesize oligonu-
cleotides, starting with their natural form, then inserting probes that are especially useful
for NMR spectroscopy.

Non-coding RNAs have been a rising center of interest over these past decades, whereas
proteins have been the main investigated field within the cell machinery. Thus, the devel-
opment of synthesis methodologies to simplify (or complete) the RNAs characterisation is
a significant achievement. The synthesis and post-synthesis treatments methodologies have
been elaborated through several trials within the laboratory, using various RNA sequences
that also are coincident with biological questions.

Indeed, the let-7 family implicated in various forms of cancer is a particularly inter-
esting miRNA, due to the knowledge already available on its biogenesis and its messenger
RNAs targets. Nonetheless, if its influence in several diseases has been demonstrated, the
interaction between the miRNA and its targets has not been fully characterised. There-
fore, understanding the various interactions may help in designing mimics with therapeutic
potential.

Fluorine NMR has also been developed over the past years, considering its undoubtable
useful aspect for NMR spectroscopy, and the poor presence in biomolecules, rendering it
easily identifiable once placed within a biomolecule sequence.

Here, the chemical introduction of fluorine allowed to directly look into the interaction
between let-7 and some of its targets. Relaxation dispersion experiments have unravelled
conformational exchange involving some of the labelled nucleotides (let-7 :LIN41 U9) while
most of them did not seem affected by spin-lock variations. The base-pairing rigidity in
the seed region contrasts with the rest of the miRNA sequence, as the presence of exchange
elsewhere does not seem to affect the binding with the target. Additional spin-locks are
now required to characterise the conformation of the invisible state, as well as further flu-
orine labelling to obtain supplementary information along let-7 sequence.

Another objective of my work was to characterise the dynamics of a transfer RNA
relaxation processes.

As dynamics has become a widely investigated field in proteins, the methodology is not
always straightforward to apply to oligonucleotides. Here, I associated the acquisition of
the relaxation data at different fields, as well as their theoretical explanations, to grasp
their physical meaning.

While the modelfree analysis has been considerably applied to proteins, the implemen-
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tation for oligonucleotides has triggered interrogations over parameters (e.g. CSA and N-H
distances) implied in the relevance of the fitting, and therefore on the motion interpretation.

An attempt to reconcile the exchange probed in the modelfree analysis and relaxation
dispersion through CPMG experiments did not lead to particularly connected results. How-
ever, the exchange is, at the time of writing, still investigated through additional relaxation
dispersion experiments, including CEST.

Along with the NMR methodology, the biological question regarding tRNAPhe and its
maturated form was also a point of interest. Indeed, the investigation was also focused
on the chemical modifications undergone during the maturation process and their impact
on the tRNA dynamics. In this mindset, the characterisation of a tRNA possessing one
chemical modification was started using relaxation dispersion, that will then be compared
to the non-maturated form.

If RNAs are of growing interest, proteins are still a fundamental dogma of biology.
In particular, bacteriophages are a current compelling topic, especially with the rise of
resistance strains to antibiotics, in bacterial infections.

The bacteriophage structure itself represents already a huge characterisation invest-
ment, but the bacteriophage action requires additional understanding of its infection of
the bacteria cells. Thus, the study of the lipoprotein responsible for avoiding the superin-
fection of the cell due to its interaction with the membrane is fundamental.

The first step was to look into Llp structure using assignment and spatial restrictions,
through 1H, 13C and 15N NMR. Once characterised on its own, the interaction between Llp
and the bacteriophage receptor FhuA located on the bacteria membrane could be probed.
Interestingly, even if the interaction could not be quantified, a binding interface could be
determined by interpreting the chemical shift and resonance intensity variations between
the spectra of various Llp:FhuA ratio.

Not mentioned in the manuscript, a part of my work also consisted in studying the
dynamics in human Aquaporin 1 by solid-state NMR.

The aquaporins are molecules located on the cell membranes, that facilitate the trans-
port of water and other small compounds such as glycerol into the cell. Aquaporins are
usually formed by a monomeric unit consisting in 6 membrane-spanning helices, connected
by 5 loops, intra- or extra-cellular. Dynamic processes are a key to understand the water
permeation mechanism.

1H-13C and 1H-15N relaxation experiments were realised: 15N R1 and R1ρ experiments
at 800 MHz and 1000 MHz, 15kHz and 280 K, as well as experiments to obtain order
parameters (Variable Contact time-Cross-Polarisation, CP-VC and Rotational-Echo DOu-
ble Resonance, REDOR). The relaxation experiments confirmed the rigidity of the helices
structural parts, and increased mobility of the loop regions. The second set of experiments
were used to obtain order parameters, that were also expected considering the aquaporin
structure. However, noticeable increased rigidity was encountered at the end of a loop,
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indicating the possible formation of a β-turn, that would lead to a conformational re-
arrangement providing a correct orientation to the adjacent loop, and facilitating water
transport.

During this PhD, I approached various biomolecules, ranging from oligonucleotides to
proteins, and many NMR methodologies (spin relaxation, relaxation dispersion, assign-
ment, interaction). NMR spectroscopy has been and remains an important technique in
structural biology. The many possibilities it offers to investigate structures and dynamics
make a step towards the understanding of various biomolecular functions. As a vast part of
the biological kingdom still needs to be explored, NMR spectroscopy is still developing, to
adjust the relevance of the biological questions: lately, in-cell NMR has further advanced
the comprehension of the biomolecules in their native environment. The development is
also focused on overcoming its limits, e.g. through the increase in magnetic fields, along
with the development of Dynamic Nuclear Polarization (DNP).

Advances in the understanding of biological mechanisms is a necessity to comprehend
their dysfunctions, as well as to be able to correct them. Exploring the biomolecular
structures, dynamics and interactions, help us highlight the pathological disorders and
head towards different therapies. As there still remains a lot of biologically unanswered
questions, several strategies are still starting to emerge, including for the lately discovered
miRNAs, constituting a thrilling area of research [184].

137



138



Annexes

Annex 1: tRNAPhe assignment table

Assignment 15N / ppm 1H / ppm

03 162.25 12.225

04 161.707 10.267

06 162.871 14.302

07 161.072 13.185

08 160.45 14.216

10 160.283 12.665

12 160.631 13.694

15 162.398 12.019

18 161.763 9.27

22 162.703 12.756

24 163.268 13.621

30 161.832 12.445

41 161.713 13.05

42 161.634 12.07

46 163.22 12.491

50 162.36 13.166

51 162.099 12.261

52 162.785 13.701

54 160.915 13.573

55 160.715 11.589

65 162.273 12.368

68 161.493 13.798

69 162.559 11.682

71 162.808 12.824

Table 5.2: tRNAPhe assignment table.
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Annex 2: tRNA R1 at 600 MHz
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Figure 5.19: tRNAPhe 15N site-specific longitudinal relaxation rates R1 at 600 MHz and
310K.
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Annex 3: tRNA R1ρ at 600 MHz
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Figure 5.20: tRNAPhe 15N site-specific relaxation rates R1ρ at 600 MHz and 310K.
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Annex 4: tRNA CPMG at 600 MHz
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Figure 5.21: tRNAPhe 15N CPMG at 600 MHz and 310K.
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Annex 5: tRNA CPMG at 1000 MHz
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Figure 5.22: tRNAPhe 15N CPMG at 1000 MHz and 310K.
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Annex 6: tRNA model-free analysis: CSA and r(NH) influ-
ence investigation
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Figure 5.23: tRNAPhe model-free analysis using various CSA and r(NH) values from liter-
ature: order parameters are plotted for each nucleotide.
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Annex 7: Llp assignment table

Assignment Amino acid 1H / ppm 15N / ppm

2 SER 8.538858872 115.6558688

3 THR 7.888240453 115.2940954

4 PHE 8.014214654 121.576304

5 GLY 9.17398242 109.5042989

7 LYS 8.496598299 116.1632646

8 ASP 8.190838112 117.5176164

9 ILE 7.303190585 120.1669687

10 LYS 8.36863369 126.774504

12 GLU 8.058305789 115.2327434

13 ALA 8.378207723 121.6101623

14 TYR 8.896099138 118.5166974

15 TYR 9.038145825 120.3481126

16 MET 9.179586601 119.3761271

17 GLN 9.11903347 123.3719176

18 ASP 9.452077361 128.1014885

19 HIS 8.654631853 106.7126784

20 VAL 7.944947585 122.9577093

21 LYS 8.145670593 127.1724642

22 TYR 9.249052105 129.260635

23 LYS 8.32875453 117.7415827

24 ALA 9.401388756 124.8447148

25 ASN 7.897336763 119.9218807

26 VAL 8.168523795 121.2667207

27 PHE 8.81454329 122.4967573

28 ASP 7.481573276 114.516902

29 ARG 8.30810044 121.1491178
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Assignment Amino acid 1H / ppm 15N / ppm

30 LYS 8.621664933 128.05622

31 GLY 9.181524197 117.5989529

33 MET 7.864736675 117.7789516

34 PHE 9.482669205 119.686574

35 LEU 7.99792061 125.3929601

36 VAL 8.740753225 119.402574

37 SER 8.151109418 111.3999198

40 MET 8.351241063 118.5140838

41 ALA 9.636806747 129.3053617

42 TYR 8.758778916 120.5847836

46 TRP 8.749054797 121.7111059

47 ALA 9.86231413 125.2233552

49 VAL 8.5285985 124.4565927

50 SER 8.544261229 112.2289273

51 TYR 7.925010619 122.9769541

52 PHE 7.589462295 117.1264381

53 THR 7.84556127 111.9593695

54 GLU 7.785662481 117.2504679

55 GLY 7.801711667 107.261295

56 ASN 8.771275243 111.3328407

57 THR 9.217469034 111.2996312

59 GLU 8.687237533 125.5157988

60 GLY 9.006072549 114.2564055

61 VAL 7.737931521 119.5749511

62 PHE 7.295609868 122.175065

Table 5.3: Llp assignment table.
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[38] Sébastien Morin, Troels E. Linnet, Mathilde Lescanne, Paul Schanda, Gary S.
Thompson, Martin Tollinger, Kaare Teilum, Stéphane Gagné, Dominique Marion,
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