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Abstract

Image processing and computer vision encompass a broad domain of applications, such
as image segmentation for medical image analysis, aerial image segmentation for au-
tonomous navigation, object recognition, biometric recognition, security surveillance,
etc. The extraction of features as helpful information for the interpretation of digital im-
age data is an essential task and interesting research subject in image processing and
computer vision domain. In this report, image filtering for image low-level feature de-
tection and extraction (early vision) is investigated, which mainly involves: an objective
evaluation of ridge/valley detection techniques, proposing two multiscale line feature de-
tection techniques, and proposing a new anisotropic corner detection approach. First, to
have an intuitive context and introduction, image filtering basics, basic contour detec-
tion techniques using first order and second order operators, and evaluation metrics and
tools are overviewed. Meanwhile, the scale space theory and axioms were also investi-
gated in order to find the basic criteria and constraints in the development of multiscale
feature detection methods. Secondly, objective evaluation of the state-of-the-art ridge/-
valley detection and extraction techniques were performed. The objective analysis of a
ridge characterized as a thin and complex image structure is essentially important, for
choosing, which parameter values correspond to the suitable configuration to obtain ac-
curate results and optimal performance. The optimal parameter configuration of each
filtering technique aimed for the image salient feature analysis tool has been objectively
investigated, where each chosen filter’s parameters correspond to the width of the de-
sired ridge or valley. The comparative evaluations and analysis results are reported on
both synthetic images, distorted with various types of noises, and thereafter real images.
Thirdly, to deal with the multiscale structure of line features, a new line feature detection
and extraction method was proposed, which is based on the second order semi-Gaussian
filter. The experiments were led on both synthetic and real images, and the obtained re-
sult demonstrated more optimality to the state-of-the-art line feature detection based on
filtering approaches. Next, another multiscale line feature detection and extraction tech-
nique composed of bi-Gaussian and Semi-Gaussian Derivative Kernel was proposed. The
proposed filter is able to precisely extract the complex, narrow, and adjoin linear structure
and is adapted for multiscale capability. The proposed filter is validated with experiments
on different images containing complex adjoin linear structures with different scales. The
extracted linear structure on both synthetic and real images has shown to be more effi-
cient than classic linear structure extraction techniques. Regarding the corner detection
techniques, we performed first an objective repeatability evaluation of 12 state-of-the-art
corner detection based on a filtering approach. There exist different techniques for key-
point detection; as filtering is concerned, we have focussed on direct computation on the
gray-level analysis of interest point detection because of its straightforward implemen-
tation. Our evaluation as an application to feature matching has been executed in the
context of underwater video sequences. Finally, in this work, a new anisotropic corner
detection method based on the formulation of causal filtering is proposed. The proposed
corner detector arguably performs better in the case of localization precision. The experi-
ments were executed on synthetic, and real images for both pixel-level and subpixel-level
precision.
Keywords: Multiscale, line feature, keypoint detection, anisotropic Semi-Gaussian, ob-
jective evaluation.



Résumé

Le traitement d’images et la vision par ordinateur englobent un large domaine d’applica-
tion, tel que la segmentation d’images pour l’analyse d’images médicales, la reconnais-
sance d’objets, la vision robotique, la surveillance, etc. L’extraction de caractéristiques en
tant qu’informations utiles pour l’interprétation des données d’images numériques est
une tâche essentielle et un sujet de recherche attrayant dans le domaine du traitement
d’images. Dans ce rapport, nous nous sommes intéressés au filtrage d’image pour la dé-
tection et l’extraction de primitives de bas niveau et plus particulièrement à une évalua-
tion objective des techniques de détection de crêtes/vallées. Par suite, nous proposons
deux nouvelles techniques de détection de primitives linéaires multi-échelles. Enfin une
nouvelle approche est présentée pour la détection de coins par des méthodes de filtrage
anisotrope. Tout d’abord, dans un contexte introductif, nous passons en revue les bases
du filtrage d’image, les techniques originelles de détection de contour utilisant des opéra-
teurs de premier et de second ordre, ainsi que les métriques d’évaluation. Parallèlement,
la théorie des espaces échelles et les axiomes architecturaux sont également étudiés afin
de mettre en évidence les critères ainsi que les contraintes de base dans le développe-
ment de méthodes de détection de primitives multi-échelles. L’analyse objective d’une
crête caractérisée comme une structure mince et complexe est importante afin de per-
mettre de choisir quelles valeurs de paramètres correspondent à la configuration appro-
priée pour obtenir des résultats précis et des performances optimales. Ainsi, la configura-
tion optimale des paramètres de chaque technique de filtrage destinée à l’outil d’analyse
des caractéristiques saillantes de l’image est objectivement étudiée où les paramètres de
chaque filtre choisi correspondent à la largeur de la crête ou de la vallée souhaitée. Les
évaluations comparatives et les résultats d’analyse sont étudiés à la fois sur des images
de synthèse, entachées par différents types de bruits, et sur des images réelles. Afin de
traiter l’aspect multi-échelle des primitives linéaires, nous proposons une nouvelle tech-
nique de détection et d’extraction basée sur un filtre semi-Gaussien du second ordre. Les
résultats obtenus ont démontré une plus grande robustesse par rapport à des approches
de filtrage plus classiques. Ensuite, nous proposons une nouvelle technique de détection
et d’extraction de caractéristiques linéaires multi-échelles composée d’un noyau dérivé
bi-Gaussien et semi-Gaussien. Ce filtre est une amélioration du filtre précédent, il est ca-
pable d’extraire avec précision des structures linéaires complexes adjacentes et est adapté
au cas multi-échelle. Le filtre proposé est validé par des expériences sur différentes images
contenant des structures linéaires adjacentes complexes à différentes échelles. En ce qui
concerne les techniques de détection de coins, nous avons tout d’abord effectué une éva-
luation objective de la répétabilité de douze détecteurs de coins basés sur une approche
de filtrage. Il existe différentes techniques de détection de points ; en ce qui concerne le
filtrage, nous nous sommes concentrés sur les détecteurs de points d’intérêt dans des
images en niveaux de gris. Notre évaluation a été réalisée dans le contexte de séquences
vidéo sous-marines. Enfin, faisant suite à ce travail, une nouvelle méthode anisotrope de
détection de coins basée à la fois sur des combinaisons de filtres anisotropes causaux et
non causaux est proposée. Notre détecteur de coins donne des points dont la précision de
localisation est meilleure qu’avec les approches existantes. Les expériences ont été réali-
sées sur des images synthétiques et réelles pour une précision pixel et sub-pixel. Mots-
clés : Multi-échelle, caractéristique linéaire, détection de points clés, anisotrope Demi-
Gaussien, évaluation objective
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1.1 Context

Image processing and computer vision encompass a broad domain of applications, such
as image segmentation for medical image analysis, aerial image segmentation for au-
tonomous navigation, object recognition, biometric recognition, security surveillance,
etc. In computer vision’s state-of-the-art research subjects, such as object recognition,
image retrieval, image matching and classification, and stereo vision, the feature is usu-
ally the keyword discussed and investigated. Features are the significant properties of an
image, or object that are used as descriptors and part of the input to processes that lead
to segmentation, classification, and finally recognition of objects.

Thus, features are fundamentally important to understand, characterize, and after-
ward detect and describe their properties. Subsequently, the detected and described
features (namely descriptor) are used as a reduced image data input to the higher level
applications enabling them for faster and more accurate decision-making (e.g., pattern
recognition, object classification, etc.). Meanwhile, by knowing the image features, we
can enhance or highlight the relevant details, and differentiable properties (distinctive
data), and correspondingly remove the irrelevant information (noises, artifacts) for either
objective or subjective purposes in the image processing and computer vision pipelines.
The robustness (i.e., accuracy, localization, distinctiveness, and repeatability) in all the
handcrafted, machine learning and deep learning techniques rely on the richness of im-
age features information.

Classic machine learning techniques use handcrafted features for the purpose of com-
puter vision tasks such as image classification, image retrieval, object recognition, 3D re-
construction, etc. These techniques are developed both on image/object local and global
features, which involve image low-level features such as contour, edge, ridge/valley, cor-
ner, blobs, etc.
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Deep learning methods learn the features automatically from the hierarchical rep-
resentation of image data, and generally scale with more data and model optimization.
These methods generally learn the image/object’s global features, which consist of tex-
ture, color information, shape, global contour representation, etc. Image filtering ap-
proaches play a key role in enhancing, detecting, extracting, and describing image fea-
tures. There exist many handcrafted approaches for image filtering, such as image ac-
tive contour models, and contour-based/geometrical and statistical-based image filter-
ing. There are many challenges yet to be resolved and addressed in image low-level vision,
and our focus image filtering.

I categorize these challenges into three groups, which are addressed in our work:

1. In the literature, there are many images filtering methods proposed and developed
for line feature, and each one claims/presents in some way the performance of the
algorithm. However, the performances are not usually objectively evaluated and
compared, for letting the users be able to choose the better technique for their in-
tended applications. Therefore, there is always a need for both objective and sub-
jective evaluation (mainly objective) of state-of-the-art image filtering techniques.
In this research a substantial work is devoted to this objective evaluation of image
filtering techniques for early vision or image low-level features (edge, ridge/valley,
line, corner).

First, an objective evaluation of the ridge characterized as a thin and complex image
structure was investigated and analyzed. The result of this analysis lets us choose,
which parameter’s values correspond to the suitable configuration to obtain accu-
rate results and optimal performance. An extensive analysis followed by a super-
vised and objective comparison of different filtering-based ridge detection tech-
niques is detailed in our work. The optimal parameter configuration of each filter-
ing technique aimed for the image salient feature analysis tool has been objectively
investigated, where each chosen filter’s parameters correspond to the width of the
desired ridge or valley.

Secondly, corner detectors based on filtering techniques are studied in this work.
Corners, as a stable feature possessing the defined characteristics of a robust point
of interest, remain an active research field for machine vision researchers due to
their applications in motion capture, image matching, tracking, image registration,
3D reconstruction, and object recognition. There exist different techniques for key-
point detection; as filtering is concerned, we have focused on direct computation
on the gray-level analysis of interest point detection because of its straightforward
implementation. Thus, we performed, an objective comparison of 12 state-of-the-
art keypoint detection techniques; an application to feature matching has been ex-
ecuted in the context of underwater video sequences. These videos contain various
types of noises caused by the environment and all geometric and/or photometric
transformations

2. The second challenge consists of the performance of image low-level feature detec-
tion algorithms in the condition of many unavoidable image geometric and pho-
tometric transformations (scale, view-point, rotation, translation, affine, illumina-
tion, etc.). The performance of the image low-level feature detectors degrades de-
pending on the proportion of mentioned transformation. Change of scale is the
major challenge widely open for research and development in image low-level fea-
ture analysis. We know that objects are composed of different structures at various
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scales. Indeed, depending on the scale of observation, that real-world objects ap-
pear at a different scale, and creating the scales-space representation of the image
is required for computer vision applications (to analyze unknown scenes) such as
object recognition, automated cartography, 3D reconstruction, etc. In scale-space
theory, the image structures are processed at different scales by representing the im-
age as a one-parameter family of the smoothed version of images. The scale-space
representation parametrized by the size of the smoothing kernel is used to suppress
the image’s fine-scale structures.

In the image processing and computer vision literature, many approaches have
been introduced for image multiscale representation, including pyramid, wavelet,
quad-tree, and multi-grid methods. Part of this thesis work is dedicated to devel-
oping two new multiscale line feature detectors. First, a multiscale filtering-based
line detection approach using a second order semi-Gaussian anisotropic kernel is
proposed. The applied algorithm calculates the strength of the observed line fea-
ture across the different scales.The experimental results and comparison of images
containing different line feature widths with state-of-the-art techniques supported
the effectiveness of our technique.

Second, we have proposed a new filter that can extract multiscale complex linear
and adjoint structures. The proposed filter is composed of a bi-Gaussian and Semi-
Gaussian Derivative filter which is able to precisely extract the complex, narrow, and
adjoin linear structure and is adapted for multiscale capability. We have performed
experiments on different images containing complex adjoin linear structures with
different scales. The extracted linear structure on both synthetic and real images
has shown to be more efficient than classic linear structure extraction techniques.

3. The third challenge involves the localization and precision of the image low-level
feature detectors, such as keypoint/point of interest and/or corner detection meth-
ods. There are many state-of-the-art keypoint/corner detectors based on hand-
crafted/classic machine learning techniques, which generally lacks to present high
precision and localization. We have developed a new anisotropic corner detector,
arguably with better precision. Here, we are introducing an anisotropic curvature
measure that is able to provide precise corner point detection by simply computing
a curvature-like local maximum. First, we recall the well-known Kitchen-Rosenfeld
corner operator, and its link to the Mean Curvature Motion (MCM), and Partial Dif-
ferential Equation (PDE) scheme, then we present the new "anisotropic curvature"
operator which is an extension of the Kitchen-Roselfeld operator in an anisotropic
way.

1.1.1 Handcrafted versus deep learning approaches

In the domain of image processing and computer vision, it is well-known that since the
last decade, deep learning techniques have highly outperformed classic hand-crafted tech-
niques in most of the computer vision applications. Deep learning techniques have espe-
cially been the benchmark for high-level computer vision such as image classification,
object detection, face recognition, pose estimation, etc. Considering the general low-
level image processing such as image segmentation and contour detection, deep learning
may arguably win if there are sufficient large datasets of good quality (precisely anno-
tated) but still depends on the model of image feature - high-level features vs low-level
features(edge, ridge, valley, blob, corner, etc.) and also the corresponding applications.
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Early vision for certain tasks such as edge detection, line detection, ridge/valley detec-
tion, crest-line detection, and corner and junction detection when accurate precise de-
tection and localization are demanded (e.g., medical image analysis where the enhanced
blood vessel detection is a critical, accurately localized line and corner detection for im-
age calibration and 3D reconstruction, etc.), the classic hand-crafted technique is still
widely used (Junfeng et al. [2022]). The handcrafted technique is more suited/needed for
some specific enhancement and optimization tasks, such as, multiscale analysis and en-
hancement for precise detection of complex and noisy contour structures (e.g., narrow
and bent ridges, narrow and adjacent ridges/valleys). Furthermore, these techniques are
faster and easy to implement. This certain enhancement for low-level complicated struc-
tures is not possible or at least recommended with deep learning techniques due to the
following deep learning limitations.

First, the deep learning technique’s performance is highly dependent on both the
quantity and quality of the dataset. Preparing and annotating the dataset for low-level
structures such as ridges/valleys, corners, and junctions with multiple scales and in the
condition of noise is very complicated and very erroneous. That is why we can not find
datasets of these kinds with ground truths available on the internet. Secondly, the whole
task of human labor for dataset preparation and annotation, and then developing and op-
timizing a complicated deep learning architecture and training the machine with lots of
manual tuning of parameters and hyperparameters to get a lower or comparative result
with classic technique may not be useful or worthy enough. Even though there are some
deep neural network techniques used for this low-level image processing, they are usu-
ally implemented with a combination of handcrafted techniques either in pre-processing
stage or post-processing stage for enhancing the final results.

1.2 Main contributions

The main contributions of this work include objective evaluation of filtering-based edge,
ridge/valley, and keypoint (corner) detection techniques, scales-space analysis of con-
tour, proposing two new multiscale line feature detection techniques, and also a new
anisotropic corner detection method. The key contributions are outlined in the follow-
ing list:

• Extensive and objective evaluation of the state-of-the-art ridge/valley detection tech-
niques

• Proposing multiscale line feature detection technique using second order semi-
Gaussian filter

• Proposing multiscale line feature detection technique using the combination of bi-
Gaussian and semi-Gaussian filter

• Extensive evaluation of repeatability rate of filtering-based corner detection tech-
niques in tracking underwater image sequences.

• proposing new anisotropic corner detection technique using asymmetric causal fil-
tering.
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Shokouh, G.-S., Magnier, B., Xu, B., and Montesinos, P. (2021b). Ridge detection by image
filtering techniques: a review and an objective analysis. Pattern Recognition and Image
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1.4 Thesis structure

The content of this dissertation is organized as follows:
Chapter 1 briefs the key content of the thesis, including context, key contribution, and

thesis organization. The main aim of this chapter is to give a quick context of the thesis.
Chapter 2 as the bibliography chapter, overviews generally the basic image low-level

vision approaches and also partially about the evaluation techniques. The effort is made
to briefly introduce the image low-level processing terms and methods including image
processing needs, importance, application, filtering based on first order, filtering based
on second order, and evaluation metrics. The experiments carried out in this chapter
mainly focused on edge detection approaches and evaluation techniques. Edge detection
techniques are usually chosen as an introductory section for most of the image filtering
and segmentation subjects. The aim of this chapter is to establish a technical introduc-
tion and foundation for the subsequent chapters, with contributions involving advanced
topics.

Chapter 3 as scale-space literature is devoted to reporting on the fundamental theory
and state-of-the-art methods in scale-space analysis in image processing and computer
vision. This chapter examines the basic theory and axioms of scale space, reviewing pio-
neer work in scale space vision, and demonstrates for example the anisotropic and causal
filtering for contour and corner detection techniques. The aim of this chapter is to set up
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the theoretical foundation and introduction for the multiscale analysis in low-level vision,
particularly helping for our proposed multiscale line detection (introduced in chapter 5,
and chapter 6) and the proposed new anisotropic corner detection technique (introduced
in chapter 8).

Chapter 4 studies and objectively evaluate the ridges/valleys detection techniques
(Shokouh et al. [2021a], Shokouh et al. [2021b]). The evaluation involves basic isotropic
and anisotropic filtering techniques, steerable, oriented filters, and logical linear filter.
This chapter contributes to highlight the optimization techniques; in investigating each
studied technique’s parameters characterization and configuration for ridge/valley de-
tection and extraction techniques. The aim of this chapter is to provide a practical guide
map for the state-of-the-art ridge/valley segmentation technique’s important parameter
setting, depending on the intended application.

Chapter 5 introduces the proposed multiscale line detection technique (Magnier et al.
[2021]). This multiscale line detection consists of using the second order derivative of a
semi-Gaussian filter for line detection. The aim and significance of this proposed tech-
nique are detailed in the chapter.

Chapter 6 introduces another multiscale line feature detection technique. The pro-
posed method consists of benefiting the feature of anisotropic semi-Gaussian and bi-
Gaussian filter. This method combines the semi-Gaussian and bi-Gaussian filters for op-
timal detection of multiscale lines in the condition of complex, close, and adjoint lines.

Chapter 7 contributes in objectively evaluating the repeatability quality of the 12 state-
of-the-art filtering-based corner detection techniques for tracking complex underwater
video frames. In this contribution, the repeatability rate of each filtering-based corner
detection technique has been computed and both objectively and subjectively evaluated.
The aim of this chapter is to serve both as the bibliography and introduction to filtering-
based corner detection techniques for the proposed new anisotropic corner detection
technique in the chapter 8.

Chapter 8 introduces a new anisotropic corner detection method. The proposed ap-
proach is based on causal filtering, which is evaluated comparatively with state-of-the-art
corner detection operators. The new technique argues for better localization than com-
pared techniques.

Chapter 9 concludes the thesis.
Chapter 10 contains the summary of thesis in French.

In a brief outline, the chapters of this report are arranged as following:

• Chapter 1: Introduction

• Chapter 2: Filtering Basics and Evaluation

• Chapter 3: Scale Space Analysis in Image Processing

• Chapter 4: Objective Evaluation of Ridge/Valley Detection Techniques

• Chapter 5: Multiscale Line Detection Using Second Order Semi-Gaussian Filter

• Chapter 6: Multiscale Line Detection Using Semi and bi-Gaussian Filter

• Chapter 7: Repeatability Evaluation of Filtering Based Corner Detection Techniques

• Chapter 8: New Anisotropic Corner Detection Technique
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• Chapter 9: Conclusion and Perspective

• Chapter 10: Resume en Francais
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Chapter 2

Image Filtering Basics and Evaluation

Contents
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1.1 Image contour models . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.1.2 Image filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.3 Smoothing and regularization . . . . . . . . . . . . . . . . . . . . . . 20

2.2 Edge detection based on first order derivatives . . . . . . . . . . . . . . . 23

2.2.1 Edge detection basic filters . . . . . . . . . . . . . . . . . . . . . . . . 23

2.2.2 Edge detection based on optimal filtering . . . . . . . . . . . . . . . 25

2.2.3 Recursive implementation . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3 Edge detection based on second order derivatives . . . . . . . . . . . . . . 30

2.3.1 Discretization of second order operator . . . . . . . . . . . . . . . . . 31

2.3.2 Difference of Gaussian (DoG): Experiments . . . . . . . . . . . . . . 34

2.4 Contour detection evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.4.1 Evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.4.2 Evaluation as a function of false negative, false positive and con-
tour displacement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.4.3 Evaluation as a function of SNR . . . . . . . . . . . . . . . . . . . . . 39

2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.1 Introduction

In this chapter, the basics of image filtering are overviewed. Mainly, the filtering (linear,
convolution, non-linear, segmentation, edge detection, first order and second order) is in-
troduced. The aim of this introductory chapter is to cover all principle basics in low-level
image processing in order to establish a basic context and foundation for the subsequent
chapters with contributions, such as:

• Scale-space analysis in image processing: Basic theory and axioms

• Objective evaluation of ridges/valleys detection techniques

• Multiscale line detection using second order semi-Gaussian filtering
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• Multiscale line detection using combination of bi-Gaussian and semi-Gaussian

• Repeatability evaluation of filtering based corner detection techniques

• New corner detection using anisotropic filter

Basically, an image is a spatial representation of a two-dimensional or three-dimensional
scene, and correspondingly a digital image consists of a two-dimensional array or a ma-
trix of pixels. Fundamentally, "pixel" means "picture element" and denotes the smallest
elements or units of a digital image. Thereupon, a binary or boolean image is made of
only two colors values (black and white), which by convention the black is represented by
the numeric value of zero and the color white is represented by the numeric value of one,
this is also known as Monochrome image. The binary representation of images is espe-
cially useful as it allows easy separation of an object from the background, which is done
in the segmentation process by assigning the corresponding label to each pixel as either
"background" or "object".

Accordingly, a digital grayscale image is a matrix with pixel elements containing nu-
meric values in the range from 0 (black pixels) to 255 (white pixels), which is also called
8-bit color image format. The grayscale representations of images are useful for extract-
ing descriptors directly from the grayscale image, benefiting both from the algorithmic
simplification and computational complexity reduction.

Consequently, a color image is composed of three color channels, normally RGB (for
Red Green, and Blue). If each channel is coded on 8 bits, one color pixel takes 24 bits,
there exist 28 ×28 ×28 = 224 color possibilities (256 possible colors for the red, 256 for the
green and 256 for the blue, respectively).

(a) Binary Image (b) Gray-level Image (c) Color Image

Figure 2.1: Example of binary versus gray-level image and color image.

In order to represent an image mathematically, it can be formulated as a function, here
called I, from R2 → R, where f (x, y) gives the intensity at position (x, y). Practically, the
image is defined over a rectangle, with finite range. Here to give an example of a binary
image as following Eq. 2.1 image definition:

I : [a,b]× [c,d ] → [0,1], (2.1)

which, a,b,c and d are the quantized discrete values. Likewise, a color image of three RGB
channels is the composition of these three functions combined as following Eq. 2.2 color
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image definition:

I(x, y) =
r (x, y)

g (x, y)
b(x, y)

 , (2.2)

where r (x, y) red channel, g (x, y) green channel, and b(x, y) as blue channel denoted. In
the computer memory, a discrete image is sampled in 2D-space (regular grid or matrix
of integer values) and each sample is quantized (rounded to the nearest integer). If the
samples are ∆ apart, a discrete image can be mathematically demonstrated as following
Eq. 2.3 discrete image definition:

I[i , j ] = Quantize{I(i∆, j∆)} (2.3)

Image processing basically involves processing by modifying an image and its values. The
aim is both to ameliorate its pictorial information for human interpretation and also ren-
dering it more appropriate for autonomous machine perception. Practically, this process-
ing of an image consists of enhancing an image, such as smoothing an image to remove
unnecessary details or artifacts, sharpening the edge of an image to weigh the significant
information in the image, improving the contrast for better visual appearance, highlight-
ing some parts/objects in the image.

Image processing comprises a wide range of applications including noise or artifact
removal -denoising, image enhancement, pre-processing related to the specific applica-
tion, blurring and deblurring, segmentation, feature detection and description, object de-
tection and classification, etc.

Image processing application mainly involves the following:

• Removing noise, artifacts - denoising: The first and ever demanding application
of image processing is the removal of noise. Removing noises from the image is an
essential step in almost all application of image processing and computer vision.
In the definition of noise, noise is basically considered as unwanted, undesired and
unnecessary information, which is any random error due to acquisition process or
any other photometric artifact in an image. Noise is a very common problem in
data transmission, all sorts of electronic components may modify or distort data
passing through them, and the results may be undesirable. One major example of
processing the image after the acquisition is removing the motion blur. In most
of the image processing pipelines, the unnecessary details or artifacts must be re-
moved as a pre-processing step prior to the main tasks. As some examples, denois-
ing is used for efficient image restoration process (Buades. et al. [2004]). Likewise,
for measurement or counting purposes using image processing and computer vi-
sion application, sometimes we may not be interested in all the details of an image,
which we consider them as artifact to be removed. As instance, while considering
machine inspected items on an assembly line, the only matters of interest may be
shape, size or color. For such cases, we may want to simplify the image processing
to only handle the things of interest and remove everything else, considering them
as noise (Kishi et al. [1993]).

• Image deblurring or image enhancement: Removing the noise assumes the image
is corrupted by additive noise, in which each pixel is corrupted by a noise value,
independent of neighboring pixels. While the image blur, such as motion blur, hap-
pens when the object moves. It is like each pixel value is the sum of surrounding
pixels, same as when we apply a smoothing or blurring filter. Image blur is general
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artifacts, and it is hard to avoid. Image enhancement or deblurring is necessary to
reduce blur amount from the image. Image deblurring is a process used to reduce
the blur quantity in a blurred image and make the degraded image into a sharpened
and clear image. When deblurring images, the cause of blurring is very important
to increase the effect of the deblurring to get good result. Image deblurring can be
done by inverse of blur filter. The first visual example in the Fig. 2.2 presents the
usefulness of image deblurring, applying the non-linear transformation technique
(Kramer and Bruckner [1975]). The second example for image enhancement using

(a) Original image (256×256) (b) Deblurred image

Figure 2.2: Image deblurring example Kramer and Bruckner [1975].

the Min-Max non-linear operator (Werman and Peleg [1985]) is illustrated in the Fig.
2.3. For quick visual understanding of how the image is enhanced, the 1-D signal by
highlighting with green line is illustrated, which show both the signal in the original
image and then in the enhanced image.

• Feature detection and description: The third example of needs of image process-
ing for computer vision is obtaining and detecting the features of an image. This
process is essentially necessary for the measurement of objects in an image, ob-
ject detection, object recognition, tracking, calibration, stereo vision, homographic
adaptation, image registration, etc. Edge and contour detection algorithms with
their tied gradient information are the first step in edge enhancement and object
detection (Komorkiewicz et al. [2012]; Leng et al. [2019]; Tuytelaars and Mikolajczyk
[2008]).

In the Fig. 2.4 the application of image processing in the feature detection and de-
scription is demonstrated. For the Fig.2.4 (a) this contour and corner feature can
be used for the autonomous navigation, and likewise, in the Fig. 2.4 (b) detected
contour and corner describe a house object.

Few common techniques frequently called and used in this manuscript, such as, seg-
mentation, non-maximum suppression and thresholding is briefly introduced subsequently:

• Image Segmentation: Image segmentation as its name signifies is segmenting and
subdividing an image into its separate parts or extracting and isolating certain part-
s/aspects of an image. For example, finding contours, edges, lines, or particular
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(a) Initial image (b) Denoised image by Min-Max filter
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(c) Original signal (green highlighted line in (a)) (d) Denoised signal (green highlighted line in (b))

Figure 2.3: Example of Min-Max non-linear filtering operation (Werman and Peleg [1985]).

(a) Contour and corner of the road image (b) Contour and corner of the house image (c) Contour and corner of the blocks image

Figure 2.4: Example of feature detection (contour and corner) using Prewitt [1970] and Beaudet
[1978] techniques for edge and corner detection, respectively.

shapes (circles, ellipses, etc.) or in an aerial/satellite images (identifying cars, trees,
buildings, or roads, etc.). Low-level image segmentation applied in binary images
is usually meant to detect edges, lines, ridges/valleys, crest lines, and corners or
junctions. High-level image segmentation is useful for image analysis aiming to
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recognize objects in a scene, giving the sense of sight to a robot, but also in many
industrial applications in order to automate the control and inspection of produc-
tion in detecting imperfect, defective and malformed products in the chain.

• Thresholding: Usually, a thresholding operation in image segmentation consists in
obtaining a binary image from a gray-level image. Mainly, thresholding is the pro-
cess of separating the background from the region of interest, by setting the mini-
mum and/or maximum as a signal intensity threshold. There are some commonly
used thresholding methods and in particular single thresholding, Otsu-thresholding,
and hysteresis thresholding which is used by famous Canny edge detection method
(see section 2.2.2). Simple thresholding produces an image in which all values be-
low a given threshold have been put to zero and values greater than or equal to
the threshold get set to one. Otsu-thresholding is determined by minimizing intra-
class intensity variance, or equivalently, by maximizing inter-class variance by read-
ing through the image histogram. In this technique, the threshold value is found
where the weighted variance between the foreground and background pixels is the
minimum by iterating through all the possible values of threshold and measure the
spread of background and foreground pixels (Otsu [1979]). The Fig. 2.5 illustrates
the Otsu-thresholding applied on the gray-level image, and the red highlighted in
the histogram shows the Otsu threshold. Thresholding by hysteresis, which repre-
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(a) Original Image (b) Histogram of the thresholded image (c) Otsu-thresholding result

Figure 2.5: Otsu-thresholding operation and its histogram (the red highlighted in the histogram
presents Otsu threshold) (Otsu [1979])

sents the most common thresholding method, often used for contour detection. In
hysteresis thresholding method, two thresholds; low and high are used. The high
threshold is used to select the reliable contour and the low threshold is used to se-
lect the continuous contour. For standard way of thresholding for segmentation
purposes, it is critically important to be objective (applying the same algorithm to
all the images in the experiments), consider reliability (check with many images
when selecting the algorithm), and finally reproducibility (documenting and vali-
dating the algorithm as a standard work flow) (Glasbey [1993]).

• Non-Maximum Suppression "NMS": Non-local maximum suppression in image
segmentation process is a contour (edge, line, junctions, etc.) or interest point thin-
ning technique. The NMS algorithm check if it is a local maximum in its neighbor-
hood. Regarding contour extraction, a local maximum is retained as an edge pixel
in the direction of gradient. NMS outputs a more accurate representation of real
edges in an image. Some edges are more bright than others. The brighter ones can
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be considered as strong edges, but the lighter one can actually be edges, or they can
be because of noise. For corner detection, extracted keypoints correspond to pixels
that are a maximum in a neighborhood of a radius pixel or in a rectangular/square
grid.

For the analysis of image’s different contour types such as edge, ridge/valley, corner,
it is essential to differentiate the various contour models of an image. Therefore, in the
subsequent part, the image contour models are introduced briefly.

2.1.1 Image contour models

Generally, the contours of an image mean the transition of intensity signals (i.g. in binary
image it means from black to white or vise versa). Bright intensity shows strong and rapid
variations in the function of light intensity, for which the derivative operations can easily
detect these transitions.

Nevertheless, the noises also correspond to small, rapid fluctuations of these signals,
especially strong noise. This noise causes problems as soon as a derivative filtering is
applied. Actually, the derivative operation amplifies the variations of the light intensity
signal at the edges but also amplifies these small fluctuations.

To obtain usable result, it is necessary to take this noise into account. Contour detec-
tion usually rely on derivative operation but also on filtering and regularization methods
as pre-processing stage, allowing to eliminate these small fluctuations while preserving
as much as possible the important structures of the image.

Basically digital image consist of different contour types and models including: step-
edge, line (ridges/valleys), crest line, ramp, etc. In the Fig. 2.6 the original image, its
different contour models/profile in image surface in 3D and its segmented contour types
are highlighted.

Fig. 2.7 further presents the different contour basic profile, such as mainly the most
common types including: step edge, ramp edge, roof edge or crest line, and ridge/valley.
It is mainly on these 1D and 2D contour models, on which much of the contour detection
work is based.

(a) Original Image (b) Contour in Image Surface (3D) (c) Different contours highlighted

Figure 2.6: Contour models, which different contours segmented and highlighted: the green high-
lighted are step edges, the red highlighted are the line/ride/crest lines/roof edges, and finally the
blue highlighted are the valleys.

To clarify a bit, the difference between contour and edge detection; edge detection just
gives points where image intensity changes drastically. It may or may not form a closed
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Figure 2.7: Different contour profile. a) Step edge. b) Ramp edge, c) Roof edge - crest lines. d) Peak
edge - ridges/valleys (Magnier [2011])

shape. Contour is the edge closing an object. So you can think as higher level of edge
detection (Papari and Petkov [2011]). So if an edge define an object, it becomes a contour.

2.1.2 Image filtering

In image processing, a filter is usually used to smooth or sharpen an image, to extract
some structures underlying the image via suppressing certain pixel values. Filtering an
image is a low-level process where it can notably be implemented in: linear, non-linear,
isotropic, anisotropic or recursive methods. It is useful either to get better information
(e.g., enhancing contrast, removing noise, etc.) or to transforming an image to make it
suitable for further processing.

This is to note that the term filter, mask, kernel and convolution/correlation matrix
are generally used synonymously, but sometimes maybe used in a context to emphasize
a certain meaning.

Filtering is an operation that takes an image as input and produces a new image as
output with changing certain pixel values such as coefficient values of kernel, either nor-
mally or giving weights to central coefficient (weighted kernels). There is no solid defini-
tion of best filter, which filter needed or is defined as best mostly depends on the context
and application.

Mathematically, filtering is a neighborhood operation, in which the value of any given
pixel in the output image is determined by applying some algorithm to the values of the
pixels in the neighborhood of the corresponding input pixel. For linear filtering, the out-
put of the filter is the linear combination of the neighborhood pixels. A pixel’s neighbor-
hood is some set of pixels, defined by their locations relative to that pixel.

There are many commonly used filter in image processing such as mean filter or box
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Figure 2.8: 1D Signal (Magnier [2011]): low-pass vs high-pass filtering: a) Original signal, b)
Smoothing (low-pass), c) 1st derivative (high-pass), d) Absolute value of (c), e) 2nd derivative
(high-pass) examples

filter, Gaussian filter called as low-pass filter, high-pass filter such as derivative filter, Lapla-
cian, etc. As a simple example, the mean filter contains the same coefficients values for
the filter; it replaces each pixel with an average of its neighborhood and consequently
achieve smoothing effect by removing sharp details/features.

In the Fig. 2.8, the original 1D signal, low-pass, high-pass (first order) and high-pass
(second order) signal filtering is illustrated orderly. In the illustration, the low-pass filter
smoothed the original ramp signal. Regarding the first order operation (high-pass), the
peak/maximum value determines the intensity change (i.g., representing the contour of
type edge), while for the second order derivatives (high-pass) the contour of type’s edge
(step edge) is determined by zero crossing.

There are linear filtering and non-linear filtering methods. Linear filtering occurs
when the operation performed on each pixel is a simple mathematical operation, in which
the result is the output of the linear combination of the input’s neighboring pixels. Mean
filter is a typical example of linear filtering. For example, if we are multiplying the intensity
of each pixel by 2, then the entire image gets intensified by a factor of two, which means
we have effectively multiplied the image matrix by 2. On the other hand, in a non-linear
operation such as median filter, the overall effect on the image cannot be predicted just by
the operation performed on each pixel. For example, squaring each pixel is not the same
as squaring the image matrix.

2.1.2.1 Linear filtering

Linear filtering is the process of filtering with properties of linearities such as following the
laws of associativity, shift-invariance, commutativity and distributive property. Linear fil-
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tering of images is implemented through two-dimensional convolution or correlation in
case of symmetric filter/kernel, such as isotropic Gaussian kernel. In convolution, the
value of an output pixel is computed by multiplying elements of two matrices and sum-
ming the results. Correlation is similar to convolution, with the only difference being that
the kernel is flipped 180 degrees before the process. One of these matrices represents the
image itself, while the other matrix is the filter.

In the continuous case, the convolution of two functions in 1D is defined as the fol-
lowing Eq. 2.4 :

h(x) = I(x)∗ g (x) =
∫ ∞

−∞
I(t ) · g (x − t )d t , (2.4)

where the f (x) and g (x) can denote image and kernel, the kernel size in 1D, and an inte-
gration variable t . One of the two functions is returned (t →−t for example I(t ) → I(−t )),
then its origin is shifted by x, we obtain the function I(x− t ). Finally, the two functions are
multiplied together point by point, the convolution of the two functions is obtained by
integration according to the variable t in the interval [−∞, ∞]. Then, the function h(x)
of the variable x is obtained.

Likewise, in the discrete case, the convolution is now written with discrete sums, such
as Eq. 2.4:

h(x) = I(x)∗ g (x) =
∞∑

l=−∞
I(l ) · g (n − l ). (2.5)

The convolution is a linear operation, having the commutative, associative and distribu-
tive properties. Convolution in 2D, in the case of images, the luminous intensity function
is written I(x, y), it is a 2D function, and each pixel (x, y) corresponds to its luminous in-
tensity. In this 2D case, the convolution of two functions will be written in the continuous
case as Eq. 2.6, where l and m denoting the kernel dimension.

h(x, y) = I(x, y)∗ g (x, y) =
∫ ∞

−∞

∫ ∞

−∞
I(l ,m) · g (x − l , y −m)dl dm. (2.6)

The application difference between cross-correlation and convolution is that normally
the correlation is used for similarity measurement and matching purposes, whilst the
convolution operation is used for filtering. That is why the above notation of I(x, y) is
called filter based on the objective of operation. In the discrete case of the convolution
of an image with a filter, as for the one-dimensional case, the continuous integrals are
replaced by discrete sums, such as Eq. 2.7:

h(i , j ) = I(i , j )∗ g (i , j ) =
∞∑

l=−∞

∞∑
l=−∞

I(l ,m) · g (i − l , j −m). (2.7)

For the illustration of the convolution, the derivation filter [−1 0 1]on the light intensity
profiles in Fig. 2.9 is applied, each significant peak marks an image contour. An example
of a noisy image and intensity profile of the green highlighted line is given in Fig. 2.10
(a) and (b). Finally, the light intensity profile of the derived image at the highlighted line
is shown in Fig. 2.10 (c). It appears clearly on this example that the noise this time is
preponderant, and that the filter presented above will not allow extracting contours in
this image.

The noise is visibly greater than on the initial profiles. Under certain conditions, this
noise can become greater than the peaks of the contours we want to detect, for example,
a blurred contour, whose slope is weak, can present a weaker signature than the noise.
A variation in lighting may cause a reduction in the contrast between the "white" and
"black" zones, from where the obtaining of weaker peaks, therefore possibly lower than
the peaks due to the noise.
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(a) Original image with red highlighted line (b) Intensity image of original image
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(c) Pixel values of highlighted line 145 in (a) (d) Intensity pixels of highlighted line 145 in (b)

Figure 2.9: Discrete derivative of the luminous intensity function, and comparing the normal pixel
values of a randomly chosen line and its intensity values derived from the derivative along the x-
axis.

2.1.2.2 Non-linear filtering

Besides the convolution methods, there are many other filtering approaches to imple-
ment through sliding neighborhoods. Many of these techniques are non-linear in nature.
For example, the sliding neighborhood operations can be applied in which the value of
an output pixel is equal to the standard deviation of the values of the pixels in the input
pixel’s neighborhood.

The well-known median filter as a non-linear filter can also be used for smoothing
and noise suppression purposes in the digital image. Median filter basically replaces each
pixel by the median of its neighboring pixels. As a result, it removes some spikes intro-
duced by noise, such as, impulse or salt and pepper noise. By applying the median filter,
the stand-alone noise pixels with extreme intensities like black and white will be removed.
The second advantage of median filter is that it does not introduce new pixel values since
it only re-use existing pixel values from the window.

Further, unlike other averaging filters, such as mean and Gaussian, it removes noise
while keeping the contour or edge information. Therefore, the median filter which is a
non-linear filter can’t be implemented via convolution process (which is a linear opera-
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(a) Image acquired in very low light (b) luminous intensity profile
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(c) Highlighted line pixel intensity of (a) (d) Highlighted line pixel values of (b)

Figure 2.10: Example of noisy image demonstrating the sensitivity of derivative with noise signals

tion).
We can observe in the Fig. 2.11 that when the noise level is too high, although the

amount of noise pixel decreases with increasing Gaussian filter size, they still exist in the
image. Median filter, on the other hand, already remove most noise pixels with 3 x 3 filter
size. By applying larger filter size, median filter further exclude noise pixels, but it also
diminishes a lot of image information, details and structure.

(a) Original Image (b) Image with salt and pepper noise (c) Image after median filter is applied

Figure 2.11: Example of median filter on the image with impulse or salt and pepper noise.
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2.1.3 Smoothing and regularization

Each type of noise in the image has specific properties, so it is interesting to look locally
at the signal (in a given support) to try to reduce it by taking local averages of the image
signal. Image filtering complexity increases with the square of the size of the mask. Unfor-
tunately, if the size of the mask increases, the number of operations to perform per pixel
becomes quickly prohibitive.

For example, a mask of size 25×25 will cost 625 operations per pixel. In order to rem-
edy this problem, we can explore the mathematical properties of filters to find ways to
reduce this complexity. There are many mean regularization filters in particular: Gaus-
sian filter, Deriche filter, Shen filter, etc.

Some filters can be written as the product of two one dimensional (1D) filters, one in
X and the other in Y. The product of convolution can then be implemented by a sequence
of two 1D convolutions. To return to the example of the average filter, this filter can be
mathematically written as the product of two functions.

At first, we will not take into account the normalization coefficient of the filter. 2D
convolution becomes separable and can be written as two successive 1D convolutions in
X then Y (or vice versa). Now concerning the algorithmic complexity; in 2D the complexity
is N×M, while in separable 2D, the complexity decreases as N+M .

In the case of separability of the filter, it needs to be decomposed into two 1D filters of
size N for the filter in X and of size M for the Y filter. The second way for faster implemen-
tation of convolution is to implement it via the recursive way.

In recursive implementation of a filter, the algorithmic complexity decreases with the
total cost of four operations per pixel. First, the filter is applied in the horizontal direction/
x-axis of the input image with the cost of two operation per pixel, for which a temporary
image is obtained. Then, the filter is implemented to the vertical direction/ y-axis to the
temporary image previously obtained, with a cost of two operations per pixel, and finally
the desired filtered image is obtained.

A low-pass filter (in the context of image in frequency domain) is the basis for most
smoothing methods. An image is smoothed by decreasing the disparity between pixel
values by averaging nearby pixels. Using a low-pass filter tends to retain the low frequency
information within an image while reducing the high frequency information. An example
of a low-pass filter is an array of ones divided by the number of elements within the kernel.

In the following parts, the usual low-pass/smoothing filters are introduced with demon-
stration, which first the mean filtering as an intuitive example is introduced.

2.1.3.1 Mean filtering

Mean filtering is a simple, intuitive and easy to implement method of smoothing images,
i.e., reducing the amount of intensity variation between one pixel and the next. It is often
used to reduce noise in images.

The idea of mean filtering is simply to replace each pixel value in an image with the
mean (average) value of its neighbors, including itself. This has the effect of eliminating
pixel values which are unrepresentative of their surroundings. Mean filtering is usually
thought of as a convolution filter. Like other convolutions, it is based around a kernel,
which represents the shape and size of the neighborhood to be sampled when calculating
the mean. Often a 3×3 square kernel is used, although larger kernels (e.g., 5×5 squares)
can be used for more severe smoothing.

Note that a small kernel can be applied more than once in order to produce a similar
but not identical effect as a single pass with a large kernel.
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The average/mean/box filter smooth images by reducing the variation of intensities
between the neighboring pixels. In Eq. 2.8, the f (x, y) formulates the 3×3 mean kernel,
and the Eq. 2.12 demonstrate the mean filtering result, showing the smoothing effects of
small vs larger filter size.

f (x, y) = 1/9

1 1 1
1 1 1
1 1 1

 (2.8)

(a) Original Image (b) Mean filtering of filter size (3×3) (c)Mean filtering of filter size (7×7)

Figure 2.12: Example of mean filtering result with different filter size

The major problem of applying the box filter or mean/average filter is that it introduce
the ringing artifacts, losing large portion of fine image detail. Mean that a single outlier or
outstanding value can significantly affect the average of all the pixel values in the neigh-
borhood. So, it can blur the contour such as edge, line and corner.

Therefore, to keep the property of smoothing in order to remove noises in images,
another optimal alternative is to use weighted mean such as Gaussian smoothing filter.

2.1.3.2 Gaussian filtering

The Gaussian smoothing filter as a low-pass filter is a 2D convolution operator that is used
to smooth images and remove detail and noise. Gaussian filter is a useful filter which has
the following interesting properties:

• Steerability: or orientability; as a Gaussian filter is basically symmetric, it is efficient
when the filter is oriented/steered in different direction when applied.

• Separability: Gaussian filter can be applied in a computationally efficient way:
meaning that larger filters (e.g. 2D) can be decomposed into smaller 1D filter in
order to obtain speed efficiency while implementation.

• Recursive implementation: Gaussian filter can also be applied recursively with
some approximation methods, such as, Deriche approximation. As mathematically
there is no Z-transform of Gaussian, it can’t be directly implemented in recursive
way.

• Scale parameter: the degree of smoothing is controlled and determined by the
given standard deviation in the Gaussian formula, usually denoted σ.
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• Low-pass filter: Gaussian as a low-pass filter is very effective for filtering the high
frequency components of the signals/images, usually modeled as Gaussian noise.

• Gaussian Pyramid: Essential when down-sampling images, particularly for the scale
space analysis and solutions of images.

• Fourier’s decomposability: The Fourier transform of a Gaussian is also Gaussian,
which is an interesting property for studying the Gaussian in frequency domain. In
contrast, the Fourier of mean filter/box filter is not the same. In time domain it is
square, while in frequency domain it is more sinusoidal shape. Therefore, we can
do multiplication which is much faster than convolution, because the convolution
in time domain correspond to product or multiplication in the frequency domain.

Mainly, most of the noises in image processing appear as Gaussian noise, so using the
Gaussian smoothing filter is one of the optimal solution to remove or reduce noises and
artifacts. By analyzing the types of observed noise (e.g., Gaussian noise in frequency do-
main seems as high frequency components), we can apply the Gaussian filter to suppress
those high frequency component and also control the level of removal by the standard
deviation σ parameter.

Though, Gaussian filter is roughly similar to the mean filter (weighted mean specially),
but it uses a different kernel that represents the shape of a Gaussian (bell-shaped, see Fig.
2.13). Therefore, the Gaussian filter is an optimal filter comparing the mean filter, because
with the Gaussian filter the level of smoothing and regularization can be more precisely
controlled via the given σ parameter.

Gaussian smoothing is also used as a pre-processing stage in computer vision algo-
rithms in order to enhance image structures at different scale. The Gaussian distribution
in 1D and 2D continuous domain is formulated as Eq. 2.9, and Eq. 2.10:

G(x) = 1

σ
p

2π
e− x2

2σ2 (2.9)

In 2D, an isotropic (i.e. circularly symmetric) Gaussian has the form:

G(x, y) = 1

2πσ2
e− x2+y2

2σ2 (2.10)

where σ is the standard deviation of the distribution. We also assumed that the distribu-
tion has a mean of zero (i.e., it is centered on the line x=0). The distribution is illustrated
in Fig. 2.13
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(a) 1D Gaussian distribution, σ= 2.8 (b) 2D Gaussian (isotropic property) (c) 3D Gaussian/ surface

Figure 2.13: Gaussian Kernel: a) 1D Gaussian distribution, b) 2D Gaussian (isotropic property)
with zero mean, c) 3D Gaussian /surface

2.2 Edge detection based on first order derivatives

In image processing, roughly, edge detection as a fundamental tool is to find and char-
acterize the boundaries of objects within an image, which has many applications includ-
ing: detecting junctions, corners, segmenting the image, detecting shapes, analyzing the
scene, etc. As presented in Fig. 2 of James [2016], the problem of edge detection is still
one of the state-of-the-art research subject with the scope to optimize the precision and
efficiency (Ziou and Tabbone [1998]). Edge detection in image processing means to find
discontinuities or sharp changes in image brightness; and in 1D signals is known as step
detection, as previously shown in Fig. 2.7.

The aim of identifying these discontinuities or abrupt changes in pixel intensities is to
extract and interpret important information, such as, discontinuities in surface orienta-
tion, discontinuities in depth, etc.

2.2.1 Edge detection basic filters

Edge is where the intensity is not continuous and is the maxima of the derivative. Gradient
is equal to the square root of image derivative in both x and y direction. The magnitude
of the gradient shows the strength of the edge (how quickly the intensity is changing),
while the gradient direction shows the direction in which the image intensity is changing.
Because the derivative operators are sensitive to noise, it is essential to eliminate first the
high frequency or do edge labeling by increasing the signal-to-noise ratio (SNR) via the
smoothing operators.

To obtain a smoothed image, as mentioned in the previous sections, there are mean
smoothing (easy and uniform filtering), Gaussian smoothing (weighted averaging), expo-
nential filtering operators, etc. There could be many methods to implement the derivative
operators; simple methods based on the use of convolution masks approximating the op-
erator gradient by finite differences, and more sophisticated methods based on optimal
approaches with search for an ideal contour model.

In all cases, the filtered images are computed by convolution of the input image with
directional masks approximating the derivative operators. Hence, in a two-dimensional
framework, it is needed to estimate derivatives in two different direction, i.e. in general
the directions of the axes of the image X and Y. One finds in the bibliography (Roberts
[1965]; Sobel and Feldman [1968]; Prewitt [1970], etc.), many different approximations of

the partial derivatives ∂ f
∂x and ∂ f

∂y .
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2.2.1.1 Sobel and Prewitt filters

Sobel and Feldman [1968] calculate the approximate opposite of the gradient of the image
intensity function. It uses convolution kernels of dimensions, usually 3×3 for the purpose
of getting the gradient at each point. The gradients in the direction of each axis are used
for determining whether the pixel is part of an edge or not. Prewitt [1970] and Sobel and
Feldman [1968] proposed 3×3 masks along the X and Y axes to estimate the gradient ∇I in
an image:

∇I =
[
∂I
∂x
∂I
∂y

]
=

[
Ix

Iy

]
The orientation of the gradient with respect to the X axis is given by: θI = arctan

(
Iy

Ix

)
. To

do so, they proposed two masks H1 and H2 computed the horizontal and vertical image
derivatives respectively:

H1 =
1 0 −1

c 0 −c
1 0 −1

 , H2 =
−1 −c −1

0 0 0
1 c 1


, with c = 1 for Prewitt and c = 2 for Sobel. Here, for example, H11 can be decomposed
into a gradient operator in X and a smoothing operator in Y is:

D1x = [
1 0 −1

]
, S1y =

1
0
1


So, H1 = D1X ·S1Y. Denoting D as derivative operation and S as smoothing operation, we
can decompose H2 similarly into a smoothing mask in X and a differentiation mask in Y,
as I1 = H1 ∗ S and I2 = H2 ∗D. The enhanced image will be obtained by calculating the

norm of the gradient, by example: |∇I| =
√

I2
x + I2

y , and the image of the orientations of the

gradient will be calculated by:

Θ= arctan

(
I2

I1

)
The Fig. 2.14 illustrates the image gradient and gradient direction. These methods used

(a) Initial image (b) Image gradient (c) Gradient direction/angle

Figure 2.14: Example of Image gradient and its direction

with the suppression of non-local maxima according to the direction of the gradient, and
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(a) Initial image (b) Image isophotes and gradient direction

Figure 2.15: Image gradient and isophotes direction highlighted in red and blue respectively.

with hysteresis thresholding, give quite good results (when the noise is low) with low al-
gorithmic complexity. Note that it is also possible to implement these filters in recursive
form. Other methods proposed by Kirsch [1971] consist in filtering the image with 8 di-
rectional masks, and then obtaining the gradient and orientation of the contour as the
following formulation (see the Kirsch [1971] for the details of the given equation).

G(i , j ) = max
k=1,8

(Ik (i , j ))

2.2.2 Edge detection based on optimal filtering

The problem with normal/basic derivative filter or filtering by only taking the difference
of two subsequent pixels are that, they are too sensitive to noise, too many contours are
detected and likewise they are sensitive to horizontal and vertical edges than the others,
in spite of the advantage of speed performance and easiness. In the context of optimal
filtering, the framework of separable filters or one-dimensional filtering is considered.
Canny [1983] proposed an optimal filter for the detection of an ideal contour embedded
in white Gaussian noise. The proposed filter is optimal in localization and maximizes the
signal-to-noise ratio. For Canny, an ideal contour is represented by a Heaviside function,
as Eq. 2.11.

H(t ) =
{

0 if t < 0

1 if t ≥ 0
(2.11)

An image containing a contour at x = 0 can therefore be modeled by Eq. 2.12:

x(t ) = AH(t )+n(t ) (2.12)

where A represents the amplitude of the jump and n(t ) a Gaussian white noise of variance
σ2 = E(n2(t )). Canny assumes that the ideal filter sought is linear and antisymmetric like
a gradient operator. The sharpened image will be calculated by Eq. 2.13

y(t ) =
∫ ∞

−∞
x(t ′)C(t − t ′)d t ′ = (2.13)

The accentuator C(t ) is chosen to maximize the signal-to-noise ratio of the filtered im-
age at the edge point. The optimal edge detection general structure from input image,
derivative operation in both X and Y direction, gradient, gradient direction, NMS and fi-
nal thresholding is presented in Fig. 2.16
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Figure 2.16: Edge Detection Overview

2.2.2.1 Canny optimal filtering

Canny’s aim was to discover the optimal edge detection algorithm (Canny [1983]). In this
situation, an ’optimal’ edge detector means that it marks as many real edges as possi-
ble, that the marked ones are as close as possible to the real edges, and noise effects are
avoided also as much as possible. To do so, Canny’s algorithm uses the calculus of varia-
tions, which is a technique that finds the function which optimizes a given functional. The
optimal function in Canny’s detector is described by the sum of four exponential terms,
but it can be approximated by the first derivative of a Gaussian.

To reduce noise, it uses a filter based on the first derivative of a Gaussian, giving as
a result a slightly blurred version of the original image, not affected by a possible single
noisy pixel. Since an edge may point out in a variety of directions, the Canny algorithm
uses four filters to detect horizontal, vertical and diagonal edges in the blurred image. The
edge detection operator returns a value for the first derivative in the horizontal and verti-
cal directions. From this, the edge gradient and direction can be determined as presented
in Fig.2.17.

Later, from a stage referred to as non-maximum suppression, a set of edge points, in
the form of a binary image, is obtained. These are sometimes referred to as "thin edges".
Then, after thresholding is complete (using also a hysteresis process), a binary image is
obtained where each pixel is marked as either an edge pixel or a non-edge pixel, presented
in Fig. 2.18.

This is one of the most efficient and successful edge detection methods. It utilizes a
multi-stage algorithm, operating on the gray-scale version of the image under considera-
tion.

The algorithm involves computations of the rate of change of pixel values in any par-
ticular direction. If the change is very high, then, similar to the basic algorithm we dis-
cussed before, the pixel is expected to be part of an edge. The algorithm also checks
whether the gradient is a local maxima at that point, which helps it to be more precise.
The thresholds of this edge detector are also very important. The upper threshold speci-
fies the value above which a gradient would definitely be considered part of an edge. As
for the lower threshold, gradients below it are to be discarded entirely, while values in be-
tween the two are to be investigated for possible edge linking, i.e., if nearby pixels happen
to be part of an edge or not, and if they fulfill other criteria, which in the Fig. 2.19 the effi-
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(a) Initial image (b) Derivative in X direction (c) Derivative in Y direction

(d) Gradient (e) Gradient direction (f) Gradient direction highlighted

Figure 2.17: Example of Canny edge detection approach involving gradient norm and gradient
direction.

ciency of canny edge detection via Gaussian smoothing is self explained. To summarize,
Canny characterized the quality of good edge detection as:

• Good detection: means the detector must minimize the false positive and false neg-
ative.

• Good localization: the detected edges must be close to the true edges (compared
against ground truth)

• Single response: the detector must have one response for each edge point.

As explained previously in detail the main challenge of edge detection with derivative op-
erator is the noise, where the derivative operator amplifies the noise and the noise should
be suppressed to have optimal result as illustrated in Fig. 2.20

2.2.2.2 Deriche optimal filtering

The Deriche filter is basically a low-pass/smoothing filter which was designed to opti-
mally detect, along with a derivative operator, the contours in an image (Canny criteria
optimization) Deriche [1987]. Besides, as this filter is very similar to a Gaussian filter, but
much simpler to implement (based on simple first order Infinite Impulse Response (IIR)
filters), it is also used for general image filtering.

Deriche method is a multistep algorithm used to obtain an optimal result of edge
detection in a discrete 2D image. Consequently, this algorithm is the combination of
Canny’s optimal edge detection criteria and his (Deriche) criteria for optimal edge de-
tection, which follows:
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(a) Initial image (b) Gaussian smoothed (c) Gradient norm

(d) Gradient direction (e) Non-Maximum Suppression(NMS) (f) Thresholded

Figure 2.18: Example of Canny edge detection implementation and result

• Detection quality - all existing edges should be marked, and no false detection should
occur.

• Accuracy - the marked edges should be as close to the edges in the real image as
possible.

• Unambiguity - a given edge in the image should only be marked once. No multiple
responses to one edge in the real image should occur.

Deriche edge detector, like Canny edge detector, also includes the smoothing, magnitude
with gradient direction, NMS and hysteresis thresholding. The difference between the
Canny and Deriche approach in the edge detection is the first two steps, in which the
Deriche edge detector uses the IIR filter. After conditional limits, the derivative operator
in 1D is given by Eq. 2.14:

D(x) = x ·e−α·|x|, (2.14)

whereas the low-pass filter in 1D is computed by Eq. 2.15:

S(x) = (α · |x|+1) ·e−α·|x|. (2.15)

The filter optimizes the Canny criteria. The advantage of this filter is that it can be adapted
to the characteristics of the processed image using only one parameter. If the value of α
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(a) Original noisy image (b) Gaussian smoothed image (c) Canny Extracted edges

(d) Intensity pixels on red highlighted in (a) (e) Intensity pixels on red highlighted in (b)

Figure 2.19: Example of Canny edge detection efficiency on noisy images. For direct understand-
ing, the derivative of red highlighted lines with no smoothing and also with Gaussian smoothing
is plotted

Figure 2.20: Contour with noises Magnier [2011]: a) step edge, b) ramp edge, c) ridge or crest line,
d) line

is small (usually between 0.25 and 0.5), it results in better detection. On the other hand,
better localization is achieved when the parameter has a higher value (around 2 or 3).
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For most of the normal cases’ a parameter value of around 1 is recommended. Using the
IIR filter makes sense, especially in cases where the processed image is noisy or a large
amount of smoothing is required (which leads to large convolution kernel for FIR filter).
In these cases, the Deriche detector has considerable advantage over the Canny detector,
because it is able to process images in a short constant time independent of the desired
amount of smoothing.

The implementation result of the Deriche optimal filtering with gradient extraction is
presented in the Fig. 2.21. The NMS and thresholding can follow the same as canny edge
detection to obtain thin edges.

(a) Original image (b) derivative in X (c) derivative in Y

(d) Gradient (e) angle of gradient

Figure 2.21: Deriche gradient : (a) initial image (b) derivative in X, (c) derivative in Y, (d) Gradient,
(e) angle of gradient ( α= 1.0 ).

2.2.3 Recursive implementation

Those filters which can be transformed to Z-transform can be implemented in recursive
way. The example of filters which can be implemented recursively are: Shen-Castan, De-
riche, Gaussian, etc. The recursive implementation of mean filter takes O(2) operation
per pixel. Gaussian can’t be implemented in recursive way, because we don’t have its so-
lution in Z-transform. However, there are may approximation via other techniques (e.g.,
Deriche [1992], Ziou [2000], Van Vliet et al. [1998], Getreuer [2013]) which the algorithm
complexity is O(3).

2.3 Edge detection based on second order derivatives

Another large class of edge detection methods use contour operators based on 2nd-order
differentiation operators. In the case of first derivatives (gradient method) it is to detect
directional local maxima. In the case of edge detection methods based on the second
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derivatives, it is necessary to detect zero crossings of the directional second order deriva-
tive.

Let Ix and Iy be the first derivatives of the image in the x and y directions. Let Ixx

and Iy y denote the second derivatives of the image in the x and y directions and Ix y the
cross directional second derivative. Let us also denote η the direction of the gradient and
ζ the direction of the tangent to the contour. Then the directional second derivative in the
direction of the gradient (η) is written as Eq. 2.16:

Iηη =
I2

xIxx −2IxIy Ix y + I2
y Iy y

I2
x + I2

y
. (2.16)

and the directional second derivative in the direction of the tangent (ζ) is written as Eq.
2.17:

Iζζ =
I2

y Ixx −2IxIy Ix y + I2
xIy y

I2
x + I2

y
. (2.17)

To perform second-order edge detection, it is necessary to detect the zero crossings of
the image Iηη. This type of approach poses a problem of complexity as it is necessary to
calculate on the one hand the 5 derivatives: Ix , Iy , Ixx , Iy y and Ix y , but also the gradient
image of the denominator, etc. In most works found in the bibliography, it is preferred to
use the simpler Laplacian operator, which is the sum of the two operators Iζζ and Iηη as
Eq. 2.18.

∆I = Iζζ+ Iηη = Ixx + Iy y . (2.18)

As each of the operators Iζζ and Iηη are Euclidean invariants (ζ and η are the directions
of a local frame related to the image signal) then: ∆I is also Euclidean invariant. ∆I is
therefore an isotropic operator, allowing to detect contours in all orientation. Indeed, Iζζ
being related to the curvature of the isophotes, when the contour is straight or slightly
curved, Iζζ is zero and the Laplacian reduces to the directional second derivative.

On the other hand, the detection of contours can be disturbed at the level of the cor-
ners of the objects. Iζζ represents the curvature of the isophotes multiplied by the norm of
the gradient. This term is therefore important. When both the curvature of the isophotes
and the gradient are strong. This is the case at the corners of objects. This operator is
known as the Kitchen and Rosenfeld [1982] operator, which is one of the first referenced
operators used for corner detection.

2.3.1 Discretization of second order operator

The Laplacian is a 2D isotropic measure of the second spatial derivative of an image. The
Laplacian of an image highlights regions of rapid intensity change and is therefore often
used for edge and line detection. The Laplacian is often applied to an image that has first
been smoothed with something approximating a Gaussian smoothing filter in order to
reduce its sensitivity to noise, and hence the two variants will be described together here.
The operator normally takes a single gray-level image as input and produces another gray-
level image as output.

The Laplacian L(x, y) of an image with pixel intensity values I(x, y) is obtained by the
Laplacian Eq. 2.19, and the implementation can be obtained by convolution operation:

L(x, y) = σ2I

σx2
+ σ2I

σy2
(2.19)
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Since the input image is represented as a set of discrete pixels, we have to find a discrete
convolution kernel that can approximate the second derivatives in the definition of the
Laplacian. In the discrete case, the operator σ2I,σx2 is discretized as Eq. 2.20:

σ2
x f =σxσx f = f (i +1, j )−2 f (i , j )+ f (i −1, j ) (2.20)

Which the σx represents the finite difference operator. This operation can therefore be
performed by convolving the input signal with the mask: [1 − 2 1] The Laplacian in
two dimensions will therefore be represented by the masks, which are two commonly
used discrete approximations to the Laplacian filter. Note, here the Laplacian is defined
using a negative peak because this is more common; however, it is equally valid to use the
opposite sign convention, as in Eq. 2.21.

∆=
 0 0 0

1 −2 1
0 0 0

+
 0 1 0

0 −2 0
0 1 0

=
 0 1 0

1 −4 1
0 1 0

 (2.21)

There are many variants of Laplacian filters, in general obtained by the difference of two
filters of smoothing of different sizes (see chapter 4 for more details). Here is an example
of using average filters, Eq. 2.22:

1

9

 1 1 1
1 1 1
1 1 1

−
 0 0 0

0 1 0
0 0 0

= 1

9

 1 1 1
1 −8 1
1 1 1

 (2.22)

Smoothing is important, because the more the derivative order increases, the more the
amplification of the noise increases. Therefore, it will be necessary to smooth the image
before implementing the derivative operation. We also have the 3×3 mask Eq. 2.23, which
indeed provides an approximation of the Laplacian, which is not normalized.

∆=
 1 1 1

1 −8 1
1 1 1

 (2.23)

This property is known as double low-pass filtering. It is quite possible to use other av-
erage filters, such as, 5×5, 7×7, etc. An approximation of the second derivative can be
obtained by the difference of two mean filters of different sizes. In practice, this property
is not limited to filters only. Any type of smoothing filter can have this approximation, for
example Deriche filters, Gaussian filters give fairly robust results while giving the obtained
Laplacian a Euclidean invariance.

Marr and Hildreth [1980] which is one of the old technique for detecting edges in dig-
ital images. They considered the edge as continuous curves where there are strong and
rapid variations in image brightness. This method is simple and operates by convolving
the image with the Laplacian of the Gaussian function, or, as a fast approximation, by
difference of Gaussian. Then, zero crossings are detected in the filtered result to obtain
the edge. The Marr-Hildreth operator suffers from two main limitations (Sponton and
Cardelino [2015]). It generates responses that do not correspond to edges, so-called "false
edges", and the localization error may be severe at a curved edge as illustrated in the Fig.
2.22. The algorithm is as following:

• Smooth image by Gaussian: S = Gσ∗ I.

• Apply Laplacian to find 2nd order derivatives: ∇2S = σ2

σX2 S + σ2

σy2 S.
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(a) Original image (b) Laplacian image with σ= 1

(c) Zero crossing with threshold (d) Detected edges as highlighted

Figure 2.22: Marr and Hildreth edge detection: a) Original image, b) Laplacian image with σ = 1,
c) Zero crossing with threshold, d) Detected edges as highlighted

• Obtain the zero crossing as edge. ∇2S =∇2(Gσ∗ I) =∇2Gσ∗ I
Or to explicitly express the Laplacian of Gaussian, such as:

∇2Gσ =− 1p
2πσ3 · (2− x2+y2

σ2 ) ·e− x2+y2

2σ2

The Laplacian method is quite close to that described by Marr-Hildreth, the second deriva-
tive and the Gaussian filtering are performed in a single step. It will therefore be necessary
to "threshold" the zero crossings. For this, we introduce the gradient of the image by mul-
tiplying the zero crossings obtained by the norm of the gradient (for example, the Sobel
gradient).

Regarding the Laplacian of Gaussian (LOG) method, as these kernels are approximat-
ing a second derivative measurement on the image, they are very sensitive to noise. To
counter this, the image is often Gaussian smoothed before applying the Laplacian filter.
This pre-processing step reduces the high frequency noise components prior to the dif-
ferentiation step.

In fact, since the convolution operation is associative, we can convolve the Gaussian
smoothing filter with the Laplacian filter first, and then convolve this hybrid filter with
the image to achieve the required result. Doing things this way has two advantages: First,
since both the Gaussian and the Laplacian kernels are usually much smaller than the im-
age, this method usually requires far fewer arithmetic operations. Second, the LoG kernel
can be precalculated in advance, so only one convolution needs to be performed at run-
time on the image.

Note that as the Gaussian is made increasingly narrow, the LoG kernel becomes the
same as the simple Laplacian kernels. This is because smoothing with a very narrow
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Gaussian (σ < 0.5 pixels) on a discrete grid has no effect. Hence, on a discrete grid, the
simple Laplacian can be seen as a limiting case of the LoG for narrow Gaussian.

Laplacian of Gaussian can also be used for blob detection. Observing the LoG filter
matrix reveals that it is circularly symmetric. Thus, it can be used for blob and ridge de-
tection, see chapter 4. It is to note that the Laplacian gradient responses are thresholded
for blob or spot detection, whereas the Laplacian responses are tested and applied for
zero-crossings (change of sign) as application to edge detection.

2.3.2 Difference of Gaussian (DoG): Experiments

In image processing, difference of Gaussian (DoG) is also used a feature enhancement
algorithm that involves the subtraction of one Gaussian blurred version of an original
image from another, less blurred version of the original. In the simple case of grayscale
images, the blurred images are obtained by convolving the original grayscale images with
Gaussian kernels having differing width (standard deviations).

Blurring an image using a Gaussian kernel suppresses only high-frequency spatial in-
formation. Subtracting one image from the other preserves spatial information that lies
between the range of frequencies that are preserved in the two blurred images. Thus,
the DoG is a spatial band-pass filter that attenuates frequencies in the original grayscale
image that are far from the band center.

A simple example of DOG implementation as approximation of second order filter-
ing or Laplacian is demonstrated in the Fig. 2.23. In the below example, the standard
deviation 1 and 2 are chosen for both Gaussian filters. Meanwhile, the determination of
standard deviation value for both Gaussian filter is application dependent. For wider dif-
ference of standard deviation values such as 0 vs 3 or 5 we can extract texture from the
images. For lower differences such as values of 1 vs 2 we can extract the edges or lines,
through or depending on also the post-processing such as NMS, thresholding, polygo-
nal approximation or morphological processing. In the Fig. 2.23 e) and f) the standard
deviation of 2 vs 3 is chosen.

As a feature enhancement algorithm, the difference of Gaussian can be utilized to in-
crease the visibility of edges and other detail present in a digital image. A wide variety of
alternative edge sharpening filters operate by enhancing high frequency detail, but be-
cause random noise also has a high spatial frequency, many of these sharpening filters
tend to enhance noise, which can be an undesirable artifact. The difference of Gaussian
algorithm removes high frequency detail that often includes random noise, rendering this
approach one of the most suitable for processing images with a high degree of noise. A
major drawback to application of the algorithm is an inherent reduction in overall image
contrast produced by the operation (Canny [1983]).
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(a) Initial image (b) DOG filtered image (c) Histogram of (a) (d) Histogram of (b)

(e) Image, σ= 2 (f) Image, σ= 3 (g) Original image (h) DOG filtered image

Figure 2.23: Example of difference of Gaussian (DOG) result with histogram and differentσ values.
a) Initial image, b) DOG filtered image, c) Histogram of initial image, d) Histogram of DOG filtered
image, e) Image, σ= 2, f) Image, σ= 3, g) Original image, h) Result of DOG

2.4 Contour detection evaluation

All information processing systems, structures, methods and algorithms developed, must
be evaluated before being deployed for any application. The evaluation is aimed either
for choosing the optimal one among many or to check the performance, accuracy, ro-
bustness, reliability, etc., for the related applications. Image processing algorithms and
techniques are not an exception and so needs to be evaluated prior to being deployed for
any automatic and critical tasks.

As there are different techniques and algorithms in image processing for the detection
of various types of contour such as edge, boundary, line, corner, blob, etc., there is need
of evaluation mechanism to assess their performance.

In the Fig. 2.24, the classic edge detection techniques such as Robert, Sobel, Kirsch,
and Canny evaluation is demonstrated. Depending on the different context and appli-
cation we should be able to measure the algorithm’s robustness against noise sensitivity,
localization performance, accuracy level, etc. The usual performance criterion to be con-
sidered in assessing the performance of an algorithm includes Wirth et al. [2006] :

• Robustness: the capacity of a technique in tolerating various conditions;

• Accuracy: the performance of an algorithm with respect to ground truth (reference
image), depending on either it is supervised or unsupervised;

• Efficiency: the applicability of a technique in time; and space;

• Sensitivity: the sensitivity a technique is to small changes in features;

• Adaptability: how the technique deals with variability in images;

• Reliability: the stability of a technique.
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2.4.1 Evaluation metrics

To evaluate the performance of an algorithm for the contour detection, the confusion ma-
trix remains a corner stone. Let Gt be the reference contour map corresponding to ground
truth and Dc the detected contour map of an image I. Comparing pixel per pixel Gt and
Dc, the first criterion to be assessed is the common presence of edge/non-edge points.
A basic evaluation is compounded from statistics resulting from a confusion matrix (Ab-
dulrahman et al. [2017]; Magnier et al. [2018]). As a base to evaluate contour detection
methods and define evaluation metrics, 4 quantities need to be set:

• True Positive (TP): correctly detected contour.

• False Positive (FP): incorrectly detected contour.

• True Negative (TN): correctly undetected contour.

• False Negative (FN): incorrectly undetected contour.

Based on these four logical values, many evaluation metrics are defined, such as Dice, Ac-
curacy Precision, Recall, Fα, MCCn and New Figure of Merit notated as N measure. The
output value of all this metric is in the interval [0,1], which value approaching the 1 qual-
ify as good contour detection and value close to 0 determines the weak contour detec-
tion. Precision metric in Eq. 2.24 is the ratio of correctly predicted positive observations
to the total predicted positive observations, and, the Recall metric in Eq. 2.25 measure,
which measures the model’s performance in detecting positive samples found compar-
ing against ground truths. The Recall ignores the false positive. The Recall measures the
ratio between the number of positive samples correctly classified as positive to the to-
tal number of positive samples. Precision is also known as positive predictive value, and
recall is also known as sensitivity in diagnostic binary classification.

Pr eci si on = TP

TP+FP
. (2.24)

Recal l = TP

TP+FN
. (2.25)
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Figure 2.24: Usual process of supervised edge detection evaluation
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Accuracy metric as Eq. 2.26 is the most intuitive performance measure, and it is simply a
ratio of correctly predicted observation to the total observations.

Accur ac y = TP+TN

TP+FP+FN+TN
(2.26)

Dice metric as Eq. 2.27 is also one of the intuitive and basic evaluation metric. Dice is a
better evaluation measure comparing the Accuracy, particularly when there is a complete
misplacement of all contour values. This is because the Accuracy measure takes into ac-
count the true negative value.

Di ce = 2TP

2TP+FP+FN
(2.27)

Per f or mancemeasur e or Pm metric as Eq. 2.28 is another alternative to Dice, which is
less, weighing the true positive value.

Pm = TP

TP+FP+FN
(2.28)

Fα metric as Eq. 2.29 is the weighted average of Precision and Recall. It is the harmonic
mean of the Precision and Recall. Therefore, this score takes both false positives and false
negatives into account. Intuitively it is not as easy to understand as accuracy, but Fα is
usually more useful than accuracy, especially if we have an uneven class distribution. Ac-
curacy works best if false positives and false negatives have similar cost. If the cost of false
positives and false negatives are very different, it is better to look at both Precision and
Recall.

Fα = Recal l ·Pr eci si on

α ·Pr eci si on + (1−α) ·Recal l
, with α ∈ [0,1]. (2.29)

If α = 0, then, Fα = Pr eci si on whereas if α = 1, then Fα = Recal l . Also, if α = 0.5, then
Fα = Di ce; this value was chosen in the experiments presented in chapters 4. Note that
if α > 0.5, α penalizes more the undetected edges (i.e., FN points); it could be a good
indicator because the desirable object becomes unrecognizable, as illustrated in Fig. 2.29.

Matthews [1975] had proposed a new accurate performance measurement method
named MCC (Matthews correlation coefficient) for the binary classifications and their
confusion matrices. This technique pointed out the issue with the Accuracy and Fα score
computed on confusion matrices, that these statistical measures can dangerously show
overoptimistic inflated results, especially on imbalanced datasets, see Chicco and Jurman
[2020]. MCC is a more reliable statistical rate, which produces a high score only if the pre-
diction obtained good results in all the four confusion matrix categories, proportionally
both to the size of positive elements and the size of negative elements in the dataset, as
Eq. 2.30:

MCC = TP ·TP−FP ·FNp
(TP+FN) · (TP+FN) · (TN+FN) · (TN+FP)

(2.30)

MCC has a range of values between -1 and 1; as a consequence, we compute a normalized
version MCCn = MCC+1

2 such that the obtained score close to 1 corresponds to a good
segmentation, whereas a score close to 0 is tied to a poor classification.

Magnier [2019] introduced a new contour evaluation technique, as Eq. 5.4, which cor-
responds to a supervised evaluation by quantifying differences between a reference edge
map and a candidate, computed by a performance measure/criterion. This measure pro-
vides an overall evaluation of the quality of a contour map, by taking into account the
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(a) Gt image (11×11) (b) False negative value added (c) Evaluation result

Figure 2.25: Assessment of contour detection with different evaluation methods including: Fα (=
Di ce, when α= 0.5),Pm , Accur ac y , MCCn , and N for false negative

amount of false positives, false negatives and also importantly the degrees of shifting or
displacement distance.

N = 1

FP+FN
·
[

FP

|Dc |
· ∑

P∈Dc

1

1+KFP ·d 2
Gt (p)

+ FN

|Gt | ·
∑

P∈Gt

1

1+KFN ·d 2
Dc (p)

]
, (2.31)

where (KFP,KFN) ∈ [0,1]2 represent two scale parameters and the coefficient 1
FP+FN nor-

malize the N function. When (KFP < KFN), the N measure penalizes more FN points.
Meanwhile, | · | denotes the cardinality of a set, and dA(p) is the minimal Euclidean dis-
tance between a pixel p and a set A.

So, if there are no error, i.e., FP=FN=0, then it corresponds to a perfect score: N =1.
Therefore, the measure N calculates a standardized dissimilarity score; the closer the
evaluation score is to 1, the more the edge detection is qualified as suitable.

2.4.2 Evaluation as a function of false negative, false positive and con-
tour displacement

In the Fig. 2.25 the evaluation of contour against ground truth in case of adding false neg-
ative values via the Fα (= Di ce, when α= 0.5), Pm , Accur ac y , MCCn andN measure have
been computed for false negative points. As we notice here, for the false negative points,
the accuracy measure does not show strong sensitivity. It is because of counting the true
negative points, which is statistically much more points than the added false negative
points. For the Fα, its curve is decreasing due to added false negative points in a bit grad-
ual way. Regarding the MCCn its curve is decreasing in smooth way, showing smoother
sensitivity with the added false negative points, it is because this measure is also taking
into account the true negative points in the denominator of the formulation. About the
Pm and N figure of merit, they behave both as straight line in case, with no false positive
and displacement. Both this measure are weighing more the true positive points.

In the Fig. 2.26 the evaluation of contour against ground truth in case of adding false
positive values of the contour via the Fα (= Di ce, when α = 0.5), Pm Accur ac y , MCCn

and N measure have been computed for false positive points. In this figure, we see that
the accuracy measure drops and shows linear behavior in case of true positive points.
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MCCn shows different behavior of being more sensitive to false positive points in the be-
ginning, but then balances with accumulation of true negative points.Fα is also dropping
down with added false positive points due to this metric is weighing more the true posi-
tive points. The Pm and N likewise presents sensitivity with added false positive points.
For both cases of added false negative and added false positive points, these two metrics
have the same behavior when there are no contour displacements.

In the Fig. 2.27 evaluation of contour against ground truth in case of contour displace-
ment via the Fα (= Di ce, when α= 0.5), Pm Accur ac y , MCCn and N measure have been
computed. As a reference-based edge map, a quality measure requires that a displaced
edge should be penalized not just according to false positives and/or false negatives, but
also according to the distance from the position where it should be located. Therefore,
this figure presents the stability of N metric in case of contour displacement.

The final note about the evaluation metrics again states that, in general, the choice
of which metrics are optimal is made according to the desired final application of the
contour or filtering techniques. As an example, it depends on that what values from the
confusion matrix (TP, FP, TN, FN) are important for the targeted application.

2.4.3 Evaluation as a function of SNR

Normally, to evaluate the robustness of any segmentation techniques, it will be very in-
tuitive to compute and compare the result as a function of Signal-to-Noise Ratio (SNR).
In the SNR Eq. 2.32, the S and R denotes the Signal and Noise respectively: SNR(dB) =
10log10(S/N). Considering two images I and J of the same size M×N, the SNR is com-
puted by:

SNR(dB) = 10log10

∑M
i=1

∑N
j=1 I2(i , i )∑M

i=1

∑N
j=1(I(i , i )− J(i , j ))2

. (2.32)

By this way, we can evaluate both: the segmentation techniques and the evaluation met-
rics. Therefore, here we present the two objective and visual evaluation of usual edge
detection techniques such as, Roberts, Sobel, Kirsch and Canny as a function of SNR on
the noisy images (see Fig. 2.28), with considering two threshold methods (single constant
thresholding and Otsu-thresholding).

(a) Gt image (11×11) (b) false positive values added (c) Evaluation result for added true positive

Figure 2.26: Assessment of different evaluation metrics including: Fα (= Di ce, when α= 0.5), Pm ,
Accur ac y , MCCn andN metric in case of added false positive values
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(a) Gt image (11×11) (b) Contour displacement (c) Evaluation result for contour displacement

Figure 2.27: Assessment of different evaluation metrics including: Fα (= Di ce, when α= 0.5), Pm ,
Accur ac y , MCCn and N metric in case of contour displacement (1 pixel on the right to 5 pixels).

In the Fig. 2.29 the objective valuation of four mentioned edge detection techniques
as function of SNR by different state-of-the-art evaluation metrics (Dice, Fα, MCC, N )
and two threshold methods (single and Otsu) is demonstrated. In this evaluation for
both thresholding methods, the scores are computed on NMS of the gradient norm. The
demonstrated result is clear for which edge detection technique (i.e., Canny) and with
evaluation metric performs better comparatively.

These obtained scores illustrates that the Canny edge detection is more robust against
the noise but not optimum on noise-free images because the scores of Sobel and Kirsch
are better between 30 and 20dB. This is especially visible when the detected edges are
extracted using a fixed threshold for each noise level. With the Otsu threhold method,
the curves tied to the different detectors are more closed. However, this evaluation is
not objective since the score of all the edge detection methods are not decreasing; worse
still, the obtained scores are better around 15-10dB. It is caused by the Otsu threshold by
selecting the two classes; it selects a threshold values avoiding more FN contour points
than less noisy images.

Eventually, the N evaluation metric has shown different graph because it computes
the pixel’s displacement distance.

Theoretically, to be objectively compared, the ideal edge map for a measure must cor-
respond to a detected contour at which the evaluation obtains the maximum score; this
process was chosen in our experiments in the chapters 4, 5 and 6.

Furthermore, in the Fig. 2.28 the visual evaluation of the mentioned edge detection
techniques on the images with different level of noises (SNR: 30 dB, 25 dB, 20 dB, 15 dB, 10
dB, 5 dB) with both single thresholding and Otsu thresholding is illustrated. The demon-
strated visual result is very intuitive to see which edge detection with certain thresholding
method is more robust.
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Edges extracted using Roberts detector after NMS and Otsu technique
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Figure 2.28: Visual results of usual edge detection techniques as function of SNR using two differ-
ent threshold techniques.
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(a) Scores computed applying a single threshold

on NMS of the gradient norm

(b) Scores computed applying the threshold calculated

by Otsu technique on NMS of the gradient norm

Figure 2.29: Evaluation of usual edge detection techniques presented in Fig. 2.28 as function of
SNR by different state-of-the-art evaluation metrics and two threshold techniques.
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2.5 Summary

In this chapter containing four sections, basics of image filtering and evaluation meth-
ods, especially for edge detection, have been explained. In subsection 2.1, image filtering
needs and application, the basic terms and definition such as image contour models, seg-
mentation, thresholding, non-maximum suppression, linear filters (mean and Gaussian),
non-linear filter, smoothing and regularization was overviewed..

In subsection 2.2, basic filtering techniques based on first order derivatives (Roberts,
Sobel, Prewitt) and also optimal filtering techniques (Canny, Deriche) were overviewed
and experimented.

In subsection 2.3, filtering based on second order derivative, such as, Laplacian and its
different derived methods and approximation such as Laplacian Of Gaussian (LOG), Dif-
ference Of Gaussian (DOG) were studied. Experiments were led with different smoothing
and thresholding techniques. Importantly, the regularization property of the Gaussian
filter was demonstrated.

In subsection 2.4, the evaluation metrics to assess the performance of different con-
tour detection techniques such as Di ce, Pm , Accur ac y , MCCn , Fα, and N metrics were
introduced. Intuitive evaluation of usual edge detection techniques with these different
state-of-the-art evaluation metrics were presented by comparing two thresholding tech-
niques as a function of the SNR level. The N metrics enables a better supervised edge
detection assessment, it is used for the objective evaluation of ridges/valleys explained in
the chapters 4, 5, 6.
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Chapter 3

Scale Space Analysis in Image Processing
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3.1 Introduction

We know that the objects are composed of different structures at various scales. Indeed,
depending on the scale of observation in which objects appear at different scales, com-
puter vision system require scales-space representation of image for different applica-
tions, such as, object recognition, automated cartography, 3D reconstruction, etc. like-
wise, in image processing’s scale-space theory, the image structures are processed at dif-
ferent scale via representing image as a one parameter family of the smoothed version of
images.

The scale-space representation parametrized by the size of the smoothing kernel is
used to suppress the image’s fine-scale structures. In the computer vision literature, many
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approaches have been introduced for image multiscale representation, including pyra-
mid, wavelet, quad-tree and multi-grid methods. Fig. 3.1 illustrates the pyramid repre-
sentation, which is the most common representation of scale-space.

Figure 3.1: A pyramid representation obtained by successively reducing the image size by com-
bined smoothing and sub-sampling. (Adapted from Lindeberg [1994]).

3.2 Multiscale feature detection

In the computation of image structure descriptor based on one dimensional image fea-
tures, such as edges and ridges, the extracted information strongly relies on the scales at
which the image operators are employed. The notion of scale-space edge and ridge is
defined as a connected set of points in scale-space at which; the gradient magnitude as-
sumes a local maximum in the gradient direction, and the edge response over scales are
maxima in normalized measure of the edge or ridge (Lindeberg [1998]).

The core technique in multiscale image structure detection and extraction is image
feature regularization and smoothing in both pre-processing and post-processing stages.
Gaussian filter has been extensively used in image processing for various purposes such
as, smoothing, regularization and many more. The Zeroth Order Gaussian (ZOG) operator
is commonly used for regularization as linear smoothing. The issue with linear smoothing
is, that we can not apply selective smoothing for some useful structures, which we do not
want to smooth. In order to avoid smoothing these useful structures (edges, ridges, blobs,
etc.) which manifests in the object boundaries, so non-linear smoothing as an alternative
solution can be implemented (Perona [1992]).

The problem of which level of smoothing to apply is critical for multiscale feature de-
tection and extraction. The trade-off is normally acquired empirically to get the desir-
able result for both feature detection and localization. The larger amount of smoothing
enhance the detection with higher suppression of noise, but in the finer scale. Whilst a
smaller amount of smoothing improves the localization with the cost of poor noise sup-
pression and coarser scale (Lindeberg [1994]).
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The elemental problem regarding the image feature descriptor is related to what im-
age operator to use in order to be able to flexibly smooth/regularize with parameter and
non-linearity. The fundamental concept for handling this issue is addressed in the scale
space theory (Witkin [1983]). The theory state that image structure, such as object, exist
in certain range of scales, and we estimate the operator’s scale in advance for describing
them. From this concept it can be interpreted as an assumption that the first phase of
visual processing undergoes without bias and thoroughly undecided, then the convolu-
tion with Gaussian kernels and their derivatives of different widths is treated as regular
class of low-level operators. Therefore, for any image f : R2x →R, the representation of
scale-space for L : R2 ×R+ →R is formulated as Eq. 3.1

L(.; t ) = G(G.; t )∗ f (3.1)

which G denotes the Gaussian kernel in scale-space as Eq. 3.2

G(x; t ) = 1

2πt
·e−

x2+y2

2t (3.2)

here f the diffusion equation, t is the scale parameter, and the scale-space derivatives are
defined as Eq. 3.3

Lxαyβ(.; t ) = δxαyβ(.; t )∗ f (3.3)

which (α,β) are the order of differentiation. These operators can be employed for many
visual operations, such as image feature detection, feature and/or object matching and
shape cue computation (Lindeberg [1994]). The main problem in multiscale feature de-
tection techniques is the decision of what scale the features should be extracted, or how
to determine the desirable scale when the features are extracted at multiple scales. Many
techniques have been developed for dealing with this problem. An early technique for
handling the blob-like image feature was studied by Lindeberg [1998]. The idea was to se-
lect scale levels at a definite normalized measure, presumed as local maxima over scales.

3.3 Gaussian scale-space

Based on the above axioms, the Gaussian convolution is the only low-pass operator that
satisfies the scale-space axioms as Eq. 3.4.

f (x, y, s) = f (x, y)∗Gs (3.4)

Denoting the G as 2D Gaussian kernel, such as Eq. 3.5:

Gs(x, y) = 1

2πs2
e− x2+y2

2s2 (3.5)

The function f is a one parameter family of image, which for every scale s > 0 there should
be an image f (., s). The Gaussian scale-space function f is the solution of the diffusion
equation as Eq. 3.6:

fs = s∇2 f = s( fxx + fy y ) (3.6)

Koenderink [1984] derived in the linear scale-space with the initial condition of f (.,0) =
f 0, describing that the small scale change in the function f is proportional to the Lapla-
cian differential structure of f at scale s. Alternatively, the scale-space theory can also be
defined as the solution of heat diffusion equation as Eq. 3.7:

σt f = 1

2
∇2 f (3.7)
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with the initial condition of f (x, y ;0) = f (x, y). Furthermore, to choose locally an appro-
priate scale automatically based on local maxima (minima) over scale-normalized deriva-
tive is via the scale parameter such as λ over a range of scale, such as γ ∈ [0,1]. The Fig.
3.2 visually explains the main idea of scale-space representation. This figure shows a one-
dimensional signal that has been smoothed by convolution with Gaussian kernels of in-
creasing width.

Figure 3.2: The scale-space representation of a signal via generating a family of derived signals in
which the fine-scale information is successively suppressed. (Adapted from Witkin [1983]).

3.3.1 Perona and Malik

Due to the low accuracy of contour localization in isotropic approach of scale-space, Per-
ona and Malik [1990] proposed the anisotropic diffusion approach for better localization
of contour, here edges. In fact, this algorithm can be applied in a non-linear way, such
that, we can selectively apply smoothing for intra-region as preferred to inter-region,
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while keeping the conventional axioms of scale-space theory in not creating new local
maxima. Perona and Malik further formalized the scale-space axioms with the notion of
"Causality"," Immediate Localization", and " Piece wise Smoothing", which the formula-
tion consist of Eq. 3.8:

It = di v(c(x, y, t )∇I) = c(x, y, t )∆I+∇c.∇I (3.8)

c(∥∇I∥) = e(− ∥∇I∥
k )2

, k ∈R (3.9)

Which the "div" indicates the divergence operator and the ∇ and ∆ respectively the
gradient and Laplacian operators. It is to note that the Eq. 3.9 is the function of gradient
to control the diffusion for intra and inter region involving the parameter "k" for control-
ling the diffusion, aimed for not blurring the edge, as when the c(x, y, t ) stay constant, the
formula will be the heat diffusion equation as It = c∆I. The Perona and Malik [1990] im-
plementation is demonstrated in Fig. 3.3 of 20 iteration diffusion, different values of "k"
parameter, and kernel size of (7× 7) compared with heat equation (isotropic diffusion).
In the next subsection, we are going to present the modern theory underlying this idea of
scale-space, generalizing Gaussian scale-space to multiscale analysis.

(a) initial image 256 × 256 (b) Heat equation diffusion

(c) Of 20 iteration, k=0.07 (d) Of 20 iteration, k=0.7

Figure 3.3: Comparison of heat diffusion on a real image with Perona and Malik [1990] method.
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3.4 Axioms and scale-space generalization

A multiscale analysis consists in generating a sequence of images from an initial image,
in which each image of the sequence is an image increasingly blurred from the original
one as the sequence goes on. As described in the previous section, pyramid is one way to
obtain a such sequence.

It is defined here an operator (Tt )t≥0 applied to an original image I(0, x, y) = I0(x, y)
leading to the image It (x, y) of the sequence such that It (x, y) = Tt (I0)(x, y) (and t a pa-
rameter, t ∈ ℜ+). Then : {

I(0, x, y) = I0(x, y)
I(t , x, y) = Tt (I0)(x, y)

(3.10)

In the Eq. 3.10, to ensure the stability of this analysis the operator (Tt )t≥0 must be
causal, and to a mathematical point of view, this operator must verify some architectural
axioms such as recursivity, comparison (local comparison) and regularity.

3.4.1 Recursivity and pyramidal structure axiom

Suppose s and t two different "instants" on the sequence (s, t ≥ 0) then the Eq. 3.11:

Ts ◦T t = Ts+t (3.11)

Which states that the image at “time” s + t can be obtained considering the image at time
s and a transition operator from s to t Tt depending only on t . For example, considering
the Gaussian scale-space, it is obvious that the convolution of two Gaussian remains a
Gaussian, so then the Gaussian scale-space follows this axiom.

3.4.2 Local comparison axiom

Local comparison axiom states the local conservation of intensities. Roughly speaking,
if one image is brighter than another one, then the order must be conserved along the
analysis. Let us consider two images: It and Jt , if exists a circular neighborhood N(m0, r )
centered at pixel m0 having a radius r , such that It (m) is smaller than Jt (m) over N(m0, r )
then for a small h (h ∈ ℜ+) :
(Tt+h,t (It ))(m) is smaller than (Tt+h,t (Jt ))(m)

3.4.3 Regularity axiom

This axiom requires a regularity along the evolution. If an image I is quadratic in the
neighborhood of a pixel m0 as Eq. 3.12:

I(m = a +pT . (m−m0)+ 1

2
(m−m0)T .A . (m−m0) (3.12)

with :
a : a scalar value
p : a two dimensional vector
A : a 2×2 matrix

The regularity is then expressed by the existence of a function F as Eq. 3.13:

F(t , m, a, p, A) : [0, +∞[ × ℜ2 × ℜ × ℜ2 × S(2) −→ ℜ (3.13)
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with S(2) : the space of 2×2 matrices having real coefficients , and

lim
h→0

Tt+h,t (It )(m)− It (m)

h
= F

(
t , m, a, p,A

)
(3.14)

3.4.4 Fundamental theorem

If a multiscale analysis follows the three axioms described hereinabove then

I(0, x, y) = I0(x, y)
I(t , x, y) = (Tt (I0))(x, y)

(3.15)

is a viscosity solution of the Eq. 3.16 PDE ;

∂I

∂t
(x, y) = F(H(I), ∇I, I, x, y, t ) (3.16)

with :
I(0, x, y) : is the original image
F : a non decreasing function
∇I : represents the gradient of image I
H(I) : represents the hessian matrix of image I

3.5 Multiscale analyses classification

Having this important general result, we can now examine some properties of analyses.

3.5.1 Linearity and Euclidean invariance

Tt ,t+h(a It +b Jt ) = a Tt ,t+h(It )+b Tt ,t+h(Jt ) (3.17)

where :
a, b : are two scalars
I, J : are two images

in other words, the analysis of the ponderated sum of two images is the ponderated
sum of two analyses. In this case, the PDE simplifies to the heat equation as Eq. 3.18{

I(0, x, y) = I0(x, y)
∂I
∂t (t , x, y) =∆I

(3.18)

The general solution of this PDE is the convolution of the original image with a Gaussian
of parameter t Eq. 3.19:

g (t , x, y) = 1

4Πt
e− x2+y2

4t (3.19)

and there is a direct relation between the time of diffusion and the standard deviation σ

of the Gaussian Eq. 3.20:

σ=p
2t (3.20)
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3.5.2 Morphological and Euclidean invariance

Morphological invariance is insured when any strictly monotonous contrast function is
applied to an image. Contrast is change, but shapes of isophotes remain unchanged.
Then a morphological-scale space must verify the property of Eq. 3.21:

Tt , t+h(g ◦ It ) = g ◦Tt , t+h(It ) (3.21)

In other words, the multiscale analysis must permute with the contrast function. In this
case, the solution obtained can be written as Eq. 3.22:{

I(0, x, y) = I0(x, y)
∂I
∂t (t , x, y) = t |∇I|div

(
∇I
|∇I|

) (3.22)

After timescale change (t
′ = 1

2 t 2) we obtain Eq. 3.23:{
I(0, x, y) = I0(x, y)
∂I
∂t (t , x, y) = |∇I|div

(
∇I
|∇I|

) (3.23)

which simplifies to Eq. 3.24:{
I(0, x, y) = I0(x, y)
∂I
∂t (t , x, y) = Iξξ(t , x, y)

(3.24)

Where ξ represent the tangent to isophotes. This multiscale analysis is known as Mean
Curvature Motion (MCM).

3.6 Causal filtering and segmentation

Several works that are presented in this document are based on anisotropic causal filter-
ing. Generally, in image segmentation based on differential operators, derivative filtering
are applied to an image, and the derivative obtained are combined into a differential op-
erator. For example, for edge detection with first order operator, the image gradient is
obtained using the X and Y derivatives.

As an image is a 2D signal, while the image is derived along X the image is also smoothed
along the Y direction and inversely to obtain the X and Y estimates of the derivatives to
be combined into an operator. In the causal filtering case, we still have 2D filters, but the
smoothing filter is replaced by a causal one.

We will now be considering the 2D filters as a combination of two 1D filters oriented
at 90 degrees each, having also possibly different standard-deviations (if Gaussian filter),
such that one is a causal smoothing filter and the other one a derivative filter. We present
here the X derivative filter as Eq. 3.25:

F(x, y) = C1xH(y)e
− x2

2σ2
η
− y2

2σ2
ξ (3.25)

where :
σξ : is the standardt-deviation of the causal Gaussian smoothing filter
ση : is the standardt-deviation of the Gaussian derivation filter
H(y) : a Heaviside function along the Y axis
C1 : is a normalization coefficient

Generally σξ is large (between 5 and 10) while ση is much smaller (between .7 and 2). As
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Figure 3.4: Causal anisotropic Gaussian Filters with derivation of first order.

these type of filter is strongly anisotropic, it is necessary to use many rotated filters in or-
der to scan the image information around a pixel, for example by steps of∆θ= 10 degrees
(Fig. 3.4). But for an implementation point of view, rotating such filter leads to impor-
tant computational complexity since rotated filters does not remain separable, and then
we have to consider large 2D convolutions. Then the best way to proceed it to rotate the
image, apply a separable and recursive filter having low computational complexity and
rotate back the filtered image. The response to a given filter is then obtained by Eq. 3.26:

Q(x, y,θ) = Iθ∗C1xH(y)e
− x2

2σ2
η
− y2

2σ2
ξ (3.26)

where :
Iθ : is the rotated image at angle θ

3.6.1 Edge detection using causal filtering

The Fig. 3.5 presents an example of the responses to rotated filters at an edge point (hor-
izontal edge). We obtain two main directions (90◦ and 270◦) with a strong response sep-
arated by 180 degrés. The Fig. 3.6 presents an example of the responses to rotated filters
at corner points. For each corner point, we obtain two main directions separated by 90
degrees for which, the image derivative is maximal or minimal. these two directions θ1

Type of operator Fixed operator Oriented Filters Causal filter

Example of filter

Gradient magnitude |∇I| =
√

I2
x + I2

y |∇I| = max
θ∈[0,180◦[

|Iθ| |∇I| = max
θ∈[0,360◦[

Iθ− min
θ∈[0,360◦[

Iθ

Gradient direction η= arctan

(
Iy

Ix

)
η= argmax

θ∈[0,180◦[
|Iθ|+90◦ η=

(
argmax
θ∈[0,360◦[

Iθ+ argmin
θ∈[0,360◦[

Iθ

)
/2

Table 3.1: Gradient magnitude and orientation computation for a scalar image I where Iθ repre-
sents the image derivative at the θ orientation (in degrees).
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(a) Initial image (simple square)
(point 0) (b) Obtained responses (two peaks separated by 180 degrees)

Figure 3.5: Filter responses at an edge point. a) Initial image (simple square) (point 0). b) Obtained
responses (two peaks separated by 180 degrees).

and θ2 are given by Eq. 3.27:

θ1 = argmax
θ∈[0,360[

(Q(x, y,θ))

θ2 = argmin
θ∈[0,360[

(Q(x, y,θ))
(3.27)

Then a causal anisotropic gradient can be defined by Eq. 3.28:

∥∇I∥ =Q(x, y,θ1)−Q(x, y,θ2) (3.28)

Finally, we present an edge detection result obtained using causal anisotropic filters at
sub-pixel precision. The figure (Fig. 3.7) present an edge detection result obtained on the
well known image "Lena". filter parameters are : σξ = 10 ση = 1 and ∆θ= 10◦.

3.6.2 Causal filtering and Scale-space

We check here causal filtering against scale-space axioms in order to understand mathe-
matical properties of the causal smoothing filter used in combination with derivative fil-

(a) Initial image (corner have
been selected)

(b) Obtained responses at each corner point (two peaks sepa-
rated by 90 degrees).)

Figure 3.6: Filter responses at corner points. a) Initial image (corner have been selected). b) Ob-
tained responses at each corner point (two peaks separated by 90 degrees).
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(a) Initial image (b) Edge detection at precision 1
2 pixel

Figure 3.7: Causal anisotropic edge detection. a) Initial image. b) edge detection at precision 1
2

pixel.

ters, for example in edge and line detection. For this study, we will only have to consider
the 1D causal filter without normalization coefficient as in Eq. 3.29:

F(y) = H(y) ·e− y2

2σ2 (3.29)

As described earlier, we have to test the 3 axioms : pyramidal structure, comparison, and
regularity.

3.6.2.1 Pyramidal structure

Let’s consider the Fourier Transform of this filter as Eq. 3.30:

F̃ (v) =
∫ ∞

−∞
H(y)e− y2

2σ2 e−2Πv y d y = 1

2

[
δ(v)− i

Π
Vp

(
1

v

)]
∗

√
2Πσ2 e−2Π2v2

(3.30)

then :

F̃ (v) = 1

2

√
2Πσ2 e−2Π2v2 − 1

2

i

Π
Vp

(
1

v

)
∗

√
2Πσ2 e−2Π2v2

(3.31)

This expression contains two terms :

• The first term is a Gaussian function in the frequency domain.
This term is the Fourier transform of the Gaussian function as Eq. 3.32:

e− y2

2σ2 (3.32)

This term shows clearly that the convolution of two Gaussian functions remains
a Gaussian function : in the frequency domain the convolution operation is con-
verted into a multiplication and the multiplication of two Gaussian functions is a
Gaussian function.
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• The second term is more complex, it contains a convolution with the distribution :

Vp

(
1

v

)
Then obtaining a transition convolution operator to obtain a causal Gaussian func-
tion for example at σ2 from causal Gaussian function at σ1 such that :

Isi g ma2 = Tσ2−σ1 (Fσ1 (y)∗ I0(y)

is not possible in a linear way, since it’s necessary at least to find an inverse of con-
volution of a Gaussian.

It’s then obvious that there is no pyramidal structure using these type of filters. But In
any way, if we need to compute an increasing causal scale at some orientation for an
input image, it is possible to proceed to multiple filtering starting each time from the
original image, since the implementation of the Gaussian filter is recursive and that the
computational cost is small.

3.6.2.2 Comparison axiom

The demonstration of this axiom is obvious : the support of a causal Gaussian function
filter is half the support of a Gaussian function, then the local comparison axiom holds.

3.6.2.3 Regularity axiom

Here also this axiom holds : if the input image is a quadratic function along the Y axis then
its limited development around a pixel contains at most terms of order 2 and convolving
such function with any operator (along Y axis) leads to a result containing a most a term of
order 2. Then the regularization is unsure due to the convolution properties of convolving
a signal with a smoothing operator (half Gaussian).

3.7 Summary

In this chapter, the basic theory of scale space and its application in the domain of image
processing has been presented. The pioneer work for multiscale feature detection using
scale space theory such as the work of Perona and Malik, Lindeberg, and Witkin was re-
viewed. The spacial focus was made on the Gaussian scale-space solution using Pyrami-
dal solution of Gaussian smoothing. Meanwhile, the scale space axioms and generaliza-
tion were detailed. Finally, the causal anisotropic filtering for edge and corner detection
were introduced in pixel level and multiscale formulation.
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Chapter 4

Objective Evaluation of Ridge/Valley
Detection Techniques
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4.1 Introduction

Roughly ridges (resp. valley) as one of the many images’ salient features, are a set of curves
whose points are local maxima (resp. minima) in an image, as shown in Fig. 4.1. The pre-
cise detection, localization and extraction of this salient features along with their accurate
characterization of its geometric structure are important image processing tasks, related
to its wide range of application. Exhaustive researches have been accomplished on this
significant image features. Ridges have shown to be the most eminent and useful struc-
ture amongst for image analysis and various related applications.

Digital images comprise varying types of salient features, such as, edges, blobs, cor-
ners, textures, whereas ridges (also called crest lines or roof edges) represent a special
type of contours, as shown in Fig. 4.2. Classical edge detection techniques are optimized
to extract step or ramp edges Canny [1986]; nonetheless, they fail to detect ridges or crest
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Figure 4.1: Ridge and Valley highlighted on a discrete 1D signal using Laplacian

lines in images. A step/ramp edge extraction functions return two edges at both sides of
the crest line because narrow ridges or valleys on the image surface are composed of two
locally parallel step or ramp edges. Roof edges are defined as thin nets inside the image;
describing roads or rivers in satellite images, blood vessels in medical images or plant
roots. Therefore, finding these dense and thin structures is an important task in image
processing.

Concurrently, there are many inescapable challenges in image processing task, such
as, noise, artifacts, etc., that necessitate to be researched concerning the specific appli-
cation. Generally, the acceptable ridge/valley detection involves cumbersome and man-
ual tuning in order to overcome the issues for specific application. In consequence, to
contribute the research process in the domain of ridges detection and extraction tech-
niques, an extensive evaluation of the different state-of-the-art filtering techniques and
approaches in the scope of its most useful application, is crucially necessary. This work
is aimed for objective and extensive analysis of state-of-the-art filtering techniques for
ridge(resp. valley) detection and extraction.

Regarding a curve in a gray-level image I, ridges correspond to directional maxima,
valleys to direction minima resp. (Haralick [1983]), as illustrated in Fig. 4.2. In the Carte-
sian space, considering the image surface Is , thus I⃗s defines all pixel coordinates: I⃗s(x, y) =
(x y I(x, y))T. Let IT(x, y) = {I⃗sx (x, y), I⃗sy (x, y)} be the tangent plan of the surface I⃗s(x, y)
in all points where:

I⃗sx (x, y) = ∂I⃗s(x, y)

∂x
=(1 0 Ix(x, y))T=(1 0

∂I(x, y)

∂x
)T

I⃗sy (x, y) = ∂I⃗s(x, y)

∂y
=(0 1 Iy (x, y))T= (0 1

∂I(x, y)

∂y
)T,

with Ix and Iy the partial derivatives of I respectively, along the x and the y axis. Ridges
and valleys are given by the points where the values of I⃗s(x, y) are maxima (resp. min-
ima) in the orthogonal direction of the curve at (x, y). Consequently, to detect and extract
ridges and valleys in a signal, the Laplacian is used as a high pass filter to enhance its high
frequency component. As a result, to extract peaks in a one-dimensional (1D) signal S(t ),

the (continuous) Laplacian operator∆ is simply the second derivative of S: ∆S(t ) = ∂2S
∂t 2 (t ).

The discrete Laplacian is an approximation to the continuous Laplacian. The common
approximation to the second derivative of a discrete signal S(t ) is:

∆S(t ) = 2S(t )−S(t −h)−S(t +h)

h2
, with h ∈ {1,2,3...}, (4.1)

Step edge

Valley

Ridge/crest line

Figure 4.2: Illustration of features in images by elevation of the image intensity.

57



(a) Image 256×256
containing valleys

(b) DOLP trans-
form: mean filters
of size 3×3 and 9×9

(c) Valley ex-
tracted on (a),
after local maxi-
mum extraction

(d) DOLP filter:
with filter 1 of size
3×3 and filter 2 of
size 9×9

Figure 4.3: Valley detection using a DOLP (Difference Of Low Pass) filter.

hence, the use of a discrete Laplacian for 1D signals is the convolution of a signal with the
vector ±[1 0 -2 0 1]. Regarding the 2-dimensional (2D) signals such as digital images, the

Laplacian operator becomes ∆ = ∂2

∂x2 + ∂2

∂y2 , tied to the horizontal and the vertical second

derivatives (called x and y directions resp.). This 2D operator allows approximating the
second derivative of the image, in order to detect edges by zero-crossing (Marr and Hil-
dreth [1980]) and highlight ridges or valleys. Unfortunately, it will also increase noise. So,
a good practice is, before applying the Laplacian, to smooth the signal by convolving the
signal with Gaussian as a pre-processing step, which consequently will not only reduce
the noise but also avoid producing ringing artifacts that yields misclassified ridges and
valleys.

In the next section, first, the mathematical definition of ridge has been detailed. Then,
an extensive theoretical review of the most commonly used ridge detection and extraction
filtering techniques are performed. Additionally, extensive analysis of ridge characteriza-
tions, driving parameters and its usefulness with different filtering techniques have been
examined. Section 4.3 is devoted to objective experimental evaluations of the ridge de-
tection and extraction filtering techniques on both synthetic and real images. Further-
more, the evaluation of the ridge filtering techniques is explored in the context of com-
mon noises in the images. At last, the main conclusions have been inferred in Section
4.4.
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(a) Image 256×256
containing crest
lines

(b) Crest lines in
(a) enhanced by the
LoG in (d)

(c) Crest lines ex-
tracted on (a), after
local maximum ex-
traction

(d) Discrete Laplacian of
Gaussian (LoG) with pa-
rameter σ = 5, see Eq.2

Figure 4.4: Ridge detection using LoG (Laplacian of Gaussian) filter.
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4.2 Ridge extraction in images

NW N NE

W P E

SW S SE

0 0 0 0 0 0

0 250 45 100 120 0

0 70 200 185 170 0

0 90 160 255 180 0

0 200 130 60 90 0

0 0 0 0 0 0

Pixel values of a 

processed image

Pixel intensities of 

a processed image

Non-maxima suppression 

using mask in (a)

Thresholded image: 

values > 150

(a) Non-maxima suppression technique in 4 directions inside a 3×3 mask

The current pixel value P is preserved only if it

corresponds to the highest value along the 4 following axis:

 N-S

 NE-SW

 E-W

 SE-NW

(b) Different steps to obtain a thresholded image with non-maxima suppression in 4 directions 

Figure 4.5: Non-maxima suppression technique and different steps to obtain a thresholded image
in 4 directions (usually used for ridge/valley detection with DOLD or Laplacian).

Initially, a discrete definition for ridge appears in Crowley and Parker [1984], where
the underlying function is the image convolved with a Difference Of Low-Pass (DOLP)
transform. Considering two different low-pass filters L1 and L2 (i.e., two supports of dif-
ferent widths) both positioned over the center coefficient at the point (0,0), ridges, val-
leys and blobs may be extracted efficiently with the DOLP transform: these features are
highlighted by applying two different low-pass filters to the same image and then subse-
quently subtracting these two filtered images. Note that the difference of the filters may
be applied before convolving the image with the obtained DOLP filter. Afterwards, crest
lines are extracted when the support of the low-pass filter L1 is smaller than the support
of the low-pass filter L2 and inversely regarding valleys.

The final step of the ridge extraction consists in the suppression of the local non-
maxima of the magnitude of the ridge/valley intensity, finally the image is thresholded
in four directions to obtain thin nets of pixels. Regarding DOLP filter, the selected pix-
els correspond to points being local maxima in one of the 4 orientations (modulo 180◦ in
degrees) associated with the 8-neighborhood of the pixels. Fig. 4.5 illustrates this process.

Even though the results obtained with square shapes are acceptable (as illustrated in
Fig. 4.3(b-c)), the DOLP filter formed by subtracting circularly low-pass filters is prefer-
able. Nevertheless, for their isotropy and circular symmetry properties, the sampled Gaus-
sian filter represents a good achievement. Indeed, the Difference of Gaussian (DoG) re-
mains effective in ridge detection and is an approximation of the Laplacian of Gaussian
(LoG) when the ratio of the size filters is roughly equal to 1.6 (Marr and Hildreth [1980]).
Usually called Mexican hat or Sombrero filter, the 2D equation of the LoG is given by:

LoG(x, y) = 1

πσ4
·
(
1− x2 + y2

2σ2

)
·e−

x2+y2

2σ2 , (4.2)

where (x, y) represents the pixel coordinates and σ is the standard deviation of the Gaus-
sian. A discrete LoG is presented in Fig. 4.4(d) and a ridge extraction example in Fig. 4.4(c)
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after a non-maxima suppression in the 4 orientations associated with the 8-neighborhood
of the pixels (same process than with DOLP filter, see Fig. 4.5). Also, in Haralick’s approach
(Haralick [1983]), the image function is approximated by a cubic polynomial which, some-
times, may distort the detection.

DOLP transform and LoG allow extracting roughly ridges and valleys, but suffer when
the desired objects are too thin, thus the detection is disturbed by noise or undesirable
artifacts. Besides, the angle selectivity may be improved by applying other operators, as
presented in the following section.

4.2.1 Hessian Matrix

In image filtering, the second order derivative may be used to determine the location of
the ridges. Indeed, bright or dark ridges correspond to, respectively, a maximum or min-
imum of the image intensity in the direction orthogonal to them and a constant image
intensity in the direction parallel to them. Considering a gray-level image I and its partial
derivatives:

• Ixx = ∂2I/∂x2, the 2nd image derivative along the x axis, see Fig. 4.6(b),

• Iy y = ∂2I/∂y2, the 2nd image derivative along the y axis, see Fig. 4.6(c),

• Ix y = ∂2I/∂x∂y , the crossing derivative of I, see Fig. 4.6(d),

the Hessian matrix H is often computed in image analysis:

H (x, y) =
(

Ixx(x, y) Ix y (x, y)
Ix y (x, y) Iy y (x, y)

)
=

(
H11 H12

H21 H22

)
. (4.3)

Image derivatives can be calculated by convolving the image with the ±[-1 0 2 0 -1] or the
±[-1 0 1] masks in the x and/or y directions. Note that ±[-1 0 2 0 -1] = ±[-1 0 1]∗[-1 0 1] in
the discrete domain.

(a) Image 256×256 (b) Ixx image of (a) (c) Iy y image of (a) (d) Ix y image of (a)

(e) |k1| image of H (f) |k2| image of H (g) |k1| image of W (h) Valley detection, from (e)

Figure 4.6: Image derivatives and eigenvalue images using Hessian matrix (Eq. 4.3) or Weingarten
W (Eq. 4.6).
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(a) Image 256×256 (b) Plot of pixel intensities in (a)

(c) Discrete operator with H (d) Gaussian with H , σ=1.88 (e) SF4, σ=1.88

Figure 4.7: Comparison of valley detection on real images. The image in (a) is obtained using
scanning electron microscopy of melt ceramic. Here, the valleys are detected with 3 different tech-
niques: Hessian matrix H without and with Gaussian Gσ in (c)-(d) respectively and steerable filter
of order 4 (SF4) in (e).

The matrix H is symmetric, diagonalizing H provides the local normal to the ridge
or the valley (that is given by the eigenvector related with the highest eigenvalue) and its
sharpness (that is related to the values of these eigenvalues), as detailed in Eberly et al.
[1994] nd Steger [1998]. Theoretically, eigenvalues (k1,k2) are computed by:k1(x, y) = 1

2 · (H11 +H22)− 1
4

√
(H11 +H22)2 +4 ·H 2

12

k2(x, y) = 1
2 · (H11 +H22)+ 1

4

√
(H11 +H22)2 +4 ·H 2

12 ,
(4.4)

they are visible in Fig. 4.6(e)-(f). Then, eigenvectors, tied to the direction perpendicular
to the ridge/valley, are given by:

θ⃗=
(

H12

k1 −H11

)
. (4.5)

The two eigenvalues k1 and k2 correspond to the two main curvatures of the local sur-
face. Besides, there exists several functions Di ,i∈{1,2,3,4} indicating the local image contrast
(Tremblais et al. [2007]):

• D1 = k1, corresponding to the main eigenvalue, see Steger [1998]

• D2 =
√

k2
1 +k2

2 , see Lindeberg [1998]

• D3 = (k2
1 +k2

2)2, see Lindeberg [1998]

• D4 = |k1 −k2| · |k1 +k2|, see Tremblais et al. [2007].
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Figure 4.8: Display of D2, D3 and D4 computing local contrast as a function of (k1,k2).

These functions are plotted in Fig. 4.8 as a function of k1 and k2.
Eventually, a pixel is labeled as a ridge/valley pixel if Di ,i∈{1,2,3,4} is maximum in the θ⃗

direction. It is selected after non-maximum suppression (Canny [1986]) where the values
of the magnitude are linearly interpolated between closest points in the 8-neighborhood.
Fig. 4.9 illustrates a ridge detection after non-maxima suppression in the θ⃗ direction.

In practice, regarding real images, due to the luminance variation, acquisition and/or
compression noise, the detection of pure ridges/valleys is almost impossible. So, in order
to more reliably extract the ridges, the convolution of the image with a low-pass filter is
considered, as detailed in Sec. 4.2.3.

Dark

background

Ԧ𝜃

Ridge

90°

(b) Image 30×30 (c) Ridge detection in green (d) 𝜃 direction(a) Image with a ridge

Figure 4.9: Example of extracted ridges with their tied perpendicular directions.

4.2.2 Weingarten

Weingarten map represents the differential of the Gauss map (Do Carmo [2016]). This
expression can be computed directly from the first (i.e., Ix = ∂I

∂x and Iy = ∂I
∂y ) and second

derivatives in the x and y directions of the images. The linear invariants of the Weingarten
map are the intrinsic curvatures of the surface: the eigenvalues are the principal curva-
tures, the trace is the mean curvature, and the determinant is the Gaussian curvature:

W(x, y) = 1

(1+ I2
x + I2

y )
3
2

·
(

1+ I2
y −IxIy

−IxIy 1+ I2
x

)
·
(

Ixx Ix y

Ix y Iy y

)
. (4.6)

The eigenvalues and eigenvectors of W are extracted with the same procedure as in Eq.
4.4 and 4.5, regarding coefficients of the matrix W. The same procedure applies for the
non-maxima suppression in the θ⃗ direction. In Armande et al. [1999], ridges or valleys are
extracted by, first, smoothing the image with a Gaussian and then considering D1.
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4.2.3 Low pass filters for ridge detection

A low pass filter is the basis for most smoothing methods, as it is needed to apply a
smoothing process over an image prior to the feature extraction. The optimization cri-
teria, based on the Canny theory, are: (i) detection efficiency, (ii) location accuracy of
the detected contour and (iii) uniqueness condition of filter response to its output for an
input signal (Canny [1986]). Based on this theory, several low pass filters have been pro-
posed in the literature. In the following, three low-pass filters and their second derivatives
are discussed for ridge and valley detection.

4.2.3.1 Ziou Filter Z

In Ziou [2000], the author described an optimal line detector allowing an economic tem-
poral complexity because it represents a second order recursive filter. Considering t ∈ R,
the equation of the 1D low pass filter Z is given by:

Z(t ) = 1

s2
z
· (1+ sz · |t |) ·e−sz ·|t |, (4.7)

where the filter parameter sz represents a positive constant. The second derivative of Z is
obtained by derivation as a function of t , two times:

z(t ) = (sz · |t |−1) ·e−sz ·|t |. (4.8)

Note that the same procedure is available to obtain the 1st derivative of the filter Z, as for
the following presented filters.

4.2.3.2 Gouton Filter R

Gouton et al. [2000] described a third order recursive filter. This ridge/valley-line detector
function is able to modify its shape as a function of its parameter sr :

R(t ) = (K · sin(sr · |t |)+D ·cos(sr · |t |)+E) ·e−sr ·|t |, (4.9)

with: A = −sr ·(2s2
r −t 2)

sr ·(2s2
r +t 2)

, K = 1
4·s4

r
, D = 2s2

r ·A
4·s4

r
and E = A·sr +sr

s3
r

.

Thus, the second derivative of R has the following form:

r (t ) = (cos(sr · |t |)− sr · sin(sr · |t |)− (sr +1)) ·e−sr ·|t |, (4.10)

the more the sr parameter decreases, the more r enhances fine ridges/valleys. Further-
more, when sr decreases, the shape of R is nearly a Gaussian, as shown in Fig. 4.10.

4.2.3.3 Gaussian Filter

Gaussian kernels are regularly used for their effectiveness in edge detection (Canny [1986]),
the 1D equation is:

Gσ(t ) = 1p
2πσ

·e−
t2

2σ2 (4.11)

with σ representing the standard deviation of the Gaussian. Thus, the second derivative
of the Gaussian Gσ is given by:

gσ(t ) = ∂2Gσ

∂t 2
(t ) = t 2 −σ2

p
2πσ5

·e−
t2

2σ2 . (4.12)
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(a) Ridge/Valley of width 1 (b) Ridge/Valley of width 3 (a) Ridge/Valley of width 7

Figure 4.10: Visual comparison of tested normalized 1D low-pass filters and 2nd order filters with
the ideal parameters tied to the width of the ridge/valley.

The two dimensional Gaussian Gσ is built by combining with “∗", a product of convolu-
tion, Gσ horizontally and vertically:

Gσ(x, y) = Gσ∗G⊤
σ (x, y) = 1

2πσ2
·e−

x2+y2

2σ2 , (4.13)

where ⊤ represents transpose. Using the Gaussian Gσ, the strategy is the same as to com-
pute the second derivative on an image, with Gσ and g⊤

σ , as an example for an image
derivative in y , see Fig. 4.11(d). Moreover, the section 4.2.4.4 is dedicated to the strategies
of the two dimensional filters implementation.

Furthermore, these filters in Eq. 4.7, 4.10 and 4.12 are useful to smooth the image
before extracting edges by computing H matrix presented in Eq. 4.3. Additionally, it is
also possible to use the Weingarten (cf. Eq. 4.6) with the Gaussian, as in Armande et al.
[1999].

4.2.3.4 Parameters

The three above-mentioned filters are suitable for ridge and valley detection. Considering
one filter, it is adjustable by tuning only one parameter which is the same for the low pass
and the derivative filter. Accordingly, parameters sz , sr and σ are chosen as a function
of the width of the ridge or of the valley. Consequently, these parameters are selected
by increasing the width of the filter as robust as possible in order to extract suitably the
feature.

Here, the main idea is to compare equivalently the 3 filters z, r and gσ as a function
of the feature width. Indeed, the objective is to tune each filter for a specific width by se-
lecting an appropriate parameter (sz , sr or σ). Thus, in the discrete domain, parameters
sz and sr are decreasing, and parameter σ is increasing until the filter coefficients cross
0 and the shape filter contains the width of the feature at the same time. Fig. 4.10 illus-
trates the selected filers computed with different parameters as a function of the width of
the feature. In addition, Tab. 4.1 references the optimum parameters for each filter as a
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Table 4.1: Optimum parameters of the high-pass filters z, r and gσ as a function of the width of the
ridge or valley.

Width 1 3 5 7 9 11 13 15 17
sz 1.696 0.63 0.37 0.27 0.21 0.17 0.15 0.13 0.12
sr 2.05 0.69 0.42 0.31 0.24 0.20 0.17 0.15 0.13
σ 0.58 1.81 2.88 3.91 4.93 5.94 6.95 7.95 8.96

function of the features size from 1 to 15 pixels. Finally, the parameter σ of the Gaussian
has the same properties regarding oriented filters widths.

4.2.4 Oriented filters

One common task in image processing and computer vision is applying the same filter
on different angles in order to detect directional responses as Steerable Filter (Freeman
and Adelson [1991], Jacob and Unser [2004]), Anisotropic Gaussian Kernel (Lopez-Molina
et al. [2015]) and Logical Linear Filter (Iverson and Zucker [1995]).

(a) [1 0 -2 0 1] (b) Z ∗ z> (c) R ∗ r> (d) Gσ ∗ g>σ (e) SF θ=30◦
2 (f) SF θ=0◦

4

Figure 4.11: Two dimensional discrete filters for valley detection in y direction of width 7, parame-
ters are available in Tab.4.1. The negative of filters detect ridges.

4.2.4.1 Steerable filter

Two dimensional Gaussian kernels Gσ are very useful for their properties of isotropy,
steerability or decomposability properties as separability (see Sec. 4.2.4.4). Freeman and
Adelson proposed an efficient architecture to design oriented filters of arbitrary orienta-
tions from linear combinations of basis filters (Freeman and Adelson [1991]). Thus, ap-
plying filter steered in different directions, and then computing the filter responses gives
significant description of the orientation for the considered pixel; also it allows determin-
ing analytically the filter output as a function of orientation. The initial step to extract
ridges or valleys in images is to estimate their orientation by using even steered filters.
Consequently, the steerable filter of second order (SF2) considering Gσ in Eq. 4.13 ori-
ented at the angle θ is:

SFθ2 = cos2(θ) · ∂
2Gσ

∂x2
+cos(θ)sin(θ) · ∂

2Gσ

∂x∂y
+ sin2(θ) · ∂

2Gσ

∂y2
. (4.14)

This allows computing an even filter at a specific orientation, as illustrated in Fig. 4.11(e).
At the end, the calculation of the ridges or the valleys corresponds to the filter energy in
the direction of the maximum response of the template.
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Jacob and Unser [2004] extend the idea of the steerable filter of order 2 (SF2) with op-
erators having a better orientation selectivity. Indeed, they proposed higher order func-
tions, issued of higher order derivatives of the Gaussian Gσ (2nd and 4th: Gy y , Gxx , Gy y y y ,
Gxx y y , Gxxxx), resulting in more elongated templates, as visible in Fig. 4.11(f). Regarding
ridge detection, this filter is specified so as to provide the best compromise in terms of
signal-to-noise ratio, false detection, and localization (as illustrated in Fig. 4.7(d)). Thus,
the even steerable filter of 4th order (SF4) is formulated as:

SF4(x, y) = α1 ·Gy y +α2 ·Gxx +α3 ·Gy y y y +α4 ·Gxx y y +α5 ·Gxxxx , (4.15)

with:

• α1 =−0.392 ·σ,

• α2 = 0.113 ·σ,

• α3 = 0.034 ·σ3,

• α4 =−0.184 ·σ3,

• α5 = 0.025 ·σ3.

Such parameters control the template SF4 not to produce undesirable oscillations and
side-lobes along y which is contrary to the 3rd Canny criterion: unicity (see Jacob and
Unser [2004]). This 2D template, presented in Fig. 4.11(f), can be steered in different
orientations θ, as detailed in Jacob and Unser [2004], to extract ridges and valleys.

4.2.4.2 Anisotropic Gaussian Filter

Kernels based on the derivative of anisotropic Gaussian functions have been successfully
applied in edge detection, showing certain advantages compared with the isotropic Gaus-
sian derivatives (Perona [1992]). As an example, as it corresponds to a thin filter, the ori-
entation selectivity becomes more reliable with the anisotropic Gaussian derivatives than
the isotropic Gaussian filter. Moreover, the isotropic Gaussian often makes the ridge ex-
traction difficult as crossing lines in images; also, parallel lines could be blurred into one
line due to isotropic smoothing, especially if the smoothing parameter is too large (i.e., σ
parameter in Eq. 4.11 and 4.12). The origin is that anisotropic property is more efficient
at level of straight lines. It corresponds to a narrow filter which is oriented in different
directions to extract the edges when it is steered in the edge direction.

The anisotropic Gaussian filter can thus take advantage of this property and overtake
drawbacks of the isotropic filter. Thereafter, it is necessary to filter the image with a set
of 360/∆θ kernels oriented in a variety of directions, as such, leading to the characteriza-
tion of the partial derivatives in 360/∆θ different orientations. The most evident option
to produce a single output from that information is to retain the result produced by the
oriented kernel with the maximum absolute value. An anisotropic Gaussian filter in two
dimensions is not built with the combination of isotropic kernels, as Eq. 4.15, its direct
equation is given by Geusebroek et al. [2003]:

Gσu ,σv ,θ
(
x, y

)= 1

2πσuσv
·e

− 1
2

(
(x cosθ+y sinθ)2

σ2
u

+ (−x sinθ+y cosθ)2

σ2
v

)
. (4.16)

Here, (σv ,σu) represent the two parameters of the anisotropic Gaussian, i.e., the standard
deviations. When σv = σu , the kernel G reduces to an isotropic Gaussian kernel Gσv or
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Figure 4.12: Representation and visualization of the second derivative, an image computed by
convolution with the SOAGK with σu = 2.88 and σv = 5σu .

Gσu . To extract ridges, the Second-Order Anisotropic Gaussian Kernel (SOAGK) can be
applied (Lopez-Molina et al. [2015]). Considering the vertical anisotropic Gaussian di-
rected at θ= 0:

Gσu ,σv ,θ=0
(
x, y

)= 1

2πσuσv
·e

− 1
2

(
x2

σ2
u
+ y2

σ2
v

)
,

thus, the second derivative of Gσu ,σv ,θ=0 in the x direction is calculated by:

G ′′
σu ,σv ,θ=0

(
x, y

)= ∂2Gσu ,σv ,θ=0

∂x2

(
x, y

)= x2 −σ3
u

2πσ5
uσv

·e
− 1

2

(
x2

σ2
u
+ y2

σ2
v

)
. (4.17)

The choice of σv > σu enables to build a narrow filter smoothing mostly in the y di-
rection while highlighting valleys in the x direction. Now, this 2D kernel can be oriented
in different directions to capture valleys (or ridges with the opposite filter) in the image,
as illustrated in Fig. 4.12. To this end, the anisotropic parameter produces a smoothing
along the ridge/valley, which helps to extract easily elongated features, even disturbed by
noise. On the contrary, kernels having parameters σv /σv ≈ 1 highlight undesirable fea-
tures as noise which are interpreted as small, non-elongated ridges (Lopez-Molina et al.
[2015]).

4.2.4.3 Logical Linear Filter

Similar to the SOAGK, Iverson and Zucker proposed a hybrid filter by combining direc-
tional linear filters and a Linear-Logical (L/L) operator which helps to reduce the false

(a) Image 512×512 (b) Positive contrast lines (c) Negative contrast lines

Figure 4.13: Directions of contrast lines obtained by SP and SN (vectorial images)
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Figure 4.14: Convolution of a 1D signal with the n′
l
, n′

r
, n(3)

l
and n(3)

r
with ϵ=2 to compute Positive

and Negative contrast lines with SP and SN respectively.

positive pixels of ridges/valleys (Iverson and Zucker [1995]). This technique allows select-
ing any inflection points within the 1D signal region [t − ϵ, t + ϵ], with ϵ> 0, see Fig. 4.14.
First, it depends on the Gaussian Gσ (see Eq. 4.11) and its derivatives of the first and third
order G′

σ and G(3)
σ by computing the four parameters:{

n′
l = G′

σ(t +ϵ)/2ϵ, n′
r = G′

σ(t −ϵ)/2ϵ,
n(3)

l = G(3)
σ (t +ϵ)/2ϵ, n(3)

r = G(3)
σ (t −ϵ)/2ϵ,

(4.18)

thereby, they can be applied to a signal, as shown in Fig.4.14.
Concretely, the L/L operator can be utilized on different edge types as ridge P (Positive

contrast lines), valleys N (Negative) and Edges E (ramp or step). In this study, only P and
N are focused and evaluated. These denoted functions SP and SN respectively combine
linear operators in Eq. 4.18 by using the logical operator ⊼ such that:

SP = n′
l ⊼n′

r ⊼n(3)
l ⊼n(3)

r

SN =− n′
l ⊼−n′

r ⊼−n(3)
l ⊼−n(3)

r
(4.19)

where the logical operator ⊼ is represented by, for two hypotheses (a,b):

a⊼b ≜


a +b, if a > 0∧b > 0

b, if a > 0∧b ≤ 0
a, if a ≤ 0∧b > 0

a +b, if a ≤ 0∧b ≤ 0

(4.20)

In this way, SP and SN contribute to extract convex and concave points, as shown in
Fig. 4.14. Next, to extract ridges or valleys and their tied directions, the 2D operator is
expressed as the Cartesian product of orthogonal, 1D L/L operators SP or SN operators
and a tangential operator T(t ). Moreover, this 2D operator is oriented and uses strategies
of the logical operator ⊼ with the tangential operator T(t ) to (a) discriminate between
locally continuous and discontinuous curves along their tangent direction in the image;
and, (b) align the line termination with the line ending (illustrated in Fig. 4.13, for more
details refer to Iverson and Zucker [1995]). To sum up, the L/L operator is similar to the
SOAGK, with the parameter σu tied to the normal operator (SP and SN) and σv for the
tangential operator T (see Fig. 4.12(a)).

4.2.4.4 Implementation and complexity

Presented filters Z, R and Gσ may be implemented with different strategies. Filters Z and
R have been designed to be implemented recursively. Also known as Infinite Impulse Re-
sponse (IIR) filters, they represent filters where the output sample is a linear combination
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Table 4.2: Recursive orders of the filters and image computations as a function of the chosen tech-
nique.

Filter Z and z R and r Gσ and gσ
R order 2, Ziou [2000] 3, Gouton et al. [2000] 4, Deriche [1992] or 5, Van Vliet et al. [1998]

of some number of previous inputs and outputs. Even though there are other ways to ap-
ply them (i.e., via Fast Fourier Transform), the recursive implementation strategy is com-
pared here. First, they correspond to separable filters, so they can be written as a product
of two 1D filters which is equivalent to a typical 2D convolution operation providing a
reduction of the operator computational cost.

Secondly, to reduce even more the number of operations per pixel, each 1D Z, R or Gσ

filter may be also implemented recursively, Table 4.2 reports the order of these 3 detailed
filters. To reduce the number of operations per pixel, a M-order recursive filter is obtained
by calculating its Z-transform. Thus, the two-sided sequence of a filter F is the superpo-
sition of a causal filter F− and anti-causal filter F+: F(n) = F−(n)+F+(n), for n = {1, ...,M}.
To minimize the computational complexity authors of Van Vliet et al. [1998] proposed
to decompose series interconnection into a product of the causal and anti-causal parts,
leading to a 3rd-order Gaussian filter, a 4th-order first derivative filter and a 5th-order
second derivative filter (many fast approximations of the Gaussian have been proposed,
some of them are detailed in Getreuer [2013]). .

Now, the first and second derivatives of the original image can be computed easily
by applying the [-1 0 1] mask one or two times respectively to the smoothed image (i.e.,
smoothed image obtained by applying the Z, R or Gσ filters both in x and y directions).
Besides, the derivatives of an image are computed by combining in the two directions x
and y the different 1-dimensional filters presented in the beginning of the section 4.2.3
(which are implemented with the different strategies above). As an example, the second
derivative in the x direction of an image with the filter Z can be obtained by applying
the low pass filter Z in the y direction then the second derivative of z, called Z in the x
direction of the filtered image.

Subsequently, Table 4.3 specifies the required number of image computations as a
function of the segmentation technique (LoG, H , W, SF2, SF4, or L/L) and Fig. 4.15
roughly schematize the complexity. The Hessian Matrix H needs the second derivatives
of the image Ixx , Iy y and Ix y , using Z, R or G filters. Obviously, W is more computation-

Table 4.3: Image computations as a function of the chosen technique.

Computed basis images Rotation Other
LoG Ixx and Iy y - -
H Ixx , Iy y and Ix y - D1, D2, D3 or D4

W Ix , Iy , Ixx , Iy y and Ix y - Usually D1

SF2 Ixx or Iy y yes max and argmax
SF4 Ixx , Iy y , Ixxxx , Iy y y y , Ixx y y yes max and argmax

SOAGK Ixx or Iy y yes max and argmax
L/L Ix , Ixxx yes ⊼, endline, stabilizer
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Figure 4.15: Complexity schema, depending on the recursive filters order, the number of calcu-
lated images (Tab. 4.3) and the filter rotation.

ally complex than the LoG or H because it needs more image derivatives. Regarding the
steerable filters, an operation of filter rotation with an angle θ is necessary (with 360◦/∆θ
total rotations, where ∆θ is the angular step); and 5 derivative images are calculated for
the steerable filter of order 4 (see Eq. 4.15). On the other hand, the number of basis filters
is large to extract features with the SOAGK, and the basis filters are non-separable, requir-
ing high computational loads. In Geusebroek et al. [2003], the anisotropic Gaussian is
decomposed into two Gaussian 1D filters by considering 360◦/∆θ steps of rotation, allow-
ing reducing the operation number per pixel (to approximate the SOAGK, the difference of
anisotropic Gaussian by differentiating the whole image array with two different standard
deviations σu in Eq. 4.16 is calculated, see Geusebroek et al. [2003]). Also, the L/L filter
contains several steps of interpolation for the normal operator (SP and SN) and for the
tangential operator T which are directed in different directions in the image. Moreover,
the L/L uses other strategies such as the endline or the stabilizer to qualify the segmenta-
tion; these steps add more filter complexity.

4.3 Experimental results and evaluation

Experiments are performed on synthetic and real images, showing qualitative and quan-
titative results. A first result presented in Fig. 4.16 illustrates the advantage to use sharp
and narrow filter to extract thin and close objects, as filters z and r .

The aim here is to extract branches inside the dragonfly wings; as this image does
not contain any noticeable noise, the Hessian matrix H with finite filters like [1 0 -2 0 1]
gave interesting results for these thin objects, but created many undesirable edge points
around certain valleys (similar segmentation also by SF4). Elsewhere, H with the Gaussian
gσ and D1 brings similar but less complete result. Segmentation obtained with H and
D2, D3 and D4 are worse with a lot of missing edge points, as with SF2. However, the
valley extraction using W is perfectible. On the other hand, the result using H with z
filter is quite perfect (Fig. 4.16(b)), this justifies the need to use low pass filter. Among
all the ridge/valley detectors, exponential (z or r ) filters do not delocalize contour points
(Laligant et al. [2007]), whereas they are sensitive to noise. Techniques using Gaussian
filters are less sensitive to noise, but suffer from rounding bends and junctions like the
oriented filters SF2, SF4 and the SOAGK. The more the 2D filter is elongated, the more the
segmentation remains robust against noise. In the following sections, quantitative results
are reported with different types and levels of noise in synthetic images. Then evaluations
will involve real images.
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4.3.1 Error quantification and evaluation procedure

Evaluations are reported using synthetic images where the true positions of the edges are
known. Let Gt be the reference contour map corresponding to the ground truth and Dc

the detected contour map of an image I. Comparing pixel by pixel Gt and Dc , a basic
evaluation is composed of statistics:

• True Positive (TP), common points of both Gt and Dc ;

• False Positive (FP), spurious detected edges of Dc ;

• False Negative (FN), missing boundary points of Dc ;

• True Negative (TN), common non-edge points.

where |·| denotes the cardinality of a set. Several edge detection evaluation techniques
involving only statistics have been developed, see Magnier et al. [2018]. It is clearly proved
that poorly located or missing pixels should be penalized according to the distance from
the position where they should be localized. Also, as demonstrated in Magnier et al.
[2018], the evaluation of FP and FN should not be symmetrical, because such a penalty
could alter the visibility of the outlines of the desired objects in an objective evaluation
(see Magnier et al. [2018]): some measures calculate a large error for a single FP at a suf-
ficiently large distance, while many desired contours are missing, but unfortunately, they
are not penalized enough. Thus, described in Magnier [2019], the normalized N edge de-
tection evaluation measure is, for FN > 0 or FP > 0:

N = 1

FP+FN
·
[

FP

|Dc |
· ∑

P∈Dc

1

1+KFP ·d 2
Gt (p)

+ FN

|Gt | ·
∑

P∈Gt

1

1+KFN ·d 2
Dc (p)

]
, (4.21)

where (δ,κ) ∈]0,1]2 represent two scale parameters Magnier [2019], |·| denotes the car-
dinality of a set, and dA(p) is the minimal Euclidean distance between a pixel p and a set
A Magnier et al. [2018]. Therefore, the measure N calculates a standardized dissimilarity

(a) Image 800×1200 (b) H with discrete filters (c) H with filter Z, sz = 1.696

(d) H with filter G and D1, σ=0.58 (e) W with filter G and D1, σ= 0.58 (f) SF4, σ= 0.58

Figure 4.16: Valley detection in green on real image of a dragonfly, with thin, blurred and very close
junctions. The original image is inverted for a better visualization.
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Figure 4.17: Evaluation of the different ridge/valley extraction techniques on synthetic images cor-
rupted by Poisson noise.

score; the closer the evaluation score is to 1, the more the segmentation is qualified as
suitable. On the contrary, a score closes to 0 corresponds to a poor detection of contours.

The aim here is to get the best contour map in a supervised way. For that, the contours
are extracted after a suppression of the local non-maxima, then a threshold by hysteresis
is applied to obtain a binary segmentation (Canny [1986]). Theoretically, to be objectively
compared, the ideal contour map of a measure must be a Dc at which the supervised
evaluation gets the highest score, see details in Magnier et al. [2018] and Magnier [2019].
For each better segmentation tied to N , the FP and percentage of TP relative to the total
number of edge pixels of Gt are also displayed (TP/Gt ). In addition, the last evaluation
measure concerns the angle tied to the ridge/valley, θ. Considering CDc , the set of contour
chains in Dc (i.e., at least 2 pixels per chain), the angle evaluation is computed as follows:

E(CDc ,θ) = 1

|CDc |
· ∑

p∈CDc

∑
dk∈ω

1−

∣∣∣90◦−
∣∣∣−→θp −−→

θdk

∣∣∣ ∣∣∣
90◦

/ck ,

where dk represents a contour pixel belonging to ω, a 3×3 window centered on p,−→
θdk the direction tied to dk and ck the number of contour pixels in ω, minus the central

pixel. This evaluation linearly ranges from 0 for identical angles of
−→
θp and

−→
θdk to 1 for

angles that differ. Note that
−→
θdk and

−→
θp angles belong to [0;180◦[ and when one direction

approximates 0 and the other direction 180◦, the evaluation remains close to 0.
Also, from the proper binary confusion matrix, the precision (Prec) and recall (Rec)

evaluations are computed, given the overall quality expressed in terms of the Fα-measure:

Fα = Prec ·Rec

αPrec + (1−α)Rec
with Prec = TP

TP+FP
and Rec = TP

TP+FN
(4.22)

with α=0.5 allows an equal penalization between FN and FP.
These scores are presented throughout the remainder of this study, according to dif-

ferent images and noise types.
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4.3.2 Synthetic images corrupted by Poisson noise

The first image in Fig. 4.17 contains ridges of width 1 pixel and is corrupt by Poisson
noise. This noise distribution typically models shot noise in a sensor in which the time
between photon arrivals is governed by Poisson statistics, and appears for example in
medical imaging system. The Poisson noise density models the time statistics between
photon arrivals, where the defined expected number of occurrence of integerΛ, the noise
probability corresponds to the observed number of n instead of λ in pixel (Zhang et al.
[2009]) k: Given λ an integer, the maximum probability is obtained for t = λ and the vari-

ance of the distribution is also λ ; at a pixel x, the equation is given by: Pλx (t ) = λt e−λ
t ! .

Poisson noise appears from quantum effects of photons. The Poisson noise estimate is
the square root of the number of detected photons, then the Cameras can be calibrated
to know how many photons a certain pixel value is (Akiyama et al. [2015]).

As shown in Fig. 4.17, except SOAGK and L/L, all the other filters are robust to Poisson
noise at this scale. SF2 performed exceptionally well, with True Positive value TP/|Gt |
(and Fα) almost close to 1. It only started to drop from SNR 5dB. Filters with Z, R, Gσ

& SF4 ranked in the second place, their performances are still sufficiently well (TP / Fα
over 0.9). But SF4 seemed to be less robust to Poisson noise, whose TP dropped sharply
from SNR 6dB. In comparison, SOAGK showed its relatively poor performance to resist
the noise – starting with TP 0.85, ending with TP 0.3 at SNR 3dB. L/L failed completely in
this task. It detected barely any true positive ridges. This poor performance of oriented
filters is caused by the small size of these filters, where small-scale orientation deforms
the kernels. The angular score E is the best for Z and R filters (using H) because they
correspond to sharp filters, especially suitable for thin ridges.

4.3.3 Synthetic images corrupted by Speckle noise

The second image in Fig. 4.18 contains ridges of width 3 pixels and is disturbed by a
Speckle noise. This multiplicative noise appears with the image acquisition due to the
level of noise in the sensor of a CCD or CMOS camera, increasing in proportion to lumi-

SNR = 9 dB SNR (dB) SNR (dB) SNR (dB)

Figure 4.18: Evaluation of the different ridge/valley extraction techniques on synthetic images cor-
rupted by Speckle noise.
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SNR = 9 dB

SNR (dB) SNR (dB) SNR (dB)

Figure 4.19: Evaluation of the different ridge/valley extraction techniques on synthetic images cor-
rupted by Gaussian noise and Gaussian blur.

nosity (Laligant et al. [2013]). This noise model can be formulated as: J = I+σ ·η · I, where
J represents the observed image, I the noise-free image, η is a normalized Gaussian noise
distribution centered at 0 of standard deviation σ.

Compared to Poisson noise, which is correlated to the original image, Speckle noise
adds some independent noise to the images that could corrupt more the image’s geomet-
ric structure. For filters providing quite good results in previous situation (Fig. 4.17), they
are less efficient in case of Speckle noise. Instead of starting with TP in the range of [0.93,
1], they are now under the threshold of 0.85 corresponding a performance drop of 10%
at SNR 9dB. And the robustness to noise level decreased much more. This decreasing
behavior in the interval [0.85, 0.55] is similar to Speckle noise’s granular effect property.

Figure 4.20: Evaluation of the different ridge/valley extraction techniques on real images.
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At SNR 3dB, the TP are around 0.55, meaning only about 55% ridge pixels are perfectly
detected. Unlike the total failure with Poisson noise, L/L filter worked correctly. However,
its performance is still the worst compared to other filters. The main reason could be due
to the fact that L/L is by definition a 1D filter with additional processing as the endline or
the stabilizer, which are noise sensitive. This makes it to be much less robust to structure-
correlated noise. As the structure-correlated noise could destroy the two-dimensional
visual structures transformed in 1D filter space and cause thus the failure of detection.
On the other hand, among the techniques using non-oriented filters, it is noticeable that
H with D1 and W with D1 obtain best scores. Additionally, the extracted ridges are more
continuous and less disturbed by undesirable FP pixels. W with D1 allows a better quality
of detected ridges than with other non-oriented filters.

Finally, the angular score E obtained by the SOAGK is less penalized because it corre-
sponds to an elongated kernel applied on close-right structures, so the oriented filter is
generally the same along these structures (same remark for the Gaussian noise).

4.3.4 Synthetic images corrupted by Gaussian noise

The last experiment with synthetic images in Fig. 4.19 concerns valleys corrupted by a
Gaussian blur and Gaussian noise. This type of noise represents an additive noise, dis-
turbing gray values in images. Its model is essentially designed and characterized by its
Probability Distribution Function (PDF) or histogram normalization with reference to the

gray value: P(x)= 1
σ
p

2π
e

(x−µ)2

2σ2 where x is the gray value, µ the mean, andσ the standard de-

viation. Gaussian noise blurred more the geometrical structure in images. So, as shown
in Fig. 4.19, the general TP for all filters are decreased compared to those with Poisson
and Speckle noises. SOAGK, SF2, SF4 filters gave better results (TP ∼ 0.8). L/L filter al-
ways showed the worst result, even at SNR 9dB, the TP is only 0.57 when noise becomes
stronger performances decreases. In comparison, W with D1 still detects a better quality
of ridges than with other non-oriented filters, statistically and visually.

4.3.5 Evaluation with real images

After evaluating the filters on synthetic images with different types of noise, the ridge
detection on real-world images is presented. These images are from the Ghent Univer-
sity Fungal Images together with their manually annotated ground-truth ridges (Lopez-
Molina et al. [2015]). This database is extremely challenging. Here, 13 images with their
tied ground truth images are selected randomly for this experiment. The images have
very poor contrast and strong noises, see Fig. 4.20 Regarding the evaluation pixel per
pixel, due to the hand-labeled ridge points which create inaccurate ground truth (Gt ), the
overall ridge detection with these filters is around TP 0.2, and they are image-dependent.
In the best situation, TP can reach 0.3; otherwise, in worst cases, the TP will drop below
0.5 and are close to 0.06. Oriented filter SF2, SF4 and SOAGK performs well, regarding Fα
and N, contrary to the L/L and H with D4. Regarding W with D1, its evaluation is better
than other non-oriented filters, even though the angle evaluation E penalizes the direc-
tions perpendicular to the detected ridges (however the score remains under 0.1 where it
was under 0.2 for Speckle noise).
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4.3.6 Visual comparison on real images

The experiment on real images have been performed on heart images for cartographic
analysis and aerial noisy image which are available in Fig. 4.21 and 4.22 respectively.

For the first image presented in Fig. 4.21(a), the output filtered images demonstrate in-
teresting results with all filtering techniques reviewed in this literature non-maxima sup-
pression and thresholded images. Here, the thresholded images correspond to the 3500
highest computed points for each filtering techniques. The original image is not specifi-
cally noisy, but it is blurred. The selected parameters correspond to the detection of ridges
of width 3 pixels (see Table 4.1). Usually, the blood vessels are well extracted, even with
the Laplacian, even though ridges are roughly extracted, see Fig. 4.21(b). The discrete
filter obtains the worst result with some false positive points and extracted ridges which
are doubled. Regarding the Hessain matrix, Z, R and Gσ perform well using D1 with the
extraction of main blood vessels without many false positives. Same remark, the Wein-
garten is reliable contrary to the Hessian matrix with Gσ and D2/D4 which are corrupted
by many false positive pixels and noncontinuous extracted ridges. Now, considering ori-
ented filters in Figs. 4.21(j)-(l), SF2 performs as well as Z, R and Gσ filters using D1 while
SF4 obtains the stronger result with continuous extracted ridges without many undesir-
able extracted pixels. Elsewhere, the SOAGK in Fig. 4.21(l) performs for elongated ridges
but too thin blood vessel are not well extracted, while some extracted ridges are tripled,
penalizing this ridge detector.

Likewise, the same implementation procedure has been applied on Stanwick aerial
image in Fig. 4.22(a) for aerial image analysis, where the original image is corrupted by a
strong noise. Because the images contain too many ridges to be detected, the thresholded
images after filtering correspond to 50% of the highest extracted points after non-maxima
suppression (excepted for the discrete filter).

The selected parameters correspond to the detection of ridges of width 5 pixels (see
Table 4.1). The extracted information in Fig. 4.22(b)-(l), clearly shows that each filter-
ing technique detects different level of information after non-maximum suppression, as
subject to different application analysis. For instance, the LoG (Fig. 4.22(b)) detects
roughly disconnected contours as of blob like structure, and Hessian with discrete fil-
ter (Fig. 4.22(c)) has detected most of the discernible details, but the majority of detected
ridges are misconnected. The Z and R filters in Figs. 4.22 (d), and (e) have extracted sim-
ilar roughly disconnected ridges, which cannot be enhanced even with post morpholog-
ical processing. The Hessian matrix (H ) using Gaussian and D1 in Fig. 4.22 (f) shows
more interesting result with extracting sufficiently ridges mostly connected without need
of any further processing even though it contains many false positive points. The results
obtained by H and D2/D4 in Figs. 4.22(g)-(h) show more ridges with sharp noises. The
Weingarten in Fig. 4.22(i) displays less information than H with D1, it is similar to Z and
R. Finally, detected ridges extracted by oriented filters in Figs. 4.22(j)-(l) demonstrate
quite interesting and directly usable information for its application analysis, in particular
the SOAGK for the straight ridges.
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(a) Original image 256×256 (b) LoG, σ= 1.81 (c)H with discrete filter & D1

(d)H with filter Z, sz =0.63 (e)H with filter R, sr =0.69 (f) H with G, σ=1.81 and D1

(g) H with G, σ=1.81 and D2 (h) H with G, σ=1.81 and D4 (i) W with G, σ=1.81 and D1

(j) SF2, σ=1.81 (k) SF4, σ=1.81 (l) SOAGK, σu=1.81, σv =5σu

Figure 4.21: Ridge detection on heart image. Detected ridges are displayed on the original image.
Thresholded images correpond to the 3.500 highest computed points for each method.
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(a) Original image 256×256 (b) LoG, σ= 2.88 (c)H with discrete filter & D1

(d) H with filter Z, sz =0.37 (e) H with filter R, sr =0.42 (f) H with G, σ=2.88 and D1

(g) H with G, σ=2.88 and D2 (h) H with G, σ=2.88 and D4 (i) W with G, σ=2.88 and D1

(j) SF2, σ=2.88 (k) SF4, σ=2.88 (l) SOAGK, σu=2.88, σv =5σu

Figure 4.22: Ridge detection on Stanwick aerial image. Thresholded images correpond to 50% of
the positive points after non-maxima suppression step, excepted for (c) where the 7.500 highest
points are reported because it contains too many positive pixels.
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4.4 Summary

This chapter presents an extensive evaluation and comparison of ridge/valley detection
with image-based filtering techniques including, the ridge/valley mathematical proper-
ties, driving filter parameters and characterizations. Classical technique as Difference Of
Low Pass (DOLP) and Laplacian filter are detailed, as the elegant way using the Hessian
matrix H . Different techniques exist to compute ridge or valley extraction with the eigen-
values of H , they are detailed through this communication, as for the Weingarten. Three
low pass filter are compared, namely Z, R which are exponential filters and the Gaussian
Gσ. Elsewhere, method using oriented Gaussian filters are also reported. The evaluation
and comparison of filtering techniques have been performed both theoretically and ex-
perimentally on synthetic and real images.

Each filtering techniques have been examined on complex images, where different
types of noises have been applied. The acquired comparison and evaluation graphs ex-
hibited which method is reliable as a function of the width feature and the noise type.

Regarding non-oriented filters, the Z filter performs well when the ridge or the valley
are very thin (width of one pixel) and requires the less computational complexity com-
puted the Hessian matrix H . On the other hand, H associated with the Gaussian Gσ and
the highest eigenvalue (D1) is a good compromise when the feature widths are growing.
Yet, the Weingarten W and its eigenvalue gives suitable and better continuous detected
ridges. Steerable filters of order 2 (SF2) and of order 4 (SF4) obtain similar results, they are
particularly reliable for images corrupted by noise, especially for bent features (SF4 is a
little more reliable), contrary to the SOAGK which is well adapted for straight features.

Eventually, this study would serve as ridge/valley optimal parameter configuration
and adjustment guide for its interested applied researchers and application tools and do-
main such as satellite or aerial image analysis (road, river, etc.), medical image analysis
(blood vessels, filaments, nerve system, etc.), lines detection, image segmentation, and
object detection.
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Chapter 5

Multiscale Line Detection Using Second
Order Semi-Gaussian Filtering Technique
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5.1 Introduction

Line features represent ridges and valleys in a digital image, they correspond to thin, elon-
gated structures and ridges refer to the valleys of the inverted relief on the image surface,
as illustrated in Fig. 5.1(b). Line feature characterization is the initial step in all aforemen-
tioned applications.

Amongst the low level image structures, such as, texture, edge, corner or junction, line
features is the widely applied structure in the image processing literature. Line structures
on multiscale like ridges or valleys contain determinative information required in image
analysis problems, such as, scene understanding, photogrammetry, biomedical (Sanchez
et al. [2019]) and remote sensing.

It is important to have a reliable line detector, especially adapted to different scales.
Today, there are many post-processing methods to align segments, group or recognize
shapes. These methods are all more effective when the line detector is reliable.

Two parallel step edges construct a line structure, they can be roughly extracted by
the Laplacian operator, as in Fig. 5.1(c). Technically, the step or ramp edges correspond
to local maxima of the first order derivative (Canny [1986]), while ridges are tied to lo-
cal maxima of the second order derivative in the local analysis of Hessian matrices of an
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(a) Gray level image of size 

67×67 coded on 8 bits.

(b) Image surface of (a), ridges are at the top 

whereas valleys are at the bottom of the surface.

(c) Ridges/valleys extracted

by Laplacian of Gaussian.

(d) Ridges/valleys extracted

with the Hessian matrix.

Figure 5.1: 3D representation of ridges/valleys and their extractions using the Laplacian of Gaus-
sian and Hessian matrix( Steger [1998]), σ=2.88, see Shokouh et al. [2021b]. In (c)-(d), extracted
ridges in red and valleys in green are superimposed on the original image.

image (Lindeberg [1998] Steger [1998]). There exist other techniques to extract line struc-
tures, including oriented filters, as presented in the next section.

In this chapter, a multiscale Second Derivative of Semi-Gaussian (SDSG) filtering tech-
nique is proposed. The line feature profiles can vary across scale space; they are detected
with different filter parameters, whose outputs would be merged later to create a single
edge map. Hence, a function is proposed for the scale fusion considering the desired
scale.

5.2 Multiscale ridge extraction: Related works

Gaussian kernels as well as their derivatives are the widely employed filtering techniques
for the processing of low level image structures due to their isotropy, steerability and
decomposability properties. The zeroth order Gaussian kernels are used for smoothing
and regularization. This section covers the main theoretical principles of multiscale line-
feature extraction in digital images.

5.2.1 Isotropic filters

For the line-structure detection, several works are based on the eigen-decomposition of
the Hessian computed at each image pixel (Lindeberg [1998]Shokouh et al. [2021b]Steger
[1998]). The combination of the eigenvalues measures the overall strength of the ridge or
the valley, as illustrated in Figs. 5.1(d) and 5.2(b). In scale space, theoretically, a pioneer
work proposed by Lindeberg assumes that a ridge point is defined as a location for which
the intensity assumes a local maximum (or minimum for the valleys) in the main principal
curvature direction (Lindeberg [1998]). Considering an image Iσ smoothed by a Gaussian
of standard deviation σ, the line-structure measure of the original image I is given by:

Nγ(I) =σ2γ ·
((

Iσ,xx − Iσ,y y
)2 +4 · Iσ,x y

)
, (5.1)

where Iσ,xx and Iσ,y y represent the x and y derivatives of the image Iσ respectively, and
γ> 0 is termed as the scale normalization factor.

Bae et al. [2015] extended the γ-normalized multiscale Hessian matrix of Eq. 5.1 to de-
rive a width-invariant and contrast-proportional second derivative magnitude map. Then
a high-level processing is performed for segment formation.
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(a) Image (b) Highest value of (c) Steerable filter (d) Steerable filter
116 × 81 Hessian matrix of order 2 (SF2) of order 4 (SF4)

(e) SOAGK, ∆θ= 5◦ (f) Linemap of SDSG, (g) Non-maxima (h) Thresholding
σu = 1.81, σv = 5σu σu = 1.81, σv = 5σu suppression of (f) of image in (g)

Figure 5.2: Extraction of ridges corresponding of long chains of streptococcus pyogenes infecting
grape-like clusters of MRSA biofilm: comparison of mono-scale ridges extractors. Original image
source: https://www.nikonsmallworld.com

5.2.2 Oriented filters for line feature detection

The well-known and popular steerable filters (Freeman and Adelson [1991]Jacob and Unser
[2004]) are built by linear combination of the direct rotation of the derivatives of the basic
isotropic Gaussian. Thereafter, it captures the line structure energy in the direction of the
maximum response of the filter.

Edge detection techniques using elongated kernels are efficient to correctly detect
large linear structures (Perona [1992]Jacob and Unser [2004]Lopez-Molina et al. [2015]).
The robustness against noise depends strongly on the smoothing parameters of the fil-
ter, i.e., the parameter of the filter elongation. Moreover, the elongated filters enable us
to capture discontinuous line features, as illustrated in Figs. 5.2(d)-(e). To extract ridges,
the Second-Order Anisotropic Gaussian Kernel (SOAGK) can be applied (Lopez-Molina
et al. [2015]). Considering the vertical anisotropic Gaussian directed at θ= 0◦, its second
derivative in the x direction is:

G ′′
σu ,σv ,θ=0

(
x, y

)= x2 −σ3
u

2πσ5
uσv

·e
− 1

2

(
x2

σ2
u
+ y2

σ2
v

)
. (5.2)

The choice of σv > σu enables to build a narrow filter smoothing mostly in the y di-
rection while enhancing valleys in the x direction. Now, this 2D kernel can be oriented
in different directions to capture line structures in the image, see Fig. 5.2(e). To this end,
this anisotropic choice produces a smoothing alongside the ridge/valley, which helps to
extract easily elongated features, even disturbed by noise. On the contrary, kernels hav-
ing parameters σv ≈ σu are equivalent to a Steerable Filter of order 2 (SF2, presented in
Freeman and Adelson [1991]) and may highlight undesirable features as noise which are
interpreted as small, non-elongated ridges (Lopez-Molina et al. [2015]). Finally, SOAGK
at different scales are applied in Lopez-Molina et al. [2015] to detect the line structures
and the combination is done by means of the maximum among the different obtained
line-maps.
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(a)  𝜃 = 0° (b)  𝜃 = 45° (c) 𝜃 = 217° (d) Image 96×96
(e) Filter response as a function of the 

angular sampling for the central pixel in (d)

(f)  Δ𝜃 = 2° (g)  Δ𝜃 = 5° (h)  Δ𝜃 = 10° (i)  Δ𝜃 = 22.5° (j)  Δ𝜃 = 45° (k)  Δ𝜃 = 90°

Figure 5.3: Ridge detection as a function of the angular step∆θ, with σd = 1.8, σs = 5σd , and SDSG
responses (clockwise) at a pixel tied to a bent ridge.

5.3 Second-Derivative of a Semi-Gaussian Filter (SDSG)

The basic idea of the developed filter is to consider paths (i.e., ridges or valleys) crossing
each pixel. Inspired by Montesinos and Magnier [2010], the proposed technique Second-
Derivative of a Semi-Gaussian Filter (SDSG) represents a truncated 2nd derivative of an
anisotropic Gaussian which can be steered. It’s able to detect bent ridges due to two elon-
gated and oriented filters in two different directions.

5.3.1 Concept of the SDSG

The main idea of SDSG is to “cut” the second order anisotropic Gaussian kernel (Eq. 5.2)
using a Heaviside function and, then, steer this filter in all directions around the consid-
ered pixel: from 0 to 360°. Hence, the SDSG can be built by combining a vertical semi-
Gaussian on the one hand and its horizontal second derivative on the other hand. Math-
ematically, it is defined by:

1. a semi-Gaussian for the smoothing in the y direction (vertically):

G (σs , t ) = H(t ) ·e
−t2

2·σ2
s , with σs ∈R∗+, t ∈R and H the Heaviside function,

2. a second derivative of a Gaussian in the x direction (horizontally):

G ′′(σd , t ) = t 2−σ2
d

σ4
d

·e
−t2

2·σ2
d , with σd ∈R∗+ and t ∈R.

For signal and image processing, t represents an integer. The Fig. 5.3(a) shows an exam-
ple of SDSG, constructed with these two functions, respectively, G at the vertical and G ′′

at the horizontal. In order to create an anisotropic (elongated) filter, the support of the
smoothing half-filter must be greater than the support of the filter containing the deriva-
tive, that is to say σs>σd . Then, to obtain a rotated version of the SDSG, this filter is ap-
plied in several directions θ from 0 to 360°. The original rotation is centered in the middle
of the basis filter; for a better understanding, the rotation center corresponds to the mid-
dle of the image in Fig. 5.3(a), and the SDSG is rotated from this point in Figs. 5.3(b) and
(c). Thereafter, the image convolution with the steered filters allows computing derivative
information at each desired direction (as shown in Fig. 5.3(e)). Then, the line structure
strength L is calculated using a local directional maximization/minimization:
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• addition of the two local maxima regarding ridge detection,

• addition of the two local minima regarding valley detection.

The direction perpendicular to the line structure, called, η⃗ is calculated by the bisector
between these two local directions (maxima or minima). Then, the line structures can be
extracted with non-maxima suppression (NMS) process by deleting local non-maxima in
the η⃗ direction, same strategy as in Canny [1986]. The Fig. 5.3(e) illustrates two local max-
ima tied to the directions of a bent line (here the η⃗ direction is around 90°direction). When
the angular step ∆θ is well discretized, such a filtering technique allows computing two
precise directions of the line structure. The two directions cannot be correctly calculated
when the angular step is too spaced (∆θ> 5◦, Figs. 5.3(f)-(k)).

In Magnier et al. [2014], an anisotropic directional filter is implemented considering
the difference of two halves rotating Gaussian filters (DoG mechanism), which can ap-
proximate the SDSG filter. Meanwhile, a multiscale approach has been developed by
selecting the maximum response among the scales (Magnier et al. [2014]). Such a nor-
malization function may miss some thin objects, as illustrated in Fig. 5.5(c)-(d) and next
subsection.

5.3.2 Scale fusion of the SDSG

In one dimension, the σ of the Gaussian derivatives depends on the line width of the
structures to be detected, as shown in Fig. 5.4(a)-(b). The SDSG corresponds to a semi-
filter. It can be seen as a scan of the projected pixels in all the directions around the con-
sidered pixel, illustrated by the signals in Fig. 5.3(e). When the SDSG is steered in the
line feature direction, the σs parameter allows an elongated smoothing in the line direc-
tion, whereas the σd (tied to the 2nd derivative which is perpendicular to the line) cap-
tures the line structure strength. For multiscale line structure detection, the maximum
value among the different filter responses can be selected (Magnier et al. [2014]), as in
Fig. 5.4(b). However, it may not be sufficient, especially in real conditions. Consequently,
we propose the following improved scale function:

Fσ(L ) =
(
σ

1
σ + 1p

σ

)
·L , (5.3)

where L represents the filtered image line structure at scale σ.
This function allows improving line structure enhancement at the corresponding scale.

Its values are always superior to 1, which is efficient for large scales. Thin line features are
also well highlighted, as illustrated in Fig. 5.4(c). Finally, the σd parameter is considered
in the Eq. 5.3, regarding the SDSG filter, see Fig. 5.5(h) where thin and large elongated
structures are better connected.

The fusion procedure of the multiscale SDSG can be summarized as follows:
(i) Filtering the image with each possible SDSG at different directions θ and scales (but
with same ratio σs

σd
), then compute the line strength L .

(ii) Retaining the strongest response L after applying the Eq. 5.3 and its tied direction η⃗

for each pixel.
(iii) Suppress non-maxima pixels in the η⃗ direction of the fused image.

The next section presents evaluations and results on real images.
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𝐺𝜎
2, 𝜎 = 0.58 Ideal for ridges of width 1

𝐺𝜎
2, 𝜎 = 1.81 Ideal for ridges of width 3

𝐺𝜎
2, 𝜎 = 2.88 Ideal for ridges of width 5

𝐺𝜎
2, 𝜎 = 3.91 Ideal for ridges of width7

𝐺𝜎
2, 𝜎 = 4.93 Ideal for ridges of width 9

𝐺𝜎
2, 𝜎 = 5.94 Ideal for ridges of width 11

𝐺𝜎
2, 𝜎 = 6.95 Ideal for ridges of width 13

𝐺𝜎
2, 𝜎 = 7.95 Ideal for ridges of width 15

𝐺𝜎
2, 𝜎 = 8.96 Ideal for ridges of width 17

(a) Discrete second derivatives of the Gaussian with different parameters tied to the ridge width

(b) Convolution of the signal with the second derivatives

of the Gaussian on the left (without normalization)

(c) Convolution of the signal with the second derivatives

of the Gaussian on the left (with normalization)

𝜎 = 0.58

𝜎 = 1.81

𝜎 = 2.88

𝜎 = 3.91

𝜎 = 4.93

𝜎 = 5.94

𝜎 = 6.95

𝜎 = 7.95

𝜎 = 8.96

Figure 5.4: Ridge highlighting in one dimension (1D) by convolution with different second deriva-
tive of Gaussian in (a), detailed in Shokouh et al. [2021b]. In (b), ridges are highlighted with the
different Gaussian convolutions and (c) takes into account Eq. 5.3. The original signal containing
separated ridges of growing widths: 1, 3, 5....17 is displayed by the blue bars in (b)-(c) while the
convolved signals are plotted in orange and the maximum of the signal is displayed by the black
circles for each scale σ, exhibited between (b) and (c).
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(a) Original image (b) Lindeberg (c) SDSG fusion, (d) Non-maxima (e) Thresholding
256×256 result max function suppression of (c) of (d)

(f) Multi-scale (g) Multi-scale (h) SDSG fusion, (i) Non-maxima (j) Thresholding
result SOAGK result with Eq. 5.3 suppression of (h) of (i)

Figure 5.5: Blood vessel extraction of different widths by non-maxima suppression (NMS) and
thresholding in a Magnetic Resonance Angiography image. In (b), (f) and (g), 20% of the highest
pixels are preserved while 30% are preserved for (e) and (j). Note that (d) and (i) are inverted
images. Here, scales varied between 1.81 and 6.95, see Shokouh et al. [2021b].

5.4 Experimental results and evaluation

Experiments are carried out on real images. First, a dataset containing fungi images with
manually annotated ground truth Gt is used (Lopez-Molina et al. [2015]). To evaluate the
line feature detection, the Normalized Figure of Merit method (Magnier [2019]) is em-
ployed. Let Dc be the detected contour map of an image. Comparing pixel by pixel Gt

and Dc , a simple evaluation based on pixel-wise comparison leads to the definition of the
following indicators:

• True Positive (TP), common points of Gt and Dc ,

• False Positive (FP), spurious detected edges of Dc ,

• False Negative (FN), missing boundary points of Dc ,

• True Negative (TN), common non-edge points.

The normalized N edge detection evaluation measure is, for FN>0 or FP>0:

N = 1

FP+FN
·
[

FP

|Dc |
· ∑

P∈Dc

1

1+KFP ·d 2
Gt (p)

+ FN

|Gt | ·
∑

P∈Gt

1

1+KFN ·d 2
Dc (p)

]
, (5.4)

where (δ,κ)∈]0,1]2 represent two scale parameters (Magnier [2019]), | · | denotes the cardi-
nality of a set, and dA(p) is the minimal Euclidian distance between a pixel p and a set
A.

So, if there are no error, i.e., FP=FN=0, then N =1. Therefore, the measure N calculates
a standardized dissimilarity score; the closer the evaluation score is to 1, the more the
edge detection is qualified as suitable. On the contrary, a score close to 0 corresponds to
a poor detection of contours.

The aim here is to get the best contour map in a supervised way. For that, the line
features are extracted after a suppression of the local non-maxima, then a threshold by
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(a) Image annotated by hand (b) 𝐹𝛼 measure, tied to TP, FP, and FN (c) Edge detection evaluation 𝑁 (d) Legend

Figure 5.6: Evaluation of the ridge extraction technique on real images (Fungal images Lopez-
Molina et al. [2015]). Detected line structures of image 3 are available in Fig. 5.7(a).

hysteresis is applied to obtain a binary segmentation (Canny [1986]). Theoretically, to
be objectively compared, the ideal contour map of a measure must be a Dc at which the
supervised evaluation gets the highest score, as detailed in Magnier [2019] and Magnier
et al. [2018]. In addition, from proper binary confusion matrix, the precision (Prec) and
recall (Rec) evaluations are computed, given the overall quality expressed in terms of the
Fα-measure with α=0.5 allowing a equal penalization between FN and FP:

Fα = Prec ·Rec

αPrec + (1−α)Rec
with Prec = TP

TP+FP
and Rec = TP

TP+FN
, (5.5)

The SDSG filter is compared with 4 other multi-scale feature line detection techniques,
namely: Lindeberg [1998], Bae et al. [2015], SF2 (Freeman and Adelson [1991]) and SOAGK
(Lopez-Molina et al. [2015]). Evaluation scores are presented in Figs. 6.6(b)-(c) for Fα and
N measures respectively. Usually, scores achieved by SDSG are similar to those of the
SOAGK, showing the reliability of the proposed filter. Both are better than Lindeberg, SF2

and Bae et al. which uses a post processing segment formation.
Visually, detections obtained by the SDSG are close to those derived from the SOAGK,

excepted that SOAGK creates many straight (small) segments for isolated points, see Fig.
5.7(a).

In order to interpret the output of the SDSG versus the state of the art techniques for
line feature detection and extraction, the comparative tests have been carried out on dif-
ferent real images shown in Fig. 5.7, including (a) fungal, (b) cart wheel picture, (c) satel-
lite image, (d) angiography to detect blood vessels, (e) aerial image, (f) a noisy biomedical
image to detect and extract filaments.

Taking into account that the original images are noisy and blurred, the Lindeberg fil-
tering (Lindeberg [1998]) extracted the impure desired lines in spite of non-maxima sup-
pression. The Bae et al. [2015] output is better visually in extracting finer lines with higher
precision because of its segment formation created by the high-level processing. Con-
sidering the steerable filter (SF2), it has detected more line features of varied scale. The
SOAGK has rather extracted more connected line features, which is considered a strength
point in filtering.

The SOAGK in general demonstrates good results, particularly for elongated ridges;
but too thin blood vessel as filaments and roads are not well detected, while some ex-
tracted lines are tripled and blobs are extracted as lines, penalizing this line detector. The
proposed SDSG obviously has demonstrated significant result in case of noise suppres-
sion. Indeed, visually desired line features as with less or no post processing need for final
output, while looking the original images.

The SDSG filter has extracted desirable line features in general, and in particular in
Fig. 5.7 (c) roads (d) blood vessels, (e) large roads and (f) filament without too many
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undesirable false positive points. Usually, the extracted lines are more pure using the
same thresholding ratio, comparing other techniques.

(a
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0
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3
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Original Lindeberg Bae et al. SF2 SOAGK SDSG

Figure 5.7: Line-feature extraction on real images with multi-scale filtering methods. The images
in (a) correspond to the 3rd image in Fig. 6.6 in the evaluation. For the images (b)-(f), detected
lines correspond to the same percentage of highest pixels after NMS per method, respectively (b)
60%,(c) 50%,(d) 40%,(e) 35%,(f) 5%.

5.5 Summary

In this chapter a multi-scale filtering approach for line feature detection has been pro-
posed. The proposed approach can be adapted to noisy environments, and is also reli-
able to detect line feature with heterogeneous types, widths, and prominence. An opti-
mal scale selection function for multi-scale processing is the main contribution of this
approach.

This approach has been compared to different types of multi-scale filtering methods,
including isotropic (using the Hessian matrix) and oriented filters (isotropic or anisotropic).
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Quantitative and qualitative experiments regarding real images of different types and scales
have shown the optimal efficiency and very promising results of the SDSG technique com-
pared with the three major techniques of the state of the art.

Future work of this contribution will examine the fusion of line feature detection with
different ratios of σs

σd
(described in Sec. 5.3.1) which will add another dimension to our

model. Further evaluations could involve the scales of the detected features, not only the
positioning of the detection, as assessed here with Fα measure. The multiscale responses
can also serve as input layer of neural networks in biomedical applications to improve
the contrast between line features and background, as explored in Sanchez et al. [2019].
SDSG could bring more improvement in this type of applications.

89



Chapter 6

2DSBG: A 2D Semi Bi-Gaussian Filter
Adapted For Adjacent and Multiscale Line
Detection
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6.1 Introduction

The detection of features in images is a computationally intensive process and remains
a primary step in many low-level computer vision tasks. Linear structures (ridges, edges,
etc.) are widely used features in various computer vision applications. To detect these lin-
ear structures, numerous filtering approaches are implemented. The optimal approach
is chosen based on how to retain the maximum amount of desired information, whilst re-
moving the noise to obtain an optimal segmentation result depending on the application.

To that end, linear structure detection techniques require the analysis of the first or
second order derivative of the images, which is obtained by filtering the image using a
kernel convolution (Ziou and Tabbone [1998]; Papari and Petkov [2011]). The derivative’s
order, the type of kernel, and their related parameters control which feature type is aimed
to be detected. Gaussian kernels are the most popular and widely used filtering tech-
niques due to their useful isotropy, steerability and decomposability properties related to
the implementation of integration and differentiation in images . The zeroth order Gaus-
sian kernels G are used for regularization (Canny [1986]):

G(σ, x) = 1p
2πσ

·e−x2/2σ2
, withσ∈R∗

+, x ∈R, (6.1)

where σ represents the standard deviation. The first and second order Gaussian ker-
nels are commonly used for linear structure detection. However, these kernels are prone
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(a) 𝑆𝐹2 (b) SOAGK                         (c) SDSG      (d) 2DSBG , 𝜌 = 0.5

Figure 6.1: 2D discrete filters of second order steered at 0◦ and 20◦. For the derivative part G′′ or
BG′′ in (d), σ= 3.91 whereas for (b)-(d), the anisotropic parameter σs = 5 ·σ.

to noise, relative to both the derivative order and the σ parameter. Gaussian multiscale is
the primary method in multiscale feature detection. These techniques are mostly based
on the eigen-decomposition of the Hessian matrix (Steger [1998]; Lindeberg [1998]; Trem-
blais et al. [2007]; Shokouh et al. [2021b]).

Meanwhile, steerable filters of second order (SF2) are an elegant technique to capture
ridge information; they are generated by the linear combination of basis filters such as
the second derivative of the Gaussian G′′ in one dimension (1D):

G′′(σ, x) = x2 −σ2

σ4
·e

−x2

2·σ2 , withσ∈R∗
+, x ∈R. (6.2)

To improve the precision of the detection, elongated oriented filters were designed in
terms of a better compromise between noise rejection and localization accuracy (Per-
ona [1992]; Arbelaez et al. [2010]; Lopez-Molina et al. [2015]). Then, to extract line feature,
the Second-Order Anisotropic Gaussian Kernel (SOAGK) can be applied in two dimensions
(2D):

SOAGK
(
σ,σs , x, y

)= x2 −σ3

2πσ5σs
e
− 1

2

(
x2

σ2 + y2

σ2
s

)
, with (σ,σs)∈R∗

+×R∗
+. (6.3)

The choice of σs>σ enables to build a narrow filter, then the filter is oriented to extract
ridges, as illustrated in Fig. 6.1(b).

The second order Gaussian kernels are even and the filter’s coefficients distant from
the filter center have opposite signs; they correspond to the filter support, which unfa-
vorably gets enlarged when the σ parameter is growing. Indeed, this enlargement yields
robustness against noise but on the other hand exposes the defect of the second order
Gaussian filtering. Therefore, an empirical trade-off when adjusting the parameter’s con-
figuration is unavoidable in conventional manner. In particular, adjacent linear struc-
tures of different widths cannot be accurately extracted with this type of support.

The proposed solution consists in seizing the properties of both a precisely orientable
filter (Semi-Gaussian) and an adjustable filter under certain conditions of adjacent lin-
ear structures. As a result, a new filter is generated, named 2D-Semi-Bi-Gaussian filter
(2DSBG). The 2DSBG rigorously minimizes the interference of adjacent line features while
retaining adequate line feature information thanks to the fine-tuning of σ and the scale
ratio parameter, as detailed below.

6.2 Proposed approach: 2DSBG

The objective is to detect several line features in an image at different unknown positions
and orientations. The detection procedure is formulated as a rotational matched filtering.
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Figure 6.2: Discrete second derivatives of bi-Gaussians in 1D computed using different parameters
ρ, see Eqs. (6.4) and (6.5).

6.2.1 Bi-Gaussian filter

The second order Gaussian G′′ (Eq. (6.2)) is useful to determine the location of linear
structures (Steger [1998]; Lindeberg [1998]; Lopez-Molina et al. [2015]; Magnier et al. [2021]).
However, this simple Gaussian kernel relies on only one parameter to determine its shape:
σ. This denotes one of the main, well-known drawbacks of the Gaussian filter. Due to the
length of its support, this is therefore not sufficient to differentiate between adjacent or
closely related structures, especially when the σ value is large (Xia et al. [2014]).

Consequently, linear structures cannot be suitably separately detected without any
delocalization or fusion due to the regularization filter (Laligant et al. [2007]), as illus-
trated in Fig. 6.3(a). To address this drawback, the main idea is to transform the initial
Gaussian filter into a bi-Gaussian, which combines the merits of the Gaussian and the
Rectangular kernels. The benefits of this kernel are that it has a scale ratio able to clearly
separate adjacent structures and, at the same time, the Gaussian part gives it robustness
against noise. To tune the BG′′ filter, a σb parameter allows us to play on the width and
the sharpness of the curves on both sides of the central part (Xia et al. [2014]). To simplify,
a parameter ρ is defined as the scale ratio:

ρ= σb

σ
. (6.4)

A ρ value ranging in ]0,1] improves the detection of peaks, especially for adjacent con-
tours, by making the bi-Gaussian kernel narrower. The influence of ρ value is studied in
the next section. The second order bi-Gaussian filter is expressed as follows:

BG′′(σ,σb , x)=

ρ2 ·G′′(σb , x −σb +σ) if x ≤−σ
G′′(σ, x) if |x| <σ
ρ2 ·G′′(σb , x +σb −σ) if x ≥σ.

(6.5)

When ρ= 1, the BG′′ filter is equivalent to the 2nd derivative of the Gaussian G′′. The Fig.
6.2 shows the 1D normalized BG′′ filters for different values of σ and ρ. This filter’s shape
behaves in an opposite manner to Ziou’s filter, which is very sharp in the middle, but con-
tains the large length of its support(Ziou [2000]Shokouh et al. [2021b]). For the multiscale
step, the highest filtered value is retained along the different scales (see Shokouh et al.
[2021b]). The Fig. 6.3(b) illustrates the application of the BG′′ filter at different scales on
a 1D signal containing different ridges of variable widths. The convolved signals are plot-
ted, and the maximum of the signal is displayed where each ridge is tied to a specific scale
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(a) Convolution with G′′ (b) Convolution with BG′′, ρ= 0.5

Figure 6.3: Ridge highlighting in 1D for different scales σ. G′′ and BG′′ convolutions are used in (a)
and (b) respectively. The blue bars represent the original signal containing separated ridges while
the convolved signals are plotted in orange and the maximum of each signal is displayed by black
circles.

(width of value 1, 3 5, 7 and 9). Contrary to the Gaussian kernel in Fig. 6.3(a), the BG′′ best
fits the signal along the different scales, revealing the great interest of this filter shape.

6.2.2 2DSBG: 2D Semi Bi-Gaussian filter

The proposed technique consists in combining a bi-Gaussian and a Semi-Anisotropic
Gaussian filter which can be steered (Magnier et al. [2011, 2014, 2021]). The main idea
of the developed filter is to consider: (i) close and parallel neighboring ridges and linear
feature and (ii) paths (i.e. ridges or valleys) crossing each pixel. To innovate, the proposed
filter can detect close and parallel narrow bent ridges of different widths in two different
directions thanks to the semi bi-Gaussian capacities.

It is inspired by the SDSG (Second-Derivative of a Semi-Gaussian) where the main
idea is to “cut” the second order anisotropic Gaussian kernel (Eq. (6.3)) using a Heaviside
function and, then, steer this filter in all directions around the considered pixel: from 0 to
360°. Mathematically, the SDSG filter is defined by the combination of:

• a semi-Gaussian G for the smoothing, vertically truncated by a Heaviside function
H, for σs∈R∗+ and x∈R: G (σs , x) = H(x) ·e−x2/2·σ2

s ,

• a second derivative of a Gaussian G′′ horizontally.

The proposed 2D filter substitutes the second order derivative of a Gaussian G′′ for a
second order derivative of a bi-Gaussian BG′′ presented in Eq. (6.5): it is composed of
Semi-Gaussian and bi-Gaussian operators. Note that for ρ= 1, the 2DSBG filter becomes
the SDSG filter, see Fig. 6.1(c)-(d).

To adapt the multiscale strategy, the response of the filter for different scaling param-
eters is configured - and the maximum value among the different filter responses can be
selected (Magnier et al. [2014]). When this new filter is steered towards the linear structure
direction, the σs parameter allows an elongated smoothing in the line direction, whereas
the σ captures the line structure strength (Eq. (6.5)). Then, the line structure strength is
calculated using a local directional maximization/minimization (see).
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Figure 6.4: Evaluation of the ridge extraction techniques on synthetic images corrupted by a Gaus-
sian noise between SNR=10dB and SNR=3dB (σs = 5 ·σ for SOAGK, SDSG and 2DSBG). On the
bottom: visualization of the best segmented images at SNR=4dB.
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6.3 Experimental evaluation and results

The proposed technique is evaluated on a set of both synthetic and real images-containing
complex linear features such as close adjacent lines and ridges with varied scales. Fig-
ures/chapter4/datasets containing fungi images with manually annotated ground truth
Gt are used. To evaluate the linear structure extraction, the Normalized Figure of Merit
method (Magnier [2019]) called N is employed. Thus, N calculates a standardized dis-
similarity score; the closer the evaluation score is to 1, the more the linear structure is
qualified as suitable. On the contrary, a score close to 0 corresponds with poor contour
detection.

The aim here is to get the best contour map in a supervised way. Theoretically, to be
objectively compared, the ideal contour map must be the one for which the supervised
evaluation gets the highest score (Magnier [2019]; Magnier et al. [2018]); and the overall
quality is expressed in terms of the Fα-measure with α=0.5 (Magnier et al. [2018]).

In this context, the 2DSBG filter is compared with 4 other multiscale linear feature ex-
traction techniques via filtering, namely: Lindeberg , SF2 , SOAGK , and SDSG. Evaluation
scores for synthetic cases are presented in Figs. 6.4(i)-(l) for percentage of true positive,
false negative points, Fα and N measures respectively. In most cases, scores achieved by
2DSBG are superior to those of other techniques, showing the reliability of the proposed
filter.

Fig. 6.5 shows that the optimum parameter ρ for the 2DSBG belongs to [0.5,0.7] and
its reliability increases when ρ<1, compared to the SDSG filter (corresponding to ρ=1).

The results obtained with real images of fungus in Fig. 6.6 indicate that Linderberg’s
method and especially the SF2 produce erroneous contours and thus have a low segmen-
tation quality. Although SDSG has been able to detect most of the contour details as well
as the bent and narrow structures, it also generated erroneous points due to its second-
order noise sensitivity. Accordingly, with the previous performance results, the 2DSBG
clearly extracts the most contours, especially in the case of narrow and adjacent lines, with
barely any erroneous points. Note that the evaluation score here could be influenced by
the hand annotated mispositioned ground truth, as detailed in Abdulrahman et al. [2017]
for supervised evaluations.

Figure 6.5: Estimation of the best ρ parameter of the 2DSBG on synthetic images corrupted by a
Gaussian noise (σs = 5 ·σ).
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(a1) Image 1 (a2) Image 2 (a3) Image 3 (a4) Image 4 (a5) Image 5 (a6) Image 6
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Fα = 0.20, N =0.72 Fα = 0.20, N = 0.74 Fα = 0.18, N = 0.73 Fα = 0.25, N =0.79 Fα = 0.30, N =0.74 Fα = 0.18, N =0.72

(d1) SF2 (d2) SF2 (d3) SF2 (d4) SF2 (d5) SF2 (d6) SF2

Fα = 0.26, N = 0.75 Fα = 0.25, N = 0.76 Fα = 0.24, N = 0.76 Fα = 0.25, N = 0.81 Fα = 0.32, N = 0.76 Fα = 0.26, N = 0.82

(e1) SOAGK (e2) SOAGK (e3) SOAGK (e4) SOAGK (e5) SOAGK (e6) SOAGK

Fα=0.29, N = 0.78 Fα=0.27, N = 0.78 Fα=0.24, N = 0.78 Fα=0.23, N = 0.79 Fα=0.32, N = 0.79 Fα=0.26, N = 0.82

(f1) SDSG (f2) SDSG (f3) SDSG (f4) SDSG (f5) SDSG (f6) SDSG

Fα=0.24, N =0.75 Fα=0.24, N = 0.76 Fα=0.22, N = 0.76 Fα=0.26, N = 0.82 Fα=0.35, N = 0.79 Fα=0.25, N = 0.82

(g1) 2DSBG (g2) 2DSBG (g3) 2DSBG (g4) 2DSBG (g5) 2DSBG (g6) 2DSBG

Fα=0.27, N = 0.80 Fα=0.24, N = 0.77 Fα=0.23, N = 0.77 Fα=0.25, N = 0.79 Fα=0.35, N = 0.79 Fα=0.25, N = 0.82

Figure 6.6: Images of size 300×300. Comparison of the proposed filter-2DSBG with the four state-
of-the-art filters in the detection of linear structures in real fungus images. Parameters for SOAGK,
SDSG and 2DSBG filters are the same: σs = 5 ·σ.
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6.4 Summary

2DSBG, a new filter for multiscale linear features extraction in images, constructed from
bi-Gaussian and second-order semi-Gaussian filters is presented. This filter exploits the
advantages of the bi-Gaussian for the detection of adjacent linear features, as well as the
qualities presented by semi-Gaussian kernels for the analysis of bent and complex linear
structures. The particular merit of bi-Gaussian is the detection of adjacent linear features,
and the precision of the Semi-Gaussian kernel for bent and complex linear structures have
been exploited. Experiments on synthetic and real images were performed, allowing us to
find the optimal parameter configuration (ρ∈[0.5,0.7]), and thus confirming the novelty
and merit of the 2DSBG over the existing filtering methods.

97



Chapter 7

Repeatability Evaluation of Keypoint
Detection Techniques in Tracking
Underwater Image Sequences
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7.1 Introduction

The importance and interest in keypoint detection (i.e, corner or junction as a stable in-
terest point) in a digital image lies notably in its application in image matching, track-
ing, motion estimation, panoramic stitching, object recognition, and 3D reconstruction.
Image matching through feature tracking is extensively used in many real-time applica-
tions including autonomous driving, security surveillance, and manufacturing automa-
tion (Schmid et al. [2010]). Corner detection techniques can be effectively applied in these
applications depending on their repeatability ratio.

The reason for the corner detection’s wide range of applications is that the corner is
easier to localize than other low-level features such as edges or lines, particularly taking
into consideration the correspondence problems (e.g., aperture problem in matching).
Hence, an objective evaluation of the frequently applied corner detection techniques by
direct computation on the gray-level analysis relating to their real-time application is pri-
marily invaluable, an example is available in Haggui et al. [2018].
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The image matching and feature tracking in complex real-time scenes such as un-
derwater videos are extremely challenging (Ferrera et al. [2019]). In this type of image
sequence, concerning all types of image transformation (rotation, scale, affine transfor-
mations, translation, etc.), photometric transformation (illumination, occlusion, clutter,
etc.), and various types of noises plus moving particles in different directions, the robust-
ness of interest point, can be truly evaluated both objectively and visually. Repeatability
is the main evaluation metric widely used for interest point matching, where the obtained
points must be independent of varying image conditions (Schmid et al. [2010], Rodehorst
and Koschan [2006], Mokhtarian and Mohanna [2006] and Rey-Otero et al. [2015]). In this
chapter, the repeatability rate of the twelve commonly applied corner detection opera-
tors are objectively evaluated on the challenging underwater video dataset (Ferrera et al.
[2019]).

In the literature, several approaches for detecting corners and junctions in digital im-
ages have been developed: (i) involving contour chains (Awrangjeb et al. [2012]), (ii) us-
ing templates (Rosten et al. [2008], Xia et al. [2014]) or, (iii) by image filtering techniques.
Mainly, the corner detection operators via the direct computation on the gray-level anal-
ysis corresponding to the label (iii) can be categorized in three general approaches: Hes-
sian based (Beaudet [1978]), curvature analysis (Kitchen and Rosenfeld [1982], Zuniga
and Haralick [1983], Blom et al. [1992], Wang and Brady [1995], Zheng et al. [1999], Achard
et al. [2000]), and structure tensor based (Forstner and Gulch [1987], Noble [1988], Har-
ris and Stephens [1988], Shi and Tomasi [1994], Rohr [1994], Kenney et al. [2005]). These
methods are easily developed by image filtering because they involve only image convo-
lutions horizontally and vertically.

Therefore, they can be implemented with less computational time on different de-
vices, see details in Haggui et al. [2018]. This paper is devoted to an extensive evaluation
of filtering-based corner detection methods via repeatability performance measurement
in video sequences consisting of frames with different types of transformations. It is to
mention that the terms corner, junction, salient point, keypoint, and interest point are
used synonymously in this work.

7.2 Studied keypoint detectors by gray-level direct compu-
tation

In this section, a set of corner detection techniques including the general scheme and the
related parameters have been investigated. There are different approaches to determin-
ing the cornerness measure by direct computation using filtering techniques. Generally,
in image filtering, the first or second derivatives may be utilized to determine corners in
an image. Considering a gray-level image I, its partial derivatives are:

• Ix = ∂I
∂x , the 1st image derivative along the x axis,

• Iy = ∂I
∂y , the 1st image derivative along the y axis,

• Ixx = ∂2I
∂x2 , the 2nd image derivative along the x axis,

99



• Iy y = ∂2I
∂y2 , the 2nd image derivative along the y axis,

• Ix y = ∂2I
∂x∂y , the crossing derivative of I.

These image derivatives can be calculated by convolving the image with the [1 0 -1] or the
[1 0 -2 0 1] masks in the x and/or y directions for the first and second derivatives, respec-
tively (Shokouh et al. [2021b]). The first derivatives are useful for the detection of step and
ramp edges, whereas the second derivatives are convenient for the contour extraction of
types: line, roof edges as ridge/valley features. Regarding the image surface, corners are
defined as the curvature extremum along the edge line (Rohr [1994]). Usually, approaches
to detect directly corners on the gray scale level use filtering techniques by combining
image derivatives of the 1st and 2nd order, then by computing the Hessian matrix, the
curvature or the structure tensor. All the necessary technical details of the studied cor-
ner detection methods including mainly the formula, denomination, parameter(s), and
name of the authors are listed by year of publication in Tab. 4.1.

7.2.1 Determinant of the Hessian Matrix

Mathematically, the Hessian matrix (H ) indicates significant values near edges, through
which corners can be estimated by the large variations of intensity values in both x and y
directions. Indeed, H represents a square matrix of 2nd order partial derivative of image
intensity; it is often computed and is useful in feature detection and characterization:

H =
(

Ixx Ix y

Ix y Iy y

)
. (7.1)

In that respect, Beaudet [1978] uses the image 2nd derivative for calculating the de-
terminant of H , which is related to Gaussian curvature of the image surface (Lipschutz
[1969]). The computation is straightforward because it combines only three 2nd image
derivatives. Even though this technique is rotation invariant, it is sensitive to noise and
unstable against scale changes.

7.2.2 Curvature analysis

Technically, these techniques are based on the change of gradient direction along an edge
contour and/or image surface curvature. They can be easily computed by the combi-
nation of the image derivatives of 1st and 2nd order. The pioneer work in this category
was originally led by Kitchen and Rosenfeld (KR) who defined the cornerness measure for
each pixel intensity based on the change of 2nd order gradient direction along the edge
weighted by the local gradient magnitude (Kitchen and Rosenfeld [1982]).

Theoretically, the gradient feature vector ∇I is normal to the edge and hence project-
ing the change of gradient direction along the edge and multiplying the result by the local
gradient magnitude |∇I| results the final cornerness measure. Inspired by this initial con-
tribution of Kitchen and Rosenfeld [1982], other related techniques were developed by
Zuniga and Haralick [1983], Blom et al. [1992] and Wang and Brady [1995].

Zheng et al. [1999] and Achard et al. [2000] use a smoothed image with a Gaussian of
parameter ρ and then the combination of its derivatives with the derivatives of the non-
smoothed image. The cornerness measure for each technique is listed in the Tab. 4.1.
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Table 7.1: Cornerness measure formulas computed from image derivatives. Here, Ix , Iy , Ixx , Iy y

and Ix y denote the convolutions with a Gaussian with a standard deviation σ> 0 of images deriva-
tives Ix , Iy , Îxx , Iy y and Ix y respectively. As a reminder, (λ1,λ2) represents the eigenvalues of the
structure tensor M .

Name Cornerness Measure/Formula Parameter(s) Reference(s) Year

DET DET(H ) = IxxIy y − I2
x y - Beaudet [1978] 1978

KR
I2

xIy y −2 · IxIy Ix y + I2
y Ixx

I2
x + I2

y
- Kitchen and Rosenfeld [1982] 1982

ZH
KR(I)

|∇I| =
I2

xIy y −2 · IxIy Ix y + I2
y Ixx(

I2
x + I2

y
)3/2

- Zuniga and Haralick [1983] 1983

F
Det (M )

Tr ace(M )
= λ1λ2

λ1 +λ2
= λ1λ2

|∇I|2
= Ix

2
Iy

2 − Ix y
2

Ix
2 + Iy

2 ρ Forstner and Gulch [1987], Noble [1988] 1987

HS Det (M )−k · (Tr ace(M ))2 = Ix
2
Iy

2 − Ix y
2 −k ·

(
Ix

2 + Iy
2
)2

ρ, k Harris and Stephens [1988] 1987

BB |∇I| ·KR(I) = I2
xIy y −2 · IxIy Ix y + I2

y Ixx - Blom et al. [1992] 1992

Ro Det (M ) = λ1λ2 = Ix
2
Iy

2 − Ix y
2

ρ Rohr [1994] 1994

KLT Mi n(λ1,λ2) ρ Shi and Tomasi [1994] 1994

RTC
(1+ I2

x)Iy y −2 · IxIy Ix y + (1+ I2
y )Ixx(

1+ I2
x + I2

y
)3/2

- Wang and Brady [1995] 1995

GD I2
xI2

y y + I2
y I2

xx −
Ix

2
I2

y y + Iy
2
I2

xx(
Ix

2 + Iy
2
)2 · (Ix

2 + Iy
2
)2

ρ Zheng et al. [1999] 1999

ABD
I2

xIy
2 + I2

y Ix
2 −2 · IxIy IxIy

Ix
2 + Iy

2 ρ Achard et al. [2000] 2000

KZ
1(

λ
−p
1 +λ−p

2

)1/p
ρ, p > 0 Kenney et al. [2005] 2005

7.2.3 Structure tensor

The third group uses the symmetric structure tensor M :

M =
(

I2
x Ix Iy

Ix Iy I2
y

)
, (7.2)

where • indicates convolution with a low-pass filter; here a Gaussian filter of standard
deviation ρ is considered (see Eq. (7.3) with a parameter ρ instead of σ).

The structure tensor is derived from the gradient structure tensor, which is achieved
through, computing the Cartesian product of the gradient vector with itself at each point
of the image. Spatial averaging of this tensor, usually with a Gaussian filter, leads to the
structure tensor. As to note that averaging is needed as the plain gradient tensor has only
one non-zero eigenvalue and therefore represents only innately edge features. Spatial
averaging, here tied to ρ parameter, distributes this information over a neighborhood,
and points that receive contributions/input from edges with different orientations will
have two positive eigenvalues, which allows them to be recognized as intrinsically 2D.

Eigenvectors of the gradient structure tensor indicate local orientation, whereas eigen-
values λ1 and λ2 give the strength or magnitude as a measure of eigenvalues in flat regions
are very small (negligible), in the edges λ1 or λ2 is small depending on the horizontal or
vertical edge, and noticeably both values λ1 and λ2 are large in corner points.

Based on this assumption, various corner measurement formulations have been pro-
posed; they are listed and denominated in the Tab. 7.1 and summarized here:

• Forstner and Gulch [1987] and Noble [1988] use an auto-correlation matrix M with
the function F to identify salient points, which converges toward the point closest to

101



all the tangent lines of the corner in a neighborhood and is a least-square solution.
The function combines the eigenvalues, aiming to classify the keypoints from other
types of local features.

• Harris and Stephens [1988] also named as Plessey operator is based on principal
curvature of local auto-correlation using first order derivative. This operator’s re-
sponse is theoretically isotropic, but often computed in anisotropic way. This cor-
nerness measure HS yields two positive values at corners and two negative values in
the case of straight edges. HS and F methods differ only in their criterion determi-
nation because the Fostner algorithm disregards the parameter k (k > 0) introduced
in Harris and Stephens by computing a fraction.

• Rohr used a parametric model fitting as a point of maximal curvature in the direc-
tion of the steepest slope (Rohr [1994]). He convolved an analytical corner model
with a Gaussian and adjusted the parameter of the model by a minimization tech-
nique to have the model near the observed signal. It is remarkable that this algo-
rithm corresponds to HS technique for a value k = 0.

• Shi and Tomasi estimated that the corners are primitives which remain more stable
for tracking, contrary to other features (Shi and Tomasi [1994]). Consequently, the
minimum eigenvalue between λ1 and λ2 of the matrix M is conserved for a salient
point along a video; then this detector led to the well-known KLT (Kanade-Lucas-
Tomasi) feature tracker.

Kenney et al. [2005] combines λ1 and λ2 with a cornerness measure which is con-
strained by the numbers of required axioms to satisfy. The axioms mainly formulate
the isotropy condition (rotation invariant corner), orthonormality of the matrix M,
constant eigenvalues relating to the norm, and finally definition of the maximum
value of the isotropic point over the set of constant eigenvalues. As detailed in Ken-
ney et al. [2005], KZ detector technique is equivalent modulo for the choice of a
suitable matrix norm and a normalization constant to:

□ F when p = 1,

□ KLT when p →+∞,

□ p
p

2R for p → 0.

In our experiments, p is fixed to 2.

These six corner detection techniques have in common the tensor M , which is tied to
the same low-pass filter parameter, here denoted ρ: the standard deviation of the Gaus-
sian. This ρ value is identical for each compared technique in the experiment presented
in the next section.

7.2.4 Detection of a corner: Final step

For corner extraction, the final step concerns the binarization of the detected salient
points or corners. The obtained features from the techniques presented in subsections
7.2.1–7.2.3 and listed in the Tab. 4.1 compute cornerness measure by applying non-maximum
suppression where the local maxima are tied to the corner positions (here a window of size
15×15 is chosen to avoid too close keypoints). Eventually, corner points are highlighted by
thresholding the extracted points or by setting the number of corner points to be detected
objectively (this last solution was adopted in our experiments).
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7.3 Keypoint repeatability assessments

Repeatability measure is the defacto standard and is commonly applied for the perfor-
mance characterization of salient point detectors (Tuytelaars and Mikolajczyk [2008] Rode-
horst and Koschan [2006]). The repeatability rate measures the detector’s robustness in
being able to detect the same features in the condition of image perturbations (e.g., a
corner detector that is robust in the condition of image perturbation is rated as a highly
repeatable detector). To pursue a vigorous evaluation of techniques detailed and nomi-
nated in Tab. 4.1, our experiments are carried out on a specific database containing strong
perturbations, as reported in Tab. 7.2 and detailed in the next subsection.

Table 7.2: Experimental protocols of selected videos in the AQUALOC dataset.

Sequence № № of Frames Description of image transformation

Video sequence 1 1000 rotation, affine, illumination, scale
Video sequence 2 2000 rotation, affine, illumination, perspective
Video sequence 3 2000 rotation, illumination, homogeneous, scale
Video sequence 4 2000 rotation, illumination, occlusion, translation
Video sequence 5 3000 rotation, illumination, affine, scale, clutter

7.3.1 Experimental protocol

In this assessment, the repeatability rate is considered as the percentage of the total num-
ber of points that are repeated between two subsequent video frames in the AQUALOQ
dataset1. This dataset is an underwater video sequence dedicated to the localization of
underwater vehicles navigating close to the seabed. These videos have been recorded
from remotely operated vehicles equipped with a monocular monochromatic camera.
The image data is complex in consisting of all types of geometric and photometric trans-
formation plus different types of noises and concurrent moving particles moving in dif-
ferent directions as illustrated in the Fig. 7.1. Nevertheless, the frame movements are very
smooth, denoting a small inter-frame distance. For our statistical experiments, we ran-
domly selected 5 videos with different numbers of frame sequences. With a total of 10 000
frames, video 1 includes 1000 frames, videos 2, 3 and video 4 contain 2000 frames, finally,
video 5: 3000 frames, as listed and detailed in the Tab. 7.2.

In order to remove the noise in the image and obtain more relevant keypoints, the
zeroth order two-dimensional Gaussian kernel G is used for regularization by convolution
with the image (Canny [1986]). Its equation is given by:

G(σ, x, y) = 1

2πσ2
·e−

x2+y2

2σ2 withσ∈R∗
+, and (x, y) ∈R2, (7.3)

where σ represents the standard deviation of the Gaussian G and (x, y) the pixel coordi-
nates. Hence, the images are smoothed with G of parameter σ = 1 before applying key-
point detector techniques. Regarding these twelve keypoint detectors, detailed in Section
7.2 and listed in Tab. 4.1, all of them detect the 100 best points per frame. The choice of ρ
parameter value for the detectors consisting of ρ parameter, is usually made empirically

1The AQUALOC Dataset Ferrera et al. [2019] is available at: https://www.lirmm.fr/aqualoc/
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(a) Frame 0 (b) Frame 27 (c) Frame 256

(d) Frame 338 (e) Frame 528 (f) Frame 619

(g) Frame 777 (h) Frame 927 (i) Frame 1228

(j) Frame 1327 (k) Frame 1556 (l) Frame 1938

(m) Frame 2207 (n) Frame 2827 (o) Frame 2988

(p) Number of detected points by Ro as a function of the frame number along the video 5.

Figure 7.1: Selected images of video 5 of AQUALOC dataset (Ferrera et al. [2019]) for visual expla-
nation of all types of transformation and noises, images of size 512×640.
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because a too large value can delocalizes the keypoint position and will “disrupt” the re-
peatability. Indeed, when the ρ value increases from certain threshold, the keypoints can
get misplaced increasingly (see example in Rodehorst and Koschan [2006]) and some of
them could be merged. Meanwhile, too small ρ value is a restricting threshold, limiting
the detection of structure and will result the low repeatability ratio for matching. There-
fore, for each detector, the ρ value is estimated in the Sec. 7.3.2.1.

7.3.2 Evaluation via ZNCC process

Tracking by matching the features is defined as obtaining the features (i.e., keypoints)
in the first frame I1 of the video sequence and then finding the corresponding pairs of
points in the subsequent frame I2. After detecting a feature point in I1, a feature point
in I2 is generally estimated and located by computing the intensity variation between a
patch in I1 and patches in I2. There are several straightforward metrics to estimate the
similarity between the two intensity patches, such as Sum of Squared Differences (SSD),
Sum of Absolute Difference (SAD), Normalized Cross-Correlation (NCC), and Zero-Mean
Normalized Cross-Correlation (ZNCC). For our assessments, the ZNCC is chosen as the
optimal evaluation metric in matching and tracking, because it is more precise as being
less sensitive to proportional changes of intensity:

ZNCC(Ω1,Ω2) =
∑N

i

∑N
j [(Ω(i , j )−µ1).(Ω2(i , j )−µ2)]

N2 ·σ1 ·σ2
, (7.4)

where,Ω1 andΩ2 correspond to the frame patches of size N×N pixels, (µ1,σ1) and (µ2,σ2)
are the mean and standard deviations of the intensities of the patches Ω1 and Ω2 respec-
tively. In case where a keypoint is calculated in a homogeneous region: σ1 = 0 or σ2 = 0,
consequently Eq. (7.4) does not compute a value in the desired range, so ZNCC(Ω1,Ω2) =
1−|µ1 −µ2|. The ZNCC computes the similarity measures between the two equally sized
image patches (I1, I2), and gives a scalar in the range [−1;1]. The value/score between
[0;1] indicates the ratio of positive correlativity of the features. The closer to 1 the score
is, the similarity between the patches is. As there are small displacements between each
frame in the studied dataset, consequently, the ZNCC descriptor is applicable for match-
ing because patches spatially close to another patch in the subsequent frame will obtain
a positive ZNCC score.

In the evaluation process, for scoring the repeatability ratio of each studied feature
detector, three statistical metrics are first computed, namely: (i) mean of matched points
(percentage of matched points exactly), (ii) Standard deviation (Std) of matched points
and (iii) ZNCC mean for each frame.

Thereafter, in order to obtain an evaluation as objective as possible, the feature point
detectors having a ρ parameter are compared by varying this parameter. Indeed, ρ is in-
creasing from 0.5 to 4.5 by a step of 0.5 and the repeatability ratio is estimated for each
scale, see Sec. 7.3.2.1. Consequently, the Table 7.3 reports the mean and Std of matched
points as a function of the video number for each detector (and best ρ). To complete the
evaluation, a final score is computed in Eq. (7.5) to estimate the reliability of the detectors
as a function of 3 entities:

• MMatched : the usual mean of matched points among 100 detected points along the
5 videos.

• Std Matched : the usual standard deviation of matched points along the 5 videos.
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• MZNCC: the mean of ZNCC scores for all the matched points along the 5 videos.

These 3 values are displayed in Fig. 7.2(a)-(d) as a function of the ρ values regarding the 7
feature detectors: F, H, R, KLT, GD, A and K. Usually, it is worth noting that the Std Matched

and MZNCC score can be inversely proportional to the number of detected points; an ex-
ample, a detector can match few number of points by having a low Std Matched value, as
ZH in Tab. 7.3. Furthermore, MMatched , Std Matched and MZNCC are normalized and the
final score is computed by:

TS = a ·N(MMatched )+b ·N(Std Matched )+ c ·N(MZNCC)

a +b + c
, (7.5)

where N represents the normalization function, and (a,b,c): 3 positive coefficients such
that (a + b + c) = 1. In our experiments, a = 0.4, b = 0.3 and c = 0.3 to correspond to
weights such that the mean of detected points remains the main entity. The Fig. 7.2(d)
reports different scores as a function of the ρ variation. This total score is also computed
for the detector without ρ parameters, namely: DET, KR, ZH, BB and RTC. Finally, all the
statistics are reported in the Tab. 7.4. The more the TS score is close to 1, the more the
feature detector is qualified as suitable for repeatability. On the contrary, a score close to
0 indicates a low reliability of a detector.

7.3.2.1 Scale ρ parameter fitting

Depending on the ρ parameter, the detectors F, H, and R shows the highest stability for
different scale ratio as presented in the Fig. 7.2(d) total score TS . Here, the detectors,
KLT and K total score decreases for ρ values greater than 2.5, whereas the detectors GD
and A produce average total score values. Correspondingly, the statistics tied to the best
scores regarding ρ parameter of these detectors are reported in the Table 7.4, as for statis-
tics in the Tab. 7.3. It is important to note that values are rounded in Tab. 7.3; whereas
original/exact values serve for Tab. 7.4.

Table 7.3: Percentage and Std of detected points per video

Detector Video 1 Video 2 Video 3 Video 4 Video 5
Mean Std Mean Std Mean Std Mean Std Mean Std

DET 81.9 7.6 76.4 14.6 80.1 13.1 68.7 15.7 77.9 11.9
KR 76.9 7.1 70.6 13.9 74.6 12.0 64.6 14.4 71.5 11.0
ZH 8.3 5.1 10.3 9.0 11.7 6.8 10.1 8.5 12.2 9.1
F 90.2 8.7 81.8 17.0 77.0 17.9 88.8 11.6 84.5 15.4

HS 90.1 8.6 82.0 17.0 77.2 17.7 88.5 12.4 82.9 16.5
BB 84.6 7.9 77.9 15.3 81.5 13.5 10.1 8.6 79.3 12.7
Ro 90.1 8.6 82.0 17.0 77.2 17.7 88.5 12.4 82.9 16.5

KLT 81.0 9.5 70.1 23.1 57.3 29.1 86.5 12.0 71.6 27.5
RTC 82.2 7.7 76.6 14.8 80.6 13.2 71.3 16.2 78.2 12.0
GD 64.4 11.8 68.8 12.9 64.6 13.2 71.2 9.2 69.6 12.0
A 78.1 7.0 71.1 13.4 67.1 13.8 73.8 10.0 72.0 12.5

KZ 86.3 9.9 71.7 23.7 57.8 29.6 87.4 12.1 72.2 27.8
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(c) Mean of ZNCC scores MZNCC for all the matched points MMatched in (a)
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Figure 7.2: Matched and repeatability statistics as function of ρ values for 7 filtering techniques
averaged on 5 videos: ρ values in the range of 0 to 4.5
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Table 7.4: Main repeatability statistical scores of matched points, mean ZNCC (rounded here) and
final conclusive scores TS in Eq. (7.5).

Detector DET KR ZH F HS BB Ro KLT RTC GD A KZ

ρ parameter - - - 3 2.5 - 2.5 2 - 2 2.5 2
MMatched 76.62 71.11 10.92 83.90 83.41 66.15 83.40 72.79 77.36 67.83 72.01 73.66
Std Matched 13.01 12.04 8.09 14.76 15.22 12.06 15.21 22.03 13.19 11.85 11.89 22.39
MZNCC 0.008 0.007 0.15 0.006 0.006 0.010 0.006 0.005 0.008 0.004 0.003 0.005

TS , see Eq. (7.5) 0.34 0.32 0.07 0.66 0.66 0.30 0.67 0.55 0.35 0.57 0.58 0.54

7.3.2.2 Usual statistical evaluation

The mean ZNCC values for each operator demonstrate the cumulative average similarity
or correlation of only the corresponding patches in the given image sequences; they are
also reported in the Tab. 7.4. The obtained values are all positive values, implying certain
similarities and measures of repeatability of the corresponding matched points. Never-
theless, the mean ZNCC values are a function of matched points per detected points. As
an example, the mean ZNCC values for the two detectors Ro and ZH (best versus worse de-
tectors) correspond to the number of matched points per total number of detected points.
It is to note that, a solid interpretation of the obtained values is complicated as each differ-
ent operator’s performances with different types of image transformation, occlusion and
noises vary widely, as illustrated in Fig. 7.1. To be recalled again, for this experiment the
displacement of frames are smooth and small, so keypoints in consecutive frames should
not be too far spatially from the successive frames in the experimental videos. As an ex-
ample, the detector DET shows a high percentage of matched corner points in the first
video sequences; however, in the video 4, drastic changes in scores appear relating to the
different transformations (81.9 against 68.7 in Tab. 7.3). Hence, the repeatability ratio is
always dependent on the type of image transformation.

Another example concerns a group of structure tensor based techniques having ρ

scale parameter. Even though the detector Ro, HS, and F obtained the optimal matching
score, signifying higher stability of repeatability in key-point detection, HS (well-known
Harris) as often called the benchmarking corner detector has not obtained the highest
matching score among all, concerning the effects of image transformation detailed in Tab.
7.2.

Furthermore, the detectors A, GD, KLT, and KZ have shown significant repeatability
scores in the descending order. Besides the detectors, RTC, DET, KR and BB have shown
low final scores TS which their Std of matched points is also low. This objective repeata-
bility assessment enables a valuable choice of the ρ scale parameter. Indeed, a bad ρ

value regarding F, HS or Ro detectors (ρ=0.5 or 1, see Fig. 7.2) produces poor statistics
than BB detector which is one of the least reliable detector (see Tab. 7.4). To conclude
this part, since the movement of the camera is smooth, a score correlated to ZNCC con-
stitutes a technique to assess the keypoint detectors –enabling to estimate the optimum
ρ parameter–. Finally, the detector ZH repeatability score is the lowest, conveying that
in the condition of numerous image transformations and noises (such as underwater
videos), this detector is unreliable to use; and this drawback is mainly due to sensitivity of
this detector to strong illumination changes.

To conclude this part, since the movement of the camera is smooth, a score correlated
to ZNCC constitutes a technique to assess the repeatability of the keypoint detectors and
enabling to estimate the optimum ρ parameter for several keypoint detectors.
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7.3.2.3 Visual results

In Fig. 7.3(a), 50 random frame sequences have been chosen to illustrate the curves of the
percentage of matched points. The 100 detected points along the sequence are displayed
in blue in the first frame, while the linked points by the ZNCC are plotted in green in
the Fig. 7.3(b)-(m). Visually the Ro, HS, and F are the best keypoint detection methods
with smooth lines whereas the ZH, GD, KR and A detectors seem not stable because the
displayed lines are sharped (zig-zag), illustrating the misplacement in the images of the
Figs. 7.3 (c)-(d)-(k)-(l), reflecting the weak reliability of these techniques.

7.4 Summary

In this chapter, an extensive investigation of the twelve state-of-the-art keypoint detec-
tion techniques with the application to feature matching in the context of a complex
video scene (AQUALOQ: containing all types of image transformation and various natural
noises caused by the water and sand) has been conducted. The repeatability rate of each
detection operator has been both statistically and visually demonstrated in presenting a
guideline of which detectors are robust depending on video frame complexity.

This work can contribute as a directive to the practitioners of this domain for choosing
the appropriate keypoint detectors relating to the specific application (i.e., Ro, HS, and F
exemplify the robust salient point detectors with the highest stability). The scale param-
eter ρ of the studied keypoint detectors have been studied for an objective and complete
evaluation. The results show that KLT and Harris-Stephens (HS), two particularly popular
detectors, perform well but not the best among the twelve tested, especially when the ρ
parameter is not well selected.

This evaluation emphasizes on the filtering technique which is fast and straightfor-
ward than other approaches along with the keypoint matching methods (ZNCC) which
is few time-consuming and can be easily implemented. Accordingly, the filtering tech-
niques are useful for certain cases of image processing and optimization which are either
used independently or can be used alongside with deep learning models either in pre-
processing or post-processing stages.

In closing, this study could be performed on SLAM (Simultaneous Localization and
Mapping) of these video sequences. SLAM is the most important problems in the pur-
suit of building truly autonomous mobile robots. With SLAM the spatial map of environ-
ment while simultaneously localizing the robot relative to this model can be acquired.
The SLAM of this keypoint detection techniques will realize many new general purpose
applications of mobile robotics.
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in blue along the sequence, while links are in green.
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Chapter 8

New Anisotropic Corner Detection using
Causal Filtering
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8.1 Introduction

Causal filtering has proven its efficiency in many segmentation domains, such as edge or
line detection. In this section, we are presenting a new segmentation method for corner
detection based on causal filtering, anisotropic filtering and asymmetric filtering. The
basic idea is inspired from a curvature-like operator similar to the Kitchen-Rosenfeld
operator, but implemented using asymmetric anisotropic filtering. In addition, several
anisotropic techniques are also presented for the elimination of false corner points.

8.2 Definition of a new "anisotropic curvature"

Here we are introducing an anisotropic curvature measure which is able to provide precise
corner point detection by simply computing a curvature-like local maxima. First we recall
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the well known Kitchen-Rosenfeld corner operator, and it’s link to the MCM PDE scheme
detailed in chapter 3, then we present the new "anisotropic curvature" operator which is
an extension of the Kitchen-Roselfeld operator in an anisotropic way.

8.2.1 Kitchen-Rosenfeld corner operator (recall)

Considering a curve traced on the image plane, the curvature is defined as dθ
d s where θ is

the tangent to the curve and s the curvilinear coordinate along the curve. As an image
I(x, y) is a Cartesian parametrized surface as Eq. 8.1:

z = I(x y) (8.1)

An image can then be considered also as a set of isophotes lines, at each pixel, there is in
isophote line going through this pixel. We can then define the dense (at each pixel) the
curvature of isophote lines in an image is Eq. 8.2:

dθ

d s
=

I2
y Ixx −2IxIy Ix y + I2

xIy y

(I2
x + I2

y )
3
2

(8.2)

where :
Ix : Is the X derivative of the image I(x, y)
Iy : Is the Y derivative of the image I(x, y)
Ixx : Is the X 2nd derivative of the image I(x, y)
Ix y : Is the XY cross 2nd derivative of the image I(x, y)
Iy y : Is the Y 2nd derivative of the image I(x, y)

This operator is the basis of the well-known corner operator "Kitchen-Rosenfeld" which
is formed by the multiplication of the curvature of isophotes lines and the norm of the
gradient. This formula means that a corner point must be an edge point with a strong
curvature. Then the Eq. 8.3:

KR =
I2

y Ixx −2IxIy Ix y + I2
xIy y

(I2
x + I2

y )2
(8.3)

It is also well-known that the Laplacian operator applied to an image can be written as Eq.
8.4:

∆I = Ixx + Iy y =
I2

y Ixx −2IxIy Ix y + I2
xIy y

(I2
x + I2

y )2
+

I2
xIxx +2IxIy Ix y + I2

y Iy y

(I2
x + I2

y )2
(8.4)

Then as Eq. 8.5 :
∆I = Ixx + Iy y = Iξξ+ Iηη (8.5)

It comes that Iξξ is the second derivative of the image along the direction of the isophote
ξ and Iηη is the second derivative of the image along the direction of the gradient η. As
evidence KR is equivalent to Iξξ.

8.2.2 Diffusion scheme

We have presented in the scale space section of this document two important diffusion
schemes.

• The Euclidean linear scale space :
this scale space is described by the heat equation, whose solution is a convolution
of the original image with a Gaussian. Then the Kitchen-Rosenfeld operator can be
seen as the curvature multiplied by the gradient at a certain level of diffusion.
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• The Euclidean morphological scale space :
This non-linear scale-space is obtained by applying the MCM scheme Eq. 8.6.

{
I(0, x, y) = I0(x, y)
∂I
∂t (t , x, y) = Iξξ(t , x, y)

(8.6)

where ξ still represent the tangent to isophotes.

When iterating this scheme, isophote lines are moving in function of their Euclidean
curvature. The Fig. 8.1 illustrates this property. If iterations goes on, the rectangle
will be changed to a circle of decreasing radius.

(a) Initial image (b) Result of MCM diffusion (100 iterations)

Figure 8.1: MCM behavior. a) initial image, b) result of MCM diffusion (100 iterations).

It is clear that such diffusion schemes are moving in the corners as well as Gaussian scale
space. In both schemes, the Iξξ term is present.

8.2.2.1 An asymmetric diffusion scheme

In this study we will use a completely different scheme based on asymmetric diffusion
(Montesinos and Magnier [2017]) which corresponds exactly to our needs of detecting
corners precisely. Then we are going to show that one curvature-like measure that is used
to drive the numerical scheme provides a better alternative to the Iξξ operator for corner
detection. The idea behind this work is summarized here. At each pixel P, are defined five
distinct directions :

• ξ1 and ξ2 are the direction defined by the application of a bank of first derivative
causal filters. These directions are the direction given by the smoothing component
of the filter giving the external response (ξ1 corresponds to the maximal positive
response, ξ2 to the minimal negative one).

• ξ is the orientation of the tangent to the isophote. This orientation is computed
using ξ1 and ξ2.

• ξ1r and ξ2r are the mirrored orientations of ξ1 and ξ2 by the axis ξ (See Fig. 8.2a)).

This scheme can then be written as Eq. 8.7: I(0, x, y) = I0(x, y) ←− initial image
∂I
∂t (t , x, y) = Iξ̂1ξ̂2

(t , x, y) = arg min
Iξ1ξ2 , Iξ1r ξ2r , Iξξ

|x | (8.7)
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This scheme has a geometrical interpretation, illustrated at the Fig. 8.2. We have already
seen that orientations ξ1 and ξ2 are influenced by the presence of edges, then at each
pixel, we are searching for the directions that are the less influenced by edges in order
to preserve these edges at most as possible by asymmetric diffusion. The diffusion will
be achieved along ξ, along ξ1 and ξ2, or along ξ1r and ξ2r , in respect to the minimum
absolute value of the asymmetric second derivative of the image. In the configuration of
Fig 8.2b), or Fig. 8.2c) the diffusion is applied in the direction ξ1r and ξ2r , preserving the
edges. On the configuration of Fig. 8.2a), the pixel under consideration is located on an
edge, the diffusion may be either along ξ1 and ξ2 or simply along, ξ depending on the local
curvature. For this scheme, the only parameter is the number of iterations.

For regularizing the input image, we just proceed to several iterations of this asymmet-
ric scheme (in general, 100 iterations gives good results). The Fig. 8.3 presents results of
regularization obtained on the “rectangle image” a), 8.3b) presents results obtained with
100 iterations, 200 iterations at c) and 500 iterations at d). As we can see, corners are not
affected even with a high number of iterations.

a)

P
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edge edge
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Figure 7: Causal orientations.

a) b) c) d)

Figure 8: Asymetric regularization. a) initial image, b) asymetric regularization 100 iterations, c) asymetric
regularization 200 iterations, d) asymetric regularization 500 iterations.

3.1.3 Asymetric curvature

This scheme uses three curvature-like expressions to perform the diffusion :

• | Iξ1ξ2 | :
a corner point is first an edge point with a smallest value of | Iξ1ξ2 | under a certain neighborhood because
ξ1 and ξ2 are both directions of isophotes then, at the corner point location, the three grey levels involved
in | Iξ1ξ2 | are similar.

• | Iξξ | :
this measure is similar to the Kitchen-Rosenfeld measure (direction ξ may be somewhat different because
filters involved are different) estimated locally in a 3×3 window. This measure is suitable but not optimal,
next measure will be prefered.

• | Iξ1rξ2r | :
this measure is maximized since the directions ξ1r and ξ2r indicates the directions where grey levels are
the most different from the considered pixel. For this reason the response obtained is less noisy that the
one obtained with the preceding measure.

Then for characterizing the curvature at corner points, we have choosen to use the expression | Iξ1rξ2r | that
best characterizes the corners. The figure 9 presents the three asymetric curvature results obtained after 100
iterations. As explained precedently the | Iξ1ξ2 | (figure 9a)) gives 2 responses at each side of corners. This
measure is minimum at corner points, for this reason it will be complicated to use such measure to characterize
correctly corners. The | Iξξ | (figure 9b)) is similar to a Kitchen rosenfakd mesure, the response is averall noisy
and edges are also responding.

Finally the | Iξ1rξ2r | (figure 9c)) measure gives the best information able to characterize reliably the corner
points.
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(a) Pixel located on an edge (b) Pixel located outside edge (c) Pixel located inside edge

Figure 8.2: Causal Orientation. a) The pixel is located on an edge, the diffusion may be either
along ξ1 and ξ2, b) Pixel is outside edge and the diffusion is applied in the direction ξ1r and ξ2r ,
preserving the edges, c) Pixel is inside edge and the diffusion is applied in the direction ξ1r and
ξ2r , preserving the edges

(a) Initial image (b) Regularization 100 iterations (c) Regularization 200 iterations (d) Regularization 500 iterations

Figure 8.3: Asymmetric regularization. a) initial image, b) asymmetric regularization 100 itera-
tions, c) asymmetric regularization 200 iterations, d) asymmetric regularization 500 iterations.

8.2.3 Asymmetric curvature

This scheme uses three curvature-like expressions to perform the diffusion :

• | Iξ1ξ2 | :
a corner point is first an edge point with a smallest value of | Iξ1ξ2 | under a certain
neighborhood because ξ1 and ξ2 are both directions of isophotes then, at the corner
point location, the three gray-levels involved in | Iξ1ξ2 | are similar.
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• | Iξξ | :
this measure is similar to the Kitchen-Rosenfeld measure (direction ξmay be some-
what different because filters involved are different) estimated locally in a 3×3 win-
dow. This measure is suitable but not optimal, the next measure will be preferred.

• | Iξ1r ξ2r | :
this measure is maximized since the directions, ξ1r and ξ2r indicates the directions
where gray-levels are the most different from the considered pixel. For this reason,
the response obtained is less noisy than the one obtained with the preceding mea-
sure.

Then, for characterizing the curvature at corner points, we have chosen to use the expres-
sion | Iξ1r ξ2r | that best characterizes the corners. The Fig. 8.4 presents the three asym-
metric curvature results obtained after 100 iterations. As explained beforehand, the | Iξ1ξ2 |
(Fig. 8.4a)) gives 2 responses at each side of corners. This measure is minimum at corner
points, for this reason it will be complicated to use such measure to characterize correctly
corners. The | Iξξ | (Fig. 8.4b)) is similar to a Kitchen Rosenfeld measure, the response is
overall noisy and edges are also responding. Finally, the | Iξ1r ξ2r | (Fig. 8.4c)) measure gives
the best information able to characterize reliably the corner points.

(a) | Iξ1ξ2
| (b) | Iξξ | (c) | Iξ1r ξ2r

|

(d) Original image (e) | Iξ1ξ2
| measures (f) | Iξξ | measures (g) | Iξ1r ξ2r

| measures

Figure 8.4: Anisotropic curvature measures obtained after 100 iterations. a) | Iξ1ξ2 |, b) | Iξξ |, c)
| Iξ1r ξ2r |. d), e), f), g) Details in the upper left corner (d) original image) e, f, g) respectively | Iξ1ξ2 |,
| Iξξ |, and | Iξ1r ξ2r | measures.

8.2.4 Corner detection using | Iξ1r ξ2r |
The complete algorithm for asymmetric corner detection is summarized as follows :

1. Depending on the precision needed, magnify or not the initial image (Montesinos
and Datteny [1997]) using a very small Gaussian standard-deviation (σ ≃ 0.6), ap-
ply several iterations (in general 10) of an heat inverse equation scheme then apply
several iterations (in general 4) of a shock filter (Osher and Rudin [1990]).

115



2. Apply several iterations of the asymmetric scheme (in general 100).

3. Compute the | Iξ1r ξ2r | image after the regularization.

4. Compute the local maxima of the | Iξ1r ξ2r | for example in a circular window (gener-
ally with a radius of 2 pixels multiplied by the precision).

8.2.4.1 Results obtained on the "rectangle" image

The Fig. 8.5 presents the | Iξ1r ξ2r | operator results obtained on the “rectangle” image at
simple pixel precision, after varying number of iterations (100, 200, 500). As iterations go
on, the noise is filtered. For comparison, the Fig. 8.6 presents the Kitchen-Rosenfeld op-
erator results obtained with a Gaussian standard-deviation σ= 1 and σ= 3. The Kitchen-
Rosenfeld operator gives noisy results. When computed with a Gaussian filter having a
parameter σ equal to 1 the results obtained are generally too noisy to obtain interesting
results (Fig. 8.6b)). If the parameter σ increases, it is possible to obtain a more reliable
information, but local maxima are moving (Fig. 8.6c)).

Finally, the Fig. 8.7 present results obtained by local maxima extraction for all oper-
ators : Harris (σ = 1), Kitchen-Rosenfeld (σ = 3) and | Iξ1r ξ2r | with 100, 200 and 500 itera-
tions. As discussed beforehand, Harris and Kitchen-Rosenfeld give noisy results. More-
over, for Kitchen-Rosenfeld, corners are often detected at a distance greater than 2 pixels
from the true location. Increasing the Gaussian parameterσ improves the curvature SNR,
but precision of corner localization decreases. Concerning the | Iξ1r ξ2r | operator, the re-
sponse is less noisy, and the precision seems better than Harris (around 1 pixel from the
true corner locations).

(a) Original image (b) | Iξ1r ξ2r
| at 100 iterations (c) | Iξ1r ξ2r

| at 200 iterations (d) | Iξ1r ξ2r
| at 500 iterations

Figure 8.5: Asymmetric curvature | Iξ1r ξ2r | on image "rectangle". a) original image, b) | Iξ1r ξ2r | at 100
iterations, c) | Iξ1r ξ2r | at 200 iterations, d) | Iξ1r ξ2r | at 500 iterations.

8.2.4.2 Results obtained on the "inria" image

The Fig. 8.8 compares the Harris operator and the anisotropic curvature operator on the
"inria" image : a) shows the initial image, b) presents regularization results (100 itera-
tions) and c) presents the | Iξ1r ξ2r | operator result. The Fig. 8.8 d) and e) show respectively
the results of the Harris corner detector and the | Iξ1r ξ2r | corner detection. Then the Fig.
8.8 f) present 4 manually corner selection and the results obtained with both operators
are going to be detailed in g) to n). In (g) h)), (i) j)), and (m) n)), corner angle is less or
equal to 90◦, the new operator performs better than Harris. For (k) l)) corner angle is 108◦

(angle is wider) the results are similar. But if angle value increases Harris completely loses
the corner point, The new operator still performs correctly (see the wide angles of the
black carpet corners on the floor).
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(a) Original image (b) Kitchen-Rosenfeld (σ= 1) (c)Kitchen-Rosenfeld (σ= 3)

Figure 8.6: Kitchen-Rosenfeld operator on image "rectangle". a) original image, b) Kitchen-
Rosenfeld (σ = 1) regularization is not enough to obtain reliable curvature, c) Kitchen-Rosenfeld
(σ= 3) curvature appears, but noise is still present and strong.

(a) Harris (threshold = 0.1) (b) Kitchen-Rosenfeld (σ= 3, threshold=0.3)

(c) Anisotropic (100 ite, threshold = 0.3) (d) Anisotropic (200 ite, threshold = 0.3) (e) Anisotropic (500 ite, threshold = 0.3

Figure 8.7: Corner detection. a) Harris corner detector (threshold = 0.1), b) Kitchen-Rosenfeld
corner detector (σ = 3, threshold=0.3), c) Anisotropic corner detector (100 iterations, threshold =
0.3), d) Anisotropic corner detector (200 iterations, threshold = 0.3), e) Anisotropic corner detector
(500 iterations, threshold = 0.3.

8.2.4.3 Sub-pixel precision, results image "toys"

The Fig. 8.9 compares Harris corner detector (threshold=0.001) and | Iξ1r ξ2r | corner de-
tection (threshold=0.05) at pixel precision. We are interested here on the results obtained
on the small windows of the central house (windows size is around 5× 5 pixels). Harris
operator (Fig. 8.9 b)) gives many responses on the windows, but the points detected are
often on the windows frame rather than the corner. For the | Iξ1r ξ2r | (Fig. 8.9 c)) corner
detection, the detected point is more often at the corner. On the large, dark windows of
the left house, Harris performs better.

The Fig. 8.10 present results obtained at precision=2 ( 1
2 pixel). In Fig. 8.10 a) presents

the sub-pixel ( 1
2 pixel) Harris corner detector, and in Fig. 8.10 b) presents the sub-pixel ( 1

2
pixel) | Iξ1r ξ2r | corner detector. The Fig. 8.10 c) and d) present the details only a region of
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a) b) c)

d) e) f)

g)

h)

i)

j)

k)

l)

m)

n)

Figure 8.8: Corner detection image "inria". a) Harris corner detection (threshold = 0.001), b)
Anisotropic corner detection (threshold = 0.1). c) Detail of corner detection at location (424, 390).
d) Detail of corner detection at location (421, 257). e) Detail of corner detection at location (209,
112). f) Detail of corner detection at location (140, 355).

interest 200×200 on the windows of the central house (c) Harris, d) | Iξ1r ξ2r |.
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(a) Initial image (b) Harris (threshold = 0.001 (c) Anisotropic (threshold = 0.05)

Figure 8.9: Corner detection image "toys", pixel precision. a) initial image. b) Harris corner detec-
tor (threshold = 0.001), c) Anisotropic corner detector (threshold = 0.05).

(a) Harris (threshold = 0.001) (b) Anisotropic (threshold = 0.05)

(c) Harris (window details) (d) Anisotropic (window details)

Figure 8.10: Corner detection image "toys", precision = 1
2 pixel. a) Harris corner detector (thresh-

old = 0.001), b) Anisotropic corner detector (threshold = 0.05), c) Harris corner detector (window
details), d) Anisotropic corner detector (window details).

8.3 Anisotropic corner detector

We propose here a new corner operator based on anisotropic filtering, we are going to
see that it could be used in conjunction with the preceding corner detector based on
anisotropic curvature leading to a robust corner detector. This operator is inspired by
the Harris operator. The Harris operator in based on the structure tensor as Eq. 8.8;
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T =
(

(I2
x)∗Gσs (IxIy )∗Gσs

(IxIy )∗Gσs (I2
y )∗Gσs

)
(8.8)

which represents the local auto-correlation of the image signal. Ix and Yy are image
derivatives along respectively X and Y axis. They are obtained using a Gaussian deriva-
tive filter with a σd standard-deviation.
Gσs is a Gaussian smoothing filter with a σs standard-deviation.
Then the Harris operator is obtained from this tensor as Eq. 8.9:

H = Det(T)−k ·Trace(T)2 (8.9)

• The determinant is the product of eigen values, it is strong when both eigen values
are strong.

• The trace is the sum of eigen values and is strong at edges.

• The parameter k has been determined empirically to do a balance between corners
and edges. k is generally set to 0.04.

After the computation of this operator, the negative values are suppressed and finally the
points of interest are extracted as local maxima of the response obtained (a result has
already been presented in Fig. 8.8 d)).

8.3.1 Anisotropic corners

This new method is partially inspired by Harris operator, in subtracting a corner-edge de-
tector with a strictly edge detector. The idea sustaining this new method is that anisotropic
causal filters does not delocalize corners while classical anisotropic filters does. Then the
corner-edge detector can be simply a causal gradient and the edge detector a classical
anisotropic gradient. Then corners can be obtained by the difference of these two gra-
dients : the first one is obtained by causal anisotropic filtering, as the second one is ob-
tained by classical anisotropic filtering (not causal). The solution proposed here is based
on causal filtering, such as Eq. 8.10:

Q1(x, y,θ) = Iθ∗C1xH(y)e
− x2

2σ2
η
− y2

2σ2
ξ (8.10)

and anisotropic filtering :

Q2(x, y,θ) = Iθ∗C2xe
− x2

2σ2
η
− y2

2σ2
ξ (8.11)

This property is illustrated on an image of a rectangle at the Fig. 8.11. We can see that
for the classic anisotropic filters, at an edge location 1

2 of the filter is outside the rectangle
(Fig. 8.11b), at a corner location 3

4 of the filter is outside the rectangle (Fig. 8.11c) then
the gradient at the corner location is affected by local curvature. On the contrary, for the
causal filter this ratio remains of 1

2 for both extremal response kernels (Fig. 8.11d).
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(a) Initial image (b) Classic anisotropic at edge (c) Classic anisotropic at corner (d) Causal anisotropic at corner

Figure 8.11: Input synthetic image of a rectangle. a) Initial image. b) classic anisotropic kernel
located at an edge point, c) classic anisotropic kernels located at a corner point, and d) causal
anisotropic kernels located at a corner point.

8.3.2 Filter normalization

We have seen in the previous section that we are going to apply difference of “gradients”
obtained using kernels of different types : causal anisotropic Gaussian kernels and classi-
cal anisotropic Gaussian kernels. By the term “gradient”, we mean a non-linear operation
consisting of computing at each pixel the response to the filter having the maximum value
minus the response to the filter having the minimum value over all angles.

If we want to be able to compare the response of filter banks of different types, it is fun-
damental for the filters to be normalized correctly. Due to the nature of causal filters, the
gradient obtained is wider than the gradient obtained with classical anisotropic kernels.
This property is illustrated in Fig. 8.12. Fig. (8.12a) present the behavior of a classical filter
near edge points, the orientation corresponding to the maximal response corresponds to
tangent to the contour. But for causal filters, as the filter support is half the support of a
classical filter, the orientation of the maximal response is strongly influenced by the pres-
ence of the edge and this orientation does not, in general, correspond to the tangent of
the contour.

(a) Classical anisotropic kernels located near edge points (b) Causal anisotropic kernels located near edge points

Figure 8.12: Classic vs Causal anisotropic kernel at edge points: a) classical anisotropic kernels
located near edge points b) Causal anisotropic kernels located near edge points b).

For this reason, the gradient obtained with causal filters is wider than the gradient
obtained with classical anisotropic filters. Also, the noise remaining after application of
causal filters is more important than the noise remaining after application of classical
anisotropic filters. But in practice the noise does not really lead to problems, even for
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causal filters, since the kernels used are generally large and then the remaining noise is
often negligible.

The Fig. 8.13 presents the behavior of both classical and causal filters. This figure also
illustrates the behavior of both filters at corner points. The corners are well-defined at
Fig. 8.13c) at the contrary, the gradient is vanishing at corner points for classical filters
’see Fig. 8.11c)).

(a) Original noisy image of a rectangle (b) Gradient (max - min) via classical anisotropic (c) Gradient (max - min) via causal anisotropic

Figure 8.13: Gradient obtained with classical filters and causal filters. a) original noisy image of a
rectangle. b) Gradient (max - min) obtained using classical anisotropic filters. c) Gradient (max -
min) obtained using causal anisotropic filters.

8.3.2.1 Normalization process

As the gradients obtained with the different types of filters does not have the same thick-
ness, for filter normalization it is necessary to consider both amplitude of response and
standard-deviation of Gaussian. We consider here the parameters of causal filters as the
main parameters of our new corner detector :

• σξ the largest standard deviation of causal Gaussian (in general chosen between 6
and 10),

• ση the smallest standard deviation of causal Gaussian (in general chosen between
.7 to 2,

Firstly, the σξ must be identical for causal and classical filters : we have to compare things
at the same scale (even if causal filters does not strictly belong to a scale space). In a sec-
ond time, we set the ση standard deviation of causal Gaussian then we have to adapt the
ση2 standard deviation for classical filters, which must be larger than ση (this parameter
depends both on σξ and ση). The amplitude of the filters is computed at the same time.
For this normalization, we have pre-computed two matrices (or tables) :
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• The first one Mση2 gives ση2 function of ση and σξ

ση





. . . . . . . . . .

. . . . . . . . . .

. . . . . . . . . .

. . . . . . . . . .

. . . . . ση2 . . . .

. . . . . . . . . .

. . . . . . . . . .

. . . . . . . . . .

. . . . . . . . . .

. . . . . . . . . .


︸ ︷︷ ︸

σξ

• The second one Mnor m gives the normalization factor to be applied to the classical
anisotropic filter function of ση and σξ

ση





. . . . . . . . . .

. . . . . . . . . .

. . . . . . . . . .

. . . . . . . . . .

. . . . . nor m2 . . . .

. . . . . . . . . .

. . . . . . . . . .

. . . . . . . . . .

. . . . . . . . . .

. . . . . . . . . .


︸ ︷︷ ︸

σξ

The values stored in these matrices are obtained by a mean squares optimization of the
gradient computed with classical filters towards the gradient computed with causal fil-
ter. We consider an image containing an edge (Heaviside function) for example a vertical
edge,

• for each values of ση and σξ (discretized by steps of 0.1)

– The causal anisotropic gradient is computed using the filter bank having ση
and σξ as parameters,

– Iteratively, we are seeking for the classical gradient havingση2 and the sameσξ
such that the mean square error is minimal, the corresponding normalization
factor is computed at the same time.

As an example, we give here the first elements of a Mση2 matrix for ση ∈ [0.7 7.0] and σξ ∈
[2.0 14.0] with for a discretization angle of 5◦ :
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σξ

↓

2.0 →
2.1 →
2.2 →
2.3 →
2.4 →
2.5 →
2.6 →
...
6.0 →
...
7.0 →
...
8.0 →
...
9.0 →
...
10.0 →
...



1.130000 1.220000 1.310000 1.400000 0.0 0.0 0.0 0.0 · · ·
1.160000 1.250000 1.340000 1.440000 0.0 0.0 0.0 0.0 · · ·
1.180000 1.280000 1.370000 1.470000 1.550000 0.0 0.0 0.0 · · ·
1.200000 1.300000 1.400000 1.500000 1.590000 0.0 0.0 0.0 · · ·
1.230000 1.330000 1.430000 1.520000 1.620000 1.710000 0.0 0.0 · · ·
1.250000 1.350000 1.450000 1.550000 1.640000 1.740000 0.0 0.0 · · ·
1.270000 1.370000 1.470000 1.570000 1.670000 1.770000 1.860000 0.0 · · ·

...
...

...
...

...
...

...
... · · ·

1.570000 1.700000 1.830000 1.960000 2.090000 2.230000 2.370000 2.510000 · · ·
...

...
...

...
...

...
...

... · · ·
1.610000 1.740000 1.870000 2.000000 2.140000 2.290000 2.430000 2.580000 · · ·

...
...

...
...

...
...

...
... · · ·

1.630000 1.760000 1.890000 2.030000 2.180000 2.330000 2.480000 2.630000 · · ·
...

...
...

...
...

...
...

... · · ·
1.660000 1.790000 1.920000 2.060000 2.210000 2.360000 2.520000 2.670000 · · ·

...
...

...
...

...
...

...
... · · ·

1.690000 1.820000 1.950000 2.090000 2.250000 2.410000 2.560000 2.710000 · · ·
...

...
...

...
...

...
...

... · · ·


↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑

ση → 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 · · ·

We can see for example that for a combination ofσξ = 2.2 andση = 0.8 we must use a clas-
sical filter bank with σξ = 2.2 and ση2 = 1.28 as parameters. We also print most commonly
used parameters : from σξ = 6.0 to σξ = 10.0 and from ση = 0.7 to ση = 1.4

The corresponding normalization matrix only for common parameters (for a discretiza-
tion angle of 5◦) is also given :

σξ

↓

...
6.0 →
...
7.0 →
...
8.0 →
...
9.0 →
...
10.0 →
...



...
...

...
...

...
...

...
... · · ·

1.680354 1.683072 1.681973 1.676716 1.668353 1.664730 1.659319 1.652792 · · ·
...

...
...

...
...

...
...

... · · ·
1.715444 1.716456 1.713684 1.706756 1.703952 1.705199 1.697689 1.695307 · · ·

...
...

...
...

...
...

...
... · · ·

1.733078 1.733181 1.729565 1.729313 1.732448 1.732235 1.729750 1.725763 · · ·
...

...
...

...
...

...
...

... · · ·
1.759554 1.758366 1.753457 1.752002 1.753823 1.752518 1.755424 1.750118 · · ·

...
...

...
...

...
...

...
... · · ·

1.786047 1.783575 1.777394 1.774617 1.782518 1.786345 1.781085 1.774535 · · ·
...

...
...

...
...

...
...

... · · ·


↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑

ση → 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 · · ·

8.3.3 A new anisotropic corner measure

The algorithm is quite straightforward : Considering the parameters, standard-deviations
σξ and ση plus the discretization angle ∆θ :

1. Load the normalization matrices.
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2. Apply causal filter bank (σξ, ση, ∆θ).

3. Compute causal gradient (max - min) over all causal filter responses : → Icg .

4. Apply classical filter bank (σξ, ση2 (sigma matrix used), ∆θ).

5. Compute classical gradient (max - min) over all causal filter responses.

6. Normalize classical gradient using norm matrix) : → Ig .

7. Subtract gradients : Icg − Ig → Ic .

8. Suppress negative values of Ic → Ic0.

The figure (Fig. 8.14b)) presents the enhanced corner image Ic0 obtained on the "rect-
angle" image (Fig. 8.14a)) using σξ = 10, ση = 1 and ∆θ = 5◦ Then, the corner points can

(a) Original noisy image of a rectangle (b) Enhanced corner image

Figure 8.14: Anisotropic corner operator. a) Original noisy image of a rectangle. b) Enhanced
corner image.

be simply extracted by searching for local maxima of the Ic0 image, for example in a 3×3
window. Unfortunately, as seen in (Fig. 8.14b) the edge points are not completely sup-
pressed by the subtraction of gradient images (of course, the normalization process is an
approximation). From this remark, we can easily imagine that finding a suitable thresh-
old for obtaining only corners in a complex image could become difficult. To get rid of
this problem, we modify slightly the point 7 of the preceding method by introducing a
parameter in the subtraction which provide the capability to remove non-stable points.

8.3.4 Removing non-stable points

The first enhancement to this method goes through the elimination of non-stable points
using two linear combination parameters. This is achieved by modifying the preceding
algorithm and replacing the two last steps (7 and 8). We add two new parameters t1 and
t2 for a better control of the linear combination at the gradient subtraction steps. These
coefficients are modifying the edge suppression stage, then non-stable points located on
edges may slightly move, and can be easily eliminated. The new algorithm become :

7. Subtract gradients : Icg − t1 Ig → Ic .

8. Suppress negative values of Ic → Ic0.
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9. Extract local maxima of Ic0 → Im1.

10. Subtract gradients : Icg − t2 Ig → Ic .

11. Suppress negative values of Ic → Ic0.

12. Extract local maxima of Ic0 → Im2.

13. Keep stable points over the 2 thresholds → Im .

8.3.5 Combining operators

Combining corners operators can simply be achieved by directly multiplying this anisotropic
operator described in section 8.3.3 with the | Iξ1r ξ2r | curvature operator. Then the corners
can be extracted by removing negative values and computing local maxima of the com-
bined operator.

8.3.5.1 Anisotropic corner detection results

We present here the results obtained using this new method on several images. The Fig.
8.15 presents the results obtained with this variant, the threshold used for local maximiza-
tion is very small : 0.00001. As can be seen at the Fig. 8.15 this variant is able to remove
most of false corner points, especially around edges which are more affected than others
by the coefficients in the subtractions. The gray points on figure, Fig. 8.15a) are those that
are not stable and are eliminated (Fig. 8.15b)). As demonstrated by the results obtained

(a) All points (in gray, non-stable points (b) Remaining stable points

Figure 8.15: Effect of varying the subtraction coefficients t1 = 0.9 and t2 = 1.1. a) All points (in gray,
non-stable points. b) Remaining stable points.

here, we still have to find a robust solution to remove edge points and noise. This can
be achieved by simply considering the anisotropic curvature that have been presented at
section 8.2.3. The Fig. 8.16 presents the results obtained by the anisotropic corner de-
tection on the image “rectangle”. The result obtained in Fig. 8.15b) is simply multiplied
by the | Iξ1r ξ2r | curvature and thresholded (here threshold is 0.1). Here the noise is very
strong and corners obtained within this method are more precise than the one obtained
with anisotropic curvature. Now we are going to present results on real images obtained
at pixel and 1

2 pixel precision. The Fig. 8.17 show the results obtained on image "inria"
at pixel precision. This experiment on real data shows that the quality of the results de-
pends strongly on the size and proximity of structures in the corner neighborhood. The
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first method based on anisotropic curvature performs better on small structures such as
the windows on the "toys image", especially at sub-pixel precision but the precision de-
creases as the noise increases. At the contrary, this second method performs better than
the first one in case of important noise. Then we are going to compare here three corner
detectors :

• Harris corner detector : in Fig. 8.17a) local maxima threshold is set to 0.001.

• The method eliminating non-stable points presented here is applied at Fig. 8.17b)
with t1 = 0.9 and t2 = 1.1 local maxima thresholds.

• A hybrid method fusing data by a simple multiplication at operator level of the
anisotropic corner detection (with no elimination of non-stable points : only one
threshold t = 1.0) and the anisotropic curvature operator | Iξ1r ξ2r |. Then local max-
ima is computed with a threshold of 0.02. The Fig. 8.17c) shows the results of this
combination.

Figure 8.16: Corner detection : Filtering result of figure 8.15b) by anisotropic curvature (threshold
= 0.1).

(a) Harris corner detector (b) Anisotropic corner operator

Figure 8.17: Corner detection. a) Harris corner detector (threshold = 0.001), b) Anisotropic corner
operator × | Iξ1r ξ2r | curvature local maxima threshold = 0.02.
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(a) Harris corner detector (b) Anisotropic corner operator

Figure 8.18: Corner detection precision 1
2 pixel. a) Harris corner detector (threshold = 0.001), b)

Anisotropic corner operator × | Iξ1r ξ2r | curvature (threshold = 0.02).

(a) Harris corner detector (b) Anisotropic corner operator

(c) Harris corner detector (d) Anisotropic corner operator

Figure 8.19: Corner detection at 1
2 pixel precision details. a) Harris corner detector (threshold =

0.001), b) Anisotropic corner operator × | Iξ1r ξ2r | curvature (threshold = 0.02).
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8.4 Summary

Two new anisotropic corner operators were proposed in this chapter. The first one is de-
fined using an anisotropic curvature operator | Iξ1r ξ2r |. The second one is simply obtained
by the difference of the application of two banks of filters : a classical anisotropic filter
bank and a causal anisotropic filter bank. Both methods provide very interesting results,
they both are compared with the reference Harris corner detector, and show better results
without ambiguity. In any way, these two operators have specificities and provide results
that may vary with the image local structure. The first one performs better on small struc-
tures or at sub-pixel precision, as the second one is more robust against noise. In order to
obtain less sensitive results we use a simple data fusion scheme consisting in the multi-
plication of both operators followed by non-local maxima suppression allowing to benefit
from both operators advantages.

129



Chapter 9

Conclusion and Perspective

Contents
9.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

9.2 Perspective and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

9.1 Conclusion

The performance of computer vision and image processing techniques can have an im-
portant impact on the system equipped with the computer vision based automatic tasks,
and also on the human image data analyst/observer that analyze and decide on the im-
age information. These performances are particularly critical for real-time applications,
medical image analysis, satellite/aerial image processing, and some robotic tasks.

In order to validate the performance of these mentioned techniques, they are usually
assessed via both ways of objective and subjective (visual) evaluation metrics. The aim of
the evaluations is to understand and highlight the intrinsic characteristics and behavior
of methods, their limitation, compare/improve parameters, and finally compare these
performances with different techniques. The result of the evaluation and validation of
the image processing algorithms primarily helps in giving insight for further improving
its performance.

In the image processing and computer vision state of the arts, both approaches of
handcrafted and classic machine learning and deep learning methods are widely used.
Both approaches have got their usefulness, effectiveness, and also limitation in certain
cases and applications. Image processing using filtering techniques and classic super-
vised machine learning is still widely used and is vital for many applications involving
from medical image processing to aerial image processing and autonomous action in
computer vision systems and robotics.

Image filtering methods represent a corner-stone in image analysis, they are the back-
bone of all basic early vision tasks. Also, image filtering techniques are mainly used for
segmentation tasks, low-level analysis of image information, pre-processing requirements,
and certain optimization needs.

In this thesis, mainly five contributions in the domain of filtering-based low-level
computer vision were proposed. These five contributions involve two extensive and ob-
jective evaluation (edge, ridge/valley detectors, and keypoint detectors), two multiscale
line detection techniques, and one new anisotropic corner detection technique. First, an
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extensive review and objective evaluation of state-of-the-art early vision filtering for seg-
mentation (i.e., contour, edge, ridge/valley "line"), and scale space, subpixel, isotropic
and anisotropic analysis in image processing were accomplished in chapter 2, 3, 4 For the
first part of the objective evaluation and comparison of ridge/valley detection based on
filtering techniques including, the driving filter parameters and characterizations were
analyzed.

The extensive evaluation and comparison of ridges/valleys detectors were carried out
both theoretically and experimentally on synthetic and real images. Each filtering tech-
nique was examined on complex images, where different types of noises were applied
(namely Gaussian, Speckle and Poisson noises). The obtained comparative evaluation
graphs revealed which method is reliable as a function of the width feature and the noise
type.

Regarding non-oriented filters, the Z filter performs well when the ridge or the valley
is very thin (width of one pixel) and requires less computational complexity computed by
the Hessian matrix H . On the other hand, H associated with the Gaussian Gσ and the
highest eigenvalue (D1) is a good compromise when the feature widths are growing. Yet,
the Weingarten W and its eigenvalue give suitable and better continuous detected ridges.
Steerable filters of order 2 (SF2) and of order 4 (SF4) obtain similar results, they are partic-
ularly reliable for images corrupted by noise(s), especially for bent features (SF4 is a little
more reliable), contrary to the SOAGK which is well adapted for straight features. This
evaluation work can suggest which ridge/valley optimal parameter configuration and ad-
justment are optimal for its interested applied researchers and application tools and do-
main such as satellite or aerial image analysis (road, river, etc.), medical image analysis
(blood vessels, filaments, nerve system, etc.), lines detection, image segmentation, and
object detection.

Secondly, beginning with the overview of scale-space analysis in image processing
theory and axioms, two multiscale line detection techniques based on Semi-Gaussian fil-
ters (namely SDSG and 2DSBG) were proposed and evaluated, as presented in chapters
5 and 6. Both multiscale techniques’ objective and subjective evaluation presented an
optimal performance for extracting complex scenes with bent lines and especially for the
second method, close adjacent lines.

In multiscale line detection (chapter 5), the proposed SDSG (Second Derivative Semi-
Gaussian) can be adapted to noisy environments and is also reliable to detect line features
with heterogeneous types, widths, and prominence. An optimal scale selection function
for multiscale processing is the main contribution of this approach. This technique has
been compared to different types of multiscale filtering methods, including isotropic (as
using the Hessian matrix) and oriented filters (isotropic or anisotropic). Quantitative and
qualitative experiments regarding real images of different types and scales have shown
the optimal efficiency and very promising results of the SDSG technique compared with
the three major techniques of the state of the art.

Additionally, a second multiscale filter for line feature extraction, named 2DSBG (2nd
Derivative Semi and Bi-Gaussian) were proposed, which is constructed from bi-Gaussian
and second-order semi-Gaussian filters. This combined filter exploits the advantages of
the bi-Gaussian for the detection of adjacent linear features, as well as the qualities pre-
sented by semi-Gaussian kernels for the analysis of bent and complex linear structures.
The special usefulness of bi-Gaussian is presented for the detection of adjacent linear fea-
tures, and the precision of the Semi-Gaussian kernel for curved linear structures. Finally,
the presented results on synthetic and real images allowed to find the optimal parameter
configuration (ρ∈[0.5,0.7]), and thus confirming the novelty and merit of the 2DSBG over
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the existing filtering methods.
Thirdly, an objective evaluation of filtering-based corner detection techniques was

first studied (chapter 7), and following that a new anisotropic corner detection algorithm
was proposed in chapter 8. For the objective evaluation of filtering-based corner detec-
tion techniques, we conducted an extensive assessment of the 12 state-of-the-art cor-
ner detection techniques (Shokouh et al. [2022]) with the application to feature match-
ing in the context of a complex underwater video scene named AQUALOQ dataset. The
AQUALOQ database (Ferrera et al. [2019]) contains all types of image transformation and
various natural noises. The repeatability rate of each detection operator has been both
statistically and visually demonstrated in presenting a guideline of which detectors are
robust depending on video frame complexity.

This work can contribute as a directive to the practitioners of this domain for choosing
the appropriate keypoint detectors relating to the specific application (i.e., Ro, HS, and F
exemplify the robust salient point detectors with the highest stability). The scale param-
eter ρ of the studied keypoint detectors have been studied for an objective and complete
evaluation in this specific context. The test result indicated that KLT and Harris-Stephens
(HS), two particularly popular detectors, perform well but not the best among the 12
tested, especially when the ρ parameter is not well selected. This evaluation emphasizes
on the filtering technique which is fast and straightforward than other approaches along
with the keypoint matching methods (ZNCC) which is few time-consuming and can be
easily implemented. Accordingly, the filtering techniques are useful for certain cases of
image processing and optimization which are either used independently or can be used
alongside with deep learning models either in pre-processing or post-processing stages.

Finally, our newly proposed anisotropic corner operator which is based on banks of
causal anisotropic and classic anisotropic filters presented interesting result specially for
better localization and accuracy. The proposed anisotropic method is compared with
Kitchen-Rosenfeld and Harris corner detection methods. The visual results show the ro-
bustness of the technique.

9.2 Perspective and Discussion

We know that there are still many challenges to be addressed in the image processing and
computer vision research and development, particularly in the image low-level feature
detection and description (concerning our scope of research). Meanwhile, it is also known
that the process of development and optimization in the image processing and computer
vision system pipeline is usually contextual and application dependent. Usually, it is due
to both complexity of the image scene and the ever-increasing demand for better accu-
racy, speed, precision, and automation. Therefore, each development, optimization, and
contribution can be considered significant for certain needed tasks and applications. At
the same time, one can always argue the contribution flaws and limitations.

Concerning the handcrafted and deep learning approaches, it is obvious that the re-
cent advances and breakthrough in the deep learning-based computer vision approaches,
the handcrafted and classic machine learning techniques in this domain seems to be (un-
fortunately) overshadowed by deep learning benchmarks and models. However, we argue
that, in spite of the remarkable result of deep learning models, particularly for their au-
tomatic learning of images’ global features, high-level scene understanding, and general-
izability of models; these models have limitations for image low-level processing such as
edge, ridge/valley and corner extraction in case of localization and accuracy.

One of the major challenges of deep learning techniques is to develop a large and
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accurately/precisely labeled dataset, which is not easily achievable for image low-level
features. Secondly, the developed deep learning techniques are quite over-complicated
models with arguably comparative results for some basic low-level vision tasks. There-
fore, we argue that the room for handcrafted and classic machine learning techniques
for computer vision tasks will persist to possess its demands and importance. The hand-
crafted and classic techniques are particularly needed for image pre-processing or/and
post-processing optimization also.

Besides, one can argue that image pre-processing can distort or changes the true na-
ture of the raw data, but we also insist that the knowledgeable use of image pre-processing
can ultimately lead to comparatively optimal local and global feature detection, descrip-
tion, and final output of the pipeline. Image pre-processing, as ours concerning filtering
techniques, for image low-level feature enhancements can favorably or unfavorably af-
fect feature analysis downstream in the computer vision pipeline, depending on how the
pre-processing technique is employed and as also on which application.

Furthermore, concerning the perspectives for the low-level image processing of cer-
tain tasks such as edge detection, line feature detection, and corner/junction detection
when accurate precise detection and localization are the main demand (e.g., medical im-
age analysis where the enhanced blood vessel detection is a critical, accurately localized
line and corner detection for image calibration and 3D reconstruction, etc.), the classic
hand-crafted technique is still widely used as referenced in the general introduction chap-
ter. The handcrafted technique is more suited for certain and specific enhancement and
optimization tasks, such as multiscale analysis and enhancement for precise detection of
complex and noisy contour structures (e.g., narrow and bent ridges, narrow and adjacent
ridges/valleys). Additionally, the developed handcrafted techniques can work on all types
of images without any pre-learning.

Apart from what is presented in this report, we would like to mention that we also car-
ried out a preliminary experimental benchmarking of deep learning techniques for both
low-level image contour detection and high-level object detection application (Pruvost
et al. [2022]). Regarding edge detection using deep learning, we executed the dense ex-
treme inception network for edge detection developed by Soria et al. [2020]. The visual
final segmentation result is interesting, as of blending of the different types of low-level
features (edge, contour, ridge/valley, corner).

Nevertheless, what we perceive from the experiments is that machine learning and
deep learning models are better for training the machine to have rather a more seman-
tic understanding of the generic low-level features (contour, edge, boundary, ridge/val-
ley, corner) useful for segmentation, object detection, etc. Whereas, the handcrafted
techniques are simple, straightforward, and focuses directly on local intensity changes
-specific types of low-level features such as step/ramp edge, contour, ridge/valley, bound-
ary, corner, etc., without trying to globally understand the scene.

Along with, to get rather a more practical context of how deep learning models per-
form, we developed an invertebrate dataset and applied one of the latest object detection
model, such as YOLOv5 (Jocher [2020]), which is mentioned in the list of publications in
the introduction chapter 1. Although it was a novel application of the underground soil
fauna detection via the deep learning techniques, however, we observed the limitations
and complexity of deep learning approaches so far. The demonstrated Fig. 9.1 shows
the complexity of problems and deep learning based solution, in spite of using well de-
velopped ground truth dataset and latest deep learning model with the transfer learning.
Our aim was to have a benchmarking of the handcrafted vs deep learning techniques for
low-level feature analysis.
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Figure 9.1: Examples of invertebrates’ detection in underground scanned images: from left to
right, true positives (myriapods and diplura –diplora–), false positives (2 roots detected as diplura),
and false negative (undetected myriapod, circled in red), see details in Pruvost et al. [2022]. Images
of size 449×760 , 434×908 and 356×573 respectively.

But, we found it overcomplicated to develop a benchmarking metrics rather not wor-
thy, interesting and useful - deep learning highly depends first on the accurately devel-
oped ground truth dataset -, and secondly on the architecture and model, whilst hand-
crafted techniques mainly depend directly on the handcrafted algorithm. Therefore, based
on our scope of observation, research and experiments, we concluded that both deep
learning and handcrafted techniques have their pros and cons on certain task, applica-
tion and context. The argument of which approaches and techniques performs better
and optimal will depend on the application and context “what is meant better and/or op-
timal”, and there we have no absolute and generic definition of optimality. Depending on
the application and the task, we need to choose between handcrafted and deep learning
techniques or the composition of both.

134



Chapitre 10

Résumé en Francais
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10.1 Introduction

Le traitement d’images et la vision par ordinateur englobent un large domaine d’appli-
cations, telles que l’analyse d’images médicales, d’images aériennes pour la navigation
autonome, la reconnaissance d’objets, la vision robotique, etc. Dans des domaines d’ap-
plications de la vision par ordinateur, tels que la reconnaissance d’objets, la mise en cor-
respondance ou la perception 3D, l’extraction de primitives constitue généralement une
étape clé. Par exemple dans le cadre d’une mise en correspondance les primitives ex-
traites peuvent être utilisées pour calculer des descripteurs locaux qui permettront l’ap-
pariement de l’image d’un objet dans la scène, ou encore de deux images droite et gauche
en stéréovision, etc.

D’autres types d’applications comme par exemple l’indexation d’images peuvent se
concentrer sur des descripteurs plus globaux sans toutefois nécessiter d’étapes de seg-
mentation ou d’extraction de primitives. Cependant d’autres applications peuvent utili-
ser à la fois sur les caractéristiques locales et globales de l’image/de l’objet, ce qui im-
plique à la fois des descripteurs glogaux calculés sur l’image entière et l’utilisation de pri-
mitives bas niveau telles que des contours, des lignes crête/vallée, des coins, etc.

Récemment de nouvelles approches faisant intervenir des méthodes d’apprentissage
automatique on fait leur apparition notamment pour la reconnaissance d’objets, la re-
connaissance faciale, la détection de personnes, l’analyse de la gestuelle humaine, ou en-
core simplement pour la restauration d’images bruitées ou dégradées. On pourra citer les
méthodes basées sur de l’apprentissage en profondeur ou deep-learning qui ont démon-
tré des capacités extrèmement impressionnantes dans des applications complexes ou le
paradigme segmentation/mise en correspondance devient difficile définir et à mettre en
œuvre. Ces méthodes d’apprentissage en profondeur apprennent automatiquement des
descriptions en construisant généralement une représentation hiérarchique des données
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image pour aboutir à classification souhaitée (méthodes supervisées). Ces descriptions
sont géneralement contitués de résultats de filtrage (filtres appris dans des réseaux convo-
lutionnels), d’informations colorimétriques, de texture ou de formes.

Cependant ces méthodes restent pour l’instant cantonnées à des applications glo-
bales et leur utilisation pour la segmentation d’images ou l’extraction de primitives reste
marginale. Il n’existe pas réellement à l’heure actuelle de base de données d’apprentis-
sage par exemple pour la détection de contours, ou de coins. En détection de contours
par exemple l’amalgame entre contour et ligne de crête/vallée est souvent fait, de même
pour les coins-jonctions. Les travaux que l’on trouve dans les bibliographies sont souvent
basées sur des architectures de réseau ad-ok difficilement reproductibles. Enfin la consti-
tution d’une base de données de segmentation pertinente nécessiterait un coût humain
extrèmement important de labellisation afin de mettre en œuvre un apprentissage super-
visé.

En revanche les approches plus classiques par filtrage dérivatif sont basées sur une
modélisation mathématique très précise de la surface image et des primitives recher-
chées, un point de contour est de nature différente d’un point de crête (ce n’est pas le
même ordre de dérivation). Ces méthodes restent donc les plus pertinentes pour les ap-
plications qui nécessitent des primitives images ainsi que leur descriptions.

Compte tenu de ces considérations nous nous sommes intéressés à la détection de
lignes et de coins en utilisant des approches par filtrage dérivatif. Nous avons abordé trois
points importants :

1. Evaluation de méthodes de segmentation :

Il existe de nombreuses méthodes de filtrage d’images proposées et développées
pour la détection de crêtes/vallées, et chacune revendique et présente d’une cer-
taine manière les performances de l’algorithme proposé. Les performances de ces
méthodes ne sont généralement pas objectivement évaluées et comparées pour
permettre aux utilisateurs de choisir la meilleure technique pour leurs applications
prévues. Par conséquent, il y a toujours un besoin d’évaluation à la fois objective et
subjective (mais le plus souvent l’évaluation est simplement subjective) des tech-
niques de filtrage d’images.

Nous avons consacré une partie de ce travail de thèse à cette évaluation objective
des techniques de filtrage d’image pour les caractéristiques de bas niveau (bord,
crête/vallée, ligne, coin). Tout d’abord, nous avons travaillé sur l’analyse objective
des détecteurs de lignes caractérisées comme des structures d’image minces et com-
plexes. Notre analyse nous permet de choisir quelles valeurs de paramètres cor-
respondent à la configuration appropriée pour obtenir des résultats précis et des
performances optimales. Une analyse approfondie suivie d’une comparaison su-
pervisée et objective des différentes techniques de détection de crêtes basées sur le
filtrage est détaillée dans notre travail. La configuration optimale des paramètres de
chaque technique de filtrage destinée à l’outil d’analyse des caractéristiques saillantes
de l’image a été objectivement étudiée, où les paramètres de chaque filtre choisi
correspondent à la largeur de la crête ou de la vallée souhaitée.

Dans un deuxième temps, nous avons étudié les performance des détecteurs de
coins basés sur des techniques de filtrage. Les coins, en tant que caractéristique
stable possédant les caractéristiques définies d’un point d’intérêt robuste, restent
un domaine de recherche actif pour les chercheurs en vision artificielle en raison
de leurs applications dans la capture de mouvement, l’appariement d’images, le
suivi, l’enregistrement d’images, la reconstruction 3D, la reconnaissance d’objets,
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etc. Il existe différentes techniques de détection de points d’intérêt ; nous nous
sommes concentrés seulement la détection de coins dans des images en niveaux
de gris. Nous avons donc effectué une comparaison objective de douze méthodes
différentes de détection de points d’intérêt courament utilisées ; une application
de feature matching a été exécutée dans le cadre de séquences vidéo sous-marines.
Ces vidéos contiennent du bruit et de nombreuses transformations géométriques
et/ou photométriques

2. Une nouvelle méthode de détection de lignes multi-échelle :

Dans la plupart des applications réelles, les images apparaissent sous de nombreuses
transformations géométriques et photométriques (transformations euclidiennes,
affine ou projectives, changement d’illumination, etc.). Les performances des dé-
tecteurs de primitives bas niveau d’image basés sur un modèle idéal vont donc se
dégrader en fonction de la proportion de transformation considérée. Parmi toutes
les transformations géométriques possibles, le changement d’échelle reste cepen-
dant la transformation la plus importante à prendre en compte. Nous savons que
les objets sont généralement composés d’une part de différentes structures de taille
différentes et d’autre part, la taille de ces structures va varier en fonction de l’échelle
d’observation.

Ces structures vont donc apparaître à des échelles différentes dont il faudra tenir
compte au niveau des filtres utilisés et des seuils de détection des algorithmes. Pour
cela, la création de représentations espace-échelles de l’image est nécessaire pour
analyser des scènes a priori inconnues. Dans la théorie des espaces échelle, une fa-
mille d’images est générée contenant les versions lissées de l’image d’origine avec
un paramètre de lissage. Dans l’espace échelle gaussien (euclidien, linéaire) la re-
présentation de l’espace échelle est paramétrée par la taille du noyau de lissage
gaussien (écart-type). Plus l’échelle d’observation augmente, plus les structures à
échelle fine de l’image sont supprimées Historiquement, de nombreuses approches
ont été introduites pour la représentation multi-échelle des images, y compris les
méthodes pyramidales, ondelettes, quad-tree et multi-grille.

Nous avons consacré une partie de ce travail de thèse au développement de deux
nouveaux détecteurs de lignes multi-échelles. Tout d’abord, nous avons proposé
un nouveau filtre capable d’extraire des structures multi-échelles complexes et li-
néaires adjacentes. Le filtre proposé est composé d’un filtre dérivé bi-gaussien et
semi-gaussien et est adapté au cas multi-échelle.

Nous avons réalisé des expériences sur différentes images contenant des structures
linéaires adjacentes complexes à différentes échelles. La structure linéaire extraite
sur les images synthétiques et réelles s’est révélée plus efficace que les techniques
classiques d’extraction de structure linéaire. Deuxièmement, nous avons proposé
un autre nouveau filtre multi-échelle composé d’un noyau bi-gaussien et d’un noyau
semi-gaussien, capable de mettre en évidence des structures linéaires complexes
telles que des crêtes et des vallées de différentes largeurs, avec une robustesse au
bruit. Des expériences ont été réalisées sur un ensemble d’images synthétiques et
réelles contenant des éléments linéaires adjacents.

3. Détection de points clés/points d’intérêt et/ou de coins :

Nous nous sommes intéressés à la détection de coins avec un souci de précision de
la localisation des points détectés. Nous avons développé un nouveau détecteur de
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coin anisotrope, présentant une meilleure précision que les méthodes modernes les
plus employées et qui ont été évaluées dans la partie évaluation des détecteurs de
ce document. Nous introduisons tout d’abord une mesure de courbure anisotrope
capable de fournir une détection précise du cois en calculant simplement un maxi-
mum local de type “courbure anisotrope”. Ce nouvel nouvel opérateur est une ex-
tension/variante de l’opérateur de Kitchen-Roselfeld calculé de manière anisotrope
et assymétrique. Nous proposons dans un second temps, un detecteur de coins basé
là encore sur des techniques de filtrage anisotrope. Ces deux opérateurs complé-
mentaires définissent un détecteur de coins permettant une détection robuste et
extrèmement précise indépendante dans une grande mesure des paramètres des
filtres utilisés. Les coins détectés sont peu dépendant de l’échelle des filtres et les
coins peuvent aussi être détectés au niveau sub-pixelique.

10.2 Approches classiques ou par apprentissage en profon-
deur

Dans le domaine du traitement d’images et de la vision par ordinateur, depuis la dernière
décennie, nous avons assisté à un nombre de travaux conséquent utilisant des techniques
d’apprentissage en profondeur. Pour certaines applications ces techniques ont surpassé
les techniques classiques en général. Les techniques d’apprentissage en profondeur font
actuellement partie des méthodes de référence pour des tâches de vision de haut niveau
comme la classification d’images, la détection d’objets, la reconnaissance faciale, l’esti-
mation de pose, etc. Ces technique nécéssitent de disposer d’un jeu de données d’appren-
tissage suffisant et de bonne qualité pouvant aller jusqu’à plusieurs millions d’images an-
notées ce qui représente suvent un coût de travail humain considérable.

En revanche, pour des tâches de segmentation d’image de bas niveau tel que la dé-
tection de contours, la détection de lignes de crêtes/vallées, ou encore la détection de
coins et jonctions, les méthodes classiques surpassent les méthodes par apprentissage.
On pourra citer des applications comme l’analyse d’images médicales, la détection de
vaisseaux sanguins ou encore les applications qui nécessitent une localisation précise et
robuste de points d’intérêt par exemple pour la calibration de caméras, la reconstruction
3D, etc.

Souvent pour la segmentation bas niveau un modèle mathématique précis de la pri-
mitive recherchée peut être établi. Ainsi, la plupart du temps des résultats mathématiques
permettent d’aboutir à des solutions optimales avec une mise en œuvre de faible com-
plexité algorithmique. Ce qui évidemment est préférable à une solution par apprentis-
sage dans laquelle il aurait fallu constituer une base d’apprentissage forcément très im-
portante Junfeng et al. [2022]. De même lorsque l’aspect multi-échelle doit être pris en
compte, les techniques classiques sont plus appropriées.

Cependant, même s’il existe des techniques de réseau de neurones profonds utilisées
pour ce traitement d’image de bas niveau, elles sont généralement mises en œuvre avec
une combinaison de techniques classiques soit en phase de pré-traitement, soit en phase
de post-traitement afin d’améliorer les résultats finaux.
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10.3 Principaux apports

Les principales contributions de ce travail comprennent l’évaluation objective des tech-
niques de détection de lignes de crête/vallée et de points d’intérêt (coin) basées sur le
filtrage, et l’analyse multi-échelle. Une nouvelle technique de détection de lignes multi-
échelles et la proposition d’une nouvelle méthode de détection de coin anisotrope et as-
symétrique.

• Évaluation objective des techniques de détection de crêtes/vallées.

• Proposition d’une technique de détection d’entités linéaires multi-échelles à l’aide
d’un filtre semi-gaussien de second ordre.

• Proposition d’une technique de détection de caractéristiques linéaires multi-échelles
utilisant la combinaison d’un filtre bi-gaussien et semi-gaussien.

• Évaluation de la répétabilité des techniques de détection de coin basées sur le fil-
trage dans le suivi des séquences d’images sous-marines.

• Proposition d’une nouvelle technique de détection de coin anisotrope à l’aide d’une
combinaison de filtres anisotropes causaux et non causaux, et de filtrage anisotrope
assymétrique.

10.4 Conclusion

Les performances des techniques de traitement d’image peuvent avoir un impact impor-
tant sur un système de vision par ordinateur, ainsi que sur la fiabilité des informations
fournies. Les performances des tâches automatiques basées sur la vision par ordinateur
sont particulièrement critiques pour les applications en temps réel, l’analyse d’images
médicales, le traitement d’images satellitaires/aériennes ou la vision robotique.

Afin de valider les performances des techniques mentionnées, celles-ci sont généra-
lement évaluées via des mesures d’évaluation objectives et subjectives (visuelles). Ces
évaluations ont pour but de comprendre et de mettre en évidence les caractéristiques et
comportements intrinsèques des méthodes, leurs limites, et enfin de pouvoir comparer
les performances des différentes techniques. Les résultats d’évaluation et de validation
des algorithmes aident principalement à donner un aperçu de leurs capacité et par la la
suite éventuellement améliorer encore leurs performances.

Les méthodes de filtrage d’image forment l’épine dorsale de la plupart des tâches
de base en traitement bas niveau. Les techniques de filtrage d’images sont principale-
ment utilisées pour les tâches de segmentation, l’analyse de bas niveau des informations
d’image, les exigences de prétraitement et certains besoins temps réel par exemple en
vision robotique, réalité augmentée, etc. Ce travail de thèse s’est donc principalement
orienté filtrage et segmentation en explorant les propriétés du filtrage anisotrope, du fil-
trage anisotrope causal, et du filtrage assymétrique.

Cette thèse, présente cinq contributions dans le domaine de la vision par ordinateur
bas niveau basées sur le filtrage. Ces cinq contributions impliquent deux évaluations ap-
profondies et objectives (détecteurs de bord, de lignes de crêtes/vallées et détecteurs de
coins), deux techniques de détection de lignes multi-échelles et une nouvelle technique
de détection de coin anisotrope. Tout d’abord, un état de l’art du filtrage en vision par or-
dinateur pour la segmentation d’images par des méthodes différentielles (contour, bord,
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crête/vallée) est réalisé, les espaces échelles et les techniques de filtrage isotrope et ani-
sotrope sont abordées. Un premier thème concerne la détection de lignes : évaluation de
détecteur existants puis proposition de deux nouveaux detecteurs plus preformants.

Ce thème présente tout d’abord une évaluation et une comparaison objective de plu-
sieurs détecteurs de crêtes/vallées basée sur des techniques de filtrage. Ces méthodes
sont aussi évaluées en fonction des paramètres de filtres utilisés. Chaque technique de
filtrage a été examinée sur des images complexes, où différents types de bruits ont été ap-
pliqués. Suite à cette évaluation des détecteurs de lignes, deux nouvelles techniques de
détection de lignes multi-échelles basées sur des filtres gaussiens anisotropes sont pro-
posées et évaluées. L’aspect multi-échelle est abordé afin d’obtenir des performances op-
timales pour extraire des des lignes courbes et des lignes adjacentes proches dans des
scènes complexes. La première technique proposée est adaptée au cas ou les données
images sont bruitées, elle est aussi définie dans cadre multi-échelle permettant de dé-
tecter des lignes d’épaisseurs hétérogènes. la principale contribution de cette approche
concerne la fonction de sélection d’échelle automatique optimale.

La deuxième technique proposée concerne l’extraction de structures linéaires adja-
centes. Cette approche utilise des filtres bi-Gaussiens et semi-gaussiens de second ordre.
Nous utilisons le filtre bi-Gaussien pour la détection d’éléments linéaires adjacents et la
précision du noyau semi-gaussien pour les lignes courbes et complexes.

Le deuxième thème corcerne cette fois la détection de coins. Comme pour le thème
précédent une évaluation objective de détecteurs existants est réalisée et un nouveau dé-
tecteur de coins est proposé.

Tout d’abord, nous effectuons une évaluation approfondie des douze détecteurs de
coins en vue d’une application de mise en correspondance dans un contexte de scènes
sous-marines (vidéos complexes de la base de données AQUALOQ). Cette base de don-
nées contient de nombreux les types de transformations géométriques et divers bruits
naturels. Le taux de répétabilité des opérateurs de détection est montré statistiquement
en fonction de la complexité de la vidéo. Ce travail contribue en tant que directive au
choix du détecteurs de coins appropriés à l’application envisagée.

Cette évaluation met l’accent sur la technique de filtrage qui doit être rapide et simple
par rapport aux autres approches, ainsi que sur les méthodes d’appariement des coins
qui sont peu coûteuses et qui peuvent être facilement mises en œuvre.

Suite à cette évaluation, nous nous sommes intéressés à la précision en détection de
coins. Le but de ce travail est de fournir une alternative aux filtres isotropes comme par
exemple le filtre gaussien qui délocalise les coins obtenus en fonction du paramètre le lis-
sage (écart-type). Nous recherchons une méthodes ne délocalisant pas les coins obtenus
tout en conservant un lissage important pour la robustesse au bruit. Les filtres gaussiens
anisotropes causaux sont de bons candidats dans la mesure ou cette fois l’écart-type varie
selon les axes du filtre.

Nous proposons deux nouveaux opérateurs : le premier basé sur la définition d’une
courbure anisotrope assymétrique, et deuxième opérateur basé sur la différence de deux
filtrages anisotropes causal et non-causal. Les résultats sont comparés avec l’opérateur de
Harris et ont montré une bien meilleure localisation des coins obtenus et une plus grande
immunité au bruit sur des images réelles et synthétique. Les résultats on aussi été validés
en précision sub-pixelique 1

2 et 1
4 de pixel.
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10.5 Perspectives

Le traitement d’images est un vaste domaine qui ne peut pas avoir de résultat et de conclu-
sion solides en travaillant sur des domaines spécifiques. La conclusion de la recherche
doit être valable pour la portée définie et limitée des études. Ce que j’ai appris de mes
efforts de recherche au cours de ma thèse, c’est qu’il est impossible de réaliser ou de dé-
velopper des méthodes et des applications de traitement d’image sans limitations et be-
soins d’optimisation continus. Ainsi, il y aura toujours de la place pour la recherche et
l’optimisation en vision par ordinateur.

Cela est dû à la fois à la complexité des scènes et à la demande toujours croissante pour
une meilleure précision, vitesse et automatisation. Par conséquent, chaque développe-
ment, optimisation et contribution peut être considéré comme significatif pour certaines
tâches et applications.

Pendant ce temps, après les avancées récentes et les percées dans les approches de vi-
sion par ordinateur basées sur l’apprentissage profond, on pourrait penser que les tech-
nique classiques dans ce domaine vont être éclipsées par les modèles d’apprentissage
profond.

Cependant, nous continuons à soutenir que, malgré le résultat remarquable des mo-
dèles d’apprentissage en profondeur, en particulier pour leur apprentissage automatique
des caractéristiques globales des images, la compréhension de la scène de haut niveau
et la généralisabilité des modèles, ces modèles présentent des limites importantes et des
inconvénients dans tous les cas où un traitement de bas niveau tel que l’extraction des
bords, des crêtes/vallées et des coins avec des contraintes localisation et de précision est
primordial.

L’un des principaux défis des techniques d’apprentissage en profondeur est d’avoir
un ensemble de données étiqueté avec précision, ce qui n’est pas facilement réalisable
pour les primitives de bas niveau de l’image (ou pas fait à l’heure actuelle). Enfin pour
ces techniques : ce qui n’a pas été appris ne sera sera pas reconnu et il est évidemment
difficile voire impossible de faire apprendre à une machine toutes les configuration ou
contextes possibles dans un cadre de vision généraliste.

En outre, on peut affirmer que le prétraitement des images peut déformer ou modifier
la véritable nature des données brutes, mais nous soutenons également que l’utilisation
éclairée du prétraitement des images peut finalement conduire à une meilleure détection,
description et sortie finale de primitives ou caractéristiques locales et globales. Le prétrai-
tement d’image, comme le nôtre concernant les techniques de filtrage de bas niveau de
l’image peut affecter favorablement la qualité des résultats obtenus par une chaîne de
traitement selon la façon dont ces techniques sont utilisées, agencées et aussi sur quelle
application.

Enfin, concernant notre point de vue pour le traitement d’image de bas niveau de
certaines tâches telles que la détection des contours, la détection des lignes, la détection
des crêtes/vallées, la détection des lignes de crête et la détection des coins et des jonc-
tions lorsqu’une détection et une localisation précises sont exigées (par exemple, analyse
d’image où la détection améliorée des vaisseaux sanguins est une détection de ligne et de
coin critique et localisée avec précision pour l’étalonnage de l’image et la reconstruction
3D, etc.), les techniques classiques sont encore largement utilisées, comme indiqué dans
le chapitre d’introduction générale. Les techniques classiques sont plus adaptées à cer-
taines tâches spécifiques, comme par exemple, la détection de lignes étroites, courbées,
adjacentes, ou de coins.
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