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ABSTRACT 
 

TITLE: Dopaminergic control of primary motor cortex microcircuits 

during motor skill learning 
 

 

 

Parkinson's disease, which affects more than 7 million people worldwide, is 

caused by the progressive loss of dopamine neurons in the midbrain. In addition to 

the characteristic motor symptoms of the disease, Parkinson's patients also have 

difficulty performing complex movements requiring motor learning. The primary 

motor cortex (M1) is crucial for this learning, and its activity is altered in 

parkinsonian patients. The objective of this project was to study the targets and the 

mechanism of action of dopamine in M1 during motor learning. We first 

demonstrated that parvalbumin (PV) neurons are the major neuronal population 

expressing D2-like dopamine receptors in layer 5 of M1 in mice. Activation of these 

receptors was able to increase the excitability and synaptic transmission of PV 

neurons on its target cells. We then showed that learning a new fine motor task 

induced a decrease in excitability and synaptic transmission of PV neurons. 

Moreover, specific dopaminergic depletion in M1 prevented fine motor learning and 

also altered the excitability of PV neurons. These dopamine-depleted mice also 

showed impaired short-term plasticity of their synaptic transmission to pyramidal 

cells. These data show that PV neurons in M1 layer 5 undergo dopamine-dependent 

plasticity when learning a new fine motor task. We next focused on a feature of 

cortical PV neurons, the perineuronal nets (PNN). These PNN are part of the 

extracellular matrix and form a mesh-like structure that wraps the soma and 

proximal dendrites of neurons, mainly PV neurons in M1. These PNN are known to 
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act as an inhibitor of cortical plasticity and that their depletion creates a new 

plasticity window. Our results showed that PNN are reduced in M1 during motor 

learning, opening a new plasticity window. We also showed that the decrease in 

excitability of PV neurons in M1 was sufficient to induce a decrease in PNN. Finally, 

using in vivo calcium imaging we observed the impact of the dopaminergic lesion at 

a larger scale, showing that the activity of M1 pyramidal cells during motor learning 

is decreased. This project allowed us to better understand the role of dopamine 

modulation of M1 circuitry, highlighting PV as a target for cortical dopamine and thus 

a potential source of dysfunction in M1 pathophysiology 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Keywords: Primary motor cortex, Neuronal excitability, Synaptic transmission, GABA, 

Parvalbumin, Parkinson's disease, Dopamine, Motor skill learning, Electrophysiology, 

Perineuronal nets, Mice. 
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RÉSUMÉ 
 

TITRE : Contrôle dopaminergique des microcircuits du cortex moteur 

primaire pendant l’apprentissage moteur 
 

 

 

La maladie de Parkinson, qui affecte plus de 7 millions de personnes dans le 

monde, est due à la perte progressive des neurones dopaminergiques du 

mésencéphale. En plus des symptômes moteurs caractéristiques de la maladie, les 

patients parkinsoniens rencontrent des difficultés à exécuter des mouvements 

complexes nécessitant un apprentissage moteur. Le cortex moteur primaire (M1) est 

crucial pour cet apprentissage, et son activité est altérée chez les patients 

parkinsoniens. L’objectif de ce projet était d’étudier les cibles et le mécanisme 

d’action de la dopamine dans M1 pendant l’apprentissage moteur. Nous avons mis 

en évidence que les neurones à parvalbumine (PV) sont les neurones majoritaires 

exprimant les récepteurs D2 à la dopamine dans la couche 5 du M1 chez la souris. 

L’activation de ces récepteurs augmente l’excitabilité et la transmission synaptique 

des neurones PV sur ses cellules cibles. Nous avons ensuite montré que 

l’apprentissage d’une nouvelle tâche motrice fine induit une diminution de 

l’excitabilité et de la transmission synaptique des neurones PV. De plus, la déplétion 

dopaminergique spécifiquement au niveau de M1 chez des souris empêche 

l’apprentissage moteur fin et altère également l’excitabilité des neurones PV. Ces 

souris déplétées en dopamine présentent également une altération de la plasticité à 

court terme de leur transmission synaptique vers les cellules pyramidales. Ces effets 

tendent à montrer que les neurones PV de la couche 5 du M1 subissent des plasticités 

dopamine-dépendantes lors de l’apprentissage d’une nouvelle tâche motrice fine. 
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Nous nous sommes ensuite intéressés à une caractéristique des neurones PV 

corticaux, les réseaux périneuronaux (PNN, pour perineuronal nets en anglais). Ces 

PNN font partie de la matrice extracellulaire et forme une structure en filet qui 

enveloppe le soma et les dendrites proximales des neurones, principalement les 

neurones PV dans M1. Ces PNN sont connus pour agir comme inhibiteur de la 

plasticité corticale et leur diminution ouvre une fenêtre de plasticité. Nos résultats 

ont montré en effet que les PNN sont réduits dans M1 au cours de l’apprentissage 

moteur. Nous avons également mis en évidence que la diminution de l’excitabilité 

des neurones PV du M1 était suffisante pour induire une diminution des PNN. Enfin, 

l’utilisation de l’imagerie calcique in vivo nous a permis d’enregistrer de façon 

longitudinale l’activité des cellules pyramidales dans M1 chez des animaux réalisant 

la tâche motrice. En suivant l’activité du réseau chez des souris contrôles et chez des 

souris déplétées en dopamine au niveau de M1, nous avons pu étudier aussi l’impact 

de la lésion dopaminergique à plus grande échelle. Ainsi, les analyses préliminaires 

montrent que l’activité des cellules pyramidales du M1 pendant l’apprentissage 

moteur est diminuée. Ce projet a permis de mieux comprendre le rôle de la 

modulation dopaminergique du M1, mettant en évidence les neurones PV comme 

cible de la dopamine corticale et donc comme source potentielle de 

dysfonctionnement dans la pathologie de M1. 

 

 

 

 

Mots clés : Cortex moteur primaire, Excitabilité neuronale, Transmission synaptique, 

GABA, Paralbumine, Maladie de Parkinson, Dopamine, Apprentissage moteur, 

Electrophysiologie, Réseaux périneuronaux, Souris. 
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RÉSUMÉ SUBSTANTIEL EN FRANÇAIS  
 

En plus des symptômes moteurs caractéristiques, les patients atteints de la 

maladie de Parkinson ont aussi des difficultés à exécuter des mouvements complexes 

nécessitant un apprentissage moteur. Le cortex moteur primaire (M1) permet 

l’acquisition et le maintien des performances motrices. L’activité du M1 et 

l’apprentissage moteur étant altérés chez les patients parkinsoniens, l’objectif de ce 

projet est d’identifier les cibles et les mécanismes d’action de la dopamine au niveau 

du (M1) lors de l‘apprentissage moteur. Tout d’abord, nous avons identifié et 

cartographié les populations neuronales exprimant le récepteur D2 à la dopamine 

(D2R), avec pour hypothèse que les neurones PV sont la cible majeure de la 

dopamine au sein de M1 (Objectif 1), et quantifié l’impact de l’activation des D2R sur 

les propriétés électrophysiologiques des neurones PV. Dans un deuxième temps, des 

souris ont été entraînées à une tâche motrice fine et les différents processus de 

plasticité (cellulaires et synaptiques) au sein du réseau cortical de M1 permettant cet 

apprentissage ont été étudiés (Objectif 2). Nous avons étudié l’impact d’une lésion 

dopaminergique au niveau de M1 sur tous les paramètres précédemment mesurés 

lors de l’apprentissage de ces animaux déplétés en dopamine. 

Le premier objectif du projet était de caractériser anatomo-

fonctionnellement les neurones du cortex moteur primaire (M1) exprimant les 

récepteurs dopaminergiques D2 (D2R). Cette étape du projet a fait l’objet d’une 

publication dans le journal eNeuro (Cousineau et al., 2020). Grâce aux souris 

transgéniques D2Cre::RiboTag, exprimant un tag HA exclusivement dans les cellules 

exprimant le D2R, nous avons montré que les neurones PV sont les neurones 

exprimant le plus ces récepteurs au sein de la couche 5 de M1. Ensuite, à l’aide de 

souris transgéniques PVCre::Ai9t, permettant de cibler aisément les neurones PV, 
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nous avons mis en évidence que l’activation des D2R augmente l’ excitabilité des 

neurones PV ainsi que leur transmission synaptique GABAergique vers les cellules 

pyramidales.  

Le deuxième objectif était de caractériser les propriétés 

électrophysiologiques et synaptiques des neurones PV lors de l’apprentissage d’une 

tâche motrice fine chez la souris. Des souris PVCre::AI9t ont été entrainées à attraper 

une récompense alimentaire en passant leur patte à travers une fente verticale 

étroite. Après 8 jours d’entrainement, les souris acquièrent un mouvement 

stéréotypé requis pour une meilleure performance dans la réalisation de cette tâche. 

Des enregistrements électrophysiologiques sur préparations ex vivo ont alors été 

réalisés et ont permis de montrer qu’à la suite de l’apprentissage moteur, 

l’excitabilité et la transmission synaptique des neurones PV sont diminués dans la 

couche 5 du M1 (dans la zone correspondant au membre antérieur, utilisé pendant 

l’apprentissage). Grâce à l’utilisation de microscope miniature couplé à l’imagerie 

calcique, nous avons pu mesurer in vivo avec une résolution cellulaire l’activité des 

cellules pyramidales de M1 pendant que les souris réalisaient les sessions 

d’entrainement. Cette méthode a permis de montrer que l’activité des cellules 

pyramidales augmente avec les sessions d’entrainement ce qui semble en accord 

avec la réduction d’excitabilité des neurones PV.  

L’objectif suivant était de déterminer le rôle et l’importance des neurones PV 

lors de l’apprentissage. Pour cela nous avons manipulé l’excitabilité des neurones PV 

pendant les sessions d’entrainement grâce à une méthode chémogénétique. Des 

souris PVCre ont reçu une injection d’un virus permettant l’expression du récepteur 

excitateur hM3Dq spécifiquement dans les neurones PV, via une expression Cre-

dépendante. Cette technique permet donc d’augmenter l’excitabilité des neurones 

PV alors que l’apprentissage induit normalement une diminution de cette dernière. 
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Les résultats obtenus tendent effectivement à montrer que cette manipulation des 

PV altère l’apprentissage moteur. 

Pour finir, le dernier objectif avait pour but d’étudier l’impact d’une lésion 

dopaminergique spécifique au niveau de M1 sur les neurones PV lors de 

l’apprentissage moteur. Pour cela, les fibres dopaminergiques de M1 ont été 

détruites par l’injection bilatérale de 6-hydroxydopamine (6-OHDA) dans la zone 

correspondant aux membres antérieurs du M1. Nous avons montré que les souris 

déplétées en dopamine au niveau du M1 ne sont plus capables d’acquérir le 

mouvement requis pour la tâche de préhension de nourriture. Nous avons également 

montré que les neurones PV de ces souris montrent une augmentation de leur 

excitabilité à la suite de l’entrainement moteur, effet opposé à celui observé chez les 

souris contrôles. De manière intéressante, la destruction des fibres dopaminergiques 

du M1 induit aussi une altération de la plasticité à court terme sur la synapse 

neurones PV vers cellules pyramidales. En revanche, l’entraiment moteur est capable 

de rétablir cette altération.  

Nous nous sommes ensuite intéressés à une autre caractéristique des 

neurones PV corticaux : les réseaux périneuronaux (PNN, pour PeriNeuronal Nets en 

anglais). Les PNN forment des structures denses en forme de filet enveloppant le 

soma et les dendrites proximales des neurones, principalement des neurones PV 

dans M1. Les PNN s’établissent au cours du développement et leur mise en place 

totale marque la fin de la période de plasticité juvénile. En effet, les PNN agissent tel 

des inhibiteurs de plasticité, et ce via différentes manières : (1) ils forment une 

barrière physique autour du neurone, empêchant la formation de nouvelle synapse, 

(2) ils sont capables de fixer des molécules inhibitrices de la synaptogenèse, (3) et 

enfin limitent la mobilité des récepteurs au niveau de la membrane cellulaire. Il a été 

montré qu’une diminution des PNN dans le cortex permet de réinstaurer une 

nouvelle fenêtre de plasticité, et cette diminution est observée lors de 
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l’apprentissage de peur. Nos résultats ont montré qu’une diminution de l’intensité 

des PNN dans M1 est aussi mesurée avec l’apprentissage moteur. La diminution des 

PNN et l’excitabilité des neurones PV sont deux caractéristiques capables de 

s’influencer l’une sur l’autre. En effet, la destruction des PNN dans diverses 

structures corticales induit une diminution de l’excitabilité des neurones PV. A 

l’inverse, la diminution de l’excitabilité des neurones PV est capable de diminuer 

l’intensité des PNN dans le cortex visuel. Etant donné que nous avons observé la 

diminution de ces deux paramètres lors de l’apprentissage moteur dans M1, nous 

avons voulu déterminer s’il existait une interaction entre eux dans M1. Nos données 

ont montré que la diminution de l’excitabilité des neurones PV, en utilisant une 

approche chémogénétique, est capable de diminuer l’intensité des PNN dans M1. En 

revanche, la destruction des PNN dans M1 n’a pas eu d’effet sur les propriétés 

électriques des neurones PV. 

Enfin, l’enregistrement de l’activité des neurones pyramidaux en utilisant les 

microscopes miniatures et l’imagerie calcique tend à montrer que l’activité du M1 est 

diminuée pendant les sessions d’entrainement chez les souris déplétées en 

dopamine comparé à des souris contrôles. 

Ce projet a mis en évidence l’importance de la dopamine dans le 

fonctionnement du cortex moteur primaire (M1). De plus, il met en avant les 

neurones PV comme une cible de la dopamine corticale ainsi qu’une source 

potentielle des dysfonctionnements du M1 en condition pathologique. Pour aller plus 

loin dans la compréhension de leur participation dans l’exécution motrice et 

l’apprentissage, il serait intéressant d’utiliser une tâche motrice plus complexe. Cela 

permettrait de décomposer chaque étape clé lors de l’entrainement afin de 

manipuler les neurones PV spécifiquement pendant certaines phases (initiation du 

mouvement, ou pendant que la souris attrape la récompense). Cela permettrait de 

disséquer précisément le rôle des neurones PV dans l’exécution motrice et les 
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processus d’apprentissage moteur. Afin de déceler plus en détail les processus 

dopamine-dépendants mis en jeu lors de l’apprentissage moteur au sein de M1, il 

serait aussi crucial d’étudier les neurones dopaminergiques du mésencéphale, 

source majeure de dopamine de M1. Comprendre et étudier l’activité de ces 

neurones pendant l’apprentissage moteur, nous permettraient de mieux 

comprendre le rôle de la dopamine dans ces processus d’apprentissage. L’utilisation 

de senseurs dopaminergiques pourrait notamment permettre de comprendre la 

dynamique de la libération dopaminergique dans le M1 lors de l’apprentissage 

moteur. 
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I-Parkinson’s Disease 

  

Parkinson’s disease (PD) is the second most common neurodegenerative 

disorder, affecting over 200 000 people in France, and 7 to 10 million people are 

estimated to have the disease worldwide. PD is characterized by the slow and 

progressive death of dopaminergic cells in the midbrain and by the presence of Lewy 

bodies, which are aggregates of the intracellular protein alpha-synuclein. Clinical 

diagnosis of PD can sometimes be difficult as motor and non-motor symptoms of the 

disease are highly variable between patients. PD has a strong impact on the patients’ 

quality of life. Currently, no cure exists but treatments are available to relieve and 

alleviate the patients’ quality of life.  

 

1.1. Parkinson’s disease risk factors 

Age is one of the first risk factors for PD. The incidence (rate of newly 

diagnosed cases) increases with age, with a stabilization in the population older than 

80. This incidence shows the importance of PD in our society, >3% of people older 

than 80 are affected by PD (Poewe et al., 2017). Men are 1.5 times more likely to have 

PD than women, likely thanks to the protective effect of female sex hormones (de Lau 

and Breteler, 2006). PD prevalence seems also to depend on ethnicity, genetic and 

environmental risk factors (Baldereschi et al., 2000; Poewe et al., 2017). Genetic 

research confirms that PD is a complex disease and is not explained by single 

pathogenesis or natural cause (Kim and Alcalay, 2017). Mutations on a wide variety 

of proteins are associated with PD (alpha-synuclein, LRRK-2, SNCA, VPS-35, Parkin, 

PINK-1, DJ-1, GBA). However, only a small proportion of PD forms are caused by 
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those genetic alterations. Indeed, the genetic forms of PD represent around 5 to 15% 

of all cases. Environmental risk factors for PD are diverse (traumatic brain injuries, 

exposure to chemicals are toxins…). The diversity and interaction of risk factors in 

PD may underlie the diversity of the disease itself. 

 

 

1.2. Therapies for Parkinson’s disease 

 

1.2.1. Dopamine replacement therapies 

No treatment is currently available to cure PD. However, several therapies are 

available to try to alleviate PD patients’ symptoms and increase their quality of life. 

Levodopa (L-DOPA) treatment, described by Cotzias and colleagues in 1969, is the 

first treatment used for PD patients (Cotzias et al., 1969). L-DOPA is the precursor of 

the dopamine and can cross the blood-brain barrier. Once in the brain, it can then be 

transformed into DA (Fahn, 2008). With this DA replacement therapy, PD patients 

have a fast improvement in their symptoms. However, chronic L-DOPA treatment 

can also induce motor complications known as dyskinesia. These complications 

occur in 50% of PD patients who had received L-DOPA for more than 5 years, and the 

ratio increased in patients with the young-onset disease (Golbe, 1991; Aquino and 

Fox, 2015). 
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1.2.2. Surgical procedures 

 Surgical procedures can be an alternative treatment for PD, especially when 

DA replacement therapies are not able to improve the symptoms or when L-DOPA 

induced dyskinesia. Surgical procedures are including ablation, lesion, and 

stimulation of the subthalamic nucleus (STN) or the internal globus pallidus (GPi), 

but today, neurostimulation is preferred, thanks to its reversibility (Nilsson et al., 

2005). STN deep brain stimulation (DBS) is often preferred and can have very 

effective in improving motor symptoms (Krack et al., 1997; Krause, 2001). However, 

it can be less effective for other symptoms, such as gait disturbances, freezing, 

speech, or cognition (Collomb-Clerc and Welter, 2015). DBS has other limitations as 

the fragility of the system and its cost (Doshi, 2011; Falowski et al., 2015). 
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  1.3. Symptoms of Parkinson’s disease 

 

PD is highly variable, symptoms slowly appear with time, and from one to 

another person, they are different in combination and severity (Figure1.1).  

Figure1.1: Symptomatology across the development of PD. Schematic depicting 

the different motor and non-motor symptoms from the beginning of the illness (prodromal 

PD) to the late stage of the disease. Both motor and non-motor symptoms become 

increasingly relevant over the course of the disease. Schematics from Poewe et al., 2017. 
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1.3.1. Motor symptoms 

 The characteristic symptoms of PD are bradykinesia (slowness of 

movements), tremor (trembling in hands, arms, legs, jaw, or head, especially at rest), 

and rigidity (stiffness of the limbs and trunk). The combination of bradykinesia plus 

either tremor or rigidity must be displayed to diagnose PD. Other motor symptoms 

can be present in PD. Resulting from bradykinesia, patients can display 

micrographia: smaller and smaller, untidy, and continuous handwriting. 

Akinesia is usually a symptom of advanced PD. It is the loss of the ability to 

start a voluntary movement and can take different forms in PD. Freezing is one of 

them: the patient will temporarily, and at any time, be unable to move, increasing 

risks of falling and injuries. Another symptom increasing the risk for falls is 

festination, which is an unwanted and uncontrollable acceleration in gait (those 

unwanted accelerations can also affect speech, also called tachyphemia).   

 

1.3.2. non-motor symptoms 

Even if the motor symptoms are the hallmark of PD, the disease is also 

associated with a wide spectrum of non-motor symptoms which can be as disabling 

as motor ones (Sullivan et al., 2007). As for motor symptoms, they are diverse and 

variable across patients. They involve various functions, such as sleep-wake cycle 

regulation, cognitive functions, regulation of the mood, autonomic nervous system 

function, sensory functions, or pain perception (Poewe et al., 2017), table1.1). 
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Table 1.1: Non-motor symptoms in PD patients. Table from Powe et al., 2017 

depicting the different non-motor symptoms that PD patients can present. 
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1.3.3. Focus on motor learning impairments in PD 

1.3.3.1 Motor learning definition 

Before talking about the impairment of motor learning in PD, we first need to 

define it. Explicit (or declarative) processes are the capacity to have conscious 

learning and memory. It consists for example in learning facts or events that can be 

recollected, and can be general (the earth is spherical) or autobiographic (I am born 

on that day) (Tulving, 1985; Squire and Zola-Morgan, 1991). On the other hand, 

implicit (or non-declarative/procedural/anoetic) learning refers to an unconscious 

memory ability which includes skill learning and habit formation. Motor learning is 

the ability to acquire and refine skills, and it requires both explicit and implicit 

learning. Indeed, motor learning is a multistep mechanism, involving those 2 types 

of memory at different stages (Moisello et al., 2009; Marinelli et al., 2017).  

The classical view of motor learning postulate that it occurs in 3 main phases: 

cognitive, associative, and autonomous phases (Fitts, 1964; Anderson, 1982; Logan, 

1988) (Figure 1.2). First, the subject is introduced to a new motor task and needs to 

understand what to do. This cognitive step is mainly declarative as the learner must 

understand verbal or textual instructions (Anderson, 1982). At this stage, 

movements need great attention. They are highly variable, slow, and inaccurate, but 

a large gain in performances is noted (the most obvious gain in the total learning 

process). These improvements are mediated by declarative strategies (the subject 

learns what to do). This stage length depends on the clarity of the instruction, the 

quality of the training, the complexity of the task (motor or non-motor complexity), 

and on the subject's abilities. The second phase is the motor stage, also called the 

slow learning stage (Adams, 1971). This step begins with adjustments in the 

movement which are not perceived by the subject (increase in movement 
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consistency). This step takes more time, days to months, to years maybe, and 

performances slowly become more accurate and automatic. Finally, after this long 

period of practice, the learner enters the autonomous stage. Now, the skill is largely 

automatic and requires few attentional resources to be performed. The subject is 

then performing an automatized stereotyped movement, which is fast, smooth, and 

accurate that can be triggered by its associated cue. 

Figure 1.2: The different stages of motor learning. The cognitive step consists in 

understanding the instructions to perform the required motor task. At this stage, 

performances are highly variable. This stage is relatively low, and its duration depends on 

the task difficulty and the subject's abilities. Then comes the motor step which is mostly 

implicit and consists of training to the motor task. Small performances improvements are 

acquired over time here, and this step is much longer. It might take from days to years 

depending on the intensity, frequency, and quality of the training. Finally comes the 

autonomous step in which the task is now automatic. The task can be performed with little 

attentional resources, and the realization of it can be triggered by its associated cue. At this 

stage, performance is faster, effortless, and accurate. Figure from Marinelli et al., 2017. 
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1.3.3.2. Motor learning impairments in PD patients 

 Frith and colleagues were the first to look at procedural and implicit learning 

in PD. They tested several paradigms in which subjects needed to adapt their 

performances with cognitive strategies (Frith et al., 1986). In this task, patients had 

to follow a target on a screen by moving a joystick. In the first task, the position of 

the target was semi-predictable, while in the second they had to use a new joystick 

with movement mirrored compared to the computer screen target. In both tasks, 

non-demented PD patients’ performances were lower than controls but were still 

displayed some motor learning. Other studies seemed to show also that implicit 

learning was still present in non-demented PD (Taylor et al., 1990; Bondi and 

Kaszniak, 1991). However, when performing reaching movements that require 

ample rotation, PD patients are presenting impairment in motor learning (Canavan 

et al., 1990; Contreras-Vidal and Buch, 2003). Movements needing such rotation are 

using cognitive and explicit strategies (Marinelli et al., 2009). Interestingly, PD 

patients also show impairments in mental rotation tasks, which involve the same 

strategies (Yamadori et al., 1996; Amick et al., 2006). For a movement with little or 

no rotation, the learning became more implicit, demanding less attention (Marinelli 

et al., 2009), and this may be the reason why PD patients are able to adapt similarly 

to controls (Moisello et al., 2009; Bédard and Sanes, 2011; Marinelli et al., 2017). 

Marinelli and colleagues have well-reviewed how motor learning is affected in PD 

and why the literature can be contradictory on the subject (Marinelli et al., 2017). 

They conclude that motor learning that does not need awareness or cognitive 

strategies is not affected in PD patients. However, skill learning requiring attentional 

resources and cognitive strategies is impaired in PD patients. In addition, even for a 

task where patients were able to show initial learning, retention of skills is impaired 
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in PD, from the early stage of the disease and does not improve with treatments 

(Marinelli et al., 2009; Bédard and Sanes, 2011).  

 

1.4. Impact of PD dopaminergic loss on the motor circuits 

 

1.4.1The basal ganglia 

 

In PD, the death of dopaminergic neurons from the substantia nigra pars 

compacta (SNc) results in the loss of dopamine in the basal ganglia. The basal ganglia 

are a group of organized subcortical nuclei (Figure 1.3) directly or indirectly 

connected to the primary motor cortex (M1). The basal ganglia are involved in 

movement planning and execution, but also associative learning and habit formation 

(Middleton and Strick, 2000). The loss of dopamine in the basal ganglia results in a 

reduction of the activity of the striatal spiny neurons from the direct pathway while 

enhancing the activity of those from the indirect pathway (Albin et al., 1989; Galvan 

and Wichmann, 2008; Wichmann and Dostrovsky, 2011, Figure 1.3). These activity 

impairments lead to a hypoactivity of the thalamo-cortical pathway, causing 

bradykinesia in PD. 
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Figure 1.3: Schematic representation of the basal ganglia circuits in normal 

condition and PD patients. Glutamatergic, GABAergic, and dopaminergic projections are 

represented in green, red and blue, respectively. Dashed represent projections that have 

reduced activity, while increased lines represent projections that are overactivated. GPe: 

Globus pallidus external segment, GPi : Globus pallidus internal segment, SNr : Substancia 

nigra pars reticulata, SNc : Substancia nigra pars compacta, STN: Subthalamic nucleus, D1 : 

D1-expressing medium spiny neurons, D2 : D2-expressing medium spiny neurons. 
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1.4.2. M1 impairments in PD 

Besides the major impact on the basal ganglia, M1 is also affected in PD. 

Numerous studies have highlighted the involvement of M1 in this disease 

(Lindenbach and Bishop, 2013; Burciu and Vaillancourt, 2018). The 

neuromodulation of M1 is altered in PD, as neuronal death occurs both for 

noradrenergic neurons from the locus coeruleus and dopaminergic neurons from the 

SNc (Zarow et al., 2003) and the VTA (Bogerts et al., 1983; Uhl et al., 1985; Waters et 

al., 1988). Linked to this neuronal death, monoamine deficits are observed in PD 

patients (Zarow et al., 2003; Moore et al., 2008; Pavese and Brooks, 2009; 

Sommerauer et al., 2018). Labeling of the tyrosine hydroxylase (TH), confirmed the 

loss of DA and noradrenergic fibers in M1 in PD patients (Gaspar et al., 1991). This 

neuronal death is visible and Lewy bodies, which are alpha-synuclein aggregation 

characteristic of synucleinopathies such as PD, are also present in M1 of PD patients 

(Braak et al., 2003; Caviness et al., 2011). Structural imaging revealed also reduced 

grey matter in M1 that is correlated with bradykinesia (Lyoo et al., 2011). 

Regarding functional changes in M1 of PD patients, no modification stands out 

at rest (Berding et al., 2001; Hilker et al., 2004). However, when patients are 

executing movement, M1 activity is increased compared to healthy controls (Table 

1.2). This M1 movement-related hyperactivity seems to be linked with the 

characteristic tremors displayed by PD patients. Indeed, the M1 level of activity was 

positively correlated with tremor (Thobois et al., 2000; Fukuda et al., 2004). In 

addition to rest tremors, M1 seems to be involved in the re-emergent tremors, which 

occur with variable delays when the arm is kept outstretched (Leodori et al., 2020). 
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Table 1.2: Compilation of studies in PD patients looking at the motor cortices 

activity. Overview of studies with PD patients showing the modification of M1, 

supplementary motor areas (SMA), and premotor cortex (PMC) activity at rest and during 

movement execution compared to healthy patients (A). Same representation for PD patients 

under dopamine replacement therapies, the activities are compared to PD patients OFF 

medication (B). Same representation for PD patients under neurostimulation therapies, the 

activities are compared to PD patients OFF therapy (C). Table from Lindenbach and Bishop, 

2013. 
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One important feature of M1 is its representation map of the different body 

parts as known as the homunculus. This somatotopic map is altered in PD patients, 

even in the early stages of PD. Indeed, the hand representation area is bigger in PD 

patients, and the larger the motor deficiency, the larger the area (Filippi et al., 2001; 

Thickbroom et al., 2006).  

Proper motor learning requires plasticity phenomena within M1. Since this 

ability is altered in PD patients, it is then not surprising to find out plasticity 

impairment in M1. M1 plasticity can be assessed using a paired associative 

stimulation protocol. Cortical excitability is measured, using transcranial magnetic 

stimulation, before and after a paired stimulation of a sensory nerve and M1, usually 

done in the upper limb region (Stefan, 2000). It has been shown that M1 plasticity is 

suppressed in PD patients (Ueki et al., 2006; Kojovic et al., 2012). Interestingly, L-

dopa treatment can restore this plasticity only in non-dyskinetic patients (Morgante 

et al., 2006). Theta burst stimulation is also used to measure cortical plasticity, and 

only requires cortical stimulation (Huang et al., 2005). Once again, this approach 

showed that M1 plasticity is suppressed (Eggers et al., 2010; Suppa et al., 2011). 

However, L-dopa treatment in this paradigm was not able to re-establish proper 

plasticity. These pieces of evidence show how important cortical dopamine is for 

proper plasticity in M1. 

In the healthy brain, M1 switches between two cortical states of oscillations. 

At rest, M1 synchronized oscillation corresponds to alpha and beta frequency ranges 

(8-12 Hz and 13-30 Hz, respectively) (Schnitzler and Gross, 2005; Jenkinson and 

Brown, 2011). During motor execution, desynchronization occurs, and alpha/beta 

oscillations are decreased and move towards gamma ranges (30 to 80 Hz) 

(Pfurtscheller and Lopes da Silva, 1999). However, in PD patients, this switch in the 

state is altered, the power of beta frequencies increases during movement (Eusebio 
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and Brown, 2009; Jenkinson and Brown, 2011; George et al., 2013). This prominence 

of beta oscillations has been shown to be correlated with PD motor impairments 

(Devos, 2004; Kuhn et al., 2008; Whitmer et al., 2012). Current treatments can 

partially correct this beta band increase. Indeed, STN stimulation decreases the 

cortical beta power (Kuhn et al., 2008). Lesion of the pallidum, another treatment for 

PD patients, has been shown to increase the gamma oscillation in M1 (Hemptinne et 

al., 2019). L-dopa treatment is able to increase the oscillatory power in M1 which is 

correlated with the diminution in motor impairments (Cao et al., 2020). The 

enhancement of gamma oscillations in M1 of PD patients could be a potential 

treatment to relieve symptoms. It can be performed through transcranial alternating 

current stimulation, and it has been shown to restore proper plasticity in M1 (Guerra 

et al., 2020). In addition, it also improves the GABAergic neurotransmission in those 

patients, which is impaired in PD. However, those beneficial effects seem to decrease 

with the severity of the disease. Dyskinetic state induced by L-dopa medication is 

also associated with disturbed M1 oscillations. Dyskinetic PD patients show an 

increased narrowband gamma oscillation (60 to 90Hz), both at rest and during 

movement, and this increase is positively correlated with the severity of the 

dyskinesia (Swann et al., 2016). Altogether, those studies on M1 oscillations point 

out the disturbed activity on this brain structure and that the severity of those 

disturbances is often correlated with the severity of the symptoms. This provides 

new insight to target this oscillatory activity as a putative therapeutic target to 

relieve PD patients from the disease’s symptoms.  

Cortical inhibitory signaling is also impaired in PD. It has been shown that the 

GABAergic tone in M1 is reduced (Ridding et al., 1995) in PD patients and that both 

DBS and dopaminergic medication are able to restore this M1 inhibition (Strafella et 

al., 2000; Pierantozzi et al., 2001, 2001; Cunic et al., 2002). Intracortical inhibition 
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can be measured through short and long intracortical inhibition (SICI and LICI 

respectively, (Chu et al., 2009)). SICI and LICI are thought to be mediated by GABAA 

and GABAB receptors, respectively. It has been shown that SICI (Guerra et al., 2020) 

and LICI (Chu et al., 2009) are altered in PD patients. GABAergic signaling is crucial 

for cortical oscillatory activity (Yamawaki et al., 2008), restoring M1 inhibition may 

thus have beneficial effects on PD oscillation disturbances. A sub-sedative dose of the 

hypnotic drug, and GABAA receptor agonist, zolpidem can restore a proper 

oscillatory activity within M1 in early-stage PD patients (Hall et al., 2014). These 

patients also showed improvement in motor abilities following zolpidem 

administration. It would thus be of great interest to identify which GABAergic 

neuronal population in M1 could be deficient in PD, in order to identify more specific 

targets for future treatment. 

 

To conclude, M1 abnormalities in PD occur both at rest and during movement 

execution, across all stages of the disease. These alterations seem to be partially 

restored by current PD treatments. As PD is strongly affecting the basal ganglia, it is 

then difficult to point out which M1 disturbances are due to the basal ganglia output 

or to the dopamine depletion within M1. However, these studies in human PD 

patients pointed out that M1 dysfunction in PD may not exclusively come from 

altered basal ganglia, but also from changes specific to M1. It is then crucial, in order 

to better understand the pathophysiology of PD, to find out what is the importance 

of M1 dopamine in its physiology. 
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II. The primary motor cortex (M1) 

 

2.1. M1 neuronal populations 

 

  2.1.1. Pyramidal cells 

 

As in other cortices, M1 is composed of two main neuronal populations; 80% 

are glutamatergic excitatory neurons, and the remaining 20% are GABAergic and 

inhibitory (GABA, γ-aminobutyric acid) (Shepherd, 2013). Cortical glutamatergic 

neurons are called pyramidal cells (PC), or pyramids, due to the pyramidal shape of 

their soma. They are the major projection neurons of the structure. In M1, they can 

be divided into different subtypes depending on their position in cortical layers and 

their projection target (Figure 1.4): Intratelencephalic (IT) neurons, pyramidal tract 

neurons (PT), and corticothalamic (CT) neurons (Shepherd, 2013). IT neurons can 

be found in layers 2 to 6. Those in layer 2/3 make projections to other cortices (ipsi- 

or contralaterally) and can be called IT-CCor. In addition to projecting onto other 

cortices as IT-CCor, those in deeper layers make projections on the striatum and are 

thereby called IT-CStr. PT neurons are found in layer 5 and project to the brainstem 

and the spinal cord but they can also project to the thalamus and the striatum for 

instance. Finally, CT neurons project mainly to the thalamus. 
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Figure 1.4: The different types of PC based on their projection sites. Schematic of 

the long-range projection and target of M1 PC, summarizing the part 2.1.1. PT: pyramidal 

tract neurons, CT: Corticothalamic neurons, IT: Intratelencephalic neurons, CCort: cortico-

cortical, CStr: Cortico-striatal, STN: subthalamic nucleus, RTN: reticular nucleus. Image taken 

from Shepherd, 2013. 
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2.1.2. GABAergic neurons 

 

Many types of GABAergic cortical neurons have been described in the cortex. 

All of them come from a telencephalon region, the subpallium, which also produces 

neurons from the basal ganglia, and then migrate to the cortex (Anderson, 1997). 

There are several classifications to categorize these different types of neurons. One 

of them classify them regarding the expression of specific molecular markers, others 

are based on the morphology or the intrinsic properties. Three major classes stand 

out regarding molecular markers (Figure 1.5), accounting for nearly 100% of cortical 

GABAergic neurons: the Parvalbumin-expressing (PV) neurons, the Somatostatin-

expressing (SST) neurons, and the 5HT3A receptor-expressing (5HT3AR) neurons 

(Rudy et al., 2011).  

PV neurons are the major group of cortical GABAergic neurons, representing 

40% of them. They have clearly distinct electrical properties. They present a short 

action potential duration and a high spiking frequency; therefore, they are identified 

as fast-spiking neurons. In the neocortex, PV neurons massively project onto the 

soma and proximal dendrites of PC, allowing control of the output of these PC (Hu et 

al., 2014). An entire section is devoted to PV neurons later (part III of the 

introduction). 

SST neurons, also classified as low-threshold spiking or regular spiking non-

pyramidal neurons, are the neocortex's second main GABAergic population (Urban-

Ciecko and Barth, 2016). As PV neurons, SST neurons' synaptic targets are mainly 

neighboring pyramidal cells. Contrary to PV neurons, SST neurons are making 

synapses mainly to the apical dendrite of PC, allowing control of the received 

excitatory inputs. 
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PV and SST neurons are often presented as interneurons. However, a non-

negligible proportion of them is long-range neurons, especially PV neurons. Indeed, 

it has been reported that PV neurons from different cortices, including M1, are 

projecting to their contralateral homotypic area, and up to 40% of them exhibit this 

inter-hemispheric projection (Rock et al., 2018; Zurita et al., 2018). Furthermore, 

long-range M1 PV and SST neurons are projecting to the striatum (Rock et al., 2016; 

Melzer et al., 2017). Even if they represent a small population, up to a third of the 

direct pathways’ spiny projection neurons respond to optogenetic stimulation of 

these cortical GABAergic neurons (Melzer et al., 2017). These long-range connections 

are functional, as PV neurons stimulation leads to a decreased locomotion, while 

stimulation of SST neurons increased it. 

5HT3AR neurons represent the third largest class of GABAergic cortical 

neurons but are a very heterogeneous group. They can be divided into two main sub-

classes; the one expressing the neuropeptide VIP and the non-VIP, also called 

neurogliaform. VIP-positive neurons preferentially target other GABAergic neurons 

in the motor cortex (Donato et al., 2013; Bohannon and Hablitz, 2018). 
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Figure 1.5: Diversity of GABAergic neurons in the neocortex. A, Schematic 

representation of the 3 major classes of cortical GABAergic neurons in the neocortex. B, 

Schematics representing the localization of GABAergic neuronal population across 

neocortical layers. C, Schematic illustrating the approximate relative proportion of cortical 

GABAergic neurons. The different cell-types are color-coded as in the panel A. Figure from 

Lim et al., 2018. 
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2.2. M1, a key structure in motor function and learning 

  2.2.1. M1 involvement in motor execution 

 

Using short electrical stimulations and lesions of M1 it has been demonstrated 

a long time ago that M1 is involved in motor function. In 1870, Fritsch and Hitzig 

showed that electrical stimulation of specific regions of the cerebral cortex of a non-

anesthetized dog induced discrete movements (Gross, 2007). Later on, in humans, 

Penfield and Boldrey described for the first time the motor homunculus (Penfield 

and Boldrey, 1937) using electrical stimulation of various cortical regions. This 

functional somatotopy is organized in a way that each part of the body corresponds 

to a specific area in M1. The size of the body part representation depends on the 

complexity of its achievable movements; the more complex the movements, the 

larger the region (Woolsey et al., 1952; Brown and Teskey, 2014). This M1 mapping 

has also been described across many other animal species, like non-human primates 

or rodents (Luppino et al., 1991; Remple et al., 2006; Tennant et al., 2011). However, 

defining M1 boundaries can be difficult depending on the species as it may overlap 

with the somatosensory cortex. Thus, in humans and other primates, these 2 cortices 

are well segregated (Kaas, 2004), while in rodents, a significant overlap is observed 

(Hall and Lindholm, 1974). Interestingly, a complete overlap between those two 

cortices has been reported in a marsupial opossum considered as a ‘primitive’ 

species (Frost et al., 2000), suggesting that the segregation between M1 and the 

sensory cortex might be linked to the appearance of more dexterous movements and 

may underlie a specification of pure motor M1 areas involved in dexterous abilities. 

In addition, unilateral lesions of the M1 forelimb area (Brown and Teskey, 2014) in 

rodents induce deficits in the contralateral forelimb movements with, the larger the 

lesion, the larger the impairments (Touvykine et al., 2016). In non-human primates, 
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it has also been shown that M1 lesions especially affect dexterous movements, like 

grasping (Savidan et al., 2017). Finally, in humans, lesions of M1 or the pyramidal 

tract led to paralysis that may be partially recovered if the lesion is superficial. This 

lesion approach shows differences among species, mainly on M1 rehabilitation. 

Indeed, lesions in humans induce deficits in movements and, to a more considerable 

extent, dexterous movements. If the lesion is too important, it can lead to total 

paralysis with no recovery possible (Kwakkel et al., 2003; Darling et al., 2011). 

Meanwhile, in other primates, M1 lesions can be recovered entirely, maybe through 

compensation by subcortical areas (Leyton and Sherrington, 1917; Lashley, 1924; 

Darling et al., 2011). Non-primate mammals, including rodents, can still perform 

most of their behavioral repertoire, which is already learned and mainly non-

dexterous, after M1 lesions (Kawai et al., 2015). They are also capable of recovering 

rapidly after those lesions. Altogether, the lesion approaches strengthen the 

hypothesis that M1 plays an essential role in dexterous movements, which take a 

prominent place in the human behavioral repertoire. More recently, using an 

optogenetic approach in rodents, Galiñanes et al. showed that silencing M1 blocks 

movement initiation and stops the already-initiated movements in a forelimb 

reaching and grasping task (Galiñanes et al., 2018). This work emphasizes once again 

the prominent role of M1 in dexterous motor sequences.  

In addition to the motor somatotopy, a behavioral repertoire mapping has 

been described in M1. Indeed, while a short electrical stimulation is able to elicit 

muscle contraction, an electrical stimulation lasting for a relevant behavioral 

duration (0.5 seconds) is sufficient to create complex movements (Graziano et al., 

2002, 2005; Graziano and Aflalo, 2007). Those complex movements are in the 

behavioral repertoire of the studied species. They are arranged across the cortex 

depending on the target location in space to which the movement is directed. Such 
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arrangement of movement can be found at the cellular level in rodents: L2/3 PC are 

activated for specific movement directions and target positions for reaching 

movements (Galiñanes et al., 2018). 

 

  2.2.1. Role of M1 in motor learning 

   2.2.1.1. Highlighting M1 in skill learning 

 

Besides its prominent role in motor execution, M1 is also crucial for more 

cognitive functions. Indeed, M1 is a key structure for learning new motor skills 

(Smyth et al., 2010; Kida et al., 2016; Bachtiar et al., 2018; Dupont-Hadwen et al., 

2019). Complex motor skills and habits are not innate; they must be learned through 

trials and errors. Motor skill learning consists in improving the speed, accuracy, and 

consistency of a specific movement throughout training that lasts over time. Once 

learned, the stereotyped movement is executed automatically in response to its 

specific cue. M1 is instrumental both for the acquisition (Hosp et al., 2011) and the 

maintenance (Ohbayashi, 2020) of motor sequences. During motor training and 

learning, the M1 corticomotor map is reorganized with, for instance, an increase of 

the area corresponding to the body part involved in the trained task (Monfils et al., 

2005). However, the role of M1 in the maintenance of motor sequences is still blurry 

when looking across species. Indeed, rodents that learn a task where they learn to 

pull a lever are still able to do the movement after M1 lesions (Kawai et al., 2015). 

The blockade of protein synthesis is also insufficient to alter a learned motor 

sequence in rodents, while it is sufficient to alter this same task’s learning (Hosp et 

al., 2011). However, in primates, the protein synthesis blockade in M1 is sufficient to 

alter learned dexterous motor sequences without altering motor execution 

(Ohbayashi, 2020). Those concordant data may underlie, once again, the fact that M1 
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may play a more critical role for dexterous skill learning, and those subcortical areas 

may not be able to compensate in species with a more dexterous behavioral 

repertoire. 

Suppressing the activity of the contralateral motor cortex via optogenetic 

stimulation of GABAergic neurons prevents the correct execution of the reaching and 

grasping movement in rodents (Guo et al., 2015a). Indeed, the suppression of the 

neuronal activity before the initiation of the movement prevents its initiation, while 

the suppression during the reaching or the grasping phases disturbs the movement. 

Once the optogenetic stimulation is over, mice were able to perform the learned 

prehension movement. These data suggest that a specific motor engram, 

corresponding to a learned behavioral action, is evoked at the inhibition termination. 

M1 projection to the cerebellum seems to be important during skill execution. 

Disrupting this connection during a reaching/grasping movement impairs the 

movement precision, accuracy, and time of execution (Guo et al., 2021). The cortico-

cerebellar pathway seems then to contribute to small adjustments during the 

movement to perfect the movement in real-time. 
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   2.2.1.2. M1 plasticity with motor learning 

 

Different motor learning paradigm has been used to study motor learning, 

especially in rodents. One quick test to assess motor coordination and learning in 

rodents is the rotarod test. Rodents are placed on a rotating cylinder and must learn 

how to stand on it (Deacon, 2013). The test can be performed for 3 days or more, and 

rodents improve quite rapidly their performances (Kida et al., 2016). With this 

rotarod learning paradigm, Kida and colleagues showed that the AMPA/NMDA ratio 

and mEPSCs were transiently increased while mIPSCs were decreased in layer 2/3 

of the forelimb representation of M1 already after one day of training (Kida et al., 

2016). Interestingly, they showed that the excitability of the pyramidal cells in this 

M1 area was decreased the first day of training but increased the second day 

compared to control non trained mice. These data indicate that dynamic and complex 

changes occur in M1 during motor learning, both in excitatory and inhibitory 

neurons. However, this rotarod task is mainly involving the hindlimb and then may 

not be optimal to study M1 knowing that M1 may play a more important role for 

dexterous movement. To that aim, the single pellet reaching task (SPRT) might be 

optimal. This forelimb grasping task has been used by many and some automatized 

versions of this paradigm have been developed (Fenrich et al., 2015; Bova et al., 

2019; Salameh et al., 2020). The movement performed in this task by mice and rats 

is composed of different phases which are very similar to the one performed by 

humans in a similar ball prehension task (Klein et al., 2012). This makes the results 

obtained with SPRT easily transposable from rodents to humans.  

Recordings of neurons in all layers of M1 during SPRT have revealed that L5 

PC and PV neurons are primarily recruited during movement execution (Isomura et 

al., 2009; Huber et al., 2012; Li et al., 2017; Levy et al., 2020), while L2/3 neuronal 

activity is outcome-related in the M1 forelimb area (Levy et al., 2020). This suggests 
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there is a cell type- and layer-specific separation of monitoring and control of motor 

function during motor skill learning. Furthermore, reporting of motor outcomes by 

L2/3 neurons seems to emerge from the learning process, as the number of 

indicative neurons increases during learning (Levy et al., 2020). 

In layer 2/3 of M1, mEPSCs are increased after 5 days of training at the SPRT 

while mIPSCs are not changed (Padmashri and Dunaevsky, 2019). Biane and 

colleagues showed that following SPRT learning, mEPSCs are increased specifically 

on L5 cortico-spinal neurons projecting to the C8 spinal region (corresponding to the 

distal forelimb muscles), and those also exhibit increased excitability (Biane et al., 

2019). In addition, the local recurrent connectivity between these pyramidal cells is 

increased with learning (Biane et al., 2019), and the same is found for thalamo-

cortical projections (Biane et al., 2016). 

GABAergic neurons may play an important role in shaping the network during 

skill acquisition. In humans, the amount of GABA in M1 during motor skill learning 

while no change is observed on glutamate concentration (Kolasinski et al., 2019). 

Furthermore, a higher concentration of GABA in M1 was associated with lower 

learning performances. 

During the learning process, a substantial proportion of L5b neurons 

progressively change, from being non-informative about forelimb velocity and 

trajectory to possessing similar information about motor behavioral outputs to 

neurons that exhibit clear movement-encoding firing at the beginning of training (Li 

et al., 2017). Several studies also report the induction of long-term plasticity during 

motor skill learning(Guo et al., 2015b; Li et al., 2017). These intrinsic and synaptic 

plasticities are thought to stabilize the patterns of activity in M1 which goes with 

motor learning (Peters et al., 2014; Li et al., 2017) and certainly contribute to the 

augmentation of movement-encoding L5 neurons in trained animals. It has also been 
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shown that new spines in the dendrites of L5 PC are generated when motor skills are 

learned, and their survivability is increased (Harms et al., 2008; Xu et al., 2009; Guo 

et al., 2015b). Using mice lacking paired immunoglobulin receptor B (PirB-/-), 

Albarran and colleagues demonstrated that NMDA-dependent LTP, whose 

expression is under the control of PirB, promotes M1 PC stabilization of newly 

formed dendritic spines that are associated with enhanced acquisition and 

maintenance of motor skills (Albarran et al., 2021). The mechanistic target of the 

rapamycin (mTOR) pathway may also be involved here as it is crucial for 

spinogenesis (Li et al., 2010). Treadmill exercise in mice increases both spinogenesis 

and motor learning (at a rotarod test) via the mTor pathway (Chen et al., 2019b). 

These findings are consistent with previous studies showing that impairing intrinsic 

or/and synaptic plasticity in M1 is sufficient to impair motor skill learning (Hayashi-

Takagi et al., 2015; Biane et al., 2019).  

At the subcellular level, mRNA analysis showed that a wide number of genes 

were up-or down-regulated during the early learning stage of the SPRT in rats 

(Hertler et al., 2016). Interestingly, this analysis revealed that a sequential gene 

expression regulation occurs, with non-overlapping gene regulated 1h, 7h, or 24h 

after the training session, meaning that specific genes are regulated at specific times 

and a higher number of gene regulation after 24h. This 24h peak in gene regulation 

is consistent with the need to have the same amount of time between training 

sessions to improve its performances during skill learning (Lugassy et al., 2018). 

  



 

46 

 

2.3. Dopamine in M1 

 

  2.3.1. Dopamine innervation and receptors in M1 

 

In primates, dopaminergic fibers are found in all M1 layers while in rodents 

they are mainly located in the deepest layers (Descarries et al., 1987; Berger et al., 

1991; Hosp and Luft, 2013). By labeling the dopamine transporter, it has been shown 

in rodents that dopamine fibers seem to project on the forelimb area in M1, and 

preferably the deep layers (Vitrac et al., 2014; Hosp et al., 2015) (Figure 1.6). 

Retrograde labeling also demonstrated that the dopaminergic fibers are coming 

mainly from the VTA, and to a lesser extent from the SNc (Molina-Luna et al., 2009; 

Hosp et al., 2011). These VTA projections are functional as stimulation of the VTA 

triggers activity in M1 (Hosp et al., 2011) and this triggered activity can be blocked 

by D1 or D2 receptors antagonists. The mesocortical dopamine pathway seems 

preserved across species, indicating that it is certainly a functionally important 

pathway for M1 computation. In humans, it has also been shown that VTA 

dopaminergic neurons project to motor areas (Hosp et al., 2019). D1-like and D2-like 

dopamine receptors are expressed in the primary motor cortex of many species 

(Camps et al., 1990; Mansour et al., 1990; Huntley et al., 1992; Gaspar et al., 1995). 

Indeed, M1 PT neurons express D1, D2, and D5 dopamine receptors (Awenowicz and 

Porter, 2002a).  
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Figure 1.6: Distribution of dopaminergic terminals in M1 in mice. A-C, example 

images of DAT immunostaining in M1 (A), M1 deepest layer (B), and cingular cortex (C). D-

E, zoomed view of the DAT immunostaining in M1 deep layer (D) and the cingular cortex (E). 

F, Rostrocaudal distribution of DAT immunostaining in the cortex (top) and sagittal view of 

the mouse brain (bottom) the brain. G, Distribution of DAT staining on a top view of the 

brain. M1 is circled with a blue line. Adapted from Vitrac et al., 2014. 
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2.3.2. The effect of dopamine on M1 neuronal populations 

 

Intracellular cascades induced by dopaminergic receptor activation are 

complex and vary with the cell types and the brain region. In M1, little is known about 

the signaling pathways used by dopaminergic receptors to modulate neuronal 

excitability. Traditionally, activation of D1-like versus D2-like receptors has opposite 

physiological effects, stimulating or inhibiting respectively the protein kinase A 

(PKA) signaling cascade (Mishra et al., 2018). However, in M1, DA receptors have 

been shown to work differently. Indeed, phospholipid C (PLC) inhibitors and PKA 

inhibitors impair the long-term plasticity in M1 neurons (Rioult-Pedotti et al., 2015). 

In addition, D1 or D2 blockade in M1 induces impairment in motor skill learning and 

M1 long-term plasticity, but PLC agonist injection is sufficient to prevent those 

impairments. These data, therefore, suggest a similar effect of both types of receptors 

in M1, as it can be found in the prefrontal cortex (Trantham-Davidson, 2004). Several 

studies have looked at the modulations exerted by dopamine on M1 neuronal 

populations, mainly on PC (Huda et al., 1999, 2001; Awenowicz and Porter, 2002a; 

Vitrac et al., 2014; Chen et al., 2019a; Aeed et al., 2021; Li et al., 2021; Swanson et al., 

2021). However, the net effect of dopamine on M1 neurons seems controversial. 

Indeed, some groups find that dopamine has an excitatory effect on L5 PC for 

example (Parr-Brownlie, 2005; Vitrac et al., 2014). However, other labs have also 

reported that D2 activation induces an inhibitory effect on PC excitability (Huda et 

al., 1999, 2001; Awenowicz and Porter, 2002a). Those differences may first be due 

to the experimental differences (ex vivo versus in vivo) or to the drugs and their 

delivery methods (locally or i.p., dopaminergic receptors agonists or antagonists, or 

dopamine depletion). The fact that different sub-classes of PC exist should also be 

considered. Overall, activation of D1 or D2 receptors seems to have an inhibitory 

effect on PC (Huda et al., 1999, 2001; Awenowicz and Porter, 2002a). This mono-
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directional effect of both types of dopaminergic receptors is not surprising to be 

found in M1, as it is also found in the prefrontal cortex (Gee et al., 2012). Indeed, 

numerous pieces of evidence have shown the effect of dopamine on both 

glutamatergic and GABAergic transmission and neurons’ properties in the prefrontal 

cortex (Trantham-Davidson, 2004). The downstream β-arrestin2 signaling pathway 

(Urs et al., 2016) or the release of neurotensin via activation of D2 autoreceptors of 

M1 dopaminergic neuron terminals could explain the D2 excitatory effect (Petrie et 

al., 2005), as is the case in the prefrontal cortex. Nonetheless, it has been shown that 

in vivo dopamine infusion in the forepaw representation of the motor cortex 

decreases the activity of PT neurons and their evoked response to callosal and 

thalamic inputs (Huda et al., 1999, 2001); those effects are rescued by the application 

of dopaminergic antagonists, for either D1 or D2 (Huda et al., 2001; Awenowicz and 

Porter, 2002b). This decrease in PT neurons activity could be due to the dopamine-

mediated increased excitability of PV interneurons. Indeed, neurons from the VTA, 

the main source of dopamine for M1, project directly to M1 GABAergic neurons 

(Duan et al., 2020).  

 

  2.3.3. Role of dopamine in M1 plasticity 

Dopamine is also crucial for M1 plasticity. The in vivo pharmacological 

blockage of both D1 or D2 dopamine receptors in M1 induces a decrease in the long-

term potentiation in layer 2/3 (Molina-Luna et al., 2009). In addition, the selective 

blockade of D2 receptors in M1 induces a decrease of M1 neurons’ activity (Parr-

Brownlie, 2005). This leads to a slowness of the movement, i.e., bradykinesia, during 

a skilled reaching task. Moreover, spine turnover in M1 L5 PC is under the control of 

dopamine: while the elimination of spines involves D1 receptors, spine formation 
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involves D2R (Guo et al., 2015b). However, the selective blockade of dopaminergic 

receptors does not affect skill performance once the skill is learned. These data 

emphasize the role of the meso-cortical pathway and hence cortical dopamine in the 

acquisition of motor skills, but not in their maintenance, by selecting and 

potentiating the newly formed spines necessary for the execution of the movement 

in the learning process while depressing the unnecessary ones. Study of the 

dopaminergic neurons projecting to M1 seems to confirm this idea. Dopaminergic 

neurons from the VTA projecting to M1 are specifically activated during successful 

motor skill learning in mice (Leemburg et al., 2018). Indeed, those neurons, 

especially the ones located in the caudal VTA, were specifically activated during SPRT 

training sessions. However, they were not activated by the food reward alone while 

dopaminergic neurons not projecting to M1 were, regardless of whether the mice 

were training or not. Once the mice have learned the task, the M1 projecting VTA 

dopaminergic neurons are not activated anymore during the SPRT, indicating that 

dopamine release may be increased in M1 specifically during early training sessions. 

Concomitant with this early dopamine activity in M1, the mRNA-levels analysis 

revealed that the expression of D1 and D2 dopamine receptors are up-regulated 

during the early stage of SPRT training (Hertler et al., 2016).  
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2.4. M1 in Parkinson’s disease model 

 

  2.4.1. PD animal models 

To have a better understanding of the role of dopamine in the 

pathophysiology of M1 in PD, different animal models have been developed. 

Neurotoxins such as the 6-hydroxydopamine (6-OHDA) or the 1-Methyl-4-phenyl-

1,2,3,6 tetrahydropyridine (MPTP) are used to selectively destroy dopaminergic 

neurons from the midbrain. These methods try to mimic the loss observed in PD 

patients and their symptoms (Betarbet et al., 2002; Schober, 2004). Among the 

studies focusing on M1 in the context of PD, it is important to distinguish those 

performed with toxin injection in the midbrain (in the medial forebrain area or the 

SNc) which dramatically reduces the dopamine tone across the brain from those 

depleting the dopamine only in M1. In the first case, the differences observed on M1 

will be due to the lack of M1 dopamine but also to alteration of the basal ganglia 

which project on M1. On the other hand, specific depletion of M1 dopamine allows 

the investigation of the specific role of M1 dopamine in its physiology. 

 

  2.4.2. Changes in M1 physiology in PD animal models 

 

In 6-OHDA parkinsonian rats, the forelimb representation map is disrupted 

(Plowman et al., 2011; Viaro et al., 2011), emphasizing the need to investigate the 

importance of M1 dopamine in movement execution and learning. Motor skills and 

dexterity have been assessed on this model using the single pellet reaching tasks 

(SPRT). This motor task is a relevant task to study motor dexterity as the movement 
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realized is composed of different phases, which are strongly similar between rodents 

and humans (Klein et al., 2012). M1 activity is disturbed during the grasping phase 

of the movement after DA depletion (Hyland et al., 2019). Recent studies also 

reported a decreased activity of PC during reaching movements in dopamine 

depleted rodents (Aeed et al., 2021; Li et al., 2021). In addition, manipulation of M1 

PC was able to partially restore motor behavior (Li et al., 2021). This may underlie 

that dexterity disturbance observed in PD patients could be due to M1 alteration 

following dopamine loss, highlighting the need for cortical treatment to target those 

fine motor troubles. Projection from M1 to subcortical structures is also disturbed in 

those models. Indeed, direct glutamatergic input from M1 to the STN, known as the 

hyper-direct pathway, is highly reduced in Parkinsonian rats (Wang et al., 2018). 

Physiologically, the activation of the hyperdirect pathway leads to an inhibition of 

movements, and together with the direct and indirect pathways, allows proper 

control of motor behaviors. This decrease in input from M1, together with a 

decreased amount of glutamate vesicular transporter 1 in the STN, could be 

responsible for the abnormal activity of this pathway observed in PD patients.  
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 2.4.3. Alteration of GABAergic neurons in PD animal models 

 

As discussed earlier, GABAergic neurons play a key role in M1 network 

activity. It is not surprising to find out that inhibition is disturbed in PD patients (Chu 

et al., 2009). Disturbances in GABAergic cells are also found in rodent PD models. 

Indeed, MPTP infusion in the rat cortex leads to a destabilization of dendritic spines 

as well as impairments in motor learning (Chen et al., 2019a). This MPTP infusion 

also leads to a suppression of SST neurons activity and increased calcium activity in 

pyramids apical dendrites. However, re-establishing an activity in SST neurons, with 

a chemogenetics approach, rescues dendritic spines loss and motor deficits. 

Furthermore, parvalbumin levels are increased in Parkinsonian rats (Capper-Loup 

et al., 2005). PV neurons' electrical properties are strongly linked to their 

parvalbumin levels (Donato et al., 2013), indicating a putative dysfunction of PV 

neurons in this model. In addition, M1 proteomic analysis showed modification in 

proteins involved in autophagy, mRNA processing, ATP binding, or maintaining the 

balance of neurotransmitters (Li et al., 2017). PET imaging in this model also 

revealed that M1 also undergoes glucose hypometabolism, which is also observed in 

PD patients (Jang et al., 2012). Altogether, those data emphasize the importance and 

the relevance of this model in PD studies, to look for new therapeutic targets and 

methods. 

DBS of the STN is a PD symptomatic treatment but only a minority of PD 

patients are eligible for it (Valverde et al., 2020). It is then primordial to find out how 

DBS can suppress PD symptoms in order to make it accessible to a larger amount. 

DBS in the STN counters the hyperactivity of M1 pyramidal cells observed in hemi-

parkinsonian rats. In vivo patch-clamp recordings showed a reduced excitability of 

PC following STN stimulation. However, DBS of the STN has opposite effects on 
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cortical GABAergic neurons by decreasing the firing rate of PV neurons while 

increasing the one of SST neurons. In addition, by specifically increasing SST neurons 

activity via an optogenetic approach, Valverde et al. did alleviate motor symptoms in 

Parkinsonian rats. The optogenetic activation of M1 neurons leads to motor 

improvement to a lesser extent. Those data suggest that the disturbance of M1 

circuitry may come from the inputs that PC receives and not in their own properties. 

Indeed, SST neurons are projecting to the apical dendrites of PC, thus controlling the 

excitatory inputs they receive. Opto-activation of SST neurons in parkinsonian rats 

can then lead to improved processing of the information in M1. PV neurons are 

known to control the spiking activity of PC, their opto-activation may only shut down 

PC activity, not helping the processing of disturbed excitatory inputs to M1. It may 

explain the lesser impact on motor symptoms when PV neurons are stimulated 

rather than SST neurons. Altogether, it is nonetheless suggesting that cortico-motor 

GABAergic neurons could be a putative target for a more precise alternative than STN 

DBS. 

 

2.4.4. Motor learning in DA loss models 

 

As said earlier, in addition to motor deficits, PD patients exhibit alteration in 

skill learning. Acquisition of dexterous skills is studied in rodents thanks to a food 

prehension task; the single pellet reaching task. Selective depletion of dopaminergic 

fibers projecting to the M1 corresponding to the trained limb alters the acquisition 

of this skill in rats and mice (Molina-Luna et al., 2009). The selective blockade of 

either D1 or D2 dopamine receptors in M1 is also sufficient to alter skill learning. 

However, neither the M1 dopamine depletion nor the selective blockade of 
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dopaminergic receptors affected skill performances. Those data emphasize the role 

of M1 dopaminergic fibers in motor skill acquisition but not in their maintenance. 

Guo and colleagues also showed the impact of dopamine loss on M1 dendritic spines 

in the context of skill learning (Guo et al., 2015b). Throughout the training to a new 

motor skill, the survivability of those spines increases and is still increased 30 days 

after the last training sessions. This increased spine survivability is only present 

during the first training session in M1 dopamine depleted mice and is no longer 

present 30 days after the last training. This destabilization of spines' survival, in both 

formation and elimination, may contribute to learning deficiency observed in those 

dopamine depleted mice. MPTP intoxication in non-human primates has different 

effects regarding the different cortico-motor neuronal populations (Pasquereau and 

Turner, 2011). M1 activity related to movement is decreased, mainly in PT neurons, 

not in IT-CStr (Pasquereau et al., 2016). In addition, M1 timing activation is also 

disturbed in this model. Indeed, PT neurons' movement-related activity is impaired, 

with earlier onset activation and a longer activation.  
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IV. Parvalbumin neurons 
 

 

PV neurons are one of the main GABAergic neurons in M1. The parvalbumin 

is an excellent marker for these neurons and allows post hoc immunolabeling to 

identify PV neurons (Celio, 1986; Eggermann and Jonas, 2012). The PV is an acidic, 

cytosolic Ca2+ binding protein with a low molecular weight and serve as a calcium 

and magnesium buffer (Arif, 2009). In addition, the PV has also antioxidative 

properties, and the decrease of PV in a cell could lead to oxidative damages observed 

in schizophrenia (Permyakov et al., 2014). It also has been shown that PV could 

impact synaptic release through its Ca2+ buffer property (Eggermann and Jonas, 

2012). The high selectivity of the PV gene promoter is useful to produce transgenic 

animal lines and/or viral approaches to genetically target PV neurons. 

 

 4.1. Embryonic origin 

Neocortical PV neurons’ embryonic origin, as the other GABAergic cells, is 

different from pyramidal cells. Indeed, they originate from the same embryonic 

region as the neurons from the basal ganglia, i.e. the embryonic subpallium 

(Anderson, 1997). The subpallium is part of the striatum primordium and PV 

neurons are coming from the medial ganglionic eminence (MGE) (Figure 1.7). 

Progenitor cells underwent a long tangential migration from the MGE toward the 

marginal zone of the embryonic neocortex to finally go through a radial migration 

into their final neocortical layer. The determination of the final fate of cortical 

GABAergic neurons is still unclear. However, the establishment of their ending 
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position seems to depend on both intrinsic and extrinsic factors (Peyre et al., 2015). 

Indeed, at a given time point in development, the terminal destination of cortical 

GABAergic neurons depends on their cellular age (Lopez-Bendito et al., 2008). 

 

 

Figure 1.7: Developmental origin of cortical GABAergic neurons. Regional origin 

of cortical GABAergic populations. CGE: caudal ganglionic eminence, MGE: medial ganglionic 

eminence, POA: Preoptic area, POH: preoptic-hypothalamic. Figure from Lim et al., 2018. 
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4.2. PV electrical and morphological properties 

 

PV neurons present salient electrical properties. They are called fast-spiking 

neurons due to their ability to generate short action potentials at a very high rate (Hu 

et al., 2014). This electrical phenotype makes them easily identifiable in 

experimental conditions. If we look at the morphological properties of PV neurons, 3 

major subclasses stand out: the chandelier cells, the basket cells, and the 

translaminar cells. The most abundant type of PV neurons in the neocortex is the 

basket cells. This name derives from the fact that their axon takes a basket-like shape 

around pyramidal cells’ somata and proximal dendrites and other GABAergic 

neurons (Hu et al., 2014). They are distributed across layers 2 to 6 in the neocortex. 

Chandelier cells, also called axo-axonic, exhibit the most recognizable morphology as 

the very characteristic shape of their axonal arborization looks like a chandelier light. 

Chandelier cells are making axo-axonic synapses onto pyramidal cells' axonal initial 

segment (Somogyi et al., 1982). They are particularly abundant in layer 1, 2, and 6 

(Taniguchi et al., 2013) and their regional distribution are very heterogeneous (Inda 

et al., 2009). Translaminar PV neurons are the less common PV neurons and their 

somata can be found in layers 5 and 6 (Buchanan et al., 2012; Bortone et al., 2014). 

They are targeting pyramidal cells across all layers (Bortone et al., 2014). PV neurons 

are densely covered by synapses, mainly excitatory, and receive information from 

different layers. It allows them to process the information from pyramidal cells over 

a large area through the feedforward and feedback inhibition pathways.  

Contrary to other GABAergic neurons in the neocortex, PV neurons exhibit a 

long and extensively arborized axon (Karube, 2004). By targeting the perisomatic 

areas of a large number of PC (somata and proximal dendrites or the axon initial 

segment for basket cells or chandelier cells, respectively), PV neurons exert a strong 
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inhibition over their synaptic targets. Indeed, their post-synaptic innervation 

patterns trigger inhibition close to the action potential initiation site, giving them 

control over principal cells output.  

  

 4.3. Role in the local network 

 

Even if they are low in number in comparison to pyramidal cells, their role is 

nonetheless crucial. By massively projecting onto somata and proximal dendrites of 

PC, PV neurons are powerful regulators of cortical activity (Ferguson and Gao, 2018; 

Serrano-Reyes et al., 2020), and are well-placed to select the inputs coming to the 

motor cortex to refine its outputs. PV neurons are involved in two kinds of inhibition 

mechanisms. Firstly, they are involved in feedforward inhibition (Figure 1.8.A). In 

this context, the same excitatory input stimulates a PV neuron plus a PC itself 

receiving input from the PV (Isaacson and Scanziani, 2011). This type of inhibition 

can have different purposes. One of them is to narrow the windows for temporal 

summation of excitatory inputs to the inhibited PC (Pouille and Scanziani, 2001). It 

also allows the expansion of the dynamic recruitment of principal cells (Pouille et al., 

2009). This feedforward inhibition may be an important feature for motor learning 

as movement noise and variability may be crucial for learning (Dhawale et al., 2017). 

The second inhibition type in which PV neurons are involved is the feedback 

inhibition. In this case, there is a reciprocal connection between a PV neuron and a 

PC (Isaacson and Scanziani, 2011, Figure 1.8.B). Feedback inhibition comes into two 

forms: recurrent and lateral. This inhibition form allows a ‘winner-takes-all’ 

mechanism in the local microcircuitry (de Almeida et al., 2009a, 2009b). The leading 

PC, with the strongest excitatory input, shuts down the activity of competing 
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neighboring PC through PV inhibition. To sum up, PV neurons have a strong impact 

on the cortical microcircuitry by shaping its output activity. 

 

Figure 1.8: Schematics representing the feedback and feedforward inhibitions. 

A, Feedback inhibition is generated when a PC (grey) make excitatory synaptic connections 

on local inhibitory neurons (blue) that will then form inhibitory connections on multiple PC. 

B, Feedforward inhibition is generated when long-range excitatory input (red) contacts PC 

(grey) and an inhibitory neuron (blue). Figure from Isaacson and Scanziani, 2011. 
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4.4. Connectomics 

4.4.1. Inputs to PV 

           4.4.1.1. Local inputs: 

Pyramidal cells are highly targeted by their neighboring PV neurons. The 

connectivity from pyramidal cells to PV neurons is up to 50% (Jouhanneau et al., 

2018), which is much higher than PC to PC connectivity (6-7%) (Holmgren et al., 

2003; Jouhanneau et al., 2018). This dual connectivity between PC and PV neurons 

leads to two main functionalities in the microcircuit dynamics described earlier: 

feedforward and feedback inhibitions (see part 4.3 of the introduction). VIP 

interneurons have also been shown to project onto PV neurons (Donato et al., 2013). 

PV neurons receives also input from other GABAergic neurons: other PV neurons are 

projecting to their dendrites while VIP neurons are targeting their soma (Hioki et al., 

2013; Pfeffer et al., 2013). A small number of GABAergic inputs can also come from 

SST neurons (Pfeffer et al., 2013), mainly in layer 4, allowing disinhibition of PC 

through inhibition of PV neurons (Xu et al., 2013). however, the presence of the layer 

4 is debated in M1 (Yamawaki et al., 2014). 

4.4.1.2. Long-range inputs: 

Recently, a whole-brain map of long-range inputs to the major GABAergic 

populations, including PV neurons, in the mouse Caudal forelimb Area has been 

made combining a monosynaptic rabies virus system and a PV-Cre mouse line (Duan 

et al., 2020). The caudal forelimb area is composed of both motor and sensory 

primary cortices representing the forelimbs, and in which an electric stimulation 

elicits a forelimb movement. This study shows that the major long-range inputs are 

coming from other cortical regions, and another important number of inputs are 

coming from the pallidum and the thalamus.  
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           4.4.1.3. Autapses: 

A synapse made by a neuron on itself is called an autapse. PV neurons in the 

motor cortex are frequently making autapses. Indeed, morphological analysis of PV 

neurons filled with biocytin revealed axon collaterals juxtaposed to their somata 

(Thomson et al., 1996; Cobb et al., 1997; Tamás et al., 1997). It has also been shown 

that this GABAergic feedback autaptic transmission is activated each time the cell 

fires in the sensorimotor cortex (Bacci et al., 2003). In the somatosensory cortex, the 

synapses made by PV neurons on themselves have a more powerful strength than 

synapses they made to other PV neurons or PC (Deleuze et al., 2019), exposing the 

putative importance of autapses in PV neurons operation. Indeed, while PV neurons 

are known to have a fast and precise spike-timing activity, the blockade of autaptic 

transmission in the somatomotor cortex leads to alteration of this spike-timing 

precision (Bacci and Huguenard, 2006) and slow down their firing activity (Connelly 

and Lees, 2010). 

   

4.4.2. PV’s Outputs 

4.4.2.1. Local outputs: 

As said before, the main synaptic target of PV neurons is local pyramidal cells. 

Indeed, inhibition of PC in the cortex is mainly intralaminar (Kätzel et al., 2011). They 

are highly connected to PC close to their cell body (up to 70% connectivity under 200 

microns), and this connectivity slowly decreases with the distance (Holmgren et al., 

2003; Kapfer et al., 2007; Jouhanneau et al., 2018). Apart from PC, PV neurons are 

mainly projecting to other PV neurons (Hioki et al., 2013; Pfeffer et al., 2013) and can 
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be connected through electrical coupling (Meyer et al., 2002). They can also project 

in a lesser extent on VIP neurons(Pfeffer et al., 2013). 

 

4.4.2.2. Long-range projections: 

PV neurons are often called interneurons. However, in cortical structure, 

especially in M1, PV neurons can be long-range GABAergic cells. It has been shown 

that they project to the striatum (Jinno and Kosaka, 2004; Melzer et al., 2017). By 

projecting preferentially on spiny projection neurons from the direct pathway 

(dSPN) in the striatum, their activation leads to reduced locomotion in mice. This 

shows that corticostriatal PV neurons can directly modulate motor output. Cortical 

PV neurons also project to the contralateral hemisphere. Indeed, it has been reported 

that PV neurons from the motor, visual and auditory cortices are projecting to their 

contralateral homotypic area (Rock et al., 2016; Zurita et al., 2018). Quantitative 

analysis in the auditory cortex even revealed that 40% of the PV neurons are callosal 

cells. While quantitative analysis for M1 has not been done, it seems that they are 

present in all layers and are going through the corpus callosum (Rock et al., 2018), 

Figure 1.9). 

Figure 1.9: Long-range callosal PV neurons in M1. A, experimental protocol: a 

retrograde virus (AAV1-tdTomato-flex) is injected in M1 of PVCre mice. B, viral injection site 

in M1. C, transfected PV neurons in M1 contralateral to the injection site. D, Axons of 

transfected PV neurons in the corpus callosum. Adapted from Rock et al., 2018. 
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4.5. Dopamine modulation of PV neurons 

  

M1 receives dopaminergic input from the midbrain, and PV neurons are a 

putative target for it. Indeed, it has been shown that PV neurons receive direct input 

from the ventral tegmental area (Duan et al., 2020), the main dopamine source for 

M1 (Descarries et al., 1987; Hosp et al., 2015). Little is known about dopaminergic 

modulation of PV neurons in M1, however, the depletion of dopamine in rats induces 

an increase in parvalbumin levels (Capper-Loup et al., 2005). As parvalbumin levels 

are linked to PV neurons' excitability (Donato et al., 2013), we can thus suppose that 

the electrical properties of those neurons may be altered in absence of dopamine. 

Dopamine could be crucial for PV neurons from their developmental stage 

(Ohira, 2019, 2020). Indeed, in vitro studies on organotypic slices of frontoparietal 

cortex showed that dopamine accelerates the level of parvalbumin expression, first 

in layer 5 after 7 days, then in all layers at 14 days (Porter et al., 1999), mainly 

through D2R. Furthermore, co-culture with mesencephalic slices, that are 

reinnervating with dopaminergic fibers the cortical slices accelerated parvalbumin 

expression. As parvalbumin level increases during cortex development, dopamine 

could accelerate the maturation of cortical networks, and possibly play a role in 

parvalbumin expression changes in adulthood. 
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IV. Perineuronal nets (PNN) 
 

4.1. PNN overview 

Another feature to consider when studying PV neurons is perineuronal nets 

(PNN). They were first described by Camillo Golgi in the XIX century (Spreafico et al., 

1999), but, if we take a look at the number of publications about PNN on Pubmed, we 

can see that the interest around them is flourishing since 2015 (Figure 1.10). Those 

articles include topics from plasticity, learning, memory, to pathologies such as 

schizophrenia and Alzheimer’s disease. 

 

Figure 1.10: Perineuronal nets history. A, Perineuronal nets drawings from the last 

century. Images from Celio et al., 1998. B, Number of results by searching for “perineuronal 

nets” on PubMed, range by year of publication. 
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4.2. PNN composition 

PNN are part of the extracellular matrix and form a dense structure 

surrounding certain mature neurons in the central nervous system. Five groups of 

extracellular matrix molecules formed them: Hyaluronan (HA) and its 

transmembrane synthesizing enzymes hyaluronan synthases (HAS), chondroitin 

sulfate proteoglycans (CSPGs), Tenascins (Tn), and hyaluronan/proteoglycans link 

proteins (HAPLNs) (Figure 1.11). HA, synthesized by the HAS at the cell surface, is 

the most abundant and key component of PNN. It forms the backbone of the PNN and 

dictates its mesh-like structure, allowing the binding of the other important 

component. CSPGs, the second may component of PNN, are lectins that can be 

aggrecan, versican, neurocan, or brevican (Galtrey and Fawcett, 2007; Kwok et al., 

2011). HAPLNs serve as PNN stabilizers by linking HA and CSPGs (Koppe, 1997; 

Carulli et al., 2007, 2010; Kwok et al., 2010). Different composition creates PNN 

variations, giving them different chemical properties (Matthews et al., 2002; Dauth 

et al., 2016). The depletion of either the CSPGs, the hyaluronan, or the link proteins 

induces a complete loss of PNN, emphasizing the importance of every component in 

PNN formation and structural maintenance. 
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Figure 1.11: Perineuronal nets composition. Schematic representation of PNN 

composition, wrapping a neuron. PNN are composed of Hyaluronan (HA), hyaluronan 

synthase (HAS), chondroitin sulfate proteoglycans (CSPGs), Tenascin (Tn), and link proteins. 

 

 4.3. PNN synthesis, formation, and regulation 

The PNN components are synthesized by both neurons and glial cells (Deepa 

et al., 2006; Frischknecht et al., 2009; Lensjø et al., 2017; Irvine and Kwok, 2018; 

Ueno et al., 2018; Bosiacki et al., 2019) across development and in adulthood. The 

CSPGs are produced by neurons and glial cells (Carulli et al., 2006) but the HAS is 

only produced by neurons (Galtrey et al., 2008), explaining why only neurons are 

surrounded by PNN. The synthesis of these components reaches its peak during 

development and is decreased in adulthood (Carulli et al., 2010). Neuronal activity 

during development has been shown to impact PNN formation. For instance, chronic 

neuronal depolarization via extracellular potassium ions application on organotypic 

slices increases PNN formation (Grosche and Bruckner, 2001). Conversely, the 

blockade of action potential with tetrodotoxin (TTX) decreases the formation of PNN 



 

68 

 

ex vivo in cultures (Dityatev et al., 2007; Reimers et al., 2007). PNN formation and 

turnover happen quite rapidly in the adult brain. There is a cyclic change in the 

amount of PNN in the brain on a daily basis (Pantazopoulos et al., 2020; Harkness et 

al., 2021). Indeed, in rodents, all over the brain, PNN intensity and number are at 

their minimum during the light phase (during sleeping time) and reach their peak 

during the night (awake phase). Interestingly, they also showed that the PV intensity 

fluctuates in the same manner as PNN does. These data may indicate once again that 

a decrease of PNN might cause higher plasticity during the sleeping phase. But PNN 

can also change rapidly following learning. Indeed, PNN expression is specifically 

increased in the auditory cortex by a fear conditioning test and is back to its normal 

expression the day after (Banerjee et al., 2017). PNN have to be viewed as something 

dynamic, but the mechanisms of rapid regulation are unknown and need to be 

explored. One hypothesis is the implication of microglia as regulators. Indeed, it has 

been shown that the depletion of microglia in mice leads to an increase in PNN 

number and intensity, which can be countered by microglia repopulation (Liu et al., 

2021). 

 

4.4. PNN in the neocortex 

PNN distribution through the central nervous system is unequal (Seeger et al., 

1994), but they are abundant in cortical structures, including M1. The PNN 

developmental window is crucial. Their establishment occurs at different rates and 

time points depending on the cortical region. Once fully established, they are 

marking the end of the developmental critical period (Pizzorusso et al., 2002; 

Nowicka et al., 2009). In the neocortex, PNN are enriched in layers 2 to 5 of motor 

and sensory areas (Brückner et al., 1999). The majority of neurons surrounded by 



 

69 

 

PNN in the neocortex are GABAergic, and mainly PV neurons (Härtig et al., 1992a; 

Dityatev et al., 2007). However, some glutamatergic neurons can be wrapped by 

PNN, which can also be PV positive (Hausen et al., 1996; Horii-Hayashi et al., 2015). 

The presence of PNN can directly have an impact on the intrinsic properties 

of neurons they are wrapping. One of the main tools used to study the role of PNN is 

the chondroitinase ABC (ChABC). This enzyme digests the CSPGs leading to the 

degradation of the PNN. Using ChABC, it has been shown that PNN digestion in 

different cortices leads to a decreased excitability and to a modification of the action 

potential shape of PV neurons (Balmer, 2016; Hayani et al., 2018). PNN depletion 

could also alter other PV neurons properties across different regions in different 

ways (Wingert and Sorg, 2021). PNN removal can induce a decrease in PV excitability 

(Balmer, 2016; Favuzzi et al., 2017; Lensjø et al., 2017; Tewari et al., 2018; 

Christensen et al., 2021) are have no effect (Dityatev et al., 2007; Faini et al., 2018; 

Hayani et al., 2018). PNN is also able to regulate PV expression levels (Donato et al., 

2013). However, it is important to note that the PNN removal methods and duration 

are not the same throughout the literature (in vivo vs ex vivo, depletion duration, 

animal age, etc…), and may explain the differences observed. 

 

4.5. PNN as plasticity limiters and their role in memory 

A widely accepted concept is that PNN are limiting plasticity in adulthood in 

different ways. Their digestion by the ChABC allows the reinstatement of a juvenile-

like plasticity state. In other words, PNN may play a crucial role in learning and 

memory phenomena. For example, PNN degradation after a brain injury has been 

shown to increase axonal sprouting in the motor cortex (Harris et al., 2013). 
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Furthermore, this degradation leads to an increased number of neurons activated for 

a forelimb movement, indicating that PNN have an impact on the network activity. 

PNN limit plasticity in three different ways: by (1) forming a physical barrier, (2) 

fixing inhibitory molecules, and (3) limiting the mobility of receptors. 

 

4.5.1. Physical barrier 

Figure 1.12: Perineuronal nets as a physical barrier. The presence of the PNN at the 

cell surface prevents the formation of new synapses (green). Perineuronal nets (PNN) are 

composed of Hyaluronan (HA), hyaluronan synthase (HAS), chondroitin sulfate 

proteoglycans (CSPGs), Tenascin (Tn), and link proteins. 
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PNN represent a physical barrier around PV neurons (Figure 1.12). They act 

as a local buffering compartment and protect them from oxidative stress (Cabungcal 

et al., 2013; Suttkus et al., 2014; Morawski et al., 2015). This barrier also has a 

protective effect against toxic molecules. Indeed, PNN seems to protect neurons from 

the toxicity effect of amyloid-beta (Miyata et al., 2007; Morawski et al., 2012). The 

fast-spiking activity of PV neurons makes them in need of cations for the proper 

operation of their synapses. HA and CSPGs are highly negatively charged, allowing 

the buffering of cations close to the synapse (Härtig et al., 1999), sustaining PV fast 

activity. PNN can also prevent neurites growth and synapse formation (Härtig et al., 

1992b; Shinozaki et al., 2016). 
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4.5.2. PNN Bind to specific proteins: 

 

Figure 1.13: Perineuronal nets are binding inhibitory molecules. PNN can fix 

molecules that inhibit synaptogenesis. Perineuronal nets (PNN) are composed of 

Hyaluronan (HA), hyaluronan synthase (HAS), chondroitin sulfate proteoglycans (CSPGs), 

Tenascin (Tn), and link proteins. 

 

The second property allowing PNN to limit plasticity is their ability to bind 

specific proteins (Figure 1.13).  The Semaphorin3a, a chemorepulsive molecule, can 

bind to CSPGs and prevent the approach of other neuronal axons, preventing the 

formation of new synapses (de Winter et al., 2016). Some PNN components are also 

able to bind to membrane receptors and channels: Tn are also able to bind GABA 

receptors (Bukalo et al., 2007), brevican can modulate potassium channels and 

AMPA receptors (Favuzzi et al., 2017), and hyaluronan can modulate post-synaptic 
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L-type calcium channels in the hippocampus (Kochlamazashvili et al., 2010). PNN are 

also crucial for the capture and internalization of the transcription factor 

orthodenticle homeobox 2, which is necessary for PV neurons maturation and 

regulate plasticity (Beurdeley et al., 2012). 

 

4.5.3. PNN limit receptors mobility: 

The mobility of protein at the neuronal surface is limited by PNN (Figure 

1.14). Indeed, it has been shown that ChABC application increases the lateral 

diffusion of AMPA receptors (Frischknecht et al., 2009). The fast diffusion of 

desensitized AMPA receptors is needed when the synapse undergoes a high 

stimulation. By limiting this diffusion, PNN act as an inhibitor of short-term plasticity. 

Figure 1.14: Perineuronal nets are limiting receptors' mobility at the cellular 

surface. PNN can prevent the mobility and internalization of AMPA receptors.  
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4.5.4. ChABC induced plasticity in the motor cortex 

M1 PNN depletion through ChABC injection in vivo has been a tool to try to re-

establish plasticity in the adult cortex. After a brain traumatic injury, a short and 

confined opening of a plasticity window occurs in rodents (Harris et al., 2013). 

Inhibition of axonal growth is hampered, within part the decrease of CSPGs and 

associated growth-inhibitory proteins (Harris et al., 2009; Yi et al., 2012). The use of 

ChABC after such injuries increases the windows’ spatial and temporal size, allowing 

enhancing axonal sprouting in the cortex and improving rehabilitation (Harris et al., 

2013). A spinal cord injury is also sufficient to decrease the amount of PNN in layer 

5 of the motor cortex (Orlando and Raineteau, 2015). However, intracortical ChABC 

injection impairs the axonal sprouting in the injured spinal cord, revealing that the 

spatial and temporal windows of PNN removal have to be tightly controlled. 

4.5.5. PNN role in memory 

 As PNN are inhibiting neuronal plasticity, it makes sense to investigate their 

importance in memory phenomena. Fear conditioning was the first to be 

investigated (Gogolla et al., 2009). PNN removal in the secondary visual cortex, the 

auditory cortex, the anterior cingulate cortex, or the amygdala was sufficient to 

prevent both acquisition and recall of fear memory (Gogolla et al., 2009; Banerjee et 

al., 2017; Thompson et al., 2018; Shi et al., 2019).  

 Regulation of the PNN is also observed in the cerebellum during associative 

learning (Carulli et al., 2020). During the conditioning phase of an eyeblink 

conditioning task, the PNN are reduced in the cerebellum. However, once the 

memory is fully established, the amount of PNN is restored. Carulli and colleagues 

also showed that this diminution of PNN was beneficial for learning as their digestion 

in the cerebellum is sufficient to improve learning.  
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 Regulation of PNN linked with memory is also observed in birds. Seasonal 

songbirds have to learn their vocalization every year. Concomitant with this seasonal 

sensorimotor learning, PNN expression in the song control nuclei is decreased at this 

period, including in the HVC which is a cortex-like structure in birds (Cornez et al., 

2021).  

Altogether, these data tend to show that PNN are a key component in learning 

and memory formation, and, by mainly wrapping PV neurons, bring out the putative 

importance of this neuronal population in learning and memory phenomena in M1. 

Indeed, a decrease in PNN could play an important role in motor learning, creating a 

window of plasticity allowing microcircuitry modification to acquire the new 

stereotyped movement. 
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HYPOTHESIS AND OBJECTIVES 

 

Motor skill learning plays an important part in our everyday life. It provides 

the ability to learn and maintain new motor skills such as how to ride a bike, write 

with a pen, or use a keyboard. Much more complex skills can be acquired, such as 

learning how to draw, to play a musical instrument, or the precise movements 

surgeons learn to practice its surgery. Losing this ability of learning and retention 

can be very disabling, which can be the case for patients affected by Parkinson’s 

disease (PD) (Marinelli et al., 2017). The primary motor cortex activity is disturbed 

in PD patients and is a key brain structure for acquiring and maintaining new skills 

is the primary motor cortex. Indeed, lesion approaches or blockade of protein 

synthesis in M1 has been shown to impair these abilities in rodents and monkeys 

(Kawai et al., 2015; Ohbayashi, 2020). In addition, several plastic changes are 

occurring in M1 with skill acquisition. Studies in rodents have shown that PC’s 

intrinsic properties and connectivity are increased following learning of a reaching 

and grasping task, the single pellet reaching task (SPRT) (Biane et al., 2019). SPRT 

learning is also inducing an increase in spine survivability of M1 neurons (Xu et al., 

2009; Guo et al., 2015b). M1 dopamine is playing a crucial role in these plastic 

changes. First, selective depletion of dopaminergic fibers projecting to M1, or the 

blockade of either D1 or D2 dopamine receptors, is sufficient to alter SPRT learning 

(Molina-Luna et al., 2009; Guo et al., 2015b) Second, plasticity normally present 

during learning, such as increased in spine survival, is impaired in M1 dopamine 

depleted mice (Guo et al., 2015b). Studies have already looked at the dopamine 

modulation of M1 PC (Huda et al., 1999, 2001; Parr-Brownlie, 2005; Vitrac et al., 

2014; Aeed et al., 2021; Li et al., 2021; Swanson et al., 2021), however little is known 
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about the dopaminergic modulation of GABAergic neurons in M1. PV neurons are the 

main GABAergic population in the neocortex. They are powerful regulators of 

cortical activity by massively projecting onto PV and participating in the feedback 

and feedforward inhibitions (Isaacson and Scanziani, 2011). In vivo recordings 

showed that they are recruited during reaching movement execution, even before 

PC. In addition, PV neurons are surrounded by the PNN. These mesh-like structures 

are known to be plasticity inhibitors, and a decrease in their intensity can be 

observed during learning phenomena in different brain structures (Gogolla et al., 

2009; Banerjee et al., 2017; Thompson et al., 2018; Shi et al., 2019; Carulli et al., 2020; 

Cornez et al., 2021). These data emphasize that PV can play a major role in M1 during 

skill acquisition, especially the one from M1 L5 as they are controlling the activity of 

PT neurons, the output neurons of the structure. 

Here we hypothesize that dopamine would exert a control over M1 

neuronal circuitry by modulating the electrical and synaptic properties of PV 

neurons.  

To answer this question, we first investigated if PV neurons were expressing 

the dopamine receptor in M1. Using ex vivo electrophysiology and optogenetics we 

tested if the activation of these receptors was able to modulate PV neurons intrinsic 

and synaptic properties. 

Next, we investigated the role of PV neurons and PNN in motor skill learning 

with 4 objectives:  

Objective1: We aimed to find modifications of PV intrinsic properties with 

motor skill learning. To this end, mice were trained to a food prehension task, the 

single pellet reaching task, and we looked for modifications induced by learning on 

the intrinsic properties of PV neurons in M1 L5.  
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Objective 2: We investigated for changes in PV synaptic transmission, using 

optogenetic and the same paradigm as in the first objective. To find if the changes 

occurring during skill learning were dopamine-dependent, the same experiments (1 

and 2) were performed in M1 dopamine depleted mice.  

Objective 3: We investigated for the creation of a new plasticity window in M1 

through the diminution of PNN which could be at the origin of the plasticity’s 

occurring and allowing motor learning. Thus, we investigated the role of PNN in the 

SPRT learning. 

Objective 4: Finally, we aimed to understand the impact of M1 dopamine 

depletion on M1 network activity during the acquisition of a new skill was. To this 

end, using in vivo calcium imaging, the activity of M1 PC was recorded during each 

training session in control and M1 dopamine depleted mice. 
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I. Animals and ethical approval 
 

All animal procedures were performed according to institutional guidelines 

and the European Communities Council Directive of November 24th, 1986 

(86/609/EEC). All the procedures were approved by the local ethical committee and 

the Research French Ministry (APAFIS #14255 and #26770). 

Mice were hosted with a 12h light/dark cycle with an ad libitum access to 

water and food. Before the behavioral experiments, the mice were food-restricted to 

initiate body weight loss, and reduced body weight (~ 90 % of the original weight) 

was maintained throughout training. Adult (male or female) mice (10-20 weeks old) 

were used. 

 

 

Transgenic mouse lines: PVCre and PVCre::Ai9T 

 

PV-ires-Cre mice (#008069, Jackson Lab) express the Cre recombinase in 

parvalbumin-expressing neurons (PV neurons). Combined with viral approaches, 

this mouse line allowed us to specifically target PV neurons in M1 using the Cre-lox 

system (Figure 2.1.A). The Cre-LoxP system is a widely used powerful technology for 

gene editing. It consists of an enzyme, the Cre recombinase, which was discovered as 

a 38-kDa DNA recombinase produced from cre (cyclization recombinase) gene of 

bacteriophage P1 and which thereby recognizes the specific DNA fragment 

sequences called loxP (locus of x-over, P1) site and mediates site-specific deletion of 

DNA sequences between two loxP sites (Sauer, 1998). As its name stands, the Cre 

recombinase can recognize two directly repeated loxP sites to recombine them. The 
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enzyme will then excise the DNA part within these loxP sites (floxed). In the example 

of the Figure 2.1.B, the cre recombinase allows excising the transcription blocker 

coming from the loxP mouse. That way, in the new mouse line, the cells expressing 

the cre will also express the green fluorescent protein (GFP). This method was used 

for the PVCre::Ai9T mouse line by crossing the PV-ires-Cre with the Ai9T line 

(#007909, Jackson Lab). The Ai9T mice are reporter mice, which express a CAG 

promoter-driven tdTomato (red fluorescent protein) under the control of a loxP-

flanked STOP cassette preventing its transcription. By crossing these two lines, the 

Cre/Lox system allows a conditional expression of the tdTomato exclusively in PV 

neurons. 
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Figure2.1: The Cre-lox system. A, Overview of the Cre-lox system: the 38 kDA Cre 

recombinase recognizes loxP sites on DNA sequences to flox them. B, Example of the use of 

the Cre/lox system to create a reporter mouse model.  Adapted from Son et al., 2021 (A), and 

from Cazemier et al., 2016 (B). 
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II. The Single Pellet Reaching Task 
 

To uncover the dopamine-dependent changes which take place in M1 during 

motor skill learning, mice have been trained to perform a single pellet reaching task 

(SPRT), a task widely used to study motor learning. We have tested and adapted the 

protocol used by many labs (Chen et al., 2014; Guo et al., 2015b). The mouse learned 

to pass one paw through a narrow vertical slit to grab a food pellet. The experimental 

box was developed for us by Imetronic (Pessac, France, Figure 2.2). It consisted of a 

training chamber made with Plexiglas which allowed the mouse to see through the 

walls combined with an automatic pellet dispenser. A detection laser allowed to 

detect when the pellet was removed from the dispenser, allowing the system to 

withdraw the dispenser and present another pellet. This box was placed in a 

ventilated wooden cubicle to isolate the animal from the environment. A high-

frequency video camera (Allied Vision Manta) was added to the system to 

decompose the pellet reaching movements of the animal. Kinematic tracking of the 

movement was performed using DeepLabCut (Mathis et al., 2018).  

Figure 2.2: Automatized version of the single pellet reaching task. A, Timeline of 

the experimental protocol (top). Image of a mice trying to reach for the food reward 

(bottom). B, Side view (lef) and front view (right) of the automatized SPRT apparatus. 
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To start with, mice were food restrained to 90% of their basal weight to 

motivate them to do the task. A habituation phase was performed for 2 days. For that, 

each mouse was kept for 10 minutes per day inside the training chamber with 

chocolate-flavored food pellets (Dustless Precision Pellets, #F05301, Bio Serv) inside 

the tunnel in front of the vertical split. The habituation was followed by a shaping 

phase in which the mice had to understand the task they had to perform. This phase 

allowed us to determine their preferred limb for the task. During the shaping phase, 

mice were placed in the skill reaching box and had access to chocolate-flavored 

pellets displayed in a small petri dish outside the plexiglass chamber, just in front of 

the small vertical open window (0.6 cm wide), allowing mice to reach the pellet using 

only one of their forelimbs. Shaping was considered finished when 20 reach attempts 

were achieved within 20 minutes and 70 % limb preference was established. The 

shaping phase lasted for 1 to 4 days. Once the shaping phase was over, the training 

could begin the following day (or later when surgery was performed between the 

shaping and training phases). 

Training consisted of a single training session per day, every day for 8 

consecutive days. A training session consisted of one session of 50 trials with the 

preferred limb or 20 minutes (whichever occurred first). Pellets were presented one 

by one in front of the split and a light cue focused on the pellet was delivered at the 

activation of the pellet dispenser until the pellet was not detected anymore. To 

ensure that mice used their preferred paw, the vertical split was slightly shifted to 

the right or left, depending on the preferred paw of each individual (shifted on the 

right for right-handed, and left for left-handed). Reach attempts were displayed in 4 

types: ‘miss”, 'no grasp', 'drop' and 'success’. A 'miss' corresponded to a reach in 

which the animal failed to touch the pellet. A ‘no grasp’ corresponded to a reach in 

which the mouse touched the pellet but did not catch it or knock it away. A 'drop' was 
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a reach in which the mouse retrieved the pellet but dropped it before putting it into 

its mouth. A 'success' was a reach in which the animal successfully retrieved the 

pellet with its preferred limb and put it into its mouth. Success rates were calculated 

as the percentage of 'successes' over the total reach attempts. As control, we used 

non-trained mice. They were removed from their home cages, placed in the training 

box where food pellets were dropped inside. All non-trained mice were littermates 

and underwent the same food restriction as trained mice. Animals have been divided 

into 7 groups: learners (L), non-learners (NL), non-trained (NT), dopamine-depleted 

non-trained (DD), dopamine depleted-trained (DDT), sham non-trained (Sham), and 

sham trained (ShamT). 
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III. Kinematics analysis on the reaching 

movement during SPRT 
 

 

 To better understand how training improved the movement of the paw, we 

performed a kinematic analysis of the reaching movement during SPRT trainings. A 

high-speed frequency camera in the SPRT apparatus was used to record all trials 

during the training sessions (150 frames per second). Then, the videos were 

analyzed using DeepLabCut (DLC, Mathis et al., 2018). DLC is a free and open-source 

tool used for markerless pose estimation using deep learning. First, we needed to 

train the DLC network: around 300 images were taken randomly from the behavioral 

videos of different mice performing the reaching/grasping movement. The position 

of the paw was manually labeled on each of these images. Then, the DLC neural 

network was trained to label the paw of the mice on different videos. Once done, we 

needed to evaluate the quality of the labeling. The mistakes made by DLC were 

corrected manually and the network was retrained. Once we were satisfied with the 

quality of the tracking, we then moved to video analysis. At that point, the network 

was able to automatically track the paw movements on the videos we wanted. The 

tracking of the paw was done from the beginning of the reach to the moment the paw 

comes back to the mouse mouth. For each mouse, the reference was the center of the 

food reward, on the food dispenser. Then, the trajectories of the 20 first trials of the 

first and last training sessions were plotted for comparison. 
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IV. Ex vivo electrophysiology 
 

         4.1. Slice preparation 

         Animals were first anesthetized with isoflurane (4%) then received an 

intraperitoneal injection of ketamine/xylazine (40mg/kg; 15 mg/kg). A thoracotomy 

was done to perform a 10 mL intracardiac perfusion of an oxygenated sucrose 

solution containing (in mM): KCl 2.5; NaH2PO4.H2O 1.25; CaCl2.2H2O 0.5; NaHCO3 26; 

MgSO4.7H20 10; Glucose 10; Sucrose 250. This step improves the quality of slices 

from mice older than 1 month. After decapitation, the brain was quickly extracted 

and transferred into an oxygenated sucrose solution close to 0°C. Then, 350 µm-thick 

slices were made using a vibratome (Leica VT 1200S). Slices were placed 1 h at 34°C 

in oxygenated artificial cerebrospinal fluid (aCSF) containing (in mM): NaCl 126 ; KCl 

2.5 ; NaH2PO4.H2O 1.25 ; CaCl2.2H2O 2 ; NaHCO3 2 ; MgSO4.7H2O 2 and D-Glucose 10; 

and pyruvate (110 mg/L) and glutathion (1.5 mg/) in order to help cellular activity. 

         4.2. Patch-Clamp recordings 

         Brain slices were placed in a recording chamber of an optical microscope 

(NiE, Nikon Instruments). The M1 (more precisely the CFA) was located by referring 

to a stereotaxic atlas and the work from Tennant and colleagues (Tennant et al., 

2011, Figure 2.3). Neuron cell bodies were observed with an infrared differential 

interference system using a 4x air lens and a 60x immersion lens. The image 

detection was done with a camera (Zyla, Andor technology). The chamber was 

perfused using a peristaltic pump with an oxygenated and heated artificial 

cerebrospinal fluid (aCSF) containing (in mM): NaCl 126 ;KCl 3 ; NaH2PO4.H20 1.25 ; 

CaCl2.2H2O 2 ; MgSO4.7H2O 2 and D-Glucose 10. 5 to 9 MΩ recording micropipettes 
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were made from borosilicate glass capillary (GC150F-10, Harvard Apparatus) with a 

micropipette puller (P97, Sutter instrument). For excitability experiments, 

micropipettes were filled with a solution mimicking the neuronal intracellular media 

containing (in mM): K-Gluconate 135, NaCl 3.8, MgCl2.6H2O 1, HEPES 10, EGTA 0.1, 

Na2GTP 0.4, and Mg1.5ATP 2. The osmolarity and pH of the intracellular solution were 

adjusted to 295 mOsm and 7.4. Current-clamp mode was used for recordings.  

 

Figure 2.3: Organization of the mouse M1 and the caudal forelimb area. A, 

Representation of the dorsal mouse brain, highlighting the areas eliciting movement 

following electrical stimulation. B, Heat map of the frequency distribution of the CFA is mice. 

Positions are relative to the bregma. Adapted from Tennant et al., 2011. 

 

         Whole-cell patch-clamp recordings were performed on PV neurons or PC in 

the caudal forelimb area (CFA). For experiments following behavior, neurons were 

patched in the CFA corresponding to the preferred limb, which is contralateral to the 

preferred limb. In whole-cell configuration, positive pressure is put in the 

micropipette and a micromanipulator (Patchmaster, Scientifica) allows setting the 
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micropipette close to the membrane of the targeted neuron. When the electrode is 

close enough to the neuron's membrane, the pressure inside the pipette is released 

to stick the membrane to the tip of the pipette and to obtain a gigaseal. Then the 

membrane is broken by aspiration. The signals obtained were amplified using a 

multiclamp 700B amplifier (Molecular Devices) and digitized (Digidata 1440, 

Molecular Devices) at a 20 kHz acquisition frequency using the acquisition software 

PClamp10 (Molecular Devices). Once the recordings were finished, the slices were 

fixed overnight in PBS with 4% PFA for 24h and then stored in PBS with 0.03% 

sodium azide at 4°C. 

For synaptic and autaptic transmission experiments, micropipettes were 

filled with a high [Cl-] intracellular solution (in mM): K-gluconate (70), KCl (70), 

HEPES (10), EGTA (1), MgCl2 (2), MgATP (4), and NaGTP (0.3); pH 7.2 adjusted with 

KOH; 290 mOsm. For optogenetic experiments, QX 314 (2mM) was added to prevent 

action potentials. To ensure we were recording GABAergic currents, the 

glutamatergic transmission was blocked by adding 6,7-dinitroqui-noxaline-2,3-

dione (DNQX, 20µM) and D-(-)2-amino-5-phosphonopentanoic acid (AP-5, 50µM) to 

the aCSF to selectively block AMPA and NMDA mediated currents. Biocytin was 

added to the intracellular solutions to identify post hoc the patched neurons during 

immunohistochemistry experiments. For double patch experiments, we based our 

protocol on the one from Deleuze and colleagues to observe autaptic current (Deleuze 

et al., 2019). PV-PC pairs were recorded in the L5 of the CFA. Both cells were held at 

-80 mV, a short step of 0.2ms to 0mV was done in PV neurons to observe both the 

autaptic current in the PV and the synaptic current in the PC. 
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V. Stereotaxic injections 

 

 5.1. 6-hydroxydopamine (6-OHDA) lesion of the M1 

dopaminergic innervation 

 

To study the effect of dopamine on M1 microcircuits, a variant of the 6-OHDA 

(6-hydroxydopamine) mouse model of dopamine depletion has been used (Molina-

Luna et al., 2009; Guo et al., 2015b). In this model, the depletion of dopamine was 

only induced in M1, more precisely in the caudal forelimb area (CFA) which 

corresponds to the region of the forelimb in M1 (Tennant et al., 2011). 6-OHDA 

(#2547, TOCRIS) was used at 4mg/mL and dissolved in 0.9 % w/v NaCl solution 

containing 0.02% w/v ascorbic acid. Mice were anesthetized with isoflurane (4%) 

and placed in a stereotaxic apparatus. Then 200 nL of 6-OHDA was injected 

bilaterally into M1 in both hemispheres at the intended stereotaxic coordinates: AP: 

- 0.2 mm; ML: +/-1.25 mm; DV: +1.4 mm. After the injection, the pipette was left in place 

for 2 min before being slowly retracted. Because 6-OHDA can also induce 

noradrenergic lesions, desipramine (a selective inhibitor of noradrenergic reuptake, 

0.01ml/g, D3900-1G, Sigma) was injected intraperitoneally (i.p.) 30 minutes prior to 

the 6-OHDA injection to protect noradrenergic neighboring axons. Control Sham 

mice underwent the same surgical procedure, except that they received a saline 

injection. The cortical denervation of dopaminergic fibers was verified and 

determined by tyrosine hydroxylase (TH) staining at the end of the experiments (see 

VIII of the Materials and Methods).  As it has been reported that M1 dopaminergic 

fibers are successfully destroyed one week after M1 6-OHDA injection (Guo et al., 
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2015), and to allow the mice to recover before the food restriction, behavioral 

experiments were performed at least one week after the surgery. 

 

5.2. Optogenetics stimulation of PV neurons 
 

To specifically photoactivate PV neurons, stereotaxic injections were 

performed within M1, more precisely in the CFA contralateral to the preferred 

forelimb. The surgical procedure was the same as for 6-OHDA injections, except that 

the injection was performed only in the hemisphere contralateral to the preferred 

limb. 200 nL of the viral vector AAV2.5-EF1a-DIO-hChR2(H134R)-EYFP.WPRE.hGH 

(V2109TI; 6.72x1012 gc/mL; UNC Vector Core) was injected. To specifically target PV 

neurons, a double floxed inverse open reading frame (DIO) only allows the 

transcription of the fused protein in presence of the Cre recombinase. As PV neurons 

in PVCre::Ai9t express the Cre recombinase, when they are transfected by the virus, 

they express the fused protein (ChR2-eYFP). Mice were housed for 3 to 4 weeks before 

the behavioral experiments and/or the electrophysiological recordings. A LED-light 

source (473 nm, 100 mW; Prizmatix Ltd.) was connected to an optic fiber (Ø: 500 μm; 

numeric aperture: 0.63) placed close to the region of interest. Single or 10-Hz trains of 

light pulses of 1-ms duration were used to evoke synaptic transmission from PV neurons 

expressing ChR2 to PC on brain slices. 
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5.3. Chemogenetic manipulation of PV neurons excitability 

 

To selectively manipulate PV neurons excitability in vivo we used a 

chemogenetic approach involving designer receptors exclusively activated by 

designer drugs (DREADDs). The inhibitory or excitatory DREADDs, hM4Di or hM3Dq 

(respectively), were specifically expressed into M1 PV neurons by stereotaxic 

injection of the viruses AAV5-hSyn-DIO-hM4Di-mCitrine (3x1013 vg/mL, #50455, 

Addgene) or AAV5-hSyn-DIO-hM3Dq-mCitrine (2.4x1013 vg/mL, #50454, AddGene) 

into the CFA of PVCre or PVCre::Ai9T mice. The surgical procedure was the same as 

the one previously described for the optogenetics experiments. The hM4Di/hM3Dq 

expression is under the control of the hSyn1 promoter, allowing its expression in 

neurons. For the cell-specificity, a double floxed inverse open reading frame (DIO) 

only allows the transcription of the fused protein in presence of the Cre recombinase. 

With this construct, hM4Di or hM3Dq were expressed only in cells expressing Cre, 

i.e, for PVCre::Ai9T and PVCre mice, in PV neurons. hM4Di and hM3Dq are modified 

forms of the human M muscarinic receptor and can be activated by the inert 

clozapine metabolite clozapine-N-oxide (CNO, #4936, TOCRIS). Those DREADDs are 

coupled to a Gi or Gq protein and once activated, it leads to an inhibitory or excitatory 

effect on the neurons expressing this receptor when it is activated by CNO.  

For the SPRT experiments, CNO (1mg/kg) was injected i.p. 40 minutes before 

each training session. Control experiments consisted of the same experimental 

protocol except that the injected virus was an AAV5-EF1a-DIO-eYFP. It allowed us to 

verify that the observed effects were due to the activation of the DREADDs and not 

the viral transfection nor the CNO injections. 
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For the experiments where we needed to decrease the excitability of PV 

neurons (to see the effect on PNN), PVCre::Ai9t mice were injected in M1 with a 

pAAV8-hSyn-DIO-HA-hM4Di-IRES-mCitrine in one hemisphere, and a AAV2.5-DIO-

eYFP in the other hemisphere. To decrease chronically the excitability of PV neurons, 

we used the protocol developed by Devienne et al. (Devienne et al., 2021). Four 

weeks after the viral injection, mice received 4 i.p. injections at 12h intervals of the 

DREADD agonist Clazopine-N-Oxide (CNO, 1mg/kg, #4936, TOCRIS). 24h following 

the last i.p. injection, mice were anesthetized with an i.p. injection of a 

ketamine/xylazine mix (40mg/kg and 15mg/kg respectively) and then 

transcardially perfused with aCSF (see part 4.1 of the methods). Brains were 

extracted and incubated for 24h at 4°C in PBS with 4% PFA. 50um slices were made 

using a vibratome (Leica VT1200S). After sectioning, they were incubated at 4°C in 

PBS-azide 0.03% until the immunohistochemistry was performed. 
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VI. PNN digestion 
 

 

      In order to study the importance of PNN in the physiology of PV neurons and 

the context of motor skill learning, we performed digestion of the PNN by using the 

Chondroitinase ABC enzyme (ChABC, C2905, Sigma). 

 

6.1. Ex vivo PNN digestion 

 

We first performed PNN digestion on brain slices. After slicing, 300µm slices 

were incubated for 1.5h at 37°C in an oxygenated aCSF containing 0.2U/mL of 

ChABC, or phosphate buffer saline (PBS, Na phosphate 10mM, NaCl 137 mM, KCl 2.7 

mM, pH 7.4) for control slices. After incubation, the slices were moved to a new aCSF 

bath (without ChABC or PBS) at room temperature. After the recording, the slices 

were fixed in PBS with 4% PFA for 24h and then stored in PBS with 0.03% sodium 

azide at 4°C. The revelation of the PNN was performed using the WFA to confirm 

their digestion (see part VII of the methods). 

 

6.2. In vivo PNN digestion 

 

We also performed in vivo PNN digestion for the electrophysiological and 

behavioral experiments. ChABC diluted at 10U/mL in PBS was injected in one 

hemisphere of PVCre::Ai9t, and PBS was injected in the other hemisphere. Mice were 

sacrificed 5 to 7 days following the injection and slices were prepared as previously 

explained in the “ex vivo electrophysiology” part (part IV of the methods). After the 
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slices have been fixed, revelations of the PNN and the biocytin-filled neurons have 

been made to verify that the patched neurons were in the PNN digested area. Patched 

neurons outside the digested area were removed from the analysis. 

 For the behavioral experiments, PVCre::Ai9t mice were injected in the CFA 

corresponding to their preferred limb either with the ChABC diluted at 10U/mL 

diluted in PBS or with PBS alone. The injections were done either after the shaping 

was finished, or when the training phase was finished. In both cases, the training 

sessions were started again on the 3rd day after the surgery. 
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VII. Immunochemistry and tissue labeling: 

 

2 types of slices were used for immunohistochemistry: 

(1) The slices used for electrophysiology experiments were fixed overnight in 4% 

paraformaldehyde (PFA) and then immersed in 0.03% of sodium azide at 4°C until 

used. These slices were used to verify dopamine depletion (TH staining) and PNN 

digestion (WFA staining). 

 (2) The slices used for PNN analysis; brains were collected as explained in part III. 

Brains were then post-fixed in 4% paraformaldehyde (PFA) for 24h and then 

immersed in 0.03% of sodium azide at 4°C until used. Free-floating tissue sections 

(50 m-thick coronal sections) were collected in series, washed in PBS using a 

vibratome (VT1000S, Leica Microsystems), and then immersed in 0.03% of sodium 

azide at 4°C until used. 

Concerning the immunolabelling protocol, slices were first rinsed with PBS. 

Slices were blocked in 5% normal donkey serum in PBS containing 0.3% Triton X-

100 for 1.5h. Thereafter, sections were incubated with primary antibodies overnight 

(Table 2.1). After rinsing, the sections were treated with the secondary antibody 

(Table 2.1) for 1 hour. Both immunoreagents were diluted in PBS 0.3% Triton X-100. 

Sections were rinsed, mounted on slides and the cover slipped in Fluoromount 

(F4680, Merk). The entire procedure was performed at room temperature under 

gentle agitation, except for the overnight primary incubation which has been done at 

4°C. Images were collected using a sequential laser scanning confocal microscope 

with a 40x objective lens of the (SP5, Leica). For TH staining and verification of PNN 
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digestion, images were taken with an epifluorescent microscope (Olympus BX53, 

20x). 

 

 

Table 2.1: List of primary and secondary antibodies used in this project. 

  

Antigen Host Dilution Supplier catalog. # experiment 

PV Guinea Pig 1/1000 Synaptic system 195004 PV labeling in PVCre mice 

GFP Rabbit 1/5000 Millipore AB3080P Revelation of the mCitrine 
expression 

TH Rabbit 1:1000 Abcam 
GR199969-4 

Dopamine depletion 
verification 

WFA Wisteria 
floribunda 

1/500 Sigma L1516 PNN 
revelation/quantification 

Anti-
Rabbit 
488 

Donkey 1/500 Life technologies A21206 mCitrine/ 
eYFP revelation 

Anti-
Rabbit 
647 

Donkey 1/500 Jackson 
technologies 

A21245 Dopamine depletion 
verification 

Anti-
Guinea 
Pig 

Goat 1/500 Life technologies 1092009 PV labeling in PVCre mice 

SA 488 none 1/500 Life technologies 
/ invitrogene 

S11223 Biocytine revelation 

SA 647 none 1/500 Life technologies 
/ invitrogene 

S32357 PNN revelation/ 
quantification 
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VIII. In vivo Ca2+ Imaging 

 

8.1. Surgical procedure for miniature microscope 

implantation 

 

Following the shaping phase, PVCre::Ai9t mice were first injected with 350µL 

of an AAV1-CaMIIa-GCaMP6f-WPRE-bGHpA (3.35x1012 vg/mL, AAV61958, 

INSCOPIX) in the CFA corresponding to their preferred paw (same protocol as in part 

V of the methods). 

1-2 weeks after the virus injection, mice underwent a second surgery to 

implant a GRIN lens and the baseplate of the miniature microscope (nVue, Inscopix, 

surgical procedure adapted from (Resendez et al., 2016; Gulati et al., 2017). Mice 

were anesthetized with isoflurane (4%) and placed in a stereotaxic apparatus with 

the head already shaved. To expose the skull, the skin and subcutaneous tissue where 

the baseplate will be fixed is removed. After leveling the skull, it was scratched to 

increase its adherence in order to have a better fixation surface for the dental cement 

used later to fix the baseplate. A craniotomy (a 1.2x1.2mm square) was performed 

at the future location of the prism (1x1mm square), which was glued to the GRIN lens 

(1mm in diameter) (Figure 2.4.A). The prism was always put to the left of the 

injection site because of the way it is built. Once the craniotomy was done, the dura 

was removed. Then, to insert the prism in the brain, an insertion was done with a 

small surgical blade, 200 µm to the left of the virus injection site (Figure 2.4.B). This 

incision was 1mm long in the anteroposterior axis and centered compared to the 

virus injection site. The prism probe can be slowly implanted where the incision has 

been done, up to 1.75 dorso-ventrally from bregma to center the face of the prism 
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with the virus injection site (Figure 2.4.C-D). Kwik-SilTM was then applied around the 

calendric lens and on the top of the exposed brain to protect it. Dental cement was 

finally applied to fix the baseplate to the skull. 

 

Figure 2.4: In vivo calcium imaging in freely moving mice. A, Schematic of the GRIN 

lens and prism probe used for this project. B, Schematics showing, from a top view of the 

brain, the probe placement compared to the viral injection site (top) and the final placement 

of the prism probe (bottom). C, Schematic of the in vivo calcium imaging setup showing the 

light path and the miniature microscope field of view. D, Schematics showing the placement 

of the miniature microscope once plugged on the baseplate. Adapted from Gulati et al., 2017. 

  



 

100 

 

8.2. Ca imaging acquisition 

 

Ca imaging acquisition was performed during each SPRT training session. The 

miniature microscope was connected to a data acquisition box, itself connected to a 

computer. The mice were gently held to remove the baseplate cover and to plug the 

miniature microscope on the baseplate. The miniature microscope was held in place 

thanks to a set screw and magnets. The mice were placed inside the training chamber 

and the training session could start. Image acquisition was then started 3 seconds 

before the presentation of new pellets and stopped 3 seconds after the withdrawal 

of the pellet dispenser (at 20 fps with activation of a blue LED). 

 

8.3. Ca2+ imaging analysis 

 

The first step in the analysis workflow of Ca imaging videos was to treat them 

with the Inscopix Analysis Software to obtain DF/F fluctuation videos, identify the 

active cells and sort out their activity throughout the videos. 

8.3.1. Preprocess 

The first step, called ‘preprocess', is used to reduce the size of the video and 

remove fluorescent artifacts. To do so, raw fluorescent videos underwent spatial 

downsampling by a factor of 2, meaning that pixels from the videos were merged to 

divide the resolution by 2. Then the videos were cropped in the X and Y axis to only 

keep the area where neurons were active. The cropping values were kept for all the 

videos of the same mouse. 
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8.3.2. spatial filtering 

Spatial filtering consists in filtering the low and high spatial frequency content from 

the videos. Low-frequency components are corresponding to out-of-focus cells and 

may thus be a problem for motion correction later on and cell identification.  

 

8.3.3. Motion correction 

The next step is to correct the motion between frames in a video. For each frame of 

the movie, motion correction first estimates a translation that minimizes the 

difference between the transformed frame and the reference frame, using an image 

registration method described in Thevenaz et al., 1998. 

 

8.3.4. DF/F processing 

 The delta F/F algorithm of the Inscopix Analysis System normalized each pixel 

value in the movie to represent the modification of fluorescence compared to the 

baseline over time. First, the algorithm computed the baseline fluorescence which is 

the mean value of each pixel across the entire movie. Then, for each frame of the 

movie 

 

8.3.5. cell identification and calcium event detection 

 Once the videos were processed, we needed to identify neurons in the 

recorded movies. The software used a PCA-ICA (Principal Component Analysis – 

Independent Components Analysis) algorithm to automatically identify them and 

trace a ROI around each of them.  Once cells were detected, DF/F over time traces 
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are extracted from these ROIs. As calcium concentration in the cell is directly 

correlated with its activity, we could then detect transient calcic events (via 

fluorescence fluctuation) to extrapolate neuronal activity. Events are detected by 

their fast and monotonic increase in amplitude followed by a long exponential decay 

back to the baseline level. 
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IX. Data analysis 
 

Statistical analysis has been done with Prism 8 (GraphPad Software. USA). 

Data in the text are presented as mean value ± standard error of the mean (S.E.M.). 

For comparisons between two independent groups, a Student T-test was performed 

if the data followed normality. If not, a nonparametric Mann-Whitney test was used. 

For multiple group comparisons, a one-way ANOVA was used if the samples followed 

normality, followed by a Dunnett’s multiple comparisons test. If not, we used the 

Friedman and Kruskal-Wallis ANOVA test followed by Dunn’s multiple comparisons 

post-hoc tests for paired and unpaired comparisons. For comparison of groups or F-

I response curves, statistical analysis was performed using two-way ANOVA, 

followed by Sidak’s multiple comparison post hoc test. Data were considered 

significant for p<0.05. 

 

 

9.1. Electrophysiological data analysis 

 

         Using Clampfit (pclamp), firing frequency was calculated from the total 

number of action potentials during current injection in whole-cell configuration. The 

mean firing frequency was calculated as the number of spikes per current 

stimulation duration. The rheobase was measured as the first current step able to 

elicit at least one action potential in the recorded neuron.  The spike frequency 

adaptation (SFA) was measured as the mean of the intervals between the 2nd and 5th 

spikes divided by the mean of the intervals between the last (n) and last-5 (n-5) 

spikes of a given recording. 
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For optogenetics experiments, light-evoked IPSC amplitude was measured as 

the peak of the outward current relative to the baseline holding current preceding 

the light pulse. For 10Hz train stimulation, normalization was calculated by dividing 

the amplitude of each light-evoked IPSC with the first light-evoked IPSC of the train. 

 

 

9.2. PNN intensity quantification 

 

PNN labeling intensity was analyzed by quantifying the WFA fluorescence 

intensity. Images were analyzed using FIJI (NIH) and the macro plugin PIPSQUEAK 

(“Perineuronal net Intensity Program for the Standardization and Quantification of 

ECM Analysis”) (Slaker et al., 2016). For each mouse used for PNN quantification, the 

analysis has been conducted on 3 slices containing the CFA. First, background 

subtraction is done by selecting 20 regions of interest (ROI) around the image 

perimeter. PNN detection was automatically done with the semi-autonomous mode 

PIPSQUEAK AI (post hoc verification allowed us to manually add or remove PNN 

ROI). The plugin then measures the intensity within the ROI of PNN identification. 

For PNN quantification in the DREADDs experiments, neurons transfected by the 

virus (mCitrine-positive or eYFP-positive) were also detected using PIPSQUEAK. The 

plugin then identified PNN colocalized with detected neurons. Thus, we were able to 

measure PNN intensity only around transfected neurons. 
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9.3. TH staining analysis 

 

To verify that the dopamine depletion was well done in the CFA, TH staining 

was analyzed using FIJI on images acquired with an epifluorescent microscope 

(Olympus BX53, 20X). For each mouse, mean fluorescence has been measured in 2 

ROIs. The first one has been placed over the CFA, and the second one in the primary 

somatosensory cortex (S1). This allowed us to normalize the fluorescence of the 

staining in the CFA over the S1 fluorescence for each brain slice.  
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Part I. Dopaminergic modulation of M1 L5 PV 

intrinsic and synaptic properties via activation 

of dopamine D2 receptors in M1 
 

 

 Numerous studies have reported that dopamine plays an important role in 

the physiology of M1, especially in motor skill learning (Molina-Luna et al., 2009; Guo 

et al., 2015b). However, little was known concerning the neuronal populations 

expressing dopaminergic receptors in M1, especially concerning GABAergic neurons. 

PV neurons are recruited for motor execution (Estebanez et al., 2017) and undergo 

plastic changes during motor skill learning. Thus, the first step in this project was to 

investigate if PV neurons in M1 express dopaminergic receptors and if the activation 

of these receptors can modulate PV neurons' electrical and synaptic properties. 

 

The results for this part were published in the journal eNeuro in 2020 

(Cousineau et al., 2020). In the following pages, you will find an overview of the 

results found in this research article, followed by the publication itself. 

 

 

1.1. Distribution of D2R-expressing neurons in M1 in Drd2-

Cre::Ribotag mice: 

 

M1 layer 5 is the main output of the structure and in situ hybridization studies 

have shown that this layer of the cortex was enriched in D2R (Gaspar et al., 1995) 

and dopaminergic fibers are mainly projecting to deep cortical layers (Vitrac et al., 
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2014). According to these data, we aimed to look for the GABAergic M1 population 

that is expressing dopamine D2-like receptors (D2R). To this end, we collaborated 

with Emmanuel Valjent from the Institut de Génomique fonctionnelle in Montpellier.  

Taking advantage of the Drd2-Cre::Ribotag mice, a mice line in which neurons 

expressing D2R express a hemagglutinin tag (Puighermanal et al., 2015), Figure 1.A), 

it revealed that D2R-expressing cells were distributed across all cortical layers: 

around 47% in layer2/3 and around 38% in the deep layers 5/6 (Figure 1.B). In 

addition, immunostaining of the different classes of interneurons revealed that the 

main GABAergic population expressing D2R in M1 were PV neurons as they 

represented 26% of them while NPY neurons represented 14%, calbindin-D28k 

neurons represented 10%, and calretinin neurons only 3% (Figure 1.C and 1.D). In 

addition, the D2R-expressing PV neurons were found in both layers 2/3 and layers 

5/6. 

 

 

1.2. Electrophysiological characterization of D2R-expressing 

neurons in motor cortex M1 in Drd2-Cre::Ai9T mice. 

 

 We then wanted to determine the electrophysiological properties of M1 L5 

neurons expressing the D2R. Whole-cell patch-clamp recordings were performed on 

tdTomato-positive neurons in M1 L5 from the DrD2-Cre::Ai9t mouse line (Figure 

2.A). Three different neuronal populations were identified with their electrical 

properties: the fast-spiking neurons had short action potentials and fast-spiking 

responses, PC had a characteristic pyramidal soma, and regular spiking non-

pyramidal that were not able to follow at high discharge frequency contrary to fast-

spiking cells (Figure 2.C). Our data showed that on 21 patched neurons, 55% of them 
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were identified as fast-spiking neurons, while 30% were regular spiking non-

pyramidal and 12% were PC (Figure 2.B). As fast-spiking neurons are mainly PV 

neurons (Hu et al., 2014), these data confirmed that PV neurons are the main 

GABAergic population expressing the D2R, but also showed that they were the more 

abundant neuronal population in M1 L5. 

 

 

1.3. Quinpirole increases the excitability of M1 PV neurons  

 

As PV neurons were the most abundant neurons expressing D2R in M1 L5, we 

investigated the effect of the activation of these receptors on PV neurons' electrical 

properties. To this end, PV neurons were patched in M1 L5 of PVCre::Ai9t mice and 

different electrophysiological properties were assessed (Figure 3.A). To activate 

D2R, a D2R-like agonist, quinpirole, was perfused in the perfusion bath. Steps of 

current of different amplitudes were injected in PV neurons to record their firing 

activity in response. This allowed us to measure their excitability in the control 

condition. After quinpirole was applied, the input/output curve was shifted to the 

left, meaning that PV neurons were more excitable (Figure 3.B). To confirm that this 

change was due to D2R activation, the same experiment was done in presence of a 

D2R antagonist, sulpuride. In presence of sulpuride, the quinpirole effect on PV 

excitability was blocked (Figure 3.C). We also showed that D2R activation through 

quinpirole application was increasing the resting potential and the input resistance 

while decreasing the rheobase of PV neurons (Figure 3.D-E). Altogether, these data 

showed that D2R activation can modulate PV neurons' intrinsic properties in M1 L5. 
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1.4. Effect of quinpirole on the electrical activity and sIPSCs 

(sIPSCs and mIPSCs) of PC 

 

 As D2R activation was able to modulate PV neurons' excitability, and we 

found that PC can also express the D2R in M1 L5, we investigated the effect of 

quinpirole application on PC intrinsic properties (Figure 4.A). We showed that D2R 

activation through quinpirole application did not affect PC intrinsic properties as it 

did not change the input/output curve of recorded neurons, nor the resting potential 

and input resistance (Figure 4.B). 

 Next, as PV neurons are massively projecting to PC soma, we investigated the 

effect of D2R activation on the spontaneous GABAergic transmission onto PC by 

recording spontaneous IPSCs (sIPSCs) and miniature IPSCs (mIPSCs). Our data 

showed that quinpirole application significantly increased the amplitude of sIPSCs 

but not their frequency (Figure4.C-E). In addition, D2R activation was increasing 

mIPSCs' mean amplitude but not their mean frequency (Figure4.F-H). 

 

 

1.5. Quinpirole increases GABAergic synaptic transmission at 

the PV-PC synapse 

 

After showing that spontaneous GABAergic transmission onto PC was 

modulated by D2R activation, we aimed to find if the transmission from PV neurons 

could be at the origin of such changes. To investigate if quinpirole could change 

synaptic transmission of PV neurons to PC, we used optogenetics. PVCre::Ai9t mice 

were injected with a virus allowing the selective expression of the channelrhodopsin 

2 (ChR2) in M1 PV neurons (Figure 5.A). We could then photostimulated PV neurons 
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to drive their activity and record light-evoked IPSCs in M1 L5 PC (Figure5.B-D). We 

found that quinpirole application was significantly increasing the amplitude of these 

light-evoked IPSCs (figure 5.E). Furthermore, photostimulation with a 10Hz train 

revealed that D2R activation did not affect the short-term depression at this synapse 

(Figure 5.E-F). 

 

To conclude, in this part we showed that M1 L5 PV neurons were among the 

main population expressing D2R. In addition, D2R activation on acute brain slice is 

able to increase the excitability of PV neurons and their synaptic transmission onto 

pyramidal cells (Figure 3.1). 

 

  



 

112 

 

 

 

 

Figure 3.1: Effect of D2R activation of PV electrical and synaptic properties. 

Schematics summing up the effect of the bath application of D2R agonist on a PV neuron 

projecting onto a PC in M1 L5. Both the excitability and the synaptic transmission of PV 

neurons onto PC. GABA events on PC are also increased without altering their intrinsic 

properties. 
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Part II.1. Impact of motor skill training and 

learning on PV neurons properties 

     

2.1.1. Automated single pellet reaching task as motor skill 

model in mice 

 

After showing that PV neurons intrinsic properties can be modulated by 

dopamine, we wanted to know if dopamine was acting on them during motor skill 

learning to allow skill acquisition. In a first set of experiments, we investigated if 

modifications of M1 PV neurons’ electrical properties are occurring with motor 

learning. To study M1 in this context, we choose a widely used behavioral protocol 

in mice: the Single Pellet Reaching Task (SPRT) (Xu et al., 2009; Chen et al., 2014; Guo 

et al., 2015b). The SPRT has been used in rodents to study the acquisition and 

execution of a dexterous forelimb movement. In this project, we used an automated 

version of this task. We first verified that our mice were able to realize the reaching 

and grasping movement and learn it over training days with this experimental 

equipment. PVCre::Ai9t mice were food-restricted to motivate them to do the task. 

After 2 days of habituation, mice entered the shaping phase in which they had to 

understand the task and choose a preferred paw (Figure 3.2.A). Once shaping was 

done, mice were trained for the SPRT for 8 consecutive days. Mice were able to reach 

for and grasp the food pellet and retrieve it to their mouth (Figure 3.2.B). To measure 

motor learning, their performances (the success rate) were assessed every day 

during this training phase (Figure 3.2.C). Mice were able to significantly increase 

their performances across training sessions, starting at 24 ± 4 % to ending up at 60 

± 2 % (n = 16 mice, One way ANOVA, p < 0.05, Figure 3.2.C). To confirm the task was 
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well learned, some mice were re-trained 5 days after the 8th training session (Figure 

2.2.D). Our data showed that they were maintaining their performances after these 

5 days. To assess the acquisition of a stereotyped movement following 8 days of 

training, the movement of the paw was tracked on each trial at the first and 8th 

training session, giving us a 2D representation of the paw movements (Figure 3.2.E). 

The superimposed 20 first trials of one mouse at the first (grey) and the eighth (red) 

training session are displayed in Figure 3.2.E. This qualitative analysis revealed that, 

at the first training session, the trajectories of the reaching movements are very 

variable and sparse in space. However, after 8 days of daily training, reaching 

movements variability was reduced, they are superposed, meaning that the same 

movement is realized at each trial.  

Here we validated that our behavioral protocol was sufficient to have proper 

motor skill learning in mice: they were able to increase their success rate over 

training days at the SPRT and to acquire a stereotyped movement by the end of the 

training phase. In the next experiments, this protocol was used to investigate the role 

of PV and M1 dopamine in motor skill learning. 
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Figure 3.2: Automated Single Pellet Reaching Task (SPRT) in mice. A, Experimental 

protocol. B, Images of a mouse reaching and grasping a food pellet (the pellet is highlighted in 

yellow). C, Success rate over training days at the SPRT training for learners (* represent 

significant differences compared to the first days of training). D, Mice were able to maintain 

their performances 5 days after the last training session (n = 4 mice). E, Paw trajectories of 

the 20 first trials at the 1st (grey) and 8th (red) training session of a learner mouse. 
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2.1.2. M1 L5 PV neurons intrinsic plasticity during motor 

skill learning 

 

  2.1.2.1. Motor skill learning decreased the excitability of 

M1 L5 PV neurons 

 

As mentioned in the introduction, it has been previously shown that M1 

dopamine is necessary for skill acquisition (Molina-Luna et al., 2009; Guo et al., 

2015b), and for the concomitant plastic changes in M1. In the paper we have recently 

published, we also demonstrated that PV neurons are the main GABAergic 

population expressing dopamine D2 receptors, and the activation of these D2R 

modulates PV neurons properties (Cousineau et al., 2020). In addition, in vivo 

recording showed that M1 L5 PC and PV neurons are recruited during forelimb 

movement execution (Isomura et al., 2009; Huber et al., 2012; Li et al., 2017; Levy et 

al., 2020). However, the role of PV neurons in motor learning has not been 

investigated. As PC neurons are undergoing plastic changes with SPRT learning 

(Biane et al., 2016, Biane et al., 2019), we hypothesized that PV neurons in M1 L5 

may also undergo dopamine-dependent plastic changes during skill learning to allow 

skill acquisition. As dopamine through its action on D2R can modulate PV neurons' 

intrinsic properties, we first looked if motor skill learning would induce modification 

in these properties in M1 L5. To do this, PVCre::Ai9t mice trained for the SPRT and 

non-trained controls (NT) were sacrificed 1 to 3 days following the last training 

session to make 300 µm-thick coronal slices containing M1 (Figure 3.3.A). PV 

neurons were patched in whole-cell configuration in M1 corresponding to the 

preferred paw (i.e., M1 contralateral to the preferred paw). Different steps of 

currents were injected in the neurons to measure their driven firing activity, which 
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allowed us to assess if a modification in the firing rate of M1 PV neurons was induced 

by the motor skill learning (Figure 3.3.B). The firing frequency curve for learners was 

significantly shifting on the right compared to the one from NT, meaning that M1 L5 

PV neurons excitability was decreased (2way ANOVA, p = 0.0173, F(1,66) = 5.963, 

Figure 3.3.C). The resting potential was also significantly decreased from -67.04 ± 

1.20 mV to -70.42 ± 0.61 mV following skill learning (Unpaired T-test, p = 0.0071, 

Figure 3.3.D) together with the maximal frequency which decreased from 293.4 ± 

18.9 Hz to 236.9 ± 14.0 Hz (Unpaired T-test, p = 0.0210, Figure 2.3.E). However, the 

rheobase (248.1 ± 23.3 pA to 286.8 ±20.76 pA, Unpaired T-test, p = 0.2240, Figure 

3.3.F), the input resistance (104.0 ± 8.8 MOhm to 102.7 ± 4.9 MOhm, Mann-Whitney 

test, p = 0.8978, Figure 3.3.G) and the spike frequency adaptation (1.33 ± 0.23 to 1.24 

± 0.29, Mann-Whitney test, p = 0.1019, Figure 3.3.H) were not changed after learning. 

To conclude on this figure, here we showed that learning the SPRT with 8 training 

sessions was able to decrease the excitability of PV neurons in the M1 L5 forelimb 

area.  
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Figure 3.3: M1 PV neurons excitability is decreased with motor skill learning. A, 

Schematic of the experiment. PV neurons were identified as tdTomato positive neurons in 

M1 from brain slices of learners or non-trained (NT) PVCre::Ai9t mice. B, Representative 

voltage responses to a 150 pA current injection in PV neurons from a learner (red) or non-

trained mice (NT, blue). C, the firing rate of PV neurons is increased with motor skill training. 

D, the resting potential is decreased with motor skill learning (Vm). E, motor skill learning 

significantly decreased the maximal frequency (Max freq.). F, Motor skill learning did not 

affect the rheobase (Rb). G, motor skill learning did not affect the input resistance (Rin), H, 

nor on the spike frequency adaptation (SFA). 
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 2.1.2.2. M1 L5 PV neurons properties of non-learners mice 

were not modified after training. 

 

In the publication using the SPRT, non-learner mice are usually removed for 

the experimental groups (Chen et al., 2014). We also found that a portion (around 

50%) of the trained PVCre::Ai9t mice were not able to increase their success rate 

over training days: starting at 18.5 ± 3.2 % and ending up at 25.8 ± 4.6 % (Figure 

3.4.A-B). However, the qualitative kinematic analysis of the paw movements seemed 

to reveal that non-learners (NL) mice may acquire a stereotyped movement after 8 

days of training (Figure 3.4.C). This led us to investigate if we could also find changes 

in M1 L5 PV neurons properties following SPRT training in this group of mice. The 

same protocol as described in part 2.1.1 was performed. PV neurons were patched 

in M1 L5 corresponding to the preferred paw of NL. The excitability of M1 L5 PV was 

assessed by recording the firing responses to different steps of current injections. 

This firing activity was not affected after SPRT training in NL compared to NT as the 

input/output curves are almost identical (nNT = 21, nNL = 21, 2way ANOVA, p = 

0.5303, F(1,40) = 0.4007, Figure 3.4.B). The resting potential (from -67.04 ± 1.20 mV 

to -67.04 ± 1.20 mV, Unpaired T-test, p > 0.9999, Figure 3.4.E), the rheobase (235.7 

± 26.7 Hz to 238.1 ±39.9 Hz, Mann-Whitney test, p = 0.7497, Figure 2.4.F), the input 

resistance (104.0 ± 8.8 MΩ to 92.5 ± 6.4 MΩ, Mann-Whitney test, p = 0.1864, Figure 

3.4.G), as well as the maximal firing frequency (293.4 ±18.9 Hz to 239.2 ± 12.6 Hz, 

Unpaired T-test, p = 0.1983, Figure 3.4.H) were unchanged. Overall, M1 L5 PV 

neurons did not experience changes in their intrinsic properties in NL mice, contrary 

to learners.  
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Figure 3.4: M1 L5 PV neurons intrinsic properties are not changed with motor skill 

training in non-learners mice. A, Experimental protocol: PVCre::Ai9t mice were trained to 

the SPRT for 8 days, and PV neurons were then patched in M1. B, Non-Learners mice were not 

able to increase their success rate over time (n = 10). C, Tracking of the movement of the paw of 

a NL, the 20 first trials of the 1st training session (grey) are compared to the 20 first from the 8th 

session (black). D, Firing rate of PV neurons in response to different step of injected current (nNT 

= 21, nNL = 21). E, The resting potential (Vrest) of PV neurons is not changed in L compared to 

NL, F, nor the rheobase (Rh), G, nor the input resistance (Rin), F, nor the maximal firing frequency 

(Max freq.). 
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  2.1.2.3. M1 L5 PV neurons intrinsic properties were 

dynamically modified during motor learning acquisition 

 

 In the previous section, we identified that M1 L5 PV neurons' excitability is 

decreased after motor skill learning. As plastic changes are dynamic processes, we 

wanted to determine the critical time-window when this modification in intrinsic 

properties occurs during skill training. It has already been reported that M1 neurons' 

intrinsic properties can be modulated after a single training session and be 

differently modulated across training (Kida et al., 2016). Indeed, Kida et al. showed 

that M1 PC excitability in layers 2/3 is decreased after a single session of rotarod 

training. However, after the second session of training, their excitability is modified 

in the other direction: their excitability is then increased compared to non-trained. 

In addition, we showed earlier that PV neurons' excitability was decreased after 8 

days of training, while we showed that dopamine D2R activation increased their 

excitability. We then hypothesized that dopamine play a role earlier in the training, 

increasing PV neurons' excitability in early training stages. For these reasons, we 

investigated for differential regulation of PV properties across the learning at the 

SPRT. 

 To test his hypothesis, PVCre::Ai9t mice were trained at the SPRT and 

sacrificed after a different time points during training (1, 3, or 5 days of training: T1D, 

T3D, and T5D, respectively, Figure 3.5.A). It is important to note here that the 

different groups are composed of both ‘learners’ and ‘non-learners’ as it is not 

possible to differentiate these two groups at these time points (especially at T1D and 

T3D). M1 L5 PV neurons were then patched in M1 L5 as in part 2.12.1. Our data 

showed that the resting potential of PV neurons at T3D was significantly higher than 

the one of neurons recorded at T5D (-65.96 ± 0.92 mV versus -70.84 ± 1.00 mV, One-

way ANOVA followed by a Tukey’s multiple comparison test, p = 0.0026, Figure 
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3.5.B). The rheobase of PV neurons was significantly higher at T5D compared to 

those recorded at T1D and T3D (285.2 ± 18.7 pA (T5D) versus 193.0 ± 16.1 pA (T1D) 

and 184.7 ± 18.4 pA (T3D), Kruskal-Wallis test followed by a Dunn’s multiple 

comparison test, p = 0.0067 versus T1D, p = 0.0006 versus T3D, Figure 3.5.C). 

However, the maximal frequency was decreased at T3D compared to NT and T1D 

(218.4 ± 13.0 Hz (T3D) versus 293.4 ± 18.9 Hz (NT) and 284.3 ± 17.7 Hz (T1D), 

Kruskal-Wallis test followed by a Dunn’s multiple comparison test, p = 0.0103 versus 

NT, p = 0.0351 vesus T1D, Figure 3.5.D). Finally, PV neurons’ input resistance at T3D 

was significantly higher than at NT and T5D (153.4 ± 14.37 MOhm (T3D) versus 

104.0 ±8.8 MOhm (NT) and 103.2 ± 5.6 MOhm (T5D), Kruskal-Wallis test followed 

by a Dunn’s multiple comparison test, p = 0.0102 versus NT, p = 0.0138 vesus T5D, 

Figure 3.5.E). 

Overall, these data showed that PV neurons’ excitability seemed to be 

regulated in a complex and bi-directional manner across SPRT training, with the 

most changes observed at T3D. However, since learners and non-learners are pulled 

in each group, it is not possible to conclude on the effect of learning versus the effect 

of training. 
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Figure 3.5: PV neurons' electrical properties across motor skill training. A, Experimental 

protocol. B, Resting potential (Vrest) of M1 L5 PV neurons from non-trained, trained for 1, 3, or 

5 days (NT, T1D, T3D, and T5D respectively). C, Rheobase (Rb) of M1 L5 PV neurons across 

motor skill training in NT, T1D, T3D, and T5Ds. D, Maximal frequency (max freq.) of M1 L5 PV 

neurons across motor skill training in NT, T1D, T3D, and T5D. E, Input resistance (Rin) of M1 

L5 PV neurons across motor skill training in NT, T1D, T3D, and T5D. 
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2.1.3 Motor skill learning decreases the synaptic transmission from 

PV neurons to PC 

 

   2.1.3.1. PV autaptic transmission was increased by motor 

skill learning 

 

 During motor skill learning, in humans, it has been shown that the amount of 

GABA in the motor cortex is reduced while glutamate concentration is not changed 

(Kolasinski et al., 2019). In addition, Kolasinski et al. showed that the concentration 

of GABA in M1 was correlated with the learning performances: the higher the GABA 

concentration, the lower the learning performances. We can then think that, as PV 

neurons' excitability is decreased with SPRT learning, PV neurons could be 

responsible for this decrease in M1 GABA concentration. With lower excitability, they 

may be less recruited and thus reduce their synaptic transmission in M1. 

In order to investigate the impact of motor skill learning on PV neurons' 

synaptic transmission onto PC, we first plan to use a double patch-clamp recording 

approach. We choose to use the method developed by Deleuze et al., 2019 which 

allows studying both the synaptic transmission between these 2 neurons and the 

autaptic transmission (from PV neurons to themselves). After this double patch 

protocol was set up, we tried to record transmission from PV neurons to PC from 

Learners and NT mice (Figure 3.6.A). Unfortunately, after more than 30 pairs of 

patched neurons in several adult mice (10-14 weeks, the age we usually train our 

mice), only 1 pair of neurons was found to be synaptically connected, with low 

fidelity. After a look at the bibliography, data published concerning double patched 

experiments usually use young mice (under 5 weeks old). To test if the age was the 

reason for the poor degree of connectivity we observed between PV and PC, we run 
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paired recordings in a 3 weeks old mouse to this if age was the problem. Indeed, we 

patched two PV/PC pairs in this mouse and were able to record the synaptic 

transmission from PV neurons to PC here. 

However, the protocol used by Deleuze et al. allowed us to successfully record 

the PV autaptic transmission in some cells from Learners and NT (Figure 3.6.B) 

(Deleuze et al., 2021). Our data suggest that the autaptic transmission of M1 L5 PV 

neurons tended to increase following motor skill learning from 184.8pA ± 38.5 to 

284.3pA ± 79.8 (Mann-Whitney test, p = 0.0556, Figure 3.6.B). However, the number 

of neurons here was small (nNT = 5, nLearners = 5), and more recordings are needed to 

conclude on those results. No differences in the proportion of PV neurons exhibiting 

autaptic IPSCs were observed (5 neurons out of 6 exhibited autaptic IPSCs in NT, and 

5 out of 7 in learner mice). 

 

 

 

Figure 3.6: Recordings of PV autaptic IPSCs in NT and Learners. A, Experimental 

procedure: Pairs of PC-PV neurons were patched in M1 L5 of NT and learners. B, 

Representative traces of elicited autaptic IPSCs observed in a PV from a NT (blue) and a 

learner (red) in response to a 1ms voltage step to 0 mV from -80 mV. C, Analysis representing 

the mean and S.E.M. of the evoked autaptic IPSCs recorded in M1 L5 PV neurons from NT 

(blue) or Learners (red). 
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  2.1.3.2. PV to PC synaptic transmission was reduced in M1 L5 

following motor skill learning 

 

To overcome the problem with the double patch experiments, we decided to 

use optogenetics. An AAV2.5-EF1a-DIO-hChR2(H134R)-eYFP was injected in the M1 

corresponding to the preferred paw of PVcre::Ai9t mice after the shaping. With this 

strategy, transfected PV neurons were expressing the excitatory rhodopsin ChR2. We 

waited 4 weeks before sacrificing the mice to have sufficient ChR2 expression in PV 

neurons. Slices containing the CFA from Learners or NT mice were prepared to 

perform ex vivo optogenetic experiments, 1 to 3 days after the last training session 

(Figure 3.7.A). We first confirmed that 1ms photostimulation with a 473nm light 

flash was sufficient to trigger action potential with high reliability in PV neurons at a 

10Hz photostimulation rate (Figure 3.7.B-C). Each flash of light (1ms, 473 nm) 

triggered an action potential in an intracellularly recorded PV neuron (Figure 3.7.D). 

 

Figure 3.7: Driving PV neurons activity with photostimulation. A, Experimental 

protocol: PV neurons were patched in M1 from PVCre::Ai9t mice injected with an AAV 

allowing the expression of the ChR2 in a cre-dependent manner. B, Epifluorescent images of 

a PV neuron in M1 expressing the eYFP .C, Representative voltage traces of a PV neuron 

responding to a 473 nm light pulse at 10Hz (blue lines, 1ms). D, Reliability of light-evoked 

action potential in PV neurons. Each green line represents an action potential. 
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Whole-cell patch-clamp recording of M1 PC confirmed that the 473nm light 

flashes were able to reliably elicit light-evoked inhibitory postsynaptic currents 

(eIPSCs) (Figure 3.8.A-C). As we were using an internal solution with a high 

concentration of Cl- (see method), both GABAergic and glutamatergic currents were 

inward current in voltage-clamp configuration. To make sure that recorded currents 

were not due to glutamatergic transmission, AMPA and NMDA receptors were 

pharmacologically blocked with DNQX and AP-5, respectively. PC were identified 

with their pyramidal shape, and as non-tdTomato (i.e. not expressing the PV) cells. 

Following motor skill learning, the amplitude of the light-evoked IPSCs was 

significantly decreased in M1 L5 of the preferred paw, moving from 766.0 ± 100.9 pA 

(n=17 neurons, N=5 mice) to 473.3 ± 80.3 pA (n=18 neurons, N=3 mice) (unpaired 

T-test, p=0.0290, Figure 3.8.D). Those results suggest a decrease in GABAergic 

transmission from PV neurons to PC following motor skill training.  

Short-term plasticity was also assessed with 10Hz photostimulations 

(473nm). These 10Hz photostimulation were able to reliably trigger light evoked 

IPSC in patched PC (Figure 3.8.E). The amplitude of the 10 light-evoked IPSCs was 

decreased following motor skill learning (2way ANOVA, p=0.0104, F(1,28) = 7.543, 

Figure 3.8.F) when a 10Hz photostimulation train was applied. The amplitude of the 

10 light-evoked IPSCs were normalized to the first one to compare the short-term 

depression observed at this synapse between NT and learner mice (Figure 3.8.G). 

The similar time-course of the normalized eIPSCs between the two conditions 

indicates that motor skill learning did not affect the short-term depression at PV to 

PC synapses (2way ANOVA, p=0.8569, F(1,28) = 0.0331).  
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Figure 3.8: Motor skill learning decreased the synaptic transmission from PV 

to PC neurons in M1. A, Schematic of the recording configuration from a postsynaptic PC 

during photoactivation of PV neurons in non-trained (NT) or learner mice. B, Example of the 

virus (GFP in green) expression in M1. C, Sample traces light-evoked IPSCs recorded in PC 

from a non-trained (blue) and a learner (red). D, Mean and SEM of the recorded evoked 

IPSCs. E, Sample traces of responses to repetitive photostimulation (10 Hz) recorded in a 

non-trained (blue) or a learner (red). Photoactivation of PV neurons produces large initial 

IPSCs that depress rapidly. F, Mean of the amplitude of the repeatedly evoked IPSCs. G, Short-

term synaptic dynamics of the evoked IPSCs. IPSC amplitudes were normalized to the first 

IPSC of their respective train stimulation. 
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2.1.4 Selective manipulation of PV neurons excitability 

slightly reduced motor learning 

 

We demonstrated that PV neurons' excitability is decreased with motor skill 

learning, but it is not clear if this is instrumental for learning a new motor skill. To 

investigate this, we manipulated PV excitability throughout training using a 

chemogenetic approach. PVCre mice were injected in the CFA corresponding to the 

preferred paw with an AAV8-hsyn-DIO-HA-hM3Dq-IRES-mcitrine. The DREADDs 

receptor hM3Dq activation leads to increased excitability of the transfected neurons 

when activated by CNO (Pati et al., 2019; Townsley et al., 2021). By injecting CNO 

daily, 40 minutes prior to training sessions, our objective was to bypass the skill 

learning-induced decreased excitability of PV (Figure 3.9.A-B). Our data showed that 

even if decreasing the excitability of PV neurons during training sessions tended to 

decrease the performances, this was not significant (nhM3Dq = 9, neYFP = 4, 2way 

ANOVA, p = 0.2325, F(1,11) = 1.596, Figure 3.9.C).  

Figure 3.9 Chemogenetic manipulation of PV neurons during SPRT training slightly 

reduced the learning. A, experimental protocol: PVCre mice were injected with a virus 

allowing the expression of the excitatory DREADDs hM3Dq specifically in M1. B, a 

representative epifluorescent image of the viral transfection in M1 (hM3Dq in green, PV in red). 

C, learning curves representing the success rate over training days from mice injected with the 

hM3Dq or the controls injected with the eYFP.  
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Part II.2. Impact of M1 selective dopamine 

denervation on motor learning and PV neurons 

intrinsic and synaptic properties 

 

  2.2.1. The loss of M1 dopaminergic inputs prevents motor 

skill learning 

 

Dopaminergic innervation of the motor cortex is crucial for the acquisition of 

new motor skills (Molina-Luna et al., 2009; Guo et al., 2015b). To study the role of 

dopaminergic inputs in motor learning, dopaminergic fibers were lesioned by 

bilateral injections of the neurotoxin 6-OHDA directly in the CFA (Figure 3.10.A). 

Noradrenergic fibers were protected by the administration of desipramine during 

the surgeries. Sham animals underwent the same experimental protocol, except 

there were injected with saline in place of the 6-OHDA. First, we verified that M1 

dopamine depletion was able to alter the learning of the SPRT with our automated 

skill reaching box. Dopamine-depleted mice were then trained to the SPRT (DDT 

mice), and their motor performances measured. As observed in other studies 

(Molina-Luna et al., 2009; Guo et al., 2015b), specific M1 dopamine depletion 

impaired the learning of the SPRT. Indeed, the increase in the success rate over 8 

training sessions was significantly lower in DDT compared to sham trained mice 

(ShamT): DDT started at 17 ± 4 % to end up at 20 ± 4 %of success rate while ShamT 

started at 12 ± 4 % to end up at 48 ± 5 % after 8 training sessions (2way ANOVA, p = 

0.0421, F(1,20) = 4.665, Figure 3.10.B). These data showed that dopaminergic fibers 

projecting to M1 are necessary for improving the motor skill required for the 

acquisition of this task. As a failure in properly increasing their success rate over time 
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could be due to a reduction in motivation, the number of trials mice were performing 

each session was measured. Interestingly, M1 dopamine depletion did not affect the 

number of attempts per session, as DDT were doing 46.97 ± 0.88 trials/session and 

shamT did 47.42 ± 2.03 trials/session (Mann-Whitney test, p = 0.1454, Figure 

3.10.C). Moreover, to assess if M1 dopamine depletion altered the acquisition of the 

stereotyped movement, qualitative kinematic analysis of the paw trajectories was 

performed. It reveals that the paw movements were still spread in space and variable 

after 8 days of training in DDT mice (Figure 3.10.D). TH immunostaining in DD and 

sham mice was performed to verify that dopaminergic fibers were well depleted 

after 6-OHDA injection (Figure 3.10.E). TH staining in M1 was significantly reduced 

in DD mice compared to Sham (Unpaired T-test, p > 0.0001, Figure 3.10.F). 

Altogether, those data show that M1 dopaminergic fibers are necessary to learn the 

skill required to perform correctly the SPRT.  
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Figure 3.10: M1 dopamine depletion altered learning of the SPRT. A, PVCre::AI9t 

mice were injected in M1 with 6-OHDA or saline and then trained to the SPRT. B, M1 

dopamine depletion decreased the increase in performances at the SPRT (nDDT = 9, nShamT = 

8). C, Dopamine depletion did not alter the number of trials performed per session. D, paw 

trajectories of the 20 first trials at the 1st (grey) and 8th (purple) training session of a DD 

mouse. E, confocal images of the tyrosine hydroxylase (TH) staining in M1 and S1 from a DD 

(left) or Sham mice (right). F, quantitative analysis of the TH staining: the TH fluorescence 

in M1 has been normalized with S1 fluorescence. 
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  2.2.2. M1 L5 PV neurons excitability is altered in dopamine 

depleted trained mice 

 

After the validation of our M1 dopamine-depleted model, we investigated the 

impact of this depletion on M1 L5 PV neurons in the context of skill learning. The 

objective of this set of data was to know if the decrease in PV excitability observed 

with motor learning was dependent on M1 dopamine. To assess this question, brain 

slices from DD or DDT mice were prepared to record M1 L5 PV neurons' intrinsic 

properties (Figure 3.11.A). As observed in Figure 2.11.B, motor skill training 

significantly increased the excitability of M1 L5 PV neurons in DDT compared to DD 

as the input/output curve is shifted to the left (nDD = 17 neurons from 4 mice, nDDT = 

22 neurons from 4 mice, 2way ANOVA, p <0.0001, F(1.481) = 87.14, Figure 3.11.C). 

However, contrary to what we observed with control mice in the part 2.1.2.1 of the 

results, motor skill learning did not affect the resting potential of M1 PV neurons in 

dopamine depleted mice (moved from -60.25mV ± 1.70 to -59.60mV ± 1.75, Mann-

Whitney test, p = 0.6475, Figure 3.11.D). Motor skill training also increased 

significantly the maximal firing frequency from 283.8 ± 18.8 Hz to 379.1 ± 18.8 Hz 

(Unpaired T-test, p = 0.0006, Figure 3.11.E). The rheobase was significantly 

decreased from 201.1 ± 27.9 pA to 114.1 ± 29.6 pA following motor training 

(Unpaired T-test, p = 0.0379, Figure 2.11.F). The input resistance was not affected 

(moved from 110.6 ±6.4 MOhm to 110.8 ± 10.17 MOhm, Mann-Whitney test, 

p=0.6700, Figure 3.11.G). The spike frequency adaptation was also increased from 

0.89 ± 0.05 to 1.19 ± 0.11 following skill training in those mice (Mann-Whitney test, 

p = 0.0007, Figure 3.11.H). Interestingly, the selective depletion of M1 dopamine 

fibers inverts the changes occurring on M1 L PV neurons' excitability with skill 

learning. Instead of the normal decrease in excitability, M1 PV neurons underwent 

an increase in excitability. 
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Figure 3.11: Altered PV neurons excitability following motor skill training in 

M1 dopamine depleted mice. A, Experimental protocol. PVCreAi9t mice received a 

stereotaxic injection of 6-OHDA in M1. These M1 dopamine depleted mice were then trained 

(DDT) or not (DD). B, Representative voltage responses to a 150 pA current injection in PV 

neurons from a DD (light purple) and a DDT (dark purple). C, Quantitative analysis of the 

firing rate of PV neurons in response to different steps of current injections. Their firing rate 

is increased with motor skill training (nDD = 24 neurons from 4 mice, nDDT = 23 neurons from 

4 mice). D, motor skill training had no effect on the resting potential (Vrest) of DDT mice. E, 

motor skill training increased the maximal frequency (Max freq) of M1 L5 neurons. F, motor 
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skill training decreased the rheobase (Rb) of M1 L5 PV neurons. G, the input resistance was 

not changed (Rin). H, motor skill training increased spike frequency adaptation (SFA). 

 

2.2.3. M1 L5 PV neurons synaptic transmission is disturbed 

in dopamine depleted mice 

 

  As the changes in PV neurons’ excitability observed with motor skill learning 

seemed to be a dopamine-dependent phenomenon, we wondered if this was also the 

case for the synaptic transmission changes. 

  Using the same approach as in 2.3.2, the excitatory rhodopsin ChR2 was 

expressed in M1 PV neurons (in the hemisphere corresponding to the preferred 

paw). Three weeks later, mice received a bilateral stereotaxic injection of 6-OHDA 

(or saline for sham control mice) (Figure 3.12.A-B). Then, at least 1 week later, mice 

were trained to the SPRT. The synaptic transmission from PV neurons to PC was then 

assessed once the training was achieved. PV neurons were then photostimulated and 

the light-evoked IPSCs were recorded ex vivo in M1 L5 PC (Figure 3.12.C). 

Interestingly, motor skill training induced a decrease in the amplitude of the evoked-

IPSC from PV neurons to PC in M1 following motor skill training, both in Sham and 

dopamine depleted mice. The eIPSC amplitude decreased from 1158.7pA ± 167.3 to 

668.2pA ± 121.1 following motor skill training (Figure 3.12.D). For Sham mice, the 

amplitude decreased from 1303.4pA ± 206.9 to 834.2pA ± 160.4 (2way ANOVA, 

effect of training: p = 0.0076, F(1,50) = 7.749; effect of dopamine depletion: p = 0.3718, 

F(1,50) = 0.8123, Figure 3.12.D). To study the impact of M1 dopamine depletion on the 

short-term plasticity of PV to PC synapses, PV neurons were stimulated with 10Hz 

photostimulation trains (Figure 3.12.E-F). However, while the short-term plasticity 

remained the same between non-trained and trained Sham mice, the short-term 
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plasticity was disturbed in dopamine depleted non trained mice. Indeed, the short-

term depression in DD was significantly decreased compared to DDT as the curve is 

shifted to the top (3way ANOVA, Figure 3.12.G)  

  Altogether, these data suggest that the decrease of the amplitude in the PV-PC 

synaptic transmission occurring with skill training does not depend on dopamine, 

while the plasticity of this synapse seemed to be altered in DDT mice. 
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Figure 3.12: Impact of M1 dopamine depletion on PV synaptic transmission 

onto PC in the context of skill learning. A, Schematic of the recording configuration 

from a postsynaptic PC during photoactivation of PV neurons. B, Example of the viral 

transfection in M1. C, Representative traces of the recorded light-evoked IPSCs. D, Mean and 

SEM of the recorded evoked IPSCs (nDD = 13 neurons from 6 mice, nDDT = 14 neurons from 

5 mice, nSham = 8 neurons from 4 mice, nShamT = 19 neurons from 5 mice). E, Sample traces 

of responses to repetitive photostimulation (10 Hz) recorded in DD, DDT, Sham, and ShamT 

mice. F, Mean of the repeatedly light-evoked IPSCs. G, Short-term synaptic dynamics of the 

light-evoked IPSCs. IPSC amplitudes were normalized to the first IPSC of their respective 

train stimulation (* : significant difference between the DD and DDT groups). 
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 To sum up this part II, we showed that M1 L5 PV neurons underwent plastic 

changes with motor skill training: (1) their excitability was decreased and (2) their 

synaptic transmission onto PC was decreased after 8 training sessions (Figure 3.13). 

In addition, mice with selective dopamine depletion in M1, displayed an altered skill 

learning, and exhibited an increased in PV excitability. However, the SPRT training-

induced decrease in their synaptic transmission was still observed. 

 

 

Figure 3.13: Summary of the modulation of PV neurons following motor skill 

training in control condition versus in M1 dopamine depleted mice. Schematics 

representing a PV neuron projecting on a PV in the control condition (left) and in M1 

dopamine depleted mice (right). Motor skill learning induced a decrease of M1 L5 PV 

neurons excitability and synaptic transmission onto PC (left). In M1 dopamine depleted 

trained mice, in addition to impairment in skill learning, mice exhibited alterations in (1) the 

excitability of PV neurons and (2) the synaptic plasticity (right).  
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Part III. The role of PNN in M1 during motor 

skill learning  

 

3.1. M1 PNN are decreased during SPRT training 

 

PNN may play a role in the good operation of neural networks (Wingert and 

Sorg, 2021). It has been shown that following motor exercise, the amount and 

labeling intensity of PNN is decreased in a wide variety of brain regions (Smith et al., 

2015). It has also been shown that PNN can limit plasticity (Härtig et al., 1992b; 

Bukalo et al., 2007; Frischknecht et al., 2009; Beurdeley et al., 2012; de Winter et al., 

2016; Shinozaki et al., 2016; Favuzzi et al., 2017). Therefore, we hypothesized that 

during motor skill learning, PNN would decrease in M1 in order to open a new 

plasticity window which would allow network changes necessary for learning.  

To investigate this idea, we decided to measure the intensity of PNN at 

different stages of the training. PVCre::Ai9t mice were trained at the SPRT and 

sacrificed at different time points of the training phase to access PNN intensity. Mice 

were sacrificed after 3, 5, or 8 days of training (T3D, T5D, and T8D respectively) and 

compared to control non-trained mice (NT) (Figure 3.14.A). We assessed the 

performances of the mice across training days and their success rate over training 

days curves showed no differences between the 3 groups of trained mice (Figure 

3.14.B). Analysis of the intensity of the WFA labeling (Figure 3.14.C) was used to 

measure the intensity of PNN in the M1 corresponding to the preferred paw. It 

revealed that PNN intensity was significantly decreased after 5 days of training 

(Dunn’s multiple comparisons test, p = 0.0043); furthermore, this decrease was 
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maintained after the 8th training day (compared to NT mice, Dunn’s multiple 

comparisons test, p = 0.0184, Figure 3.14.D). 

 

 

Figure 3.14:  PNN intensity regulation across motor skill training. A, Experimental 

procedure, PVCre::AI9t mice were trained at the SPRT for 3, 5, or 8 days (T3D, T5D, and T8D, 

respectively, n = 3 mice per group). B, Success rate over SPRT training days for T3D, T5D, and 

T8D. C, Representative WFA staining in M1, used to label PNN, in an NT (left) and a T8D (right). 

D, quantitative analysis of WFA intensity in M1 from NT, T3D, T5D, and T8D. The WFA 

intensity is significantly decreased after 5 and 8 days. The numbers of analyzed PNN are written 

in white on the histograms (Kruskal-Wallis test, p = 0.0046). 
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  3.2. PNN digestion during SPRT training did not alter mice 

performances 

 

 3.2.1. Digestion of the PNN before SPRT training did not 

affect mice performances 

 

Knowing that PNN intensity is decreased in M1 with motor skill learning, 

together with the fact that PNN are limiting plasticity, we hypothesized that the 

decrease in PNN was necessary to allow plastic changes in M1 during learning. To 

investigate if decreasing the PNN in M1 early in the training, and more drastically, 

we choose to digest them in vivo before starting the SPRT training. Once the shaping 

phase was done, PNN was digested in PVCre::Ai9t mice via a stereotaxic injection of 

the enzyme ChABC in the M1 corresponding to their preferred paw before the 

training phase (Figure 3.15.A). Control mice received an injection of PBS instead of 

ChABC. Three days after the stereotaxic injection, mice were trained to the SPRT for 

8 days. Our data showed that PNN digestion in M1 was not affecting the success rate 

over training days (nPBS = 6, nChABC = 5, 2way ANOVA, p = 0.4148, F(1,9) = 0.7307, 

Figure 3.15..B). Thus, PNN digestion in M1 through before the first training session 

did not affect the learning of the SPRT. 
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         3.2.2. PNN digestion after 8 days of SPRT training did not affect 

mice performances 

 

  As digested the PNN before the training had no impact on the learning, we 

wanted to know if PNN integrity was important to maintain the learned skill. Indeed, 

PNN may play a role in the consolidation of the network after le learning is done. 

PVCre::Ai9t mice received a stereotaxic injection of ChABC in the CFA of their 

preferred paw 2 days after their 8th training session of SPRT (Figure 3.15.C). Three 

days later, they were retrained for 5 consecutive days. Control mice received a PBS 

injection instead of ChABC. Our data show no difference in performances between 

the control and PNN depleted mice, suggesting that PNN integrity is not needed in 

the CFA once the task has been learned (nPBS = 3, nChABC = 4, 2way ANOVA, p = 0.4320, 

F(1,5) = 0.7297, Figure 3.15.D). However, a decrease in the performances was 

observed at the first re-training session compared to the 8th training session in both 

groups. Once the training was done, mice were rapidly sacrificed to verify the correct 

digestion of M1 PNN with a WFA staining (Figure 3.15.E). 
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Figure 3.15: Impact of M1 PNN digestion on motor skill learning. A, Experimental 

protocol: PVCre::Ai9t mice received an injection of ChABC (10U/mL) or PBS in M1 before 

being trained to the SPRT. B, SPRT success rate over training days of PBS- and ChABC-

injected mice. C, Experimental protocol: after 8 days of SPRT training, mice received an 

injection of PBS or ChABC in M1 and have been re-train for 5 days. D, SPRT success rate over 

training days of PBS- or ChABC-injected mice. E, Representative images of the 

immunolabelling of PNN (through WFA staining) to verify the PNN digestion in M1. 
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3.3. PNN degradation effect on PV neurons excitability in M1 

 

          3.3.1. PV electrical properties aftered ex vivo PNN digestion 

were not affected 

 

We showed that PV excitability was decreased with motor skill learning. PV 

excitability and PNN expression are two highly linked parameters. Manipulation of 

one of them can have an impact on the other (Devienne et al., 2021; Wingert and 

Sorg, 2021). Our data showed that these two parameters were decreased in M1 with 

motor skill learning. Thus, we decided to check if these parameters were linked in 

M1. We first investigated if decreasing the PNN could have an impact on M1 PV 

neurons' intrinsic properties.  

Brain slices from PVCre::Ai9t mice containing M1 were made (Figure 3.16.A) 

and incubated for 1.5h in an aCSF with ChABC prepared in PBS (0.2U/mL) or an aCSF 

with PBS alone for control. PV neurons were then patched in M1 L5 and filled with 

biocytin. The good digestion of the PNN was verified post hoc by the WFA 

immunolabelling (Figure 3.16.B). Surprisingly, our data showed that the ex vivo 

digestion of PNN did not affect neither the excitability, the resting potential, the 

rheobase, the membrane resistance, nor the spike frequency adaptation of these PV 

neurons (Figure 3.16.C-F). 
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Figure 3.16: Ex vivo PNN digestion did not affect M1 L5 PV neurons’ properties. 

A, Experimental protocol, slices containing M1 from PVCre::Ai9t mice were incubated for 

1.5h in an aCSF with ChABC prepared in PBS (0.2U/mL) or an aCSF with PBS alone for 

control. PV neurons were then patched in M1 L5. B, Immunolabeling of PV neurons patched 

in M1 in slices treated with ChABC or control slices (Bc= biocytin, PV = Parvalbumin, WFA= 

Wisteria Floribunda Agglutinin). C, ChABC treatment did not affect the firing frequency of PV 

neurons (p=0.9051, n=11 for both groups, F(1.20)=0.1459, two-way ANOVA). D, The ChABC 

treatment did not affect the resting potential (Vrest, in mV, p=0.2671, Mann-Whitney test) 

nor, E, the membrane resistance (Rin, in MOhm, p=0.8202, Mann-Whitney test), nor F, the 

spike frequency adaptation (SFA, p=0.3690, Unpaired T-test). 
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          3.3.2. PV electrical properties were not altered after in 

vivo PNN digestion 

 

As ex vivo PNN digestion did not affect PV neurons' electrical properties, we 

hypothesized that modification of PV intrinsic properties may take some time to 

appear. Indeed, with this ex vivo application, only some minutes/hours separated the 

PNN digestion for our measurements. Modification in PV neurons due to the absence 

of PNN may take time and be delayed with the PNN degradation. To investigate if a 

longer period without PNN could alter PV intrinsic properties, we decided to digest 

in vivo the PNN. PVCre::Ai9t mice received a stereotaxic injection of ChABC in vivo in 

M1. PBS was injected in the other hemisphere as a control e. 5-7 days after the 

ChABC/PBS injection, mice were sacrificed for ex vivo electrophysiology experiments 

(Figure 3.17.A). Patched PV neurons were filled with biocytin in order to verify post-

hoc that the recorded neurons were not surrounded by PNN in the ChABC-injected 

side (Figure 3.17.B). Increasing steps of currents were injected in PV neurons to 

record their firing activity (Figure 3.17.C). As observed with the ex vivo PNN 

digestion, the in vivo digestion of PNN leading to a longer period without PNN around 

the neurons did not alter their excitability (Figure 3.17.C), neither their membrane 

potential, their membrane resistance, nor their spike frequency adaptation (Figure 

3.17.D-F). 
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Figure 3.17: In vivo PNN digestion did not affect PV neurons' intrinsic 

properties in M1. A, Schematics of the experiments: PVCre::Ai9t mice received an 

injection of ChABC (10U/mL) or PBS in M1, PV neurons were then patched in M1 L5 5 to 7 

days after receiving the surgery. B, Immunolabelling of PV neurons patched in M1 L5. C, The 

ChABC treatment did not affect the firing rate of PV neurons (p=09269, F(1,21)=0.008622, 

Two-way ANOVA). D, The ChABC treatment did not affect the resting potential of PV neurons 

(Vrest, p=0.5254, Mann-Whitney test). E, The ChABC treatment did not affect the membrane 

resistance of PV neurons (Rin, p=0.9159, Mann-Whitney test). F, The ChABC treatment did 

not affect the spike frequency adaptation (SFA, p=0.3170, Unpaired T-test). 
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3.3.3. PNN digestion on PV synaptic transmission tended to 

increase PV-PC synaptic transmission 

 

    Then we wanted to know if the digestion of PNN in M1 could lead to modification 

in their synaptic transmission onto neighboring pyramidal cells. PVCre::AI9t mice 

received a stereotaxic injection of an AAV2.5-EF1a-DIO-hChR2(H134R)-eYFP in M1 

to selectively express the excitatory rhodopsin ChR2 in PV neurons. Then, as for 

3.3.2, 3 weeks after the viral injection, mice received a stereotaxic injection of either 

PBS or ChABC in M1. PC were then patched in M1 L5 and PV neurons were 

photostimulated with a 1ms 473nm light flash to record light-evoked IPSCs (Figure 

3.18.A). Our data showed that PNN digestion tended to increase the amplitude of the 

light-evoked IPSCs (Figure 3.18.B). 10 Hz photostimulations with 473 light flashes 

were also done to assess the short-term depression of this synapse following PNN 

digestion. Our data suggest that PNN digestion does not alter this short-term 

plasticity (Figure 3.18.C). However, for this set of experiments, it is important to note 

the small number for each group, which needs to be increased to be able to conclude 

on this part. 

Figure 3.18: Impact of PNN digestion in M1 L5 on PV synaptic transmission onto 

PC. A, Experimental protocol, PVCre::Ai9t mice were injected in M1with both: a cre-

dependent virus allowing the expression of the excitatory rhodopsin ChR2 selectively in PV 

neurons, and with ChABC (10U/mL) or PBS. B, Quantitative analysis of the light-evoked in 

PBS or ChABC injected mice. C, Quantitative analysis of the short-term depression observed 

at this synapse of light-evoked IPSCs elicited in M1 L5 pyramidal cells following 1ms 473nnm 

light flash at10Hz pulse (blue in PBS injected mice, purple in ChABC injected mice). 
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     3.4. Chemogenetic decrease of M1 PV neurons excitability 

decreased PNN intensity 

 

As said before, both PV neurons excitability and PNN intensity were 

decreased with motor skill learning, we tested if those two parameters influence 

each other in M1. After showing that PNN digestion had no impact on PV properties, 

we investigated if a decrease of PNN intensity could induce a decrease in the 

excitability of PV neurons in M1. We hypothesized that the manipulation of PV 

neurons' excitability in vivo could modulate PNN expression in M1. To test this 

hypothesis, we used a protocol developed by Devienne and colleagues in the visual 

cortex (Devienne et al., 2021). PVCre mice received a stereotaxic injection in M1 of 

an AAV8-hSyn-DIO-HA-hM4Di-mCitrine in one hemisphere and an AAV5-EF1a-DIO-

eYFP in the other hemisphere for control. The inhibitory DREADD hM4Di allowed to 

specifically decrease the excitability of hM4Di-expressing neurons (PV neurons in 

PVCre mice) via i.p. injection of CNO, its specific agonist. Four weeks after the viral 

infections, mice received 4 i.p. injections of CNO, 12h apart, for 2 days (Figure 3.19.A). 

Mice were then sacrificed 24h after the last CNO injection. The intensity of the PNN 

(WFA labeling) around transfected neurons was measured (Figure 3.19.B). We 

observed that PNN intensity was significantly lower in neurons expressing the 

hM4Di compared to those expressing the eYFP (neYFP = 101 neurons in 4 mice, nhM4Di 

= 101 neurons in 4 mice, Mann-Whitney test, p < 0.0001, Figure 3.19.C). Thus, we 

conclude that decreasing the excitability of PV neurons with this chemogenetic 

approach leads to a decrease in PNN. 
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Figure 3.19: Chemogenetics decrease of PV neurons excitability decreased PNN 

intensity. A, experimental protocol, PVCre::Ai9t mice received a stereotaxic injection in M1 of 

a virus allowing the expression of the inhibitory DREADD hM4Di (or eYFP for controls) 

specifically in PV neurons. B, Representative images of the immunolabelling revealing the viral 

expression (mCitrine for hM4Di injected mice, or eYFP for controls) and WFA staining (to reveal 

PNN). C, the chemogenetic decreased excitability of PV neurons significantly decreased the 

labeling intensity of PNN in M1. 
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To conclude on our PNN study, we showed that PNN intensity is decreased in 

M1 during motor skill learning (Figure 3.20). In addition, we showed that in M1, a 

decrease in PNN is not affecting the excitability of PV neurons while a decrease of 

this excitability is able to decrease PNN intensity. 

 

 

Figure 3.20. Summary of the PNN regulation during skill learning and the 

interaction between M1 PV neurons properties and PNN intensity. Schematics 

representing PC and PV neurons wrapped in PNN. We showed that motor skill learning 

induced a decrease in PNN intensity in M1. Decreasing the excitability of M1 PV neurons was 

also able to reduce PNN intensity. However, PNN digestion with ChABC did not affect PV 

neurons’ intrinsic properties. 
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Part IV. Imaging M1 neuronal activity in vivo 

during motor skill training 

 

4.1. Validation of in vivo calcium imaging during SPRT 

 

So far, to investigate the changes occurring in M1 during motor skill 

acquisition we used several technics that each time required to sacrifice the mice to 

observe the adaptative changes. The first drawback here is that we were not able to 

follow the same parameter from the beginning of the training to the end of the 

learning. In order to observe the evolution of M1 circuitry across training sessions, 

we used in vivo calcium imaging coupled with a miniature microscope (miniscope). 

Following the shaping phase, PVCre::Ai9t mice were injected in the CFA 

corresponding to their preferred limb with a virus allowing the expression in PC of 

the calcium sensor, GCaMP6f, using a virus vector with a CaMKIIα promoter. A 

baseplate fixed to the GRIN lens was then implanted over the head of the mice to be 

able to plug the miniscope in order to image M1 transfected neurons activity. First, 

we checked if the mice were still able to do the task with the miniscope over their 

head. As presented in Figure 3.21.A, implanted mice were successfully able to do the 

reaching and grasping movement required to retrieve the food pellet. Since the SPRT 

training phase last 8 days, we wanted to know if we were able to record the activity 

of M1 neurons over consecutive days, in order to follow the activity of the same 

neurons across training sessions. As shown in Figure 3.21.B, we were able to record 

the fluorescence variation in M1 PC, and then extract calcium transients events that 

are indicative of neuronal activity. Furthermore, we were able to follow the activity 
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of the same cells across consecutive days, allowing to compare M1 microcircuit 

activity during motor skill learning. 

 

 

 

Figure 3.21: Validation of the in vivo calcium imaging technique to follow M1 

PC activity during SPRT. A, Images of a PVCre::Ai9t mice reaching and grasping a food 

pellet with a miniature microscope plugged on the head. B, Maximal projection of a recorded 

video of GCaMP6f fluorescence with colored ROIs around selected PC (left). Measurement of 

GCaMP6f fluorescence fluctuations, expressed as DF/F over time, in the selected PC on two 

consecutive days (right). 
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4.2. The activity of M1 PC is increased with SPRT training 

 

After validating that the implanted mice were able to do the task and that we 

could record the activity of the same cells across different days, mice were trained 

for the SPRT (Figure 3.22.A). They were able to increase their performances over 

training days, increasing their success rate from 16 ± 10% to 62 ± 10% (n = 3 mice, 

Figure 3.22.B). The activity of every detected M1 PC was assessed during SPRT at the 

first, second, and eighth training sessions (Figure 3.22.C). Our data showed that the 

activity of PC is increased at the 8th training session compared to the 2 first sessions, 

increasing from 0.117 ± 0.039 Hz (T1D, n = 143 neurons from 3 mice) and 0.124 ± 

0.003 Hz (T2D, n = 129 neurons from 3 mice) up to 0.137 ± 0.003 Hz (T8D, n = 144 

neurons from 3 mice) (Kruskal-Wallis test, p < 0.0001 versus T1D, p = 0.0039 versus 

T2D, Figure 3.22.D). Altogether, those data showed that motor skill learning 

increased the mean firing frequency of M1 PC. 
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Figure 3.22: M1 PC in vivo activity across SPRT training. A, experimental protocol. 

B, Success rate over training days at the SPRT of implanted PVCre::Ai9t mice. C, Raster plot 

showing the activity of M1 PC in one mouse during the first (C1) and eighth (C2) training 

sessions. Each black dot represents a detected calcic event. D, Quantitative analysis of the 

mean firing frequency of M1 PC at the first, second, and eighth training sessions (T1, T2, and 

T8 respectively). 

 

 

4.3. The activity of M1 PC is altered in DD mice during SPRT 

training 

 

We showed that M1 dopamine depletion was sufficient to alter M1 L5 PV 

neurons' plastic changes occurring during SPRT training. In addition, it has been 

shown that LTP and motor skill learning-induced spine survival is impaired 

following M1 dopamine depletion (Molina-Luna et al., 2009; Guo et al., 2015b). We 

hypothesized that M1 activity should be disturbed following this depletion. Our next 

aim was to investigate this idea and record the activity of M1 principal cells across 

SPRT training in DDT and ShamT (Figure 3.23.A). Mice were injected and implanted 

as previously, except that they received an additional injection of either 6-OHDA or 

saline in M1. The success rate over training days curves of DDT was shifted to the 

right compared to ShamT, meaning that they seemed to have a learning impairment, 

as previously shown in 3.1. (nDDT = 2 mice, nShamT = 2 mice, no statistical analysis 

because of the small n, Figure 2.23.B). As in 5.2., the activity of M1 PC was assessed 

during SPRT training sessions (Figure 3.23.C). The mean firing frequency of every 

detected cell was calculated over the first, second, and third training sessions (Figure 

3.23.D). Our data showed that M1 dopamine depletion impaired M1 PC activity 

during SPRT training (Kruskal-Wallis test, p < 0.0001). Concerning ShamT mice, M1 
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PC activity was significantly increased from 0.103 ± 0.003 Hz to 0.116 ± 0.003 Hz 

after 1 training session (post hoc Dunn’s multiple comparison test, p = 0.0178), and 

was significantly increased to 0.138 ± 0.002 Hz again on the third day of training 

(post hoc Dunn’s multiple comparison test, p < 0.0001 versus T1D, p = 0.0068 versus 

T2D). Concerning DDT mice, M1 PC activity was increased from 0.083 ± 0.002 Hz to 

0.102 ± 0.003 Hz following one training session (post hoc Dunn’s multiple 

comparison test, p < 0.0001) but was not further increased at the third day of training 

(0.112 ± 0.003 Hz, post hoc Dunn’s multiple comparison test, p < 0.0001 versus T1D, 

p = 0.0905 versus T2D). Altogether, our data showed that M1 dopamine depletion 

decreased the global activity of M1 principal cells. In addition, the SPRT training-

induced increase of the mean activity of M1 PC from the first to third training session 

was also impaired in DDT mice.  

 

 To conclude, these in vivo experiments showed that M1 PC activity is 

increased with SPRT training. In the early training phases, this increase was still 

observed in DD mice. However, M1 PC from DD mice displayed a decreased activity 

during these early training phases. 
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Figure 3.23: M1 PC in vivo activity across SPRT training in M1 dopamine 

depleted mice. A, experimental protocol. B, Success rate over training days at the SPRT of 

implanted M1 dopamine depleted (DDT) or Sham (ShamT) PVCre::Ai9t mice. C, Raster plot 

showing the activity of M1 PC in one DDT mouse during the first (C1) and third (C2) training 

sessions. Each black dot represents a detected calcic event. D, Quantitative analysis of the 

mean firing frequency of M1 PC at the first, second and third training sessions for ShamT and 

DDT (T1, T2, and T3 respectively) (number of neurons: ShamT: nT1D = 131, nT2D = 131, nT3D = 

132. DDT: nT1D = 150, nT2D = 150, nT3D = 140, *: significant compared to respective T1D, #: 

significant compared to respective T2D). 
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DISCUSSION 
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This project aimed to better understand the role of M1 PV neurons and their 

modulation by dopamine during motor skill learning. Our results showed that PV 

neurons are one of the main neuronal populations in M1 expressing D2R, which once 

activated, modulate PV neurons' intrinsic and synaptic properties. Then, using the 

SPRT, we showed that PV neurons undergo plastic changes on their intrinsic and 

synaptic properties with motor skill acquisition. Their excitability and synaptic 

transmission are decreased with learning. M1 dopamine depletion has revealed that 

the changes in excitability are dopamine-dependent as DDT mice presented 

increased excitability of their PV neurons in M1. While the decrease of their synaptic 

transmission was not affected, we report that the synaptic plasticity of the PV-PC 

synapse is altered in DDT mice. We then showed that PNN are decreased in M1 

during motor skill learning suggesting the involvement of this extracellular matrix in 

motor learning. In addition, PV neurons decreased excitability was able to decrease 

PNN intensity. Finally, using the activity of M1 L5 PC neurons activity as readout, we 

demonstrated that PC activity during SPRT is increased across learning while their 

activity is reduced in M1 dopamine depleted mice. 
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Part I. Modulation of M1 L5 PV intrinsic and 

synaptic properties via activation of dopamine 

D2 receptors  

 

1.1 Dopamine D2-like receptors-expressing cells in M1 

 

 Although the expression of dopamine receptors has already been investigated 

in M1, it has never been done on M1 GABAergic populations (Camps et al., 1990; 

Mansour et al., 1990; Gaspar et al., 1995; Awenowicz and Porter, 2002a). PV neurons 

could be a putative target of M1 dopamine as they receive direct inputs from the VTA 

(Duan et al., 2020), the main source of dopamine for M1. Here, we reported that D2R 

is expressed across all cortical layers, with 47% of them in layers 2/3 and 38% of 

them in layers 5/6. In addition, PV neurons are the main GABAergic population of 

neurons expressing D2R in M1, representing 26% of D2R expressing cells. In 

addition, using ex vivo electrophysiology, we showed that neurons expressing the 

D2R in D2R-Cre::Ai9t in layer 5 of M1 were fast-spiking neurons (55%), The 

electrical properties of these neurons are characteristic from PV neurons in the 

cortex (Hu et al., 2014). Altogether, these two different approaches showed that PV 

neurons are accounting for a major part of D2R-expressing neurons in M1, which 

suggests that PV neurons play an important role in dopamine-dependent modulation 

of this brain structure. 
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1.2. Dopamine D2-like receptors activation modulate PV 

neurons intrinsic properties 

 

Since PV neurons represent a major part of D2R expressing neurons, we 

investigated if the activation of these receptors was able to directly modulate PV 

neurons' intrinsic properties. Using ex vivo electrophysiology we showed that the 

application of a D2R agonist was able to increase the excitability of PV neurons in M1 

L5. D2R receptors are usually expected to have an inhibitory effect on excitability; 

however, the D2R excitatory effect has already been reported in the prefrontal cortex 

(Tseng and O’Donnell, 2006). We assessed the intrinsic properties of PV neurons 

through the monitoring of their response to intracellular current injections in the 

presence of synaptic blockers. This approach allowed us to observe a post-synaptic 

effect of D2R activation and not modulation of presynaptic inputs to PV neurons. 

Further experiments are necessary to determine if this excitatory effect of D2R is 

similar to the one described in the prefrontal cortex (Trantham-Davidson, 2004). 

The downstream β-arrestin2 signaling pathway (Urs et al., 2016) or the release of 

neurotensin via activation of D2 autoreceptors of M1 dopaminergic neuron 

terminals could explain the D2 excitatory effect (Petrie et al., 2005). 
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1.3. Dopamine D2 receptor activation modulates GABAergic 

synaptic transmission in M1 

 

 The correct balance between excitatory and inhibitory signaling is the 

backbone of proper brain function (Markram et al., 2015). PV neurons are crucial for 

this balance, as they are exerting a strong regulation of cortical circuitry by 

participating in feedback and feedforward inhibitions (Hu et al., 2014).  To 

investigate if D2R activation was able to modulate GABAergic synaptic transmission, 

we recorded sIPSCs and mIPSCs in M1 L5 PC. Changes in mIPSC amplitude are 

usually associated with postsynaptic modifications, while changes in their frequency 

are mainly due to presynaptic effects (Lupica, 1995). Here we showed that PV 

neurons' excitability was increased following quinpirole application, thus we 

hypothesized that we would see an effect on spontaneous IPSCs. However, such an 

effect was not observed, as D2R activation increased the amplitude but not the 

frequency of spontaneous IPSCs. This result may be explained by the fact that PV 

neurons are silent on acute brain slices, even after quinpirole application. They may 

be explained also by the fact that with this experimental approach, we are recording 

GABAergic events coming from every GABAergic neuron population projecting to PC. 

Finally, we cannot exclude that D2R activation could have both pre- and post-

synaptic effects resulting in a more complex modulation. 
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1.4. Dopamine D2 receptor activation modulates PV neuron 

electrical and synaptic plasticity 

 

 We then wanted to be specific about the PV-PC synapse, and to overcome the 

fact that PV neurons are silent on acute slices we chose to manipulate their activity 

with optogenetics. Here we showed that quinpirole application was able to increase 

the amplitude of the light-evoked IPSCs, while did not affect the adaptative 

depression of this synapse. This increase in amplitude suggests that D2R activation 

has a postsynaptic effect. In addition, this increase in amplitude may be due to the 

increased excitability effect on quinpirole on PV neurons. For each light stimulation, 

we could recruit more PV neurons after D2R activation. 
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Part II.1. Impact of motor skill training and 

learning on PV neurons properties 

 

 

2.1.1. Automatized single pellet reaching task 

 

 In this project, we used an automatized version of the widely used task: the 

SPRT. The automatization of this task had multiple advantages. First, it removes the 

variability that may come from the experimenter. Indeed, the pellet is always 

presented at the same position, and the interval of time between pellet presentations 

is always the same. In addition, it allows us to place the mice in a closed isolated box, 

thus preventing them from being disturbed by the experimenter or anything in the 

environment. The other big advantage was for in vivo calcium imaging experiments. 

We needed to synchronize the video acquisition from the behavioral video and the 

miniature microscope imaging system. That way we can properly and easily analyze 

and synchronize calcium imaging data with the behavioral data (movement 

initiation, grasping phase, etc…) and correlate the neuronal activity with the 

behavioral outcome precisely. 

 For future experiments, this automatized setup could also allow users to drive 

and synchronize optogenetic stimulation with the different behavioral stages. The 

setup has been developed so that mice can perform a more complex task. The aim of 

developing this new task would be for example to manipulate PV neurons via 

optogenetics at different stages of the movement. At the end of the tunnel, 2 grips 

can be placed and can serve as holders for mice. Those grips are detecting when the 

mouse is touching it. The goal would be to train mice to (1) place their paw on the 2 
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grips, which would allow the presentation of a new pellet, then (2) the mice would 

wait for an auditive cue to start their trial (if they would try before, it would trigger 

the withdraw of the pellet), and finally (3) they could grab the pellet and bring it back 

to their mouth. If the mice can learn this procedure, it would be possible to act during 

the 3 different steps, and for example shut down PV neurons activity using 

optogenetics during movement onset (just before 2), during the reaching (between 

2 and 3), or during the grabbing (after 3). This method would be great to decipher 

more in detail the importance of PV neurons, or other neurons, during each step of 

the movement and across training. 

 

 

2.1.2. PV neurons decrease excitability with skill learning 

 

M1 is a key structure for the acquisition and maintenance of new motor skills 

(Kawai et al., 2015; Ohbayashi, 2020). It has already been reported that PC intrinsic 

properties are regulated throughout skill learning (Biane et al., 2019). As M1 

dopamine is crucial for such learning and concomitant plastic changes (Molina-Luna 

et al., 2009; Guo et al., 2015b), we investigated if M1 L5 PV neurons were undergoing 

dopamine-dependent plasticity. Our data show that motor skill learning induces a 

decrease in PV neurons' excitability. These neurons are known to control PC output 

by projecting onto their somata and proximal dendrites (Hu et al., 2014). The global 

excitability of M1 has been shown to increase following motor skill learning in 

humans (Smyth et al., 2010). Thus, our data at the microcircuit level revealed a 

decrease in the excitability of PV neurons, which would be less recruited following 

skill learning, allowing easier recruitment of principal cells. In addition, our in vivo 

imaging data are in agreement with this increase in M1 activity during learning (see 
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part 4.1. of the discussion). However, concerning the PC, Biane and colleagues 

showed that only the excitability and connectivity of cortico-spinal PC, projecting to 

the area corresponding to the distal forelimb, were increased (Biane et al., 2019). 

This may underlie that PC recruited during the SPRT (the one projecting to the distal 

forelimb) are recruited more easily and may thus be the first to activate PV neurons, 

which then will inhibit the PC not related to the realized movement. At the late stages 

of the learning, only the neurons responsible for the learned stereotyped movement 

would be activated. 

Having a decreased excitability does not mean that PV neurons are less 

activated during the SPRT training. To investigate the level of PV activity during 

training, we could take advantage of a neuronal activity-reporter mouse model, such 

as mice expressing the CaMPARI photoconvertible fluorescent protein (Moeyaert et 

al., 2018). The CaMPARI is a green fluorescent protein that can be irreversibly 

converted to a red fluorescent one in presence of high free calcium concentration 

(when the neurons are spiking) and the presence of an UV-light pulse. This strategy 

would allow to photoconvert neurons activated during specific movement executed 

to grasp the pellet. In addition, with this approach, we could photoconvert cells at 

the early stage of the learning and continue to train the mice, like this we would be 

able to differentiate between learners and non-learners and avoid the problem of 

discrimination between these two groups we had in the part 2.1.2.3. of the results. 

 

In addition, impairing PV neurons activity has been shown to decrease both 

cortical network wide-synchrony and functional repertoire of neuronal assemblies 

(Agetsuma et al., 2018; Serrano-Reyes et al., 2020). These data may underlie that 

with motor skill learning, the specific increase in cortico-spinal PC excitability 

together with the decrease in excitability of PV neurons may lead to a reduction of 

wide synchrony in M1 circuitry. This reduction would allow the selection of a 
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neuronal ensemble responsible specifically for the learned stereotype movement 

and decrease the movement randomness. We can easily transfer this to M1 

dopamine depleted mice, in which PV excitability is abnormally increased with skill 

training. In this case, PV over-excitability could lead to an over recruitment of them. 

Thus, it would prevent the decrease in synchrony and the selection of a specific 

neuronal ensemble and therefore the acquisition of the stereotyped movement. 

Further experiments must be conducted to explore this idea. PV excitability could be 

artificially decreased in DD mice, using a chemogenetic approach for example, to try 

to re-establish some learning capability in those DD mice. 

 

 

2.1.3. Non-learner mice during SPRT training 

 

 If we look at the SPRT literature, the classical way of quantifying motor skill 

acquisition is to measure the success rate at the task over training sessions. Done 

that way, we end up with a subset of mice (around 50%) that are not improving their 

performances and are called ‘non-learners’. However, it has already been reported 

that those mice are increasing their successes per time (Chen et al., 2014), meaning 

that they are gaining execution speed across training. In addition, in this project, we 

reported the non-learners, as for learners, seemed to acquire a stereotyped 

movement after 8 days of training. The definition of motor skill learning is the 

acquisition of a stereotyped movement, which is faster, smoother, and more accurate 

for a given task; we can then hypothesize that the so-called non-learners may in fact 

be learning a specific movement, sub-optimal for the SPRT. Indeed, this learned 

movement may not be perfect as they are not improving their success rate over time. 

One thing we noticed is that while learners acquired a movement with a large 
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opening of the hand, non-learners did not seem to improve their hand movement. In 

this project, we were tracking the paw of the mice and not the fingers. The idea here 

is that non-learners may learn a movement but lacking dexterity, i.e., they may learn 

a movement with their arm and wrist but not with their fingers, contrary to learners. 

Then, in addition to tracking the paw, we could track the fingers to verify this 

hypothesis. Our electrophysiological data may support this idea. Indeed, PV intrinsic 

properties remained the same in ‘non-learners’ compared to non-trained mice. We 

recorded PV properties in the CFA, which is mainly representing the M1 finger area 

in mice (Tennant et al., 2011). Following this idea, if non-learners are not acquiring 

fingers skills, it is not surprising that the intrinsic properties of CFA neurons were 

unchanged.  

 

 

2.1.4. PV decreased synaptic transmission to PC with motor 

skill learning 

 

 We found that following motor skill learning, the amplitude of the synaptic 

current in M1 L5 PC, in response to a photostimulation of PV neurons, was decreased. 

This decrease may be explained by the fact that PV neurons are less excitable 

following motor learning. Thus, when photostimulating PV neurons, we might 

recruit a fewer number of them, explaining the decreased amplitude of the light-

evoked IPSCs.  

 This decreased synaptic transmission is consistent with the literature as it has 

been shown that GABA is decreased in M1 with motor skill learning (Kolasinski et al., 

2019). Our data suggest that PV neurons may be responsible, at least partly, for this 

decrease in GABA in M1. Indeed, we can hypothesize that PV neurons may be less 
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activated with learning (since they are less excitable), and, in addition to a decrease 

in their synaptic transmission, it would lead to a reduced GABA release from PV 

neurons. In addition, such reduction in GABAergic transmission has been shown to 

allow the opening of critical-period plasticity in the visual cortex (Harauzov et al., 

2010; Kuhlman et al., 2013). In humans, cortical disinhibition can increase the 

induction of long-term plasticity in M1 (Cash et al., 2016). Thus, if PV neurons are 

responsible for the decrease in GABA observed in M1 with learning, it would place 

them as major actors of M1 plasticity during motor skill learning. 

 

 

2.1.5. Chemogenetic manipulation of PV neurons excitability 

during SPRT 

 

 Since we showed that PV excitability was decreased with motor skill learning, 

we undertook to investigate if this change was crucial in the learning process. To this 

end, we decided to overwrite this effect by using a chemogenetic approach, to 

selectively increase their excitability during SPRT training sessions. Even if this 

manipulation tended to decrease mice performances at the SPRT, it was not 

significant. Due to the high variability of mice performances, we need to increase the 

numbers here to properly conclude. However, if after completing the dataset we 

found no differences in SPRT learning it could mean that this decrease in PV neurons’ 

excitability is not needed, at least during training sessions, for correct skill 

acquisition. We cannot exclude that PV neurons decreased excitability may be 

needed not only during sessions but for a longer period. Indeed, motor learning is a 

process requiring time. It has been shown that 24h and a sleeping period need to 

separate two training sessions to increase performances between the 2 sessions 
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(Lugassy et al., 2018). Meanwhile, a vast regulation of different genes occurs at 

different times in this 24h window (Hertler et al., 2016). Then changes in PV neurons 

properties may be crucial not only during the training itself, but also during this 24h 

window, or during sleep. For example, a decrease of PV neurons excitability for a 

longer period may be responsible for a decrease in PNN, to open a new plasticity 

window in M1. Ex vivo electrophysiology experiments to measure PV neurons 

excitability in these mice after the learning may answer this question. 
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Part II.2. M1 dopamine depletion and Motor 

skill learning 

 

2.2.1. M1 dopamine depletion impaired SPRT learning 

 

 Selective dopamine depletion in M1 has been shown to impair acquisition of 

the SPRT in mice (Molina-Luna et al., 2009; Guo et al., 2015b). Here we confirmed 

these data using our automatized SPRT. In addition, the qualitative analysis of the 

paw movement showed that M1 dopamine depleted mice seemed not to acquire a 

stereotyped movement after 8 days of training. A quantitative analysis of the paw 

and fingers movements should be performed in the future to confirm this. It would 

also allow exploring more in detail the movement impairments in these mice. Indeed, 

kinematic analysis of the movement may permit to determine if these M1 dopamine 

depleted mice have motor impairments on the first day of training, or if the depletion 

only affects the acquisition of the stereotyped movement. Since dopamine depletion 

in M1 does not affect the performances of an already learned movement (Molina-

Luna et al., 2009), we could expect no effect on motor execution but only in the 

refining of the movement across time. 
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2.2.2. M1 PV neurons excitability is altered in M1dopamine 

depleted mice after motor skill training 

 

 We then investigated if the changes in PV neurons' intrinsic properties 

observed during skill acquisition are dopamine-dependent. To this end, we assessed 

the intrinsic properties of M1 L5 PV neurons in M1 dopamine-depleted trained and 

non-trained mice. Our data revealed that the excitability of PV neurons was increased 

following motor skill training, which is the opposite effect compared to control mice. 

These data suggest that the learning-induced decrease in PV excitability in M1 L5 is 

dopamine-dependent. Once again, neuronal excitability does not necessarily imply 

that PV neurons in vivo activity is increased. However, if such is the case, we could 

expect that they would shut down the activity of PC, resulting in a global decrease of 

activity in M1. This would be in accordance with the literature as the activity of M1 

PC is decreased during movement execution following dopamine depletion (Aeed et 

al., 2021; Li et al., 2021). 

 To verify that the increased excitability of M1 PV neurons is leading to this 

deceased PC activity, future experiments could try to correct PV excitability. By 

transfecting PV neurons with inhibitory DREADDs, the hM4Di, we could correct and 

decrease the excitability of PV neurons. This correction may thus lead to an 

improvement in M1 activity and may re-establish motor skill learning. 
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2.2.3. M1 dopamine depletion altered M1 L5 PV synaptic 

plasticity in motor skill learning 

 

 As PV excitability was impaired following SPRT training in M1 dopamine 

depleted mice, we investigated if it was impairing the learning-induced decrease in 

synaptic transmission. Using optogenetics and ex vivo electrophysiology, she showed 

that the training-induced decrease in synaptic transmission of PV neurons onto PC 

in M1 L5 was not affected by the M1 dopamine depletion, indicating that this 

phenomenon is not dopamine-dependent. However, the short-term depression 

observed at this synapse was altered in M1 dopamine depleted mice. Previous work 

already reported that dopamine depletion did not affect synaptic transmission in M1 

but is altering its plasticity (Molina-Luna et al., 2009). 
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Part III. PNN intensity throughout motor skill 

learning  

 

3.1. PNN intensity is reduced with motor skill learning 

 

 PNN are known to limit plasticity in the neocortex (Härtig et al., 1992b; 

Bukalo et al., 2007; Frischknecht et al., 2009; Beurdeley et al., 2012; de Winter et al., 

2016; Shinozaki et al., 2016; Favuzzi et al., 2017). Since we showed modifications on 

PV neurons are occurring with motor skill learning, and PNN are mainly wrapping 

PV neurons, we investigated if there was a regulation of them in M1 across SPRT 

training. Our data showed that PNN intensity was significantly reduced after 5 days 

of training and remains reduced after 8 days. These data may suggest that a plasticity 

window is created during the late phase of training and may allow skill acquisition. 

This result was not surprising as treadmill training has also been shown to reduce 

PNN intensity in a wide variety of brain regions (Smith et al., 2015) and that PNN 

diminution is often observed in memory phenomena (Gogolla et al., 2009; Banerjee 

et al., 2017; Thompson et al., 2018; Shi et al., 2019; Carulli et al., 2020; Cornez et al., 

2021). However, further analysis should be conducted on these data. Indeed, we 

could also measure the number of neurons wrapped with PNN across SPRT training, 

which may go in the same direction as the intensity results. One other interesting 

experiment would be to determine if the PV neurons recruited during the task are 

the ones with a reduction in PNN.  

 In addition, it has been shown that a decrease in PNN in the hippocampus is 

able to increase the activity of VTA dopaminergic neurons (Shah and Lodge, 2013). 

We can then hypothesize that the observed decrease in PNN during SPRT learning 
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could lead to an increased dopamine-signaling in M1, enhancing dopamine-

dependent changes that occur during learning. 

 

 

3.2. Impact of PNN digestion on PV neurons properties 

 

 PNN intensity and PV neurons have been shown to be tightly linked (Wingert 

and Sorg, 2021 for review, Devienne et al., 2021). Indeed, PNN removal through 

ChABC treatment has been used in several cortices (both in the hippocampus and 

neocortex) to investigate their role in PV neurons physiology. Overall, PNN removal 

is inducing a reduction in PV excitability in most cases. In the motor cortex, PNN 

digestion is reducing the excitability of M1 PV neurons and increases the one of M1 

PC in a mouse model of epilepsy (Tewari et al., 2018). In addition, manipulation of 

PV excitability has been shown to be able to impact PNN intensity. Indeed, 

chemogenetic manipulation of PV neurons in the visual cortex showed that 

decreasing their excitability for 2 days was sufficient to drastically reduce PNN 

intensity while increasing PV excitability has no effect. Thus, since we found that both 

PNN intensity and PV neurons’ excitability were reduced with SPRT training, we 

aimed first to know if a reduction in PNN in M1 could reduce PV neurons’ excitability.  

Surprisingly, our data showed that PNN digestion with ChABC did not affect 

PV neurons' intrinsic properties in M1 L5. The previous work done in the M1 of mice 

with brain tumors (Tewari et al., 2018) together with our data may let us think that 

PNN have a protective effect on PV electrical properties in pathological states. More 

importantly in our case, it means that the observed decrease in PNN intensity with 

SPRT training is not responsible for PV training-induced decreased excitability. 
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 PNN digestion may also impact synaptic transmission on PV neurons. Indeed, 

PNN are known to inhibit synaptogenesis (Bukalo et al., 2007; Frischknecht et al., 

2009; Beurdeley et al., 2012; Favuzzi et al., 2017). It could be interesting to 

investigate if there is a change in the EPSC and IPSC received by PV neurons with 

PNN digestion in M1, as it has been observed in other structures (Liu et al., 2013; 

Carstens et al., 2016; Hirono et al., 2018; Bosiacki et al., 2019; Guadagno et al., 2020).  

 

 

3.3. PNN digestion during SPRT training 

 

 Our data revealed that PNN integrity was not needed to properly increase 

SPRT performances during the 8 days of training. It may first suggest that M1 PNN 

integrity does not play a role in learning the motor task. In addition, we can also 

hypothesize that the decrease in PNN we observed during training is already 

sufficient to promote M1 plasticity and allow skill acquisition. Thus, digesting PNN 

with ChABC at this stage may not have an additional effect. To confirm this, it would 

be useful to develop a tool allowing an increase in PNN, or at least here, to prevent 

PNN digesting during training. Sadly, to our knowledge, such a tool is not currently 

available. It has been shown that BDNF application may have this effect (Donato et 

al., 2013), however, BDNF could also have many other ‘side effects’ due to its 

different mechanisms of action, which make this method not appropriate to be 

specific to PNN. 

PNN are also thought to help stabilize newly formed synapses, and may then 

be important for long-term memory, as it is the case for fear memory (Gogolla et al., 

2009; Banerjee et al., 2017; Thompson et al., 2018). Spine survival is increased 

during motor skill training (Guo et al., 2015b), and the maintenance of these new 
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synapses across longer periods may be crucial for maintaining the learning. One 

interesting experiment could be to digest the PNN during the training of the SPRT 

and retrain the mouse a month later, to see if they have well learned and retained the 

skill. It would not be surprising as digesting PNN in the secondary visual cortex 

during fear conditioning has been shown to impair fear memory a month later while 

recent memory was not affected (Thompson et al., 2018). 

We also performed PNN digestion once the training was finished and 

retrained the mice for 5 days. Surprisingly, the performances of the mice, even the 

PBS injected mice, were decreased at the first retraining session compared to the last 

before the injections. This difference may be explained by multiple reasons. Firstly, 

mice were food-restricted only the day before the first retraining session and may 

not be as motivated as during the training or the later re-training sessions, explaining 

lower performances. Secondly, mice were re-trained only 3 days following the 

stereotaxic surgery. Mice still recovering from the surgery could also be a reason for 

this decrease in performances in both groups. As PNN rapidly reform after ChABC 

digestion (Orlando and Raineteau, 2015), re-trained must happen soon after the 

ChABC injection. To overcome this possibility, we could implant a cannula over the 

head of the mice before the behavioral experiments, allowing us to easily inject 

ChABC before re-training without having to wait for the mice to recover from surgery 

then.  Using a viral approach with a virus allowing the expression of the ChABC in M1 

would be another strategy to prevent the formation of PNN. In addition, with the viral 

approach, the PNN would not be able to be reformed with time, another advantage if 

we want to study the long-lasting effect of PNN digestion.  

Finally, as we showed, decreasing PV neurons' excitability led to a decrease in 

PNN in M1. However, in dopamine depleted trained mice, we showed an increase in 

their excitability. It has already been shown in the visual cortex, increasing PV 

excitability does not affect PNN intensity (Devienne et al., 2021). We can then 
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hypothesize that, in these mice, there is no PNN degradation during SPRT training, 

thus no plasticity window is created, preventing the plastic changes occurring in M1 

which allow skill acquisition. To verify this idea, we could quantify the intensity of 

PNN through motor skill learning in DDT mice: we would hypothesize that PNN 

intensity is not reduced in M1 of DDT mice. If PNN decrease during skill learning is 

needed for opening a new plasticity window, it may then explain why DDT mice have 

an impairment in SPRT learning. One experiment that should be conducted to answer 

this question is to inject ChABC in M1 from DD mice, to digest the PNN and allow the 

creation of a new plasticity window. Thus, we would expect to re-establish learning 

of the skill. 
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Part IV. Imaging M1 neuronal activity in vivo 

during motor skill training 

 

 

4.1. M1 PC activity is increased with SPRT learning 

 

 As discussed earlier, with our previous ex vivo experiments it is difficult to 

discriminate between learners and non-learners in the early training stages. In 

addition, our experiments so far did not allow us to follow the same parameter across 

training days in the same mouse. In recent years, the use of miniature microscopes 

coupled with calcium imaging has been a powerful tool to study neuronal networks 

in the mammalian brain (Gulati et al., 2017; Kondo et al., 2018; Aharoni and 

Hoogland, 2019; de Groot et al., 2020; Rynes et al., 2021). Thus, we decided to use 

this method to record the activity of the M1 PC throughout the SPRT training. Our 

results showed that M1 PC activity is increased during training sessions throughout 

the learning. This is in accordance with works done in humans, that showed M1 

neuronal excitability is increased with motor skill learning (Smyth et al., 2010). In 

addition, the decreased excitability and synaptic transmission of PV neurons we 

showed, together with the increase in PC excitability (Biane2019) may explain this 

increased PC activity in vivo. However, the amount of data collected with these 

experiments was massive, and a lot of analysis are still needed and are in process to 

get the most of it. Indeed, the objective would be to correlate the activity of individual 

neurons with the different stages of the movement (movement onset, reaching, 

grasping, etc..) and observe the modification of encoding activity across learning. 
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4.2. M1 PC activity is decreased during SPRT training in M1 

dopamine depleted mice 

 

 We investigated the impact of M1 dopamine depletion on its neuronal activity 

during SPRT training sessions. The activity of M1 PC was decreased with dopamine 

depletion during the 3 first days of SPRT training. It has been shown that M1 activity 

is disturbed during the grasping phase of a forelimb movement (Hyland et al., 2019). 

In addition, a decreased activity of PC during reaching movements in dopamine 

depleted rodents has already been observed (Aeed et al., 2021; Li et al., 2021). 

However, our data also showed that PC activity was still increased with skill training 

in M1 dopamine deplete mice, to a lesser extent compared to control mice. This 

smaller increase may be responsible for the small increase in performances observed 

in these mice. As for the previous set of data, this dataset needs to be analyzed 

deeper. Depicting the activity of M1 PC neurons here with the behavioral outcome 

may highlight abnormalities in PC activity during training, explaining the impaired 

learning. 
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Perspectives and conclusion 

 

To conclude, this project allowed us to better understand the role of dopamine 

modulation of M1 circuitry, especially on PV neurons (Figure 4.1). Our data 

highlighted PV as a target for cortical dopamine and thus a potential source of 

dysfunction in M1 pathology. To further understand the role of M1 dopamine, future 

experiments could focus on dopaminergic neurons projecting to M1. For example, 

monitoring the activity of dopaminergic neurons during SPRT training would give an 

insight into when dopamine is released during learning. Using the miniature 

microscopes, calcium imaging of dopaminergic fibers in M1 may unravel the precise 

period when dopaminergic signaling is crucial for skill acquisition. Understanding 

how dopamine works in M1 is crucial, as understanding its fundamental mechanism 

of action may be of great interest to find new insights in treatment for pathologies 

such as Parkinson’s disease. 

 

 

Figure 4.1: Schematics representing the main results found in this project.  
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