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Glossary

AGN: Active Galactic Nuclei

CC-SN: Core Collapse Supernova

CDAS: Central Data Acquisition System

CMB: Cosmic Microwave Background

DAQ: Data AcQuisition

EBL: Extragalactic Background Light

FD: Fluorescence Detector

GRB: Gamma-Ray Burst

GZK limit: Greisen Zatsepin Kuzmin limit

ICRC: International Cosmic Rays Conference

LDF: Lateral Distribution Function

lGRB: Long Gamma-Ray Burst

LL-lGRB: Low Luminosity Long Gamma-Ray Burst

HL-lGRB: High Luminosity Long Gamma-Ray Burst

SD: Surface Detector

SFR: Star Formation Rate

SFRD: Star Formation Rate Density

SMD: Star Mass Density

SNR: Supernova remnant

TA: Telescope Array

TDE: Tidal Disruption Event

UHECR: Ultra-High Energy Cosmic Ray

WCD: Water Cherenkov Detector
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Résumé en français

Contexte

Les rayons cosmiques sont des noyaux d’atomes relativistes d’origine extraterrestre
découverts au début du 20ème siècle. Les plus énergétiques d’entre eux, ceux
dépassant les 1017 eV, sont appelés rayons cosmiques d’ultra-haute énergie (RCUHE).
Les origines des rayons cosmiques et en particulier des RCUHE restent un mystère.
Les RCUHE qui arrivent sur Terre interagissent avec des noyaux d’oxygène ou d’azote
présents dans l’atmosphère et produisent des gerbes atmosphériques. Ces gerbes
atmosphériques sont détectées par l’observatoire Pierre Auger. C’est dans ce cadre
que cette thèse fut écrite, dans le but de mieux comprendre leur origine à travers les
mesures effectuées à l’Observatoire.

L’observatoire Pierre Auger est situé à Malargüe en Argentine, au pied de la cordillère
des Andes. Il est constitué de deux types de détecteurs, des télescopes à fluorescence
et des détecteurs de surface. Une gerbe atmosphérique est composée, notamment,
de particules chargées de hautes énergies. Ces particules excitent les molécules
de l’atmosphère qui, en se désexcitant, émettent de la lumière de fluorescence.
Cette lumière est récoltée par les télescopes et permet de déduire des propriétés du
rayon cosmique incident, telles que l’énergie, la direction d’arrivée et la profondeur
maximum de la gerbe, Xmax, une longueur caractéristique qui peut être reliée à la
masse du rayon cosmique incident. Les télescopes n’étant fonctionnels que durant la
nuit astronomique, ils sont complétés par des détecteurs de surface. Les détecteurs
de surface sont des cuves d’eau à effet Tcherenkov. Il y en a 1, 600 réparties sur
3, 000 km2, où elles sont espacées de 1, 500 m chacune. Ces cuves détectent les
particules chargées de la gerbe qui les atteignent. À partir de ces détections, la
direction d’arrivée et l’énergie du RCUHE incident sont reconstruites.

En 2018, la collaboration Pierre Auger a publié l’observation d’un dipôle en ascension
droite au-dessus de 8 EeV, permettant d’exclure l’hypothèse d’isotropie avec un
niveau de confiance de 5σ (The Pierre Auger Collaboration, 2018b). Ce dipôle pointe
dans une direction à plus de 100◦ du centre galactique. De plus, il s’avère que la
direction de l’anti-dipôle est compatible à 1σ avec celle du vide local, une vaste région
vide de l’univers adjacente à la nôtre (The Pierre Auger collaboration, 2022). Cette
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découverte semble indiquer une origine extra-galactique des rayons cosmiques au-
delà de 8 EeV. À plus haute énergie, une étude a récemment comparé les directions
d’arrivée des rayons cosmiques avec des catalogues de sources extragalactiques
(galaxies à flambée d’étoiles, noyaux actifs de galaxies, toutes les galaxies, etc.) et
un fond isotrope. Au-dessus de 38 EeV, le catalogue de galaxies à flambée d’étoiles
permet d’exclure l’hypothèse d’isotropie avec un niveau de confiance de 4.2σ (The
Pierre Auger collaboration, 2022).

Des études en composition (Bellido J. on behalf of the Pierre Auger Collaboration,
2018; The Pierre Auger Collaboration, 2014b) ont été menées par la collaboration
Auger à partir des distributions en Xmax. L’étude revient à estimer les fractions de
RCUHE semblables à des protons, de l’helium, du CNO et de fer pour une gamme
d’énergie donnée. La composition des RCUHE déduite par la collaboration Auger est
une composition mixte, discréditant les modèles théoriques expliquant le spectre en
utilisant des protons uniquement (Berezinsky, 2006). La composition est dominée
par des protons aux alentours de l’EeV, puis la quantité de proton diminue, remplacée
par de l’helium, qui atteint son pique vers 10 EeV. Les plus hautes énergies semblent
constituées majoritairement de noyaux de CNO, même si, vu les faibles statistiques, il
est difficile de faire des analyses de composition au-delà de 40 EeV. Il faut cependant
garder à l’esprit que les études en composition dépendent des modèles hadroniques
utilisés, qui actuellement n’arrivent pas à reproduire les données dans toutes les
gammes d’énergies balayées par l’observatoire.

Un modèle cosmologique tirant parti des études spectrales et en composition a été
développé par la collaboration (The Pierre Auger Collaboration, 2017). Ce modèle
suppose une origine extragalactique des rayons cosmiques au-dessus de 5 EeV. En
partant d’une distribution de sources de RCUHE en fonction du redshift, S(z), et
d’un spectre de RCUHE injecté aux sources suivant une loi de puissance Φ(E) ∝ E−γ

avec une coupure (Emax
Z ), des rayons cosmiques sont propagés dans l’univers et

interagissent avec les photons des fonds diffus cosmologique et extragalactique. Pour
limiter le nombre de paramètres ajustés, cinq nucléides caractéristiques sont injectés
(H, He, N, Si, Fe). À chacun de ces nucléides est associé un paramètre qui traduit la
quantité injectée. Une fois arrivés sur Terre, les rayons cosmiques sont comparés
au spectre et aux distributions en Xmax (composition) et les paramètres optimaux
sont déduits. Cette étude a permis de mettre en avant un indice spectral aux sources
plus dur que celui attendu par les modèles d’accélération théorique de Fermi γ < 2
(cf. 1.2.1).

4 Chapter 0 Résumé en français



C
hap

3
C

hap
4

C
hap

5
Les travaux issus de la thèse

En 2020, la collaboration a décidé de rendre public 10% de ses données à la
communauté scientifique. Pour faciliter la prise en main de ces données, des
notebooks python ont été réalisés reprenant les analyses majeures de la collaboration
Auger. Dans le chapitre 3, une analyse simplifiée du dipôle décrit plus haut est faite
et présentée. Cette analyse se retrouve dans le notebook d’anisotropie disponible
sur le site de l’Open data (Marafico, Biteau, & Deligny, 2020). De plus, dans le
chapitre 3, une étude a été menée pour comparer et caractériser en termes de biais
et de variance deux méthodes de reconstruction utilisées dans la collaboration pour
réaliser des cartes de flux à partir des données de l’observatoire Auger. Les résultats
montrent que les deux méthodes semblent équivalentes en terme de biais et de
variance.

L’étude en composition utilisée dans Bellido J. on behalf of the Pierre Auger
Collaboration, 2018; The Pierre Auger Collaboration, 2014b a été reproduite en
créant un code indépendant. Ce code pourra être utilisé dans le futur pour faire de
nouvelles analyses de composition ou servir de code de vérification. Une étude a été
réalisée pour caractériser le biais et l’écart-type à partir de données et de simulations.
Il s’avère que les fractions déduites dans le cadre de cette analyse peuvent être
biaisées dans le cas où le nombre d’évènements détectés est faible et que les fractions
sont proches de zéro ou de un. Une approche autorisant les fractions négatives est
proposée comme solution pour obtenir des fractions non biaisées. Cette approche
permet de faire disparaitre le biais, mais au prix fort : l’incertitude sur les fractions
augmente et l’interprétation de fractions négatives devient plus subtile.

L’étude combinée de la composition et du spectre présentée au Chap. 5 est faite
au-dessus de 5 EeV, en considérant des sources extragalactiques. Alors que l’étude
faite par la collaboration utilise un scénario dans lequel les sources des RCUHE
suivent une distribution plate en redshift S(z) = 1, ou une évolution cosmologique
S(z) = (1 + z)m avec m quelconque, le choix fait dans cette thèse est de tester
deux scénarios. Dans le premier scénario, les sources suivent la densité de taux de
formation d’étoiles (SFRD), dans le second, les sources suivent la densité de masse
stellaire (SMD). Ces deux évolutions de sources prennent en compte l’évolution
cosmique et locale. En effet, même si l’univers est homogène à grande échelle de
distance, le SFRD et le SMD sont localement impactés par la distribution des galaxies
se trouvant dans les feuillets, les filaments, les clusters et par la présence de vides
cosmiques.
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Les deux scénarios reproduisent similairement les données avec une déviance réduite
proche de 2 (similaire à un χ2 réduit). Cette déviance assez haute met en avant
les difficultés des modèles hadroniques à reproduire les distributions en Xmax.
Malgré le fait que les deux scénarios reproduisent les données avec une déviance
similaire, le spectre injecté aux sources, quant à lui, diffère. Le scénario SMD
est un scénario avec un spectre dur (γ ∼ −0.4) dominé par l’azote et l’hélium,
avec des émissivités respectives de L̄N = (12.7 ± 1.4) × 1043 erg Mpc−3 yr−1 et
L̄He = (22.1 ± 2.0) × 1043 erg Mpc−3 yr−1. Les résultats du scénario SMD sont
similaires à un scénario où la distribution des sources est plate car en première
approche, pour les sources situées à distance inférieure à 1 Gpc, la densité de masse
stellaire évolue peu. De l’autre côté, le scénario SFRD donne lieu à un spectre
encore plus dur (γ ∼ −1.8) avec un spectre dominé par l’azote représentant 80%
de l’émissivité totale, L̄N = (191.0 ± 2.3) × 1043 erg Mpc−3 yr−1. L’émissivité totale
est six fois plus grande dans le scénario SFRD comparé au scénario SMD. Ceci est
dû au fait que le taux de formation d’étoiles a atteint son pic il y a ∼ 10 Gyr et que
bon nombre de noyaux perdent une partie importante de leur énergie sur de telles
distances.

Jusqu’à maintenant, l’étude se basait sur le spectre et la composition au-delà de
l’énergie de la cheville (5 EeV). Si l’accélération des noyaux suit un cycle de Peters
(cf. 1.2.1), les protons observés en deçà de l’énergie de la cheville pourraient avoir
la même origine que les noyaux détectés au-delà. Le spectre de protons en deçà de
la cheville peut être reconstruit avec les fractions de protons calculés dans l’étude
de composition, Jp(E) = fp(E) × J(E) où J(E) est le flux total. Ce flux de protons
est comparé aux protons détectés en deçà de la cheville au-dessus de 1017.8 eV
(seuil d’efficacité des télescopes à fluorescence). Alors que le scénario SFRD permet
d’expliquer les protons en deçà de la cheville de manière raisonnable (déviance
réduite de ∼ 2), le scénario SMD, tel qu’il a été formulé jusqu’ici, ne permet pas de
reproduire les protons en deçà de la cheville (déviance réduite de ∼ 5). Pour ce faire,
un nouveau paramètre est pris en compte, le paramètre d’indice spectral γ utilisé
précédent est séparé en deux, un indice spectral pour les protons γp et un pour les
noyaux γA. Comme montré dans Biehl et al., 2018, les scénarios d’accélération et de
radiation pourraient produire des neutrons qui, n’étant pas chargés, s’échapperaient
facilement de l’accélérateur. Une fois échappé, ces neutrons se désintègreraient en
protons, dont le spectre pourrait être plus mou que celui des noyaux plus lourds.
Ce nouveau paramètre introduit n’a pas d’impact dans le scénario SFRD, alors qu’il
est crucial dans le scénario SMD (la déviance réduite retombe ∼ 2 avec γp ∼ 3).
Cette étude montre que si les protons en deçà de la cheville ont la même origine
que les noyaux au-delà, les deux scénarios sont valables. Dans le scénario SFRD, les
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protons détectés en deçà de la cheville sont des protons secondaires crées en chemin
par l’interaction de noyaux avec des photons. Dans le scénario SMD, les protons
sont issus d’un mécanisme d’échappement aux sources qui diffère entre protons et
noyaux.

Afin de prédire le ciel attendu dans les scénarios précédents, l’étude du Chap. 6
part d’un catalogue de près de 400,000 galaxies situées dans les 350 Mpc autour de
la Terre. On peut associer à chacune des galaxies un flux basé sur les paramètres
obtenus dans l’étude combinée (Chap. 5). Connaissant la position de chacune des
galaxies, des cartes du ciel peuvent être produites et comparées aux données. Les
deux scénarios (SMD et SFRD) donnent des résultats similaires en termes de cartes
du ciel au premier ordre. Au-dessus de 40 EeV, les cartes sont dominées par l’amas
de la Vierge. Cependant, l’amas de la Vierge n’est pas dominant dans les données en
RCUHE. Le faible flux de cet amas peut être expliqué par le confinement des rayons
cosmiques dû au champ magnétique présent dans l’amas. Un modèle simplifié est
développé pour prendre en compte cet effet pour l’amas de la Vierge. L’aspect
transitoire des sources de rayons cosmiques est aussi étudié. Si les sources sont
transitoires, elles ne devraient être visibles depuis la Terre que durant un temps
∆τ correspondant à l’étalement dû aux champs magnétiques présents le long de
la ligne de visée. L’étude montre que dans un scénario transitoire, si le taux de
salves de RCUHE est trop élevé, les galaxies très proches tels les nuages de Magellan,
la galaxie d’Andromède ou même la Voie lactée devraient être visibles dans les
cartes de flux en RCUHE. Or, ce n’est pas le cas. Ce critère est utilisé pour mettre
une limite supérieure à ce taux de salves. D’un autre côté, si le taux de salves est
trop faible, les galaxies du Conseil des Géants ne devraient pas être visibles, or ces
galaxies sont probablement responsables des indications d’anisotropies au-delà de
40 EeV (The Pierre Auger collaboration, 2022). À partir de ces observations, on est
capable de mettre une limite inférieure au taux de salves. La présence du Conseil
des Géants et la non-présence des galaxies proches nous permettent aussi de mettre
des contraintes sur le champ magnétique issu du feuillet local qui doit être de l’ordre
de quelques nG dans un scénario transitoire. Pour finir, les contraintes sur le taux de
salves sont comparées à des candidats astrophysiques. La comparaison montre que
les meilleurs candidats dans un scénario transitoire suivant le SFRD sont les sursauts
gammas longs de faible luminosité et les événements de rupture par effet de marée
dans le scénario SMD.
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Summary

Context

Cosmic rays are relativistic atomic nuclei of extraterrestrial origin discovered in
the early 20th century. The most energetic of them, those exceeding 1017 eV, are
called ultra-high energy cosmic rays (UHECR). The origins of cosmic rays, and in
particular UHECRs, remain a mystery. UHECRs that arrive at Earth interact with
oxygen or nitrogen nuclei in the atmosphere and produce extensive air showers.
These atmospheric showers are detected by the Pierre Auger Observatory. It is within
this framework that this thesis was written, with the aim of better understanding
their origin through the measurements of the Pierre Auger Observatory.

The Pierre Auger Observatory is located in Malargüe, Argentina, a stone’s throw
from the Andes Mountains. The observatory consists of two types of detectors,
fluorescence telescopes and surface detectors. An atmospheric shower is composed,
in particular, of high-energy charged particles. These particles excite the molecules
in the atmosphere, which then de-excite and emit fluorescent light. This light is
collected by telescopes and allows us to deduce properties of the incident cosmic
ray, such as the energy, the direction of arrival and the depth of shower maximum,
Xmax, a characteristic length that can be related to the mass of the incident cosmic
ray. As the telescopes are only operational during the astronomical night, they are
supplemented by surface detectors. The surface detectors are Cherenkov water
tanks. There are 1, 600 spread over 3, 000 km2, where they are spaced at 1, 500 m
each. These tanks detect the charged particles from the extensive air showers that
reach them. From these detections, the direction of arrival and the energy of the
incident UHECR are reconstructed.

In 2018, the Pierre Auger collaboration published the observation of a dipole in right
ascension above 8 EeV, with a confidence level of 5σ (The Pierre Auger Collaboration,
2018b). This dipole points in a direction more than 100◦ away from the galactic
centre. Moreover, it turns out that the direction of the anti-dipole is at the 1σ
confidence level consistent with that of the local void, a vast empty region of
the universe adjacent to our own (The Pierre Auger collaboration, 2022). This
discovery seems to indicate an extra-galactic origin of cosmic rays beyond 8 EeV.
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3 At higher energies, a recent study compared the arrival directions of cosmic rays

with catalogues of extragalactic sources (starburst galaxies, active galactic nuclei, all
galaxies, etc.) and an isotropic background. Above 38 EeV, the catalogue of starburst
galaxies is preferred with a confidence level of 4.2σ compared to isotropy.

Compositional studies (Bellido J. on behalf of the Pierre Auger Collaboration, 2018;
The Pierre Auger Collaboration, 2014b) have been carried out by the Auger collabo-
ration using Xmax distributions. The study amounts to estimating the fractions of
proton-like, helium-like, CNO-like and iron-like UHECRs for a given energy range.
The composition of the UHECRs deduced by the Auger collaboration is a mixed
composition, discrediting theoretical models explaining the spectrum using protons
only (Berezinsky, 2006). The composition is dominated by protons around EeV, then
the amount of proton decreases, replaced by helium, which reaches its peak around
10 EeV. The highest energies seem to be constituted mainly by CNO nuclei, even
if, given the low statistics, it is difficult to make compositional analyses beyond 40
EeV. It should be borne in mind, however, that compositional studies depend on the
hadronic models used, which are currently unable to reproduce the data in all the
energy ranges observed by the observatory.

A cosmological model based on spectral and compositional studies has been de-
veloped by the collaboration (The Pierre Auger Collaboration, 2017). This model
assumes an extragalactic origin of cosmic rays above 5 EeV. Starting from a distri-
bution of UHECR sources as a function of redshift, S(z), and an UHECR spectrum
injected at the sources following a power law Φ(E) ∝ E−γ with a cutoff (Emax

Z ),
cosmic rays are propagated in the universe and interact with photons of the cosmic
microwave background and of the extragalactic background light. To limit the num-
ber of parameters adjusted, five characteristic nuclides are injected (H, He, N, Si,
Fe), each of these nuclides is associated with a parameter that reflects the quantity
injected. Once on earth, the cosmic rays are compared with the spectrum and the
Xmax distributions (composition) and the optimal parameters are deduced. This
study has shown that the spectral index at the sources is harder than that expected
by the theoretical Fermi acceleration models γ < 2 (cf. 1.2.1).
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The work resulting from the thesis

In 2020, the collaboration decided to make 10% of its data public to the scientific
community. To facilitate the handling of these data, python notebooks have been
made containing the major analyses of the Auger collaboration. In chapter 3, a
simplified analysis of the dipole described above is made and presented. This analysis
can be found in the anisotropy notebook available on the Open Data website. In
addition, in chapter 3, a study was carried out to compare and characterize in
terms of bias and variance two reconstruction methods used in the collaboration to
produce flux maps from the Auger Observatory data. The results show that the two
methods seem equivalent in terms of bias and variance.

The compositional study used in Bellido J. on behalf of the Pierre Auger Collabora-
tion, 2018; The Pierre Auger Collaboration, 2014b has been replicated by creating
an independent code. This code can be used in the future for further composi-
tional analysis or as a verification code. A study was carried out to characterize
the bias and standard deviation from data and simulations. It was found that the
fractions deduced in this analysis may be biased in the case where the number of
events detected is small, and the fractions are close to zero or one. An approach
allowing negative fractions is proposed as a solution to obtain unbiased fractions.
This approach allows the bias to disappear, but at a high price: the uncertainty on
the fractions increases and the interpretation of negative fractions becomes more
subtle.

The combined compositional and spectral study presented in Chap. 5 is done above
5 EeV, considering extragalactic sources. While the study done by the collaboration
uses a scenario in which the UHECR sources follow a flat redshift distribution
S(z) = 1, or a cosmological evolution S(z) = (1 + z)m with any m, the choice made
in this thesis is to test two scenarios. In the first scenario, the sources follow the
Star Formation Rate Density (SFRD), in the second, the sources follow the Stellar
Mass Density (SMD). Both source evolutions take into account cosmic and local
evolutions. Indeed, even if the universe is homogeneous at large distances, locally
the SFRD and SMD are impacted by the distribution of galaxies in sheets, filaments,
clusters and by the presence of cosmic voids.

Both scenarios reproduce the data similarly with a reduced deviance close to 2
(similar to a reduced χ2). This rather high deviance highlights the difficulties
of hadronic models to reproduce Xmax distributions. Despite the fact that both
scenarios reproduce the data with a similar deviance, the spectrum injected at
the sources differs. The SMD scenario is a hard spectrum scenario (γ ∼ −0.4)
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dominated by nitrogen and helium, with respective emissivities of L̄N = (12.7 ±
1.4)×1043 erg Mpc−3 yr−1 and L̄He = (22.1±2.0)×1043 erg Mpc−3 yr−1. The results
of the SMD scenario are similar to a scenario where the distribution of sources is
flat because, in the first approach, for sources located at distances smaller than 1
Gpc, the stellar mass density evolves little. On the other hand, the SFRD scenario
gives rise to a harder spectrum (γ ∼ −1.8) with a spectrum dominated by nitrogen
representing 80% of the total emissivity, L̄N = (191.0 ± 2.3) × 1043 erg Mpc−3 yr−1.
The total emissivity is six times higher in the SFRD scenario compared to the SMD
scenario. This is due to the fact that the star formation rate peaked ∼ 10 Gyr ago
and many nuclei lose a significant amount of energy over such distances.

Until now, the study has been based on the spectrum and composition above the
ankle (5 EeV). If the acceleration of the nuclei follows a Peters cycle (cf. 1.2.1), the
protons observed below the ankle could have the same origin as the nuclei detected
above. The proton spectrum below the ankle can be reconstructed with the proton
fractions calculated in the composition study, Jp(E) = fp(E) × J(E) where J(E)
is the total flux. This proton flux is compared to the protons detected under the
ankle above 1017.8 eV (the efficiency threshold of fluorescence telescopes). While the
SFRD scenario allows explaining the protons below the ankle reasonably (deviance
reduced by ∼ 2), the SMD scenario, as it has been formulated so far, does not allow
reproducing the protons below the ankle (deviance reduced by ∼ 5). To do this, a
new parameter is taken into account, the spectral index γ used previously is split
into two, one spectral index for protons γp and one for nuclei γA. As shown in
Biehl et al., 2018, the acceleration and radiation scenarios could produce neutrons
which, being uncharged, would easily escape from the accelerator. Once escaped,
these neutrons would decay into protons, whose spectrum could be softer than that
of heavier nuclei. This newly introduced parameter has no impact in the SFRD
scenario, whereas it is crucial in the SMD scenario (the reduced deviance drops
to 2 with γp ∼ 3). This study shows that if the protons below the ankle have the
same origin as the nuclei above, both scenarios are valid. In the SFRD scenario, the
protons detected under the ankle are secondary protons created on the way by the
interaction of nuclei with photons. In the SMD scenario, the protons originate from
an escape mechanism from the sources that differs between protons and nuclei.

In order to predict the sky expected in the previous scenarios, the study of Chap. 6
starts from a catalogue of nearly 400,000 galaxies located in the 350 Mpc around the
Earth. A flux can be associated with each galaxy based on the parameters obtained
in the combined-fit study (Chap. 5). Knowing the position of each galaxy, sky maps
can be produced and compared with the data. Both scenarios (SMD and SFRD)
give similar results in terms of first-order sky maps. Above 40 EeV, the maps are
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dominated by the Virgo cluster. However, the Virgo cluster is not dominant in the
UHECR data. The low flux of this cluster can be explained by the confinement of
cosmic rays due to the magnetic field present in the cluster. A simplified model is
developed to take this effect into account for the Virgo cluster. The transient aspect
of cosmic-ray sources is also studied. If the sources are transient, they should only
be visible from Earth for a time ∆τ corresponding to the spread due to the magnetic
fields along the line of sight. The study shows that in a transient scenario, if the
UHECR burst rate is too high, very close galaxies such as the Magellanic Clouds, the
Andromeda Galaxy or even the Milky Way should be visible in the UHECR flux maps,
but this is not the case. This criterion is used to put an upper limit on the burst rate.
On the other hand, if the burst rate is too low, the galaxies of the council of giants
should not be visible, but these galaxies are probably responsible for the indications
of anisotropies above 40 EeV. From these observations, we are able to put a lower
limit on the burst rate. The presence of the council of giants and the non-presence
of nearby galaxies also allows us to put constraints on the magnetic field from the
local sheet which must be of the order of a few nG in a transient scenario. Finally,
the constraints on the burst rate are compared with astrophysical candidates. The
comparison shows that the best candidates in a transient scenario following the
SFRD are long gamma-ray bursts with low luminosity and tidal disruption events in
the SMD scenario.
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Cosmic-ray introduction 1
1.1 Discovery of cosmic rays

1.1.1 An unexpected discovery

Fig. 1.1.: Ionization rate measured
by Victor Hess. Graph
from Alessandro De An-
gelis, https://commons.
wikimedia.org/wiki/File:
HessKol.jpg.

The discovery of cosmic rays (CRs) goes back
to the beginning of the XIX century. At this
time, physicists could measure the ionization
rate of air using electrometers. It was believed
that the ionization of air was coming from the
radiation of radioactive elements discovered
by Henri Becquerel in 1896. Theodor Wulf was
the first one, in 1909, to design an experiment
using an electrometer sealed in a hermetical
container to study the dependence of the ion-
ization rate on altitude. T. Wulf went to the
Eiffel Tower and measured an ionization rate
higher at its top than at ground level.

Two years later, in 1911, Domenico Pacini
made a similar experiment measuring the ion-
ization rate over the sea, over a lake and 3
meters below the surface of the water. He ob-
served a significant decrease of the ionization
rate underwater. He concluded that a specific
part of the ionization rate should not come
from the radioactivity of Earth. In 1912, Vic-
tor Hess went off to 5,300 m high in a hot air
balloon flight (cf. Fig. 1.2). During the rise,
he measured the ionization rate using different
chambers (Hess, 1912). As shown in Fig. 1.1, the ionization increased significantly
with altitude. He found that the ionization rate at 5,300 m was about four times the
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one detected at ground level. It was the first proof that particles coming from the
sky were ionizing the air. They decided to name them: Cosmic Rays.

Fig. 1.2.: Victor Hess making a balloon flight in order to measure the number of electroscope
discharges for different heights.

New mysteries were raised after the experiments of Wulf, Pacini & Hess: What
are those particles? Where are they coming from? The first question created
a huge debate in the scientific community. Based on his experiments, Milikan
proposed a theory where cosmic rays were high-energy photons produced in in-
terstellar medium and propagated to Earth. The photons would transfer energy
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to electrons via Compton effect when entering the atmosphere, thus it would ex-
plain the ionization rate increasing with altitude. Milikan’s theory was not con-
vincing to many scientists, especially to Arthur Compton, a former student of his.

Fig. 1.3.: New York Times article on
the clash between Milikan
and Compton about the na-
ture of cosmic rays.

Compton was convinced that cosmic rays were
charged particles. A debate began in the sci-
entific community and went public ; articles
were published in the famous New York Times
about it (cf. Fig. 1.3). To prove that cosmic rays
are charged particles, scientists were interested
in measuring the cosmic-ray flux at different
latitudes. Since charged particles would be de-
viated by Earth’s magnetic field, one should ex-
pect the cosmic-ray flux to depend on latitude.
In 1927, Jacob Clay, sailing from Java to the
Netherlands, was the first one to find evidence
of latitude dependence of cosmic-ray flux. At
the same time, Compton went world-wide and
collaborated with many scientists in order to
measure cosmic-ray flux from Arctic to New
Zealand. In 1932, he returned from his trip
with measurements proving that Milikan was
wrong. There is a clear latitude dependence,
thus cosmic rays are charged particles.

1.1.2 Astroparticle spectrum

In the previous section, the question “What are those particles?” was not fully
answered. In the ’30s, Compton & others proved that the detected particles were
charged. In the following decade, multiple investigations showed that cosmic rays
were mainly protons, but all kinds of nuclei were also detected. Nowadays, all kind
of high energy particles are detected in the sky. These particles refer to one domain
of study: Astroparticle physics.

Figure 1.4 shows the spectrum of all kinds of detected astroparticles. The spectrum
of astroparticles is given by ϕ(E) with units [ϕ(E)] = eV−1 m−2 s−1 sr−1. Since the
fluxes roughly follow a power law, ϕ(E) ∝∼ E−3, it is common to represent the
energy flux, E2ϕ(E) to enhance the spectral features. The second advantage to
show it as energy flux is to ease the computation of the total energy in log-scale:
Etot =

∫
E ϕ(E) dE =

∫
E2 ϕ(E) dlog(E).
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Fig. 1.4.: Astroparticle energy flux measured up to 1021 eV and down to 109 eV. Adapted
from https://github.com/carmeloevoli/The CR Spectrum

In this PhD manuscript, the focus is put on Ultra High Energy Cosmic Rays (UHECR),
which are cosmic rays above 1017 eV. UHECRs are the witness of the most violent
astrophysical phenomena. One can also expect that those violent astrophysical
phenomena or/and the propagation of UHECRs have counterparts in neutrinos
and in the isotropic gamma rays flux. On the other side, low-energy cosmic rays,
positrons, electrons, anti-protons are, most of the time, treated in a separate way.
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Cosmic rays

The spectrum of cosmic rays shown in Fig. 1.4 goes from low-energies at 109 eV to
1021 eV. The flux of cosmic rays spreads over 32 orders of magnitude. In terms of
measurements, it can only be obtained by using very different observation methods.
Several features of the spectrum have been well observed.

The first one, the steepening of the spectrum around 3 PeV, is the so-called knee.
The corresponding composition has been measured by the KASCADE experiment
(Antoni et al., 2005): the knee corresponds to a cut-off of light elements. One could
also observe a second knee around 100 PeV (Apel et al., 2011). The second knee
corresponds to a cut-off of heavy elements (Apel et al., 2013). As explained in the
next subsection (cf. 1.2.1), this behaviour seems to look like the end of a mechanism
of acceleration of cosmic rays. On top of the knee and the second knee, new features
appear in the same energy range when considering the proton flux only. This is
shown in Fig. 1.5.

Fig. 1.5.: Cosmic ray spectrum. In the top right corner, the flux of all particles is shown in
blue circles (Tibet experiment) and red diamond (IceTop experiment). The others
markers corresponds to the proton flux measured with different experiments.
The red solid line is a fit using a two-break expression (cf. Lipari and Vernetto,
2020) that estimates the proton-flux below PeV energies. Above PeV energies,
cosmic rays are measured through indirect measurement (cf. 1.4) which makes
the deduced composition depend on the hadronic model. Therefore, different
scenarios are shown in dashed black lines for the proton flux. Extracted from
Lipari and Vernetto, 2020.

1.1 Discovery of cosmic rays 19



Figure 1.5 shows that the steepening of the proton flux changes as a function of
energy. It becomes harder around ≃ 1 TeV, then softer again around ≃ 10 TeV. As
said previously, a cut-off in proton is also observed at the knee. The systematics on
the proton spectrum are not small enough to know whether the spectrum gets harder
before the cut-off. Therefore, these features show that the simple description of
cosmic-ray flux as a power-law is not valid. One way to explain those characteristics,
would be that they correspond to the signature of a mechanism of acceleration
or propagation. Many models have been put forward in order to reproduce this
signature. However, another explanation would be to consider a variety of sources
with different characteristics that sum-up to produce the global cosmic-ray spectrum
(Lipari & Vernetto, 2020). In that scenario, the features below the knee correspond
to the end of a mechanism of acceleration of a given source or group of sources, and
the knee (and second knee) corresponds to the end of higher-energy emitters, for a
given acceleration mechanism. It is believed that the second knee is a signature of
the end of emission from sources within the Milky Way.

At 5 EeV, there is the ankle. For a long time, people expected the ankle to be the
signature of the dip-model of Berezinsky, where a single population of extragalactic
protons explains the spectrum above 1 EeV (Berezinsky, 2006). However, the mass
composition has been revealed to be a mixed one at the Pierre Auger Observatory (cf.
Chap 4), thus it is in conflict with the dip-model. Nowadays, the ankle is believed to
correspond to the emergence of an extragalactic component (cf. Chap 3 & 4, and
The Pierre Auger Collaboration, 2017). Between the second knee and the ankle,
there is an unknown component: the component B as it was called by Hillas, 2005.
The spectrum finishes with a two-step suppression. The first step, called the instep,
corresponds to a steepening of the spectrum at ∼ 10 EeV. Finally, the cut-off at
∼ 50 EeV further reduces the flux observed up to ∼ 100 EeV (The Pierre Auger
Collaboration, 2020c).

1.2 Origin of Cosmic rays

The origin of cosmic rays remains debated. However, multiple scenarios have been
studied. In the following section, different mechanisms of acceleration and candidate
sources of cosmic rays are discussed.
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1.2.1 Acceleration mechanism

For a particle to gain energy, it must encounter an electric field. Since the electric
field is reference frame dependent, Lorentz invariants are used to characterise an

accelerating medium: E⃗ · B⃗ and E⃗2 − B⃗
c

2
. From these lorentz invariants, two kinds

of accelerator can be discussed:

• Linear acceleration: E⃗ · B⃗ ̸= 0 and E⃗2 − B⃗
c

2
> 0.

• Fermi acceleration: E⃗ · B⃗ = 0 and E⃗2 − B⃗
c

2
< 0.

The first one, also known as ”one-shot“ acceleration is hard to find in astrophysical
environments. Ionized gases have conductivities similar to the conductivity of metal
(Spitzer, 1962). Hence, if an electric field appears, it is shortly cancelled by the
motion of free charges as in any conductors. Therefore, this kind of scenario is
expected to only play a role in the case of low energy particle acceleration such as
electron/positron in the environment of pulsars (magnetospheres) (Goldreich et al.,
1969) or solar flares through magnetic reconnection (Shibata & Magara, 2011).

The second way of accelerating particles is described below in Fermi-type scenarios.
In such a scenario, the particle propagates in the accelerator and sees a changing
magnetic field. Although this scenario is not unanimous, it is nevertheless considered
the most likely scenario for the acceleration of UHECRs.

Second-order Fermi acceleration

A first model of acceleration in astrophysical environments has been developed by
Enrico Fermi in 1949 (Fermi, 1949). Fermi proposed a stochastic model where the
particles rebound on clouds in the interstellar medium. The clouds are considered as
magnetic irregularities in the ambient magnetic field, moving at a random velocity V .
Fermi showed that a particle gains energy after each collision with a cloud according
to:

〈∆E
E

〉
= 8

3

(
V

c

)2
. (1.1)

If we consider that the mean free path between clouds is L, the time between
collisions is given by L

c cos(ϕ) where ϕ is the angle between the particle and the
magnetic field direction. Averaging over ϕ, the average time becomes 2L

c . Then, the
energy gain is given by:
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dE
dt = 4c

3L

(
V

c

)2
E = αE. (1.2)

Now, if a particle remains for a time τesc in the accelerator, and neglecting the losses,
using the transport equation with a continuous energy gain term (Longair, 2011),
the flux of cosmic rays is given by:

ϕ(E) ∝ E−(1+ 1
ατesc

). (1.3)

This model is called the second-order Fermi acceleration, since the term
〈

∆E
E

〉
is

proportional to
(

V
c

)2
. Such a scenario can explain a power-law observed in the

spectrum. However, the second-order in
(

V
c

)2
results in a very slow gain of energy

per collision. Moreover, there is no particular reason that 1+ 1
ατesc

≈ −2, as suggested
by the spectrum (1.1.2).

Diffusive shock acceleration

Diffusive shock acceleration (DSA) is a class of acceleration models that is one of
the most promising theory to explain the cosmic-ray spectrum. In DSA models,
cosmic rays cross a strong shock wave multiple times and gain energy each time
they encounter the shock wave.
Let’s define β, the energy gain after one collision, E = βE0, and let’s define p, the
probability that the particle stays inside the accelerator after each collision. If we
consider k collisions, one can deduce the number of particles in the accelerator
N = N0p

k, and their energy E = E0β
k. Then, eliminating k yields:

ln N
N0

ln E
E0

= ln p
ln β , (1.4)

=⇒ N

N0
=
(
E

E0

) ln p
ln β

. (1.5)

Here, N corresponds to the number of particles that reach at least the energy E,
meaning N = N(≥ E). The number of particles with energy between E and E+ dE
is then:

ϕ(E) ∝ E
ln p
ln β

−1
. (1.6)
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When considering shock waves, one can show that the typical energy gain when a
particle crosses the front back and forth is given by (cf. Longair, 2011):

〈∆E
E

〉
= 4

3

(
V

c

)
, (1.7)

which results in:

β = 1 + 4V
3c . (1.8)

On the other side, it can be proven (e.g. Bell, 1978) that p can be written as:

p = 1 − 4V
3c . (1.9)

The shocks are assumed to be non-relativistic, hence:

ln p
ln β =

ln 1 − 4V
3c

ln 1 + 4V
3c

≃
−4V

3c
4V
3c

≃ −1. (1.10)

Injecting eq. 1.10 into eq.1.6 one can get the expected spectrum:

ϕ(E) ∝ E−2. (1.11)

The DSA model naturally produces a spectrum ϕ(E) ∝ E−2 that roughly follows the
observed spectrum in section 1.1.2. This model is also called the first-order Fermi
acceleration model, since the energy gain after each shock is first-order in V (cf.
eq. 1.7). This first order in V makes it very efficient compared to the second-order
Fermi acceleration mechanism.

Peters’ cycle

Motivated by the knee feature in the spectrum (see 1.1.2), Peters proposed in
1961 (Peters, 1961) a scenario where cosmic rays are accelerated depending on
their rigidity. Since the sources are supposed to accelerate cosmic rays using the
electromagnetic force, one can expect them to do so up to a maximum rigidity Rmax
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in V. Then, the maximum energy depends on the injected nuclei, and it is given
by:

Emax(Z) = Ze×Rmax = Z × Emax|proton (1.12)

Considering eq. 1.12, for one mechanism of acceleration, one could expect a pro-
gressive cut-off in energy: first a light element cut-off, then heavier element cut-offs.
Indeed, this behaviour is observed in the spectrum at the knee (light elements cut-
off) at 3 PeV, and at the second knee (heavy elements) at ∼ 100 PeV. If one considers
that light elements are made of protons, and heavy elements of iron, the cut-off of
iron nuclei is expected to be Emax(56

26Fe) = 26 ×Emax|proton = 26 × 3 PeV ∼ 100 PeV,
which roughly corresponds to the second knee energy.

1.2.2 Source candidates

The sources of cosmic rays are still unknown. However, after a century of research,
the scientific community starts to have an idea of which could or could not be a
source of cosmic rays.

The first condition on the sources of cosmic rays is expressed with the well-known
Hillas condition (cf. Hillas, 1984). The Hillas condition is a necessary one for an
astrophysical object to accelerate cosmic rays. It states that cosmic rays should
remain spatially confined in the accelerator to be accelerated up to an energy Emax.
If we consider the gyration radius rg of cosmic rays, rg should be smaller than the
size of the accelerator L. The gyration radius is given by rg = E/Zc||B⃗||, where E is
the energy, c the speed of light, Z is the charge of the nucleus, and B⃗ the magnetic
field. One can deduce that the energy of the cosmic rays should respect:

E ≤ Zc||B⃗||L . (1.13)

Equation 1.13 is the first argument of Hillas. One can refine this equation by
computing the order of magnitude of the electric field in an accelerator:

∇ × E = ∂B

∂t
=⇒ E

L
∼ B

L/u
, (1.14)

where u is a characteristic velocity which corresponds to the motion of the conductor
in a one-shot acceleration, or to the scattering centres for the two types of Fermi
accelerations. Then, the maximum energy is given by the electric field times the size
of the accelerator:
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Emax = L× Z∥|E⃗|| = L× ZuB, (1.15)

Emax = Z

(
u

c

)(
B

1µG

)(
L

1pc

)
PeV, (1.16)

The second way of computing the Hillas condition is to consider Fermi acceleration
and equating the time of acceleration with the diffusive escape time (Hillas, 1984).

Low-energy cosmic rays

Cosmic rays with energies below the second knee are believed to be accelerated
through DSA in strong shock waves. The strong shocks would be created by su-
pernovae and propagate through the interstellar medium ahead of the supersonic
shells of supernova remnants (SNRs). The first clue is found by computing the Hillas
condition applied to SNRs, considering protons (Z = 1) and typical value for u, L
and B, respectively 5000 km/s, 1 pc (from Lagage and Cesarsky, 1983) and 1µG.
The maximum energy is found to be Emax ≃ 20 TeV, which is quite below the knee.
This maximum energy can be increased if one considers the possible retroaction of
the accelerated cosmic rays on the magnetic field (B⃗ is amplified, as in Lucek and
Bell, 2000). Hence, SNRs could match the maximum observed energy of protons
around the knee.

The second clue comes from the energy budget of supernovae. Knowing the en-
ergy density of cosmic rays below the knee ρ = 10−12 erg cm−3 estimated from
the spectrum (Sec. 1.1.2), the Galactic confinement volume estimated with a
cylinder V = π (20 kpc)2 100 pc ≃ 3 × 1067 cm3 and the cosmic-ray residence time
τ ∼ 3 × 107yr (Lipari, 2014), one can find the required power to fuel the Galactic
energy density P = 3 × 1040 erg s−1. It has to be compared with the energy input
from all Galactic SNRs PSNRs = 1042 erg s−1. Therefore, only a few percent of the
energy budget of SNRs are needed to account for the energy density of cosmic rays
up to the knee.

UHECR sources

While there is no certainty about the sources of UHECRs, the scientific community
has certainty about what is not a source of UHECRs. Following the discussion in
Ptitsyna and Troitsky, 2010, one can see that an accelerator needs to satisfy several
conditions in order to be considered as a potential candidate for UHECR source:
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• Spatial: The particle should not leave the source before being accelerated
(Hillas condition).

• Emissivities: The density of sources times their power should match the
observed flux.

• Radiation losses: The energy lost through radiative processes should not
overpass the energy gain.

• Interaction losses: The energy lost through interactions with other particles
should not overpass the energy gain.

• Induced particles: Low energy cosmic rays, photons and neutrinos induced
from the interactions should not outmatch the observed flux from a given
source nor the diffuse background.

Here, the focus will be put on the spatial and emissivity conditions, because these
conditions are less model dependent. The spatial condition is reached using the
Hillas condition used before. For UHECRs, the Hillas condition can be written with
a Lorentz factor Γ (as in eq. 1.17). The Lorentz factor comes from the fact that the
acceleration region can be Lorentz boosted, which implies Emax = Eacc

maxΓ. It can be
the case for AGN jets (Γ ∼ 10 − 50) and for GRBs (Γ ∼ 10 − 1000) (Batista et al.,
2019),

Emax = ZβshBLΓ. (1.17)
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Fig. 1.6.: Hillas diagram. The abscissa shows the product L× Γ which corresponds to the
product of the comoving size of the engine times the Lorentz factor of the engine.
Extracted from Batista et al., 2019.

Figure 1.6 is called Hillas diagram and helps to visualize the Hillas condition. The
lines in Fig. 1.6 shows the product BLΓ needed to confine iron (blue) or proton (red)
with βsh ≃ 1 (solid) or βsh ≃ 0.01 (dashed) at 1020 eV. On top of the lines, there
are coloured areas corresponding to different astrophysical objects. One can see
that the outflows of Supernovae, Normal galaxies and Wolf-Rayet stars do not have
a sufficient BLΓ to confine nuclei long enough, for any βsh. Hence, Supernovae,
Normal galaxies and Wolf-Rayet stars do not fulfil the Hillas condition and can be
excluded as sources of UHECR.

Another condition can be put on the energetics of the objects. In The Pierre Auger
Collaboration, 2017, the emissivities L in UHECR have been estimated above the
ankle to be L = 5 × 1044 erg s−1 yr−1.
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Fig. 1.7.: Luminosity diagram. Effective luminosity of sources for transient sources1and
average luminosity of sources as a function of source number density. The
blue solid lines corresponds to the total luminosity of UHECR, estimated in The
Pierre Auger Collaboration, 2017 which is L = 5 × 1044 erg Mpc−3 yr−1. The
orange dotted-dashed line gives the lower limit for the effective density of sources
estimated from The Pierre Auger collaboration, 2013. Extracted from Batista
et al., 2019.

In Fig. 1.7, the luminosity [erg/s] of different classes of sources are shown as a
function of their effective number density [Mpc−3]. The luminosity of sources is
deduced from various measurements in photons. The solid line corresponds to the
estimated UHECR emissivity. If an astrophysical object is below that line, the photon
luminosity is below the one observed in UHECR. However, it is not easy to compare
the UHECR luminosity with that in photons. Hence, the dashed lines express two
hypotheses, a correlation between the two of a factor 10 times bigger/smaller.
Looking at the anisotropy in UHECR sky, The Pierre Auger collaboration, 2013

estimated a minimum density of sources, using events above 70 EeV and an estimated
1Considering a characteristic time spread of 3 × 105 yr.
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spread due to magnetic deflections of 30°. This minimum density is shown as a
dashed and dotted line in Fig. 1.7. Hence, gamma-ray emitting blazars (shown as
Fermi FSRQs and BL Lacs), Active Galactic Nuclei of FRII type, galaxy clusters and
giant magnetar flares are excluded as potential sources of UHECRs.

Hence, even if the sources are not known, multiple conditions help to exclude some
candidates. In Chapter 4, we will see that on top of those minimum conditions,
there are indications on the nature of the sources.

1.3 Propagation of UHECRs

After their acceleration in the sources, UHECRs travel through space, experiencing
energy loss and/or photo-disintegration. These phenomena are explained in the
following pages, starting with the cosmological framework in which the UHECRs
evolve.

1.3.1 Cosmological framework and adiabatic losses

In 1915, Einstein published field equations that are the fundamental basis of General
relativity (cf. eq. 1.18). The equation shows the link between the Einstein tensor
Gµν expressing the curvature of the universe, gµν expressing the metric tensor, and
Tµν the stress-energy tensor that refers to matter itself:

Gµν + Λgµν = 8πG
c4 Tµν . (1.18)

Here, Λ and G are respectively the cosmological and the gravitational constant.
Starting from Einstein’s equation (eq. 1.18), Friedman established in 1922 the
equations that govern a homogeneous and isotropic universe. The first Friedman
equation is obtained using the 00 component of eq. 1.18:

˙a(t)2 + kc2

a(t)2 = 8πGρ+ Λc2

3 , (1.19)

where:

• the time t is taken as t = 0 for nowadays and increases when one looks back
in past,
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• a(t) is the scale factor, a dimensionless factor that shows how the distance
between two celestial objects varies with time due to the expansion of the
universe. a(t = 0) = 1, a(t = tbig−bang) = 0, and any measured distance R0 at
t = 0 scales in time as: R(t) = R0 a(t),

• k is the current spatial curvature. If k > 0, the Universe is spatially closed and
is a hypersphere, if k = 0, the Universe is spatially flat (preferred by the data),
if k < 0, the Universe is spatially hyperbolic.

One can also express the scale factor in terms of redshift z:

a(t) = 1
1 + z

, (1.20)

and define the Hubble parameter as:

H(t) =
˙a(t)

a(t) . (1.21)

Using equations 1.19, 1.20, 1.21, and considering a flat spatial curvature (in agree-
ment with observations), one can find:

H(z) = H0

√
Ωr(1 + z)4 + Ωm(1 + z)3 + ΩΛ = − 1

1 + z

dz
dt , (1.22)

where Ωr, Ωm, ΩΛ correspond to the radiative density, matter density, and cosmo-
logical constant (or vacuum density), respectively, in critical density unit: Ω ≡ ρ

ρ0
c

=
3H2

0 ρ
8πG .

If we consider an UHECR going through space with an energy E, one can associate
to it its de Broglie wavelength, λ ≃ hc

E (because the particle is ultra-relativistic,
E ≫ mc2). The wavelength λ undergoes the expansion of the universe, which
results in

1
E

dE
dz = λ

hc(1 + z) × hc

λ
= 1

1 + z
. (1.23)

Now, defining the adiabatic losses as 1
E

dE
dt

∣∣
ad and combining equations 1.22 and

1.23, one can find the adiabatic losses of a UHECR:

1
E

dE
dt

∣∣∣∣
ad

= 1
E

dE
dz

dz
dt = −H(z). (1.24)
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1.3.2 The extragalactic medium is not empty!

The extragalactic medium is not empty! While the presence of matter in the ex-
tragalactic medium is negligible for the propagation of UHECRs, the presence of
photons has an impact. The first population of photons that interact with UHECRs
are those of the Cosmic Microwave Background (CMB). CMB has been emitted
∼380,000 years after the Big Bang (z = 1100) when protons bond with electrons
to make hydrogen atom. This epoch is called the Recombination Era. The second
population of photons of interest for the propagation of UHECRs are the photons
of the Extragalactic Background Light (EBL). The EBL corresponds to the Ultravio-
let/Optical/Infrared light emitted by all the stars, from the first ones up to now. The
EBL can be split into two components, the Cosmic Optical Background (COB), which
is also called the CUVOB because it is composed of optical and a small amount of
UV. It comes from the direct emission of stars. The second component is the Cosmic
Infrared Background (CIB). It comes from the re-emission of light from interstellar
dust. The spectral of the EBL and the CMB are shown in Fig. 1.8.

Fig. 1.8.: Schematic spectral energy distribution of the CMB (grey) and the EBL (blue & red).
The numbers in the boxes correspond to approximate brightness [nW m−2 sr−1].
Extracted from Dole et al., 2006.
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UHECRs have a Lorentz factor Γ such that when they encounter a photon of the
CMB/EBL, the energy of the photon in the rest frame of the nucleus is sufficient to
damage it, in terms of mass (photo-disintegration) or/and in terms of energy (pair
production or pion production). These phenomena are detailed below.

Electron/positron pair production

Any nucleus that meets a photon with the energy above the Eγ = Emin
γ can create

an electron/positron pair. The electron/positron pair production follows from the
reaction

N + γ → N + e+ + e−. (1.25)

The reaction can only occur if there is enough energy in the rest frame to create
the electron/positron pair. The threshold can be found using the conservation of
the norm of the four-momentum. It is done in eq. 1.26, by equating the norm of
the four-momentum in the nucleus rest-frame before collision with the norm of the
four-momentum after collision, where all particles are at rest (minimum energy):

∣∣∣∣∣
(
mc2

0

)
+
(
Emin

γ

Emin
γ

)∣∣∣∣∣
2

=
∣∣∣∣∣
(
mc2 + 2mec

2

0

)∣∣∣∣∣
2

(1.26)

It results in a minimum energy of the photon in the rest frame of Emin
γ = 2mec

2(1 +
me
m ) ≃ 1 MeV.

As shown in Berezinsky, 2006, creating a e± pair results in a small energy loss of
the order of f = 0.1% when Eγ = Emin

γ . This fraction f is monotonically decreasing
with increasing Eγ . It can be interesting to compute the product fraction of energy
loss per interaction f(Eγ) times the cross-section σ(Eγ). For a proton, it is roughly
constant for Eγ ≥ 5 MeV, f(Eγ)σ(Eγ) ∼ 0.5µbn (Berezinsky, 2006).

Pion production

Pion production can happen when a nucleon interacts with a photon. The pion
production follows from the reactions
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p+ γ → (∆+) → p+ π0,

p+ γ → (∆+) → n+ π+.
(1.27)

If the particle is a neutron, the reactions become:

n+ γ → (∆0) → n+ π0,

n+ γ → (∆0) → p+ π−.
(1.28)

Following eq. 1.26, one can find that the minimum energy for a photon in the
nucleus rest frame to produce pions is given by: Emin

γπ
= mπc

2(1 + mπ
2mp

) ≃ 145
MeV. The product f(Eγ)σ(Eγ) ∼ 50µbn is about two orders of magnitude above
the product f(Eγ)σ(Eγ) found in the electron/positron pair production (Berezinsky,
2006). It means that above the energy threshold Emin

γπ
, for a given path, the nucleus

loses ∼ 100 times more energy through pion production than electron/positron
pair.

Photo-erosion (photo-disintegration)

If the UHECR is a nucleus, all kinds of nuclear reactions can happen (eq. 1.29):

A
Z X + γ → A−α

Z−β Y + (α− β)n + βp, (1.29)

where α and β are positive integers, with α− β ≥ 0.

Those reactions can happen with very different phenomena, depending on the
energy of the photon in the nucleus rest frame (Allard et al., 2006).

• 10 MeV ≲ Eγ ≲ 20 MeV: The disintegration process is dominated by the Giant
Dipole Resonance (GDR). At these energies, the photon excites a collective
nuclear mode. The protons and the neutrons can be described with one oscil-
lating wave function, with the proton wave function in anti-phase compared
to neutrons. It leads to the ejection of one or multiple nucleons (n, p, 2n, 2p,
np, α...).
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• Eγ ≈ 30 MeV: The disintegration process is dominated by the quasi-deuteron
(QD) process. At these intermediate energies, the photon wavelength is too
small to excite collective motion, but too big to see the nucleus as individual
nucleons. Hence, the photon will interact with a pair of correlated nucleons,
resulting in the ejection of the pair as well as possibly more nucleons.

• Eγ ≳ 150 MeV: The disintegration process is dominated by the baryonic
resonances (BR). At such high energies, the photon sees the nuclei as a bunch
of individual nucleons. Hence, the reaction is the one explained in the previous
section (cf. Pion production).

1.3.3 Attenuation length

The attenuation length is a characteristic length of interaction for UHECRs, which is
defined in eq. 1.30 (Aloisio et al., 2013):

χ−1
loss = 1

E

dE
dx , (1.30)

where x is the travelled distance. Figure 1.9 shows the attenuation length for
a proton (left) and for an iron nuclei (right) as a function of the Lorentz factor
γ. The losses are decomposed in electron/positron pair production on CMB/EBL
photons and pion production (π prod) for protons, and in terms of photo-erosion
process (GDR+QD+BR) and pair production for iron nuclei. It is important to note
that those graphs have been done at a redshift z = 0, as if the nucleus evolves
in a hypothetical world where the universe is static and stays as of now. When
simulations are performed, not only the nucleus endures the adiabatic losses as
explained before, but the CMB and EBL evolution as well. Indeed, both energy and
density of photons fields are function of redshift and so do the resulting interactions.
On the left-hand side of Fig. 1.9, one can see that the attenuation length drops
around log(γ) = 11, where γ is the UHECR’s Lorentz factor. This drop corresponds
to the well-known GZK cut-off (Greisen, 1966; Zatsepin & Kuz’min, 1966). The GZK
cut-off is the analytical computation of the interaction of UHECR protons with CMB
photons. Greisen, Zatsepin, and Kuzmin showed that the attenuation length is such
that no proton from sources beyond ∼ 10 Mpc should be observed on Earth above
this Lorentz factor.

Figure 1.10 shows the attenuation length of different nuclei as a function of energy.
This figure sums-up the importance of studying the composition of UHECRs. Since
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Fig. 1.9.: Attenuation length of protons (left) and iron nuclei (right) as a function of the
Lorentz factor at z = 0. The contribution of pair production and pion production
from the CMB and EBL (IR/Opt/UV) are separated for the protons. For iron, the
production of pairs is separated from photo-erosion cases. Extracted from Allard
et al., 2006.

different nuclei have different attenuation lengths, the composition of the observed
UHECRs gives information about the maximum distance of sources.

Fig. 1.10.: Attenuation length as a function of energy for different nuclei, at a redshift
z = 0. Extracted from Allard et al., 2006.
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1.4 Extensive air showers

After propagating in the universe, UHECRs arrive on Earth. When a highly relativistic
particle enters the atmosphere, it collides with a nucleus. This collision results in
a number of new high-energy particles. The newly-created particles also interact,
creating again particles. This process continues until the particles do not have
enough energy to create new particles. This cascade is called Extensive Air Shower
(EAS). Two examples of simulated EAS are shown in Fig. 1.11.

Fig. 1.11.: CORSIKA simulation of extensive air showers of a proton (left) and iron (right)
at 1015 eV. The colours used are red for electromagnetic particles, green for
muons and blue for hadronic particles. Extracted from https://www.iap.kit.edu/
corsika/, Fabian Schmidt, University of Leeds, UK.
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1.4.1 Modelling

Heitler model

The simplest model of EAS is the Heitler model, which describes electromagnetic
showers initiated by a photon or an electron/positron. Two processes are possible:

• An electron/positron creates a photon through Bremsstrahlung effect.

• A photon’s energy is converted into an electron-positron pair.

In the first case, the electron/positron experiences the electric field of an electron or
a nucleus and gives part of its energy to a photon. In the second case, the photon
needs to be in the vicinity of a nucleus for conserving the four-momentum of the
reaction ; the nucleus receives some recoil. Each of these two particles will also
split their energy in two, resulting in a cascade of particles. A schematic view of an
electromagnetic cascade is shown in Fig. 1.12.

Fig. 1.12.: Schematic view of an electromagnetic cascade. The red particles are photons,
while the green lines correspond to electron/positron. Extracted from Mollerach
and Roulet, 2018.
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The characteristic splitting length is given by lem = X0 ln 2, where X0 is the radiation
length (in air X0 = 36.7 g/cm2). After n splittings, the distance is given by x =
nX0 ln 2, the number of particle is given by N = 2n and the energy per particle
is given by E = E0

N where E0 is the energy of the initial particle. The cascade
process stops when the secondary particles do not have enough energy to produce
an electron/positron pair (for photons) or to produce a photon using Bremsstrahlung
effect (for e±). This critical energy Ec is reached when the radiative energy loss
becomes less than collisional energy loss (in air Ec = 85 MeV).

Heitler model with hadronic interactions (Heitler-Matthews model)

Fig. 1.13.: Schematic view of a hadronic cascade. Blue lines corresponds to hadronic
particles, red corresponds to photons, green corresponds to electron/positron,
and purple correspond to muons and neutrinos. Extracted from Mollerach and
Roulet, 2018.
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Hadronic air showers are modelled using a method similar to Heitler’s.

The atmosphere is decomposed into layers of constant thickness λπ air = λI ln 2,
where λI is the interaction length of strongly interacting particles. λI can be
considered constant over a large energy range (10–1000 GeV), and is given by
λI = 120 g/cm2 for pions (Matthews, 2005). After passing through one layer,
hadrons produce Nch charged pions (π+, π−) and Nch

2 of neutral pions (π0). Charged
pions continue to interact when they pass through another layer. The operation is
repeated until the energy of the π± falls below a critical energy level Eπc . They are,
then, decaying into muons and associated neutrinos. The neutral pions instantly
decay into two photons, initiating electromagnetic showers. It is important to note
that the hadrons can also create kaons, which are strange pions; the process remains
the same.

UHECR cascade

An extensive air shower always starts with hadronic interactions, creating all kinds
of hadrons (nuclear fragments, nucleons, pion and kaons). The neutral pions will
decay into photons, creating electromagnetic showers, as explained before. The
other particles nourish the hadronic shower until they reach their critical energy
and decay into muons and neutrinos. It is important to note that, since muons are
directly a tracer of the number of hadrons, the number of muons is linked to the
mass of the incoming cosmic ray. Then, if the muons are energetic enough, they will
reach the ground without interacting much. If the muons have low energies, they
will decay into neutrinos and electrons, and initiate electromagnetic showers. At
the end, the EAS can be described using three components: Hadronic components,
electromagnetic component and a muonic/neutrinos component. The processes of
EAS for an UHECR is summed-up in Fig. 1.14 .
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Fig. 1.14.: Schematic view of the composition of an extensive air shower. The shower can
be explained using three mains components. Green: hadronic component. Red:
muonic component. Blue: electromagnetic component. Extracted from Haungs
et al., 2018.

1.4.2 Characteristics

Since UHECRs are quite rare (about 1 per km2 per yr over the entire atmosphere
around the ankle [cf. Fig. 1.4]), the only way for detecting them is to observe the
EAS they initiate. This is an indirect measurement of cosmic rays. For an observer,
the EAS is not easily split in three components. The observer sees a curved shower
of all kinds of particles. It is represented in Fig. 1.15 and described with:

• The shower axis: it defines the arrival direction of UHECR;

• The core of the shower: it is the point where the shower axis meets the ground;

• The zenith angle: it corresponds to the angle between the vertical and the
shower axis;

• The lateral distribution function: it is the projection of the number of particles
onto the axis perpendicular to the shower axis;
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• The longitudinal profile: it is the projection of the number of particles onto
the shower axis.

Fig. 1.15.: Schematic view of an extensive air shower. Adapted from Fleck et al., 2021.

The lateral distribution function and the longitudinal profile are related to the energy
of the incoming cosmic ray. To get an information on the mass of the incoming
cosmic ray, one can look at the nature of the particles at ground level (number
of muons). The other solution to get information on the mass is to look at the
longitudinal profile.

The next chapter will focus on the detection of UHECRs. It will show how the
lateral distribution and the longitudinal profile are reconstructed at the Pierre
Auger Observatory, and how one can derive the energy, arrival direction and the
composition of UHECRs.
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The Pierre Auger Observatory
and observables

2

2.1 The Pierre Auger Observatory

Inaugurated in 2008, the Pierre Auger Observatory is the largest observatory to
study UHECRs. It is located in Malargüe in the Mendoza Province, Argentina, near
the Andes. Since UHECRs are rarely observed on Earth (cf. 1.1.2), the Pierre Auger
Observatory covers a surface of 3,000 km2 (approximately corresponding to 30 times
the surface of Paris).

2.1.1 General view

The Pierre Auger Observatory is composed of two types of detectors: Fluorescence
telescopes, also called fluorescence detectors (FD), and water tank detectors, also
called water Cherenkov detectors (WCD) or simply surface detectors (SD). Images
of a FD and a WCD are shown in Fig. 2.1 and Fig. 2.2, respectively. We shall see
below that the two detectors are complementary in providing measurements of the
longitudinal shower profile (with the FD) and the lateral shower profile (with the
SD). The WCDs operate day and night, regardless of weather conditions, while the
FDs, being telescopes, cannot operate during daytime, rainy weather, or full-moon
nights. Therefore, the duty cycle of the FD, on the order of 15%, is relatively low
compared to that of the SD (almost 100%). While the SD operates without requiring
human control, the FD must be controlled. During observation nights (typically 3
weeks during the new Moon), shifts are organized to control the FD. These shifts
can be done at the Observatory or remotely. During my first year of PhD, I had the
chance to do a half-shift on site.

Figure 2.3 shows the map of the Pierre Auger Observatory. Each point represents a
WCD while the black lines show the field of view of the FD. There are 1,600 WCDs,
each of them spaced 1,500 m apart, while there are 4 FD sites, each composed of 6
fluorescence telescopes. As the cascade passes through the atmosphere, nitrogen
and oxygen molecules get excited by the many ionizing electrons created along

43



Fig. 2.1.: The Loma Amarilla site of fluorescence detector. Credit: Pierre Auger Collabora-
tion.

Fig. 2.2.: One of the WCD of the surface detector of the Pierre Auger Observatory, with the
Andes in the background. Credit: Pierre Auger Collaboration.
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Fig. 2.3.: Map of Pierre Auger Observatory. Each dot represents an SD tank. The four FD
sites are shown in black (Loma Amarilla, Los Morados, Los Leones, Colhueco).
The blacks lines correspond to the viewing angle of each FD telescope. The low-
energy FDs are shown in blue (HEAT). Equipment used for atmosphere monitoring
is shown in red. The infilled array is not represented. Extracted from The Pierre
Auger Collaboration, 2015b.

the EAS track. The ultraviolet fluorescence caused by the subsequent de-excitation
of the molecules is detected by the FDs, made up of arrays of several hundreds of
photomultiplier tubes that, thanks to a set of mirrors, each monitor a small portion
of the sky. The isotropic emission enables observing the cascades side-on up to
30 or 40 km away on moonless nights and thus reconstructing the longitudinal
profile of the EAS. In turn, measurement of the longitudinal profile allows inferring
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both the energy of the EAS in a calorimetric way, without recourse to external
information to calibrate the energy estimator, and the slant depth of maximum of
shower development (Xmax), which is a proxy, the best up to date, of the primary
mass of the particles. By contrast, WCDs deployed on the ground, providing a harvest
of data thanks to their quasi-permanent duty cycle, require assumptions about the
primary mass and the hadronic processes that control the cascade development to
infer the energies.

To derive an SD energy estimation that is free from assumptions about primary mass
and hadronic physics, a hybrid approach is preferable. One can see that the field
of view of the FD overlooks the SD array. This allows for measuring some events
twice, once with the SD and once with the FD. Such events, called the golden-ones,
are used to calibrate the SD energy estimator in terms of energy with the FD. This
approach provides a calorimetric estimate of the energy for events recorded during
periods when the FDs cannot be operated.

On top of the main SD array and FDs, there are enhancements and many facilities.
Those enhancements are described in the next section. In terms of facilities, the
main one is called the Central Data Acquisition System (CDAS), which is located in
the city of Malargüe. Data acquisition is subtle. Each FD and WCD have their own
triggers. They are called “local triggers”. Then, if a signal passes the first triggers, it
is sent to CDAS through radio antennas. The CDAS then looks for coincidences with
other WCDs and possibly triggers to record the event.

Atmosphere monitoring

Since the Pierre Auger Observatory uses the atmosphere as a calorimeter, it is
important to have precise measurements of it. The complete profile of the state of
the atmosphere (temperature, humidity, pressure, wind) used to be measured with
a balloon launched at the “Balloon Launching Station” (cf. Fig. 2.3). Nowadays,
the state of the atmosphere is measured on the ground, every 5 minutes, using
meteorological stations located on FD sites. The profile is computed from an
atmospheric model called GDAS (Global Data Assimilation System). Aerosols, which
are the dust in the atmosphere, are measured with different instruments. The
eXtreme Laser Facility (XLF) and the Central Laser Facility (CLF) shoot lasers that
are recorded by the FD and analyzed to reconstruct the vertical optical depth due to
dust. Two other facilities are used to measure aerosol properties, the Aerosol Phase
Function Monitor (AFM) and the Horizontal Attenuation Monitor (HAM), which
emit light, also observed by the FD and processed.
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Fig. 2.4.: Picture of a LIDAR during a FD shift.

Clouds are also monitored. The first way to monitor clouds is to use cloud cameras
that are located at FD sites. These are IR cameras that have the same field of view
as fluorescence telescopes. Knowing the position of the stars, the cloud cameras
can compare the expected light from the stars and the measured light to find the
position of the clouds. The second way to observe clouds is to use LIDAR. For the
Pierre Auger Observatory, LIDARs are lasers mounted on a rotating telescope that
scans the sky during a FD shift and records the re-emitted light. I was also able to
visit a FD site with the associated LIDAR. A picture of a LIDAR in operation during a
FD shift is shown in Fig. 2.4. As for dust, CLF and XLF are also used to detect clouds.
Finally, FRAM (ph(F)otometric Robotic Atmospheric Monitor), an optical telescope
that measures starlight, is also used to infer cloud information. A summary table of
atmospheric monitoring is presented in Tab. 2.1.
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Tab. 2.1.: Atmospheric measurements performed and the instruments that are used. Table
extracted from The Pierre Auger Collaboration, 2015b.

Category Variable Frequency Instrument(s)

State At ground: 5 min Weather Stations
Pressure, Temp.,
Wind, Humidity
Profile: Pressure, 3 hours GDASa

Temp., Humidity

Aerosols Vert. Optical Depth (z) hourly CLF, XLF + FD
Phase Function hourly 2 APF units
Ångström Coefficent hourly FRAM (HAM)

Clouds Presence in FD pixels 15 min 4 Cloud Cameras
Behind FD sites 15 min 4 LIDAR stations
Along select tracks avg. 1/night FRAM, LIDAR
Above CLF/XLF hourly CLF, XLF + FD

aatmospheric model developed at the National Centers for Environmental Prediction, operated by
NOAA; provided via READY - Real time Environmental Applications and Display sYstem.

2.1.2 Other detectors

Infill and HEAT

High Elevation Auger Telescopes (HEAT) are FD located at Coihueco site. HEAT
is an inclined FD with an elevation angle of ∼ 30°. Such an inclination allows
for observing EAS that develop in high altitude but that cannot be observed with
the conventional FD. This type of EAS corresponds to “low-energy” UHECRs (≲∼
1018 eV). Underneath the field of view of HEAT, there is the “Infill”, an array of
infilled WCDs that are spaced 750 m apart (compared to the 1,500 m of the main
array) over ∼ 30 km2. As with HEAT, the Infill was made to measure smaller EAS
induced by “low-energy” UHECRs. At these targeted energies, the flux is high enough
to have sufficient statistics with ∼ 30 km2.

AugerPrime: Underground Muon Detector

Aimed at measuring the mass composition of UHECRs at the highest energies to
discriminate between presently-viable scenarios explaning the current data, an
upgrade of the Observatory, called AugerPrime or Pierre Auger Observatory Phase II,
is under development at the time this thesis is written (early 2022). The first device
implemented is the Underground Muon Detector (UMD). UMDs are scintillator
detectors buried under the field. Burying the detectors allows them to be sensitive
to the muon component of the EAS, using the ground as a shield against the
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electromagnetic component. As shown in the previous chapter, the muon component
is a function of the mass of the incoming UHECRs, so the UMD is sensitive to the
composition of cosmic rays. The UMD has been deployed under the Infill array to
detect low-energy UHECRs, between 2 × 1017eV and 2 × 1018eV.

The muon densities measured by UMD and published in The Pierre Auger Collab-
oration, 2020b were higher than those predicted by simulations using the latest
hadronic model; this is the so-called “muon puzzle”. Investigations are still underway
to understand this muon excess. The excess could come from an overproduction of
charged pions that decay into muons. Such a measurement is crucial to understand
EAS and constrain the hadronic models used to describe them.

AugerPrime: SSD, small PMT and radio upgrade

In the same spirit of understanding the composition of UHECRs, plastic scintillators
(SSDs) are installed above each WCD. Since the WCDs are 3D detectors, they
primarily record the muon signal as it passes through the tank (the electromagnetic
component is quickly absorbed and stops emitting light). On the other hand, SSDs
are 2D detectors that also measure the electromagnetic and muon components. Thus,
by comparing the WCD signal with the SSD signal, one can differentiate between
muons and electrons/positrons. Therefore, as with UMD in the case of low-energy
EAS, the combined SSD and WCD data will give information on the number of
muons in the EAS, and thus on the mass of incoming UHECRs.

Since the SSDs are placed at the top of the WCDs, they are only sensitive to vertical
showers. However, EAS are known to produce radio emissions in the 10-100 MHz
range because they are made of charged particles undergoing acceleration in the
atmosphere. As with SSDs, the combination of radio detection with WCD data
allows for the measurement of the muon/e± ratio. In order to better understand the
composition of very inclined showers, radio antennas are installed on each WCD.

The final feature of the AugerPrime upgrade is a small PMT added to each WCD.
The small PMT is less sensitive and will not be saturated if the shower core is close
to an SD tank. Therefore, the small PMT improves the uncertainties of saturated
signals.
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2.2 Fluorescence detectors

2.2.1 Fluorescence telescope: An extensive air shower camera

The FDs are telescopes that take pictures of EAS. Unlike other telescopes, the FD do
not point directly to the sky: they point almost horizontally in the troposphere to
see the light emitted by the EAS. Two kinds of light are emitted:

• Fluorescence light: Emitted by the excitation of atmospheric molecules by the
charged particles of the EAS (same phenomenon as aurora borealis);

• Cherenkov light: Emitted by charged particles with a velocity higher than the
phase velocity of light in the medium (here atmosphere).

The light can be detected directly and indirectly (by Rayleigh scattering on air or
Mie scattering on aerosols). At high energies, the main contribution comes from
fluorescence light while at low energies, it is dominated by Cherenkov light. For
more details, see The Pierre Auger Collaboration, 2014a. FDs are fully effective
above 1019 eV (The Pierre Auger Collaboration, 2010).

A schematic view of a FD is shown in Fig. 2.5. The shutters are closed during the day
or during rainy weather. The aperture system remains open during FD operation,
but closes automatically if there is too much light to protect the cameras. Light
passes through the filter, reflects off the segmented mirrors and hits the camera. The
camera is composed of 22 × 20 = 440 photomultiplier tubes (PMTs), each of them
being a pixel. Each pixel covers a field of view of 1.5°. Each PMT signal is processed
by the electronics.

The cameras must be calibrated to convert a number of photons (ADC) into energy.
The main calibration is performed with a 2.5 m diameter light source, called a
“drum”, placed at the telescope aperture. The drum provides uniform light to all
pixels, which is used to calibrate the PMTs. In addition to the calibration, two
relative calibrations are performed before and at the end of each observation night.
There are different ways to perform the relative calibration, but it mainly consists in
illuminating each PMT with a Xenon light source or a laser, directly or indirectly by
illuminating the mirrors.
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Fig. 2.5.: A schematic view of a FD compared to human size. Extracted from The Pierre
Auger Collaboration, 2015b.

2.2.2 Arrival direction reconstruction

An example of event observed using the FD is shown in Fig. 2.6. Each hexagon
corresponds to one of the 440 PMTs in the camera. The colored hexagons correspond
to the PMTs that have been selected with a significant signal by the Data AcQuisition
(DAQ). The right-hand side of Fig. 2.6 shows the measured PMT signal for the
corresponding dashed hexagon in FADC units (time equivalent). The detection
time for each PMT gives the angle between the shower core and the zenith in the
shower-detector plane. The direction of the trace in the camera (left part of Fig. 2.6)
gives the angle between the shower core and the zenith in the plane perpendicular
to the shower-detector plane. Therefore, by combining the two angles, one can
determine the arrival direction of the incoming UHECR. Since the SD has a 100%
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duty cycle, most of the energetic-enough events detected by the FD are also detected
by the SD. The arrival direction obtained using both the SD and the FD is then
reconstructed with a resolution of ∼ 0.6◦ (The Pierre Auger Collaboration, 2010).

Fig. 2.6.: A FD event as observed using a telescope. Left: Each hexagon correspond to one
PMT of the camera. The coloured hexagon corresponds to the PMT with a signal
above a given threshold. The colours represent the time of detection of each PMT
(purple is the earlier and red is the later). Right: The PMT signals of the dotted
PMT are shown with the corresponding times. Extracted from The Pierre Auger
Collaboration, 2010.

2.2.3 Energy and maximum depth of shower reconstruction

Knowing the geometry of the shower, the light collected at the aperture as a function
of time can be translated into energy deposit as a function of slant depth, as
shown in Fig. 2.7. The energy deposit function is fitted using the Gaisser-Hillas
parametrization (Gaisser & Hillas, 1977). The calorimetric energy of a shower is
estimated by integrating the Gaisser-Hillas function. Then, the estimated energy
is corrected for the “invisible” energy of high-energy neutrinos and muons using.
The systematic uncertainty on the energy for the FD is ∼ 14% (The Pierre Auger
Collaboration, 2013).

The maximum depth of the shower Xmax, corresponds to the slant depth point
where the Gaisser-Hillas function is maximized. It coincides with the depth where
the number of particles is maximum. Xmax is directly related to the mass; however
Xmax fluctuates between showers of same energy and primary mass. Therefore,
it is not possible to infer the mass of a single incoming cosmic ray with sufficient
accuracy. However, a given primary mass leads to a given Xmax distribution that
differs from that of another primary mass, so one can get an estimate of the UHECR
mass composition using distributions of Xmax values expected for a given scenario of
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Fig. 2.7.: Energy deposit profile dE
dx as a function of the slant depth. The dots represent the

measurements from a FD telescope while the solid line is a fit. Extracted from
The Pierre Auger Collaboration, 2014b.

mass composition. Such a study is presented in chapter 4. The systematic uncertainty
on Xmax is on the order of 10 g/cm2 and depends slightly on the energy (The Pierre
Auger Collaboration, 2014a).

2.3 Surface Detectors

2.3.1 A water Cherenkov detector

The SD observes charged particles of EAS that reach the ground. Each WCD has
reflective walls and is filled with 12,000 liters of ultrapure water. Above the water,
three 9” PMTs and associated electronics are powered by batteries that are recharged
by solar panels. A complete schematic view of the detector is shown in Fig. 2.8.

When muons and electrons/positrons pass through the tank at a speed greater than
the speed of light in water, they emit Cherenkov light. This light is reflected inside
the tank and reaches the PMTs.
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Fig. 2.8.: Schematic view of a SD tank. Extracted from Shellard, 2006.

The PMTs convert Cherenkov photons into electrical signals, which are then digitized
into ADC counts. The ADC count is converted into a reference unit, the vertical
equivalent muon (VEM). A VEM corresponds to the energy deposited by a one
GeV muon passing vertically through the tank. The signal is then processed by the
electronics and if it reaches the triggers, it is sent by radio antennas to CDAS. CDAS
looks for a coincidence with other nearby SD tanks, and if so, the event is recorded.
The SD array is fully efficient above ∼ 3 EeV.

2.3.2 Arrival direction reconstruction

Fig. 2.9 shows a schematic view of an EAS reaching the SDs (green square), con-
sidering the development of a plane-front air shower. The front of the EAS is
perpendicular to the shower axis, described by the vector â. The core of the shower
is represented by the point x⃗b. Assuming that the front moves at the speed of light c.
We can deduce that the shower reaches the x⃗ position after a time t(x⃗) according to
eq. 2.1:
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ct(x⃗) = ctb − âc(̇x⃗− x⃗b) (2.1)

Fig. 2.9.: Schematic view of a extensive air shower (blue). The SD detectors are shown in
green. Extracted from The Pierre Auger Collaboration, 2020e.

By measuring the time ti when a station i is triggered and knowing its position
x⃗i, we can deduce the core of the shower x⃗b, and the arrival direction â. Above
3 EeV, the angular resolution is less than 1.4° for vertical showers and decreases
monotonically with zenith angle. For very inclined or very high-energy showers, the
angular resolution can reach 0.5°. Such a behavior is expected because a horizontal
EAS or a very high energy one will trigger many more stations (The Pierre Auger
Collaboration, 2020e).

2.3.3 Energy measurement

The Lateral Distribution Function (LDF) of extensive air showers, fLDF(r), is a
fundamental quantity for determining EAS sizes, which in turn play the role of
a track-length integral for evaluating empirically the primary energy. Knowledge
of the LDF is based on data-driven determinations of key parameters that govern
functional shapes describing the falloff of the particle density with the distance r.
Such functional shapes can be inspired from theoretical results on electromagnetic
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cascades supplemented by experimental observations of the muon content of showers
(commonly dubbed as NKG functions), or they can just be a fitting representation of
data. For historical reasons, two software have been developed to reconstruct the
EASs at the Pierre Auger Observatory. The first is named Herald, while the second
one is named Observer.

Herald uses a log-log parabola function for LDF:

ln fLDF(r) = βρ+ γρ2, (2.2)

where ρ = ln(r/ropt) and ropt is a normalization constant.

Observer uses a modified NKG function:

fLDF(r) =
(

r

ropt

)β (
r + rs
ropt + rs

)(β+γ)

, (2.3)

where rs is a fixed at rs = 700 m.

The parameters β and γ govern the logarithmic slope that control the falloff with
the distance to the core: β, which is the main logarithmic slope, and γ, which is the
long-range correction to the logarithmic slope. Fitting both parameters on a set of
EAS with same zenith angle and shower size results in reconstructed parameters
significantly larger than the expected fluctuations, evidencing genuine fluctuations
of LDF between showers of same size and inclination. This reflects that showers
are sampled at the ground level at a different time after first interaction, due to
shower-to-shower fluctuations. Therefore, mean parameters are extracted from
subsets of events with an important number of trigger station.

Hence, the subsequent LDF originates from these fluctuations and must be regarded
as a varying quantity on an event-by-event basis. However, the average dependence
of the slope parameters are the only ones usually accessible from data of the SD
array. This is because the spacing of the detectors is too large to allow for providing
a sufficient lever arm for measuring the β values of the bulk of events triggering
the SD. Only subsets of specific events can be used to infer average properties, and
therefore to draw average LDFs. Subsequently, the signal deposit of an event is
adjusted to the average LDF by scaling its normalization (or its size) in a fitting
procedure, using a normalized LDF function:

S(r) = S(ropt) fLDF(r). (2.4)
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The size obtained in this way, namely S(ropt), plays the role of a track-length
integral. Such a track-length integral would be hazardous to estimate by integrating
over some distance range the particle-density content of the LDF because of the
unknown fluctuations from the average functional shape. The value of the “optimal
distance, ropt”, which translates to the distance range that yields the most accurate
interpolated signal, is determined by the presence of measurement points around
it, and thus by the geometry of the SD array. In the case of the Auger SD array,
ropt = 1, 000 m (Newton et al., 2007).

Fig. 2.10.: Lateral distribution function of an SD event using two different analysis pipelines.
The red dots are computed using Herald software, with an associated fit using
a log-parabola function. The blue dots are computed using Observer software,
with the associated fit using a NKG modified function. Extracted from The Pierre
Auger Collaboration, 2020e.

The uncertainty of S(1000) is shown in Fig. 2.11. The uncertainty decreases with the
energy of the incoming UHECR. This behavior is expected: the higher the incoming
cosmic ray energy, the bigger the EAS. Therefore, more stations are triggered and
the S(r) fit is better constrained.

The graph on the right-hand side of Fig. 2.11 shows that the uncertainties of the
unsaturated events are approximately constant in terms of zenith angle up to 60°,
and that the total uncertainty is better than to 15%.
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Fig. 2.11.: Relative uncertainty of S(1000) as a function of lg(S(1000)/VEM/energy (left)
or as a function of zenith angle sin2 θ (right) for saturated and non-saturated
events. Extracted from The Pierre Auger Collaboration, 2020e.

For very inclined EASs, the electromagnetic component has been completely ab-
sorbed by the atmosphere and the only remaining particles are muons. Those muons
traveled a long distance and, due to the Earth’s magnetic field, created an asymmet-
ric LDF. Therefore, another analysis is performed for the EASs with zenith angle
larger than 60° to get an energy estimate. To do this, the analysis uses the muon
distribution measured at ground level and corrects for the missing electromagnetic
component. A review of the energy estimate for very inclined events is available in
The Pierre Auger Collaboration, 2014c.

2.4 In the Northern Hemisphere: Telescope Array

In the field of UEHCR detection, a second experiment is often cited: Telescope Array.
Telescope array is a complementary experiment to the Pierre Auger Observatory
because it is located in Utah, United States, which is in the Northern Hemisphere,
where the Auger experiment cannot see. Telescope Array (TA) was inaugurated in
2008. The principle of operation is the same as that of Auger. There is a FD that
measures the cosmic ray energies, the arrival directions and Xmax, and a SD that
measures the energy and the arrival directions. The main differences between the
two observatories concern the SD. TA uses scintillators, which are fully efficient
only for vertical showers with a zenith angle θ ≤ 45◦ above 10 EeV (Telescope
Array Collaboration, 2012) while Cherenkov water tanks are used at the Auger
Observatory. The latter enable the measurement of very inclined showers up to
θ = 80◦. Therefore, the field of view of TA is reduced compared to that of the Auger
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Observatory. Moreover, TA covers an area of 760 km2, which is about flour times
smaller than that of the Auger Observatory.
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Arrival directions 3
This chapter is partly adapted from the author’s work described in the Auger open-data
tutorial, the “ The UHECR sky” analysis (Marafico, Biteau, & Deligny, 2020)

3.1 Reconstruction of flux map

Reconstructing flux maps is one of the key tool to study UHECRs. Excess or deficit
of flux in a region of the sky could be correlated to the distribution of sources of
UHECRs or propagation effect in astrophysical structures (magnetic field of the
cosmic web, of our galaxy). In this section, two methods to reconstruct flux maps
are tested and compared, and their applications are shown.

In order to reconstruct the flux, one should compute the exposure of the Observatory.
The exposure is the time-integrated effective collecting area of the Observatory
times its field of view, in units of km2 yr sr. Knowing the total exposure Etot and the
number of detected events N in a given energy band, one can compute the flux in
the energy band using N

Etot
. In the regime of full efficiency, and for uniform exposure

to each direction of the sky, the total exposure can be computed using:

Etot = S × ∆Ω × T, (3.1)

where S is the surface of the detector in km2, ∆Ω is the field of view of the detector in
sr, and T is the cumulated time of the detector running in yr. However, the exposure
is not homogenous on the celestial sphere. As shown in Sommers, 2001, the relative
exposure in a given direction of the sky can be computed geometrically. Since the
Observatory is operating full-time, the exposure is constant in right ascension, and
only depends on declination, δ. Assuming the detector is fully efficient below a
zenith angle θm, and is located at a latitude αl, one can compute the directional
exposure as:

ω(δ) = A (cos(αl) cos(δ) sin(αm) + αm sin(αl) sin(δ)) , (3.2)

where A is normalization constant and αm is given by:
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αm =


0 if ξ > 1,

π if ξ < −1,

cos−1(ξ) otherwise,

(3.3)

with

ξ = cos(θm) − sin(αl) sin(δ)
cos(αl) cos(δ) . (3.4)

Knowing the exposure as a function of declination, one can represent it on a sky
map using Healpy (Zonca et al., 2019). Healpy allows us to divide the celestial
sphere into equal surface pixels. Then, the exposure is computed using Eq. 3.2
in each pixel and is normalized in order to get

∑
i ωi = Etot where i is the index

of each pixel. The total exposure is taken to be Etot = 59, 927.8 km2 yr sr, which
corresponds to the period from the first data taking (2004) up to December 2020
for vertical events. Two sky map representations of the exposure are shown in
Fig. 3.1 considering vertical events only (θm = 60◦). The left hand-side corresponds
to Equatorial coordinates. It is the “natural” view of the detector. Since the Pierre
Auger Observatory is located in the Southern Hemisphere, most of its exposure
covers negative declinations. On the right hand-side, the exposure is shown in
Galactic coordinates, where the center of the map corresponds to the Galactic center
and the Galactic longitude b = 0 corresponds to the Galactic plane.

Fig. 3.1.: Exposure map in Equatorial (left) and Galactic coordinates (right).

The next step to compute the directional flux is to create a count map. To do so,
vertical events above an energy E (here E = 8 EeV) are selected from the same
period as the one taken for computing the exposure (from 2004 to December 2020).
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An iteration is performed over all events. When an event is located inside a pixel
i, the pixel value is increased by one (in practice, the implementation used here is
strictly equivalent to that of a 2D histogram with uneven binning). At the end, a
count map is created and it is shown in Fig. 3.2.

Fig. 3.2.: Count map showing the number of detected events in each pixel.

Fig. 3.1 and Fig. 3.2 give us the required building blocks to reconstruct a flux map
above an energy E. However, the two maps depend on the pixel size, while one
could hope to have a flux map which does not depend on the binning of the celestial
sky. In the two next sections, two approaches to reconstruct flux sky maps are tested
and compared.
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3.1.1 Method: N/Etot

The first method, called N/Etot, starts by considering a smoothing function S(d)
where d is the angular distance between two pixels on the 2D-Sphere, with [S(d)] =
1
sr . Two smoothing functions are commonly used. The first one is a top-hat function.
The second one is a von Mises–Fisher distribution, which corresponds to a Gaussian
smoothing on a 2D-sphere. In the N/Etot method, first, the count map is smoothed:

Nsmoothed(α, δ) =
∫

Sphere
N(θ, ϕ)S(α, δ, θ, ϕ) dΩ. (3.5)

Figure 3.3 shows the smoothed count map using a top-hat function of 45◦ as a
smoothing function.

Fig. 3.3.: Smoothed count map Nsmoothed(α, δ).

Then, the exposure map is smoothed using the same smoothing function as before:

ωsmoothed(α, δ) =
∫

Sphere
ω(θ, ϕ)S(α, δ, θ, ϕ) dΩ, (3.6)

where ω(θ, ϕ) is normalized to have 1
dΩ
∫

Sphere ω(θ, ϕ)dΩ = Etot. The smoothed
exposure map is shown in Fig. 3.4.

Finally, the smoothed flux map is computed by diving the smoothed count map by
the smoothed exposure map:
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Fig. 3.4.: Smoothed exposure map, ωsmoothed(α, δ).

Φsmoothed(α, δ) = Nsmoothed(α, δ)
ωsmoothed(α, δ) (3.7)

Such a method is binning independent. The resulting flux map is shown in Fig. 3.5.

Fig. 3.5.: Flux map obtained using the N/Etot method.
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3.1.2 Method: 1/ω

The second method to reconstruct a flux sky map is the 1/ω method. It consists of
computing a “raw” flux map, by diving the count map by the exposure:

Φraw(α, δ) = N(α, δ)
ω(α, δ) . (3.8)

Such a map is shown in Fig. 3.6. The area out of the field of view is filled with the
average flux: ϕoutside

raw =
∑

i
Ni

Etot
.

Fig. 3.6.: Raw flux map, where each pixel corresponds to the number of detected events in
a single pixel divided by the exposure of the same pixel.

Then the smoothing is applied on the raw flux:

Φsmoothed(α, δ) =
∫

Sphere
Φraw(α, δ)S(α, δ, θ, ϕ) dΩ. (3.9)

Here, the smoothing function is the same as before, a 45◦ radius top-hat function.
The reconstructed flux map is shown in Fig. 3.7.

Comparing Fig. 3.5 and Fig. 3.7, one can see that the two results are broadly similar
but differ near the border of the field of view. In the following section, the two
methods are tested and compared using a benchmark scenario.
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Fig. 3.7.: Flux map computed using 1/ω method.

3.1.3 Comparison of the two reconstruction methods

To test the two reconstruction methods, a benchmark scenario is constructed. The
benchmark scenario is based on the dipole observed in The Pierre Auger Collabora-
tion, 2018b (cf. 3.2), i.e. it is composed of a monopole together with a 6% dipole
pointing towards right ascension α = 100◦ and declination δ = −24◦. The map from
the benchmark scenario is then multiplied by the exposure of the detector in order
to get a hypothetical expected count map. From the hypothetical count map, 1000
random mock maps are created using an acceptance-rejection method. All the mocks
have the same number of events N . N is taken to be the number of events detected
from the start of the experiment up to December 2020 (date of the analysis). For
each mock, the flux is reconstructed with the two methods using the same smoothing
function as The Pierre Auger Collaboration, 2018b, which corresponds to a top-hat
function with 45◦ radius. The expected dipole that should be reconstructed (modulo
the randomness of mocks) is shown in Fig. 3.8. It corresponds to injected/observed
dipole with a mask which takes into account the field of view of the detector.

Figure 3.9 shows the average reconstructed map considering the two approaches.
To enhance the differences, a bias map is built by subtracting and normalizing the
expected dipole to the reconstructed ones: Bias(α, δ) = ϕreconstructed(α,δ)−ϕexpected(α,δ)

ϕexpected(α,δ) .
The bias map is set to zero in the masked area by definition.
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Fig. 3.8.: Benchmark scenario, ϕexpected(α, δ), with an applied mask corresponding to the
field of view of the Pierre Auger Observatory.

The bias map is shown in Fig. 3.10. Looking at the bias, one can see that most
differences appear at the border of the field of view. A check has been performed
using a hypothetical full-sky field of view, and results in no bias and no differences
between the two approaches. It confirms that the differences between the two
approaches come from the limited aperture of the detector. Looking at Fig. 3.10,
it seems that the N/Etot method increases the contrast near the border while the
1/ω method reduces the contrast. To quantify the bias, the average bias is computed
using:

< δ >=
√∑

i δ
2
i

Npix
, (3.10)

(a) N/Etot method. (b) 1/ω method.

Fig. 3.9.: Average reconstructed dipole sky maps considering the two methods.
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where Npix is the number of pixels and δi is the bias in the i-pixel. It results in an
average bias of: < δ >N/Etot= 0.2%

< δ >1/ω= 0.3%
(3.11)

(a) N/Etot method. (b) 1/ω method.

Fig. 3.10.: Bias map of the two reconstruction methods.

A standard deviation map is obtained by computing the standard deviation of the
1000 mock maps in each pixel. The standard deviation map is shown in Fig. 3.11.
For the two methods, the variance is the same far away from the borders, however,
the variance changes when being 45◦ away of the border. For the N/Etot method,
the standard deviation gradually increases when getting closer to the border, while
for the 1/ω method, the standard deviation is separated in two areas: above and
below 45◦ away from the border. As in the N/Etot method, the area closer to the
border has a bigger standard deviation than the area far from the border. As for the
bias, the average standard deviation is computed using:

< σ >=
√ ∑

i σ
2
i

Npix − 1 . (3.12)

It results in an average standard deviation of:< σ >N/Etot= 1.4%

< σ >1/ω= 1.4%
(3.13)

Besides, since the exposure does not depend on right ascension (cf. Eq. 3.2),
an analysis in right ascension is performed (as it is done in The Pierre Auger
Collaboration, 2018b). The average flux is computed in bin of right ascension. Each
mock map is split in 30 bins of 36◦ as shown in Fig. 3.12
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(a) N/Etot method. (b) 1/ω method.

Fig. 3.11.: Standard deviation map considering the two reconstruction methods.

Fig. 3.12.: Bins used to reconstruct the flux in right ascension analysis.

The average flux reconstructed with the two methods and the average flux of the
injected dipole as a function of right ascension are shown in Fig. 3.13. One can see
that the N/Etot method reproduces better the excess of flux around α = 100◦, while
the 1/ω method reproduces better the deficit of flux around α = 280◦.

Comparing the average bias and average standard deviation in Eq. 3.11 & Eq. 3.13,
one can see that the two approaches are equivalent in terms of bias and standard
deviation. When looking at Fig. 3.13, one can see that the N/Etot method reproduces
better the excess, while the 1/ω method reproduces better the deficit. It looks like
the N/Etot method performs better on average, with mostly a small shift by ∼ −0.1%.
An analysis has been performed using the catalogue found in 3.3.1 instead of the
dipole. The results are similar and shown in Appendix A.
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Fig. 3.13.: Flux analysis in right ascension. The dots correspond to the average flux in a bin
of 36◦.

3.2 Large scale anisotropy

Large-scale anisotropy can appear from a non-uniform spatial distribution of sources
or if the cosmic ray propagation is diffusive in the case of a dominant source. Since
2017, the Pierre Auger Collaboration has reported a dipole in right ascension above
8 EeV. The dipole was found by means of a harmonic analysis on the observed
arrival directions as a function of right ascension. The first-harmonic amplitude,
rα = 0.06 ± 0.01, allows the rejection of isotropy with 6σ C.L., with a phase in
the direction α0 = 98◦ ± 9◦(The Pierre Auger Collaboration, 2020a). A similar
analysis was performed by the TA Collaboration, and results in rα = 0.03 ± 0.02
and α0 = 131◦ ± 33◦ (Telescope Array Collaboration, 2020). The results of TA are
compatible at 1σ C.L. with the results of Auger. However, the small number of
events makes the TA analysis rejecting the isotropy hypothesis with 2σ C.L. only. A
simplified analysis was developed by the author for the open data website of the
Pierre Auger Observatory.1 The simplified analysis is presented in the following
section.

1https://opendata.auger.org/
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3.2.1 Rayleigh analysis in right ascension

A first-harmonic analysis consists of describing the flux as:

Φ = Φ0 × (1 + rα cos(α− α0)). (3.14)

Such analysis is motivated by the exposure, which does not depend on the right
ascension (cf. Eq. 3.2), and guarantees a robust analysis. Compared to the analysis
reported in The Pierre Auger Collaboration, 2018b, the simplified analysis does not
take into account the south-east tilt of the array and the small irregularities in the
exposure of the array as a function of right ascension. Note as well that inclined
events are not included here contrarily to The Pierre Auger Collaboration, 2018b.
As in the previous section, the selected events are the vertical events detected up to
December 2020, above an energy of 8 EeV.

In order to compute the amplitude, rα, and the phase, α0, of the first-harmonic
(Eq. 3.14) a Rayleigh analysis can be performed. The Rayleigh analysis is done
directly on the event basis, by computing:

aα = 2
N
∑N

i=1 cosαi

bα = 2
N
∑N

i=1 sinαi

, (3.15)

where αi is the right ascension of the i-th event and N is the total number of events.
Then, the amplitude and the phase can be computed using:

rα =
√
a2

α + b2
α

α0 = arctan(bα/aα)
. (3.16)

From the analysis, one can compute the probability that a first-harmonic with an
amplitude larger than rα appears in the data under the assumption of an isotropic
scenario. Such a probability is given by:

P (rα) = exp(−N r2
α

4 ). (3.17)

The uncertainties of the Fourier parameters, aα and bα, are analytical and given by

σaα = σbα =
√

2
N
, (3.18)
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Propagating uncertainty yields: σrα =
√

2
N

σα0 = 1
rα

√
2
N

. (3.19)

The results are shown as a green curve in Fig. 3.14.

Fig. 3.14.: Normalized flux of UHECRs as a function of right ascension. The green curve
corresponds to the Rayleigh analysis, while the orange one corresponds to a first
harmonic fit. A constant fit is shown in blue and refers to an isotropic scenario.

The points shown in Fig. 3.14 correspond to the normalized flux observed in a
bin of right ascension. They are obtained by computing the number of events in a
right ascension bin and normalizing to the expected average number of events per
bin. The Rayleigh analysis is compared to a simple χ2 test, where a cosine added
a constant model are fitted to the data. The uncertainties of such a test are taken
from the diagonal terms of the covariance matrix.

With Rayleigh statistics, the first harmonic is preferred at 4.5σ compared to isotropy,
with parameters: rα = 0.044 ± 0.009

α0 = 85◦ ± 12◦.
(3.20)
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With χ2 statistics, the first harmonic is preferred at 4.4σ compared to isotropy, with
parameters: 

Φ0 = 1.001 ± 0.006

rα = 0.043 ± 0.008

α0 = 96◦ ± 11◦.

(3.21)

The amplitude rα in right ascension has been studied as a function of energy. While
the amplitude is not significant below E = 8 EeV, it is found to increase with energy
(The Pierre Auger Collaboration, 2020a). Besides, at EeV energies, the phase of the
first harmonics is moving away from the Galactic center direction to the anti-center
one (The Pierre Auger Collaboration, 2020a). Such a behaviour provides evidence
that the pattern of UHECR arrival directions is not correlated to a Galactic origin but
calls for an extragalactic one, as discussed in the following pages.

The flux sky map is also reconstructed using the N/Etot method together with its
significance map. The maps are shown in Fig. 3.15. The significance of excesses or
deficits of events in a given region compared to the rest of the sky are computed
using Li T.P. & Ma Y.Q., 1983. For a single region of interest, the significance is
given by :

S =
√

2 ×

√
Non log

[
1 + α

α

( Non

Non +Noff

)]
+Noff log

[
(1 + α)

( Noff

Non +Noff

)]
× sign(XS),

(3.22)

where Non corresponds to the number of events counted in the region of interest
(ON region), corresponding here to a disk of 45◦ radius. Noff corresponds to the
number of background events counted in the rest of the sky (OFF region). α is the

(a) Flux map. (b) Significance Map.

Fig. 3.15.: Reconstructed flux and significance map of events above 8 EeV.
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ratio of the exposures of the ON and OFF regions, and XS = Non − α×Noff is the
number of events in excess in the ON region with respect to the background.

Figure 3.15 can be compared to Fig. 3.16, which is a sky map of the flux in Galactic
coordinates observed above 8 EeV computed in The Pierre Auger Collaboration,
2018b. The main difference between this work and The Pierre Auger Collaboration,
2018b comes from the fact that the latter uses vertical and inclined events (events
up to a zenith angle of 80◦) while this one uses vertical events only.

Fig. 3.16.: Auger UHECR flux in Galactic coordinates above 8 EeV smoothed with a 45◦-
radius top-hat function. The cross displays the observed dipole orientation, and
the two contours stand for the 68% and 95% C.L. regions. The 2MRS dipole is
indicated. Arrows indicate expected deflections of the 2MRS dipole considering
the Galactic magnetic field of Jansson and Farrar, 2012, with protons at E = 5
EeV or 2 EeV. Extracted from The Pierre Auger Collaboration, 2018b.

A spherical harmonic analysis in right ascension and declination allows the Auger
Collaboration to reconstruct the 2D dipole on the sky, displayed in Fig. 3.16 as a
cross. The 2D dipole points to 115◦ away from the Galactic center and 55◦ away
from the direction of the 2MRS dipole, a near-infrared dipole that traces stellar mass
within 250 Mpc. The arrows in Fig. 3.16 shows the expected dipole direction of
UHECRs by accounting for the effect of the Galactic magnetic field if the sources are
a fair sample of the 2MRS catalog. Each arrow corresponds to the average rigidity2

obtained with different compositions R = 2 EV (CNO dominated) and R = 5 EV
(Helium dominated). The two arrows are close to the 2σ C.L. contour. Moreover,
the anti-dipole direction is compatible at 1σ C.L. with the Local-Void direction, a
large empty intergalactic zone next to our own Local Group (The Pierre Auger
collaboration, 2022). These arguments provide strong evidence for an extragalactic
origin of UHECRs above 8 EeV. A similar analysis was performed using the Auger

2R = E/Z, with E the energy and Z the charge of the particles
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and TA data sets, and they are consistent with the Auger-only data set (Tinyakov P.
on behalf of the Pierre Auger and Telescope Array collaborations, 2022).

3.3 Smaller scales and composition-dependent
anisotropy

3.3.1 Intermediate scale anisotropy

By increasing energy at a fixed composition, we reduce the horizon of the UHECRs.
Therefore, patterns from close sources can appear on smaller (intermediate) angular
scales. In addition, increasing the energy can increase the rigidity R if the composi-
tion does not get heavier at the same pace. Therefore, if the average rigidity of the
cosmic ray is increased, magnetic deflection is less.

Two types of studies have been performed at energy threshold, Eth, larger than 32
EeV. The first one consists in comparing the number of events observed above Eth,
in a disk of radius ψ, with the number of events expected considering an isotropic
scenario. A scan in threshold energy is performed. Such an analysis has been
performed in several regions of interest (ROI):

• Scan over the full-sky,

• Supergalactic plane,

• Galactic plane,

• Galactic center,

• Centaurus region.

The last ROI of the list allows us to reject isotropy at 4σ C.L. for Eth ∼ 40 EeV,
while the other tests result in a significance smaller than 2σ (The Pierre Auger
collaboration, 2022). A search for autocorrelation of cosmic-ray directions has also
been performed, yielding a significance smaller than 1σ. The Centaurus region
contains a major group of galaxies in the Council of Giants, with Centaurus A (radio
galaxy), M83 (starburst galaxy), Circinus and NGC 4945 (galaxies with a Seyfert
nucleus). The Centaurus region is thus composed of different types of galaxies and
the host types cannot be distinguished from the UHECR point of view.
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The second analysis is performed by comparing the arrival directions of UHECRs to
catalogues of extragalactic sources. The chosen catalogues for the study are:

• Starburst galaxies, corresponding to galaxies with a high star formation rate;

• Jetted AGNs;

• All AGNs (both jetted and non jetted, i.e. Seyfert Galaxies);

• All galaxies beyond 1 Mpc.

The model corrects the flux of each galaxy according to the best-fit model prediction
of the spectral and composition data (The Pierre Auger Collaboration, 2017). The
flux of the galaxies is normalized to represent a fraction α of the total flux. The flux
is completed by an isotropic contribution normalized to (1 − α). The sky map model
is smoothed on an angular scale θ using a Fisher - von Mises function. θ and α are
the two free parameters of the models. Finally, the data are compared to the model
above Eth and a scan is performed on Eth by steps of 1 EeV.

The results of the scan are shown in Fig. 3.17. The result for the Centaurus region is
also shown in yellow for comparison. In terms of structure, all curves seem to show
a peak around ∼ 40 EeV and ∼ 60 EeV. Such a behavior could be explained in a
rigidity-dependent scenario (Peters cycle) where the first peak would correspond

Fig. 3.17.: The test-statistic profile as a function of threshold energy for the catalogues
studied and the Centaurus region. The local p-value shown in the right-hand
side is penalized for signal fraction and angular scale scans (catalogues) and for
the radius scans (Centaurus region). Extracted from Biteau J. on behalf of the
Pierre Auger Collaboration, 2022.
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to a dominant abundance of CNO, the deficit around ∼ 50 EeV would correspond
to a deficit of nuclei near fluorine in the accelerator, and the second peak would
correspond to a dominant abundance of nuclei near neon. The catalog that provides
the most significant signal is the starburst galaxy catalog, with a C.L. to reject
isotropy similar to that of the Centaurus region (4σ) above 38 EeV (Biteau J. on
behalf of the Pierre Auger Collaboration, 2022).

Fig. 3.18.: The best-fit flux model from Starburst galaxies catalogues smoothed using a 24◦

radius top-hat function as for Fig. 3.19. Extracted from Biteau J. on behalf of
the Pierre Auger Collaboration, 2022.

The pattern of the starburst-galaxy model is shown in Fig. 3.18. One can see that
the main flux excess is in the Centaurus region coming from M83 and NGC4945,
additional excesses could be expected from NGC253, and M82. The model can be

Fig. 3.19.: Left: Flux of cosmic rays observed above 41 EeV observed at the Pierre Auger
Observatory smoothed with a top-hat function of radius 24◦. Right: Associated
Li-Ma pre-trial significance map. The solid gray line shows the super-galactic
plane. Extracted from Biteau J. on behalf of the Pierre Auger Collaboration,
2022.
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compared to the data (Fig. 3.19). One can see that the fluxes expected from M82
and IC342 are in the blind-spot of Auger. That is why the analysis was repeated by a
joint working group of members of the Auger Collaboration and the TA Collaboration
(Di Matteo A. on behalf of the Pierre Auger and Telescope Array collaborations,
2021). Using the two data sets, the significance of the starburst model to reject
isotropy increases at 4.2σ C.L. (Di Matteo A. on behalf of the Pierre Auger and
Telescope Array collaborations, 2021).

On smaller scales, a search for magnetically-induced signatures at the event scale
was performed by the Pierre Auger Collaboration without significant deviation from
isotropy (The Pierre Auger Collaboration, 2020f).

3.3.2 Indication of mass anisotropy

In 2021, the Pierre Auger Collaboration published an indication of a mass-dependent
anisotropy above the ankle energy at 5 EeV (Mayotte, E. on behalf of the Pierre
Auger Collaboration, 2021). The sky map is divided into two regions, the on-plane
region with Galactic latitude b ≤ |bsplit| and an off-plane region with Galactic latitude
b ≥ |bsplit|. The two Xmax distributions are compared using a 2-sample Anderson-
Darling test with a scan performed on bsplit by 5° step and Eth by logarithmic steps
of ∆ log10( E

eV) = 0.1.

Fig. 3.20.: Mass-sensitive sky map for E ≥ 1018.7 eV. Extracted from Mayotte, E. on behalf
of the Pierre Auger Collaboration, 2021.

The most significant results are found at bsplit = 30◦ and Eth = 1018.7 eV ≃ 5 EeV.
The mean value of Xmax is 9.1 ± 1.6 g/cm2 smaller in the on-plane region than in
the off-plane region. The standard deviation of Xmax is 5.9 ± 2.1 g/cm2 smaller
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in the on-plane region than in the off-plane region. Such differences between the
out-of-plane region and the in-plane region provide indication for a mass-dependent
structure in arrival directions, with 3.3σ C.L. after penalization for the trials and
accounting for systematic uncertainties.

A map showing the test statistic (TS) is displayed in Fig. 3.20. The results suggest
that the Galactic magnetic field may have an effect on the mass-dependent anisotropy.
However, the different horizons of different nuclei could also explain the composition
anisotropy. Therefore, further studies are needed to investigate the mass-dependent
anisotropy in depth. The use of different Xmax reconstruction methods (air-shower
universality (Bridgeman A. on behalf of the Pierre Auger Collaboration, 2018) or
deep learning techniques (The Pierre Auger Collaboration, 2021a)), as well as the
data of the upgraded Auger Observatory, could be crucial to study the composition
sky map.

However, before obtaining a composition sky map, a study of the composition by
itself is necessary. The next chapter shows how the composition of cosmic rays in a
given energy range can be estimated from Xmax distributions.
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Study of the composition of
UHECR

4
This chapter is partly adapted from the author’s work described in the Auger internal
note, GAP2021 021 “Negative fractions in a frequentist analysis of composition derived
from Xmax distributions”, Marafico et al., 2021.

4.1 From Xmax estimators to composition

We have seen in the first chapter that the propagation of UHECRs depends on their
mass (cf. Fig. 1.10). As an example, for a given travel distance, helium nuclei
have a larger probability to photodisintegrate compared to iron nuclei. Therefore,
constraining the composition of UHECRs can give us an information on the maximum
distance of sources, as well as information about their environment and mechanism
of acceleration.

As explained in the first chapter, Xmax fluctuates from shower to shower, and it
cannot be used to determine the mass of a single event. However, for a given energy
and a given mass, one can expect a given Xmax distribution. In this chapter, we will
study Xmax distributions in order to get information on the mass of the incoming
cosmic rays.

In order to do so, FD events are selected and distributed in terms of Xmax for a given
energy bin. The energy bin is chosen to be of width ∆ log10 = 0.1 from 1017.8 eV
to 1019.6 eV. Above 1019.6 eV, there are too few events (e.g. 35 as of 2021) to have
a bin of width ∆ log10 = 0.1. Hence, a last bin is done with events with energy
E ≥ 1019.6 eV. The binning in Xmax is chosen to be of 20 g/cm2. The resulting
distributions are shown in Fig. 4.1. The statistical uncertainties are expected to
follow a Poisson distribution, and they are displayed following σstat =

√
N with N

the number of events detected in a Xmax bin.
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Fig. 4.1.: Xmax distribution for given energy bins from the ICRC 2019 dataset (dataset
produced for the 37th International Cosmic Rays Conference).

4.1.1 Fitting procedure

The idea now is to reproduce the Xmax distributions using expected ones from
simulations. Using distribution of all kinds of nuclei would result in an important
number of free parameters. Hence, only a few selected representative masses are
used to reproduce the data. Most of the time, the representative masses are chosen
as follows: 1

1H, 2
4He, 7

14N, 26
54Fe. Such a choice is motivated by the fact they are

equally logarithmically spaced. Sometimes, an extra mass is used, 14
28Si. In the end,
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the distribution is modelled as the superposition of simple mass species contributing
with an amplitude αA :

Gmodel(Xmax|E) =
∑
A

αAG
model
A (Xmax|E), (4.1)

where A is the mass of each representative nucleus and Gmodel
A (Xmax|E) is the

expected Xmax distribution for a nucleus of mass A and energy E. An example of
model reproducing the data is shown in Fig. 4.2.
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Fig. 4.2.: Example of an Xmax distribution modelled with four different masses. The red
curve corresponds to 1

1H, grey to 2
4He, green to 7

14N, blue to 26
54Fe; the sum is

shown in brown.

To construct the distribution of representative masses Gmodel
A (Xmax|E), EAS have

been simulated using CONEX (Pierog et al., 2006) for a given energy bin and for
a given mass (Sergio Petrera, 2020). A hadronic model needs to be associated
to CONEX in order to describe the hadronic interactions in EAS. Currently, there
are three mains hadronic models available on the market: EPOS-LHC (Pierog
et al., 2015), Sibyll2.3d (Riehn et al., 2020), and QGS-JETII-04 (Ostapchenko,
2011). The simulated distributions are modelled with a parametrized function.
Several functions have been tested: log-normal distribution, exponentially modified
Gaussian distribution, generalized Gumbel distribution... As shown in Arbeletche
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and de Souza, 2020, the generalized Gumbel distribution reproduces better the
Xmax distribution. Therefore, generalized Gumbel distribution is used in this study,
as shown in eq. 4.2:

g(u) = 1
σ

λλ

Γ(λ) exp
(

− λu− λ exp(−u)
)

with u = Xmax −X0
σ

. (4.2)

The parameters λ, σ, X0 depend on the mass and the energy of the nucleus and
differ for each hadronic model. We use as a baseline the parameterizations obtained
with EPOS-LHC (Sergio Petrera, 2020). The function is then discretized to be
compared to histograms of Fig. 4.1:

g(u) → gjxA, (4.3)

where j stands for the energy bin, A is the mass of the nucleus, and x is the Xmax

bin.

In our case, the distributions shown in Fig. 4.1 are impacted by the resolution and
the acceptance of the detector. Hence, the model to be compared to the data is
convolved with the acceptance and the resolution:

Gmodel
jxA =

∑
x′

gjx′A Accj(x′) Resj(x− x′), (4.4)

where Accj(x′) is the acceptance of the detector and Resj(x− x′) is the resolution
of the detector. Finally, the probability to observe an event in a bin x of Xmax and in
a bin j of energy, for a given mass A, is given by Gmodel

jxA .
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Likelihood estimator: General point

In order to fit the model to the data, we use a likelihood procedure. When matching
the observed Xmax distributions, two different likelihood estimators are possible.
The first one involves a multinomial approach where the number of expected events
in the model is equal to the number of detected events:

nexpected = ndetected. (4.5)

The second one involves a Poisson approach, where the number of expected events
in the model is not fixed. The next two pages describe the two approaches.

Likelihood estimator: Multinomial approach

In the multinomial approach, the model is normalized to verify the condition in
eq. 4.5:

Gmodel
jx = ndetected

nexpected

∑
A

αAG
model
jxA (4.6)

where αA are the parameters of the model, each one being associated to a repre-
sentative mass. The number of expected events, nexpected, is given by the integral
of the model: nexpected =

∑
x

∑
A αAG

model
jxA . Normalizing using 1

nexpected
as done

in Eq. 4.6 is equivalent to have n-1 αA parameters and compute the last one with

αlast = ndetected−
∑

x

∑n−1
A

αAGmodel
jxA∑

x
Gmodel

jxAlast
. Hence, the approach has three effective parame-

ters when four components are considered.

The likelihood associated to the multinomial approach is given by:

Lj = ndata
j !

∏
x

1
kdata

jx !
(Gmodel

jx )kdata
jx , (4.7)

where ndata
j is the number of observed events in an energy bin j and kdata

jx is the
number of observed events in a bin x, at an energy j.

From the likelihood, one can define the deviance, a goodness-of-fit estimator. It is
computed as:

Dj = −2 log
(

Lj

LSat
j

)
, (4.8)
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where LSat
j is the likelihood of the saturated model which describes perfectly the

data. Hence, the deviance is given by:

Dj = −2
∑

x

kdata
jx × (log(Gmodel

jx ) − log(kdata
jx )) (4.9)

Likelihood estimator: Poisson approach

In the Poisson approach, the number of expected events is not fixed. Hence, four
parameters are needed and the model is given by:

Gmodel
jx =

∑
A

αAG
model
jxA (4.10)

The likelihood associated to the Poisson approach is given by:

Lj =
∏
x

e−Gmodel
jx

kdata
jx !

(Gmodel
jx )kdata

jx , (4.11)

Following eq.4.8, the associated deviance is:

Dj = −2
∑

x

kdata
jx × (log(Gmodel

jx ) − log(kdata
jx )) + (kdata

jx −Gmodel
jx ) (4.12)

For both approaches, the results are shown in terms of fractions instead of αA, where
the fractions are computed as:

fA = αA∑
A αA

(4.13)

We checked that using equation 4.13 is strictly equivalent to the equation 4.14
which corresponds to the true fractions observed. The fractions are not “acceptance
dependent”.

fA =
∑

x αA
∑

x′ gjx′A Resj(x− x′)∑
x

∑
A αA

∑
x′ gjx′A Resj(x− x′) (4.14)
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pvalue: χ2 and C-statistics

From the deviance, one can estimate a pvalue. If one considers χ2 statistics, the pvalue

is given by:

pvalue = 1 − Pχ2

ndf(x < D), (4.15)

where ndf denotes the number of degrees of freedom (number of points − number
of parameters), and Pχ2

ndf(x < D) is the cumulative distribution function of χ2

distribution of parameter ndf . It corresponds to the probability that a correct model
gives a better deviance than D. Hence, the pvalue denotes the probability that a
correct model yields a deviance at least as extreme as D.

A simple χ2 pvalue does not take into account empty Xmax bins. However, an
empty bin (i.e. not measuring something) contains information. Therefore, under
the assumption that simulated deviances are Gaussian distributed, one can use
C-statistics1 as shown in Bonamente, 2019. C-statistics takes into account empty
bins to compute the pvalue. The pvalue is then given by:

pvalue = 1 − 1
2

1 + erf

 D − (⟨D⟩ − npar)√
2 × (σ2

D − 2 × npar)

 (4.16)

where ⟨D⟩ is the expected deviance and npar is the number of representative
masses,

⟨D⟩ =
∑

x

Dx =
∑

x

∞∑
n=0

2
(

(n log( n

Gmodel
jx

)) +Gmodel
jx − n

)
exp(−Gmodel

jx )(Gmodel
jx )n

n!
(4.17)

where σD is the expected rms: σD =
√

⟨D2⟩ − ⟨D⟩2.

4.1.2 Monte-Carlo simulations

To evaluate the performance of the multinomial and Poisson approaches, one can run
mock/Monte-Carlo (MC) simulations to test the model. Here, 1000 MC simulations
are run from a benchmark scenario. Both likelihoods are employed to match each
of the 1000 MC simulations and to compare the reconstructed parameters to the
injected benchmark scenario.

1Proposed by Armando Di Matteo for Xmax distributions.
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For the first test, the benchmark scenario is run from a composition with fH = 0.3,
fHe = 0.2, fN = 0.2, fFe = 0.3, in the energy bin 18.3 ≤ log10(E/eV) < 18.4. Each
MC simulation contains N events, where N is taken randomly for each simulation
from a Poisson distribution with parameter λ = 3000. The mocks are built using the
acceptance rejection method starting from the benchmark scenario. An example is
shown in Fig. 4.3. Points are drawn at random in the plane shown. If the points are
below the model, they are kept (orange dots), if they are above, they are thrown
away (grey). When there are N orange points, a histogram is built and a new draw
is made. The 1000 MC simulated distributions are modelled using the multinomial
and Poisson approaches. Figure 4.4 shows the results obtained for the two different
approaches. In Fig. 4.4, each dot represents the best-fit fraction for Helium and
Nitrogen for a given MC simulation.

Fig. 4.3.: Distribution used in the benchmark scenario (fH = 0.3, fHe = 0.2, fN = 0.2,
fFe = 0.3, in the energy bin 18.3 ≤ log10(E/eV) < 18.4). Points represent the
acceptance-rejection method: Orange for kept points, grey for rejected points.

Figure 4.4 shows that on average, for both reconstructions, the 1000 MC simulations
reproduce the injected composition. In this test, both approaches give the same
outcome irrespective of the number of injected events (tested with N ranging from
30 to 3000). However, we notice up to 5 outliers are obtained out of 1000 MC
simulations for the multinomial approach. Hence, during the rest of the study,
we only show the results coming from the Poisson approach, which appears more
robust.
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Fig. 4.4.: Multinomial (red) & Poisson (blue) reconstructions of 1000 MC simulations, with
an injected composition fH = 0.3, fHe = 0.2, fN = 0.2, fFe = 0.3 in the energy bin
18.3 ≤ log10(E/eV) < 18.4, with N = Poisson(3000). The grey line corresponds
to the fraction of Helium injected, the green line corresponds to the fraction of
Nitrogen injected.

4.1.3 Results on data

Figure 4.5 shows the result of the fit applied to data from ICRC 2019 (Yushkov A.
on behalf of the Pierre Auger Collaboration, 2021). The uncertainties are computed
using MC simulations. 1000 MC simulations are run from the best-fit scenario of
each energy bin. As for the previous test, each MC simulation contains N events,
with N following a Poisson distribution with parameter λ equal to ndet, the number
of detected events in the energy bin. Each MC is fitted 1000 times, and the 68%
confidence interval of the reconstructed fractions of the mocks gives the uncertainty.
The three mains hadronic models are tested. Fig. 4.5 shows that the three hadronic
models result in a composition getting heavier as a function of energy. Such a
behaviour can be expected from Peters’ cycle (cf. 1.2.1).

EPOS-LHC gives a composition dominated by proton (hydrogen) below 1018.2 eV.
At this point, the He fraction starts to increase and peaks around 1018.7 eV before
decreasing. The nitrogen fraction, which traces the composition in terms of Carbon,
Nitrogen, Oxygen seems to slightly decrease from 1017.8 eV up to 1018.7 eV, then
increases up to the last energy bin. Sibyll2.3d hadronic models results in similar
trends, with a composition going from proton to nitrogen when increasing the energy
of interest. On the other side, QGSJET hadronic model results in a light composition

4.1 From Xmax estimators to composition 89



Fig. 4.5.: Best-fit parameters for each energy bin using the ICRC 2019 dataset (Yushkov A.
on behalf of the Pierre Auger Collaboration, 2021) considering different hadronic
models: EPOS-LHC (solid red), Sibyll2.3d (dotted blue), QGS-JETII-04 (dashed
green). The lines are here to guide the eye.

made exclusively of proton and helium. It is important to note that iron is not
significantly detected for any hadronic interactions model.

The associated pvalue computed using χ2 statistics and C-statistics are shown in
Fig. 4.6. One can see that the pvalue using C-statistics are better than the ones found
with χ2 statistics. This comes from the fact that C-statistics consider empty bins,
which provides a better assessment of the agreement between the model and the
data. It is important to note that Sibyll and especially EPOS-LHC reproduce rather
well the observed data for most of the energy bins (good pvalue overall). However,
QGS-JETII-04 does not successfully reproduce the observed Xmax distributions.
Hence, QGS-JETII-04 cannot be used to interpret Auger data. Given the number of
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test bins, nE, one can quantitively estimate the probability to obtain a pvalue at least
as bad as observed: 1 − ppost = (1 − pworst)nE .

• EPOS-LHC: ppost = 6.3 × 10−4

• Sibyll2.3D: ppost = 1.8 × 10−6

• QGS-JET22-04: ppost = 6.3 × 10−15

As before, the two first hadronic interaction models are better than QGS-JET. How-
ever, overall, none of the hadronic interaction models is perfect, and it shows how
difficult it is to reproduce Xmax distributions.

Fig. 4.6.: pvalue obtained with different hadronic models. Grey dot show the pvalue obtained
from χ2 statistics. Black dot show the pvalue obtained from C-statistics.

A composition analysis has been performed by the Telescope Array collaboration
(Hanlon W. on behalf of the Telescope Array collaboration, 2021). Telescope Array
uses QGS-JET model, which results in a composition mostly made of light nuclei
(proton and helium). However, when using representative masses as done above,
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they found evidence of mixed composition, including light nuclei, medium nuclei
(nitrogen) and heavy elements (iron) (Hanlon W. on behalf of the Telescope Array
collaboration, 2021).

4.2 A biased approach?

In the previous section, we described a composition study similar to that developed
in Bellido J. on behalf of the Pierre Auger Collaboration, 2018. As shown in Fig. 4.4,
when the parameters are well-chosen, the results are not biased. However, biases
can appear when getting closer to the boundaries of the parameter space. In the
following section, the bias is studied.

4.2.1 Test with fractions compatible with the boundaries

A test is performed with the same scenario injected in Fig. 4.4 (fH = 0.3, fHe = 0.2,
fN = 0.2, fFe = 0.3, in the energy bin 18.3 ≤ log10(E/eV) < 18.4), but with a smaller
number of detected events. For each MC simulation, the number of events N is
given by N = Poisson(30). The results are shown in Fig. 4.7.

Fig. 4.7.: Poisson reconstruction of 1000 MC simulations, with an injected composition
fH = 0.3, fHe = 0.2, fN = 0.2, fFe = 0.3 in the energy bin 18.3 ≤ log10(E/eV) <
18.4, with N = Poisson(30). The grey line corresponds to the fraction of Helium
injected, the green line corresponds to the fraction of Nitrogen injected. Dashed
lines correspond to the average reconstructed parameters with its 1σ band.
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Fig. 4.7 shows that the fit does not reproduce at 1σ C.L. the injected composition.
This comes from the asymmetry between the left-hand side and the right-hand side
of the distribution of detected fractions. Lowering the number of detected events
increases the variance of the distribution. When the distribution reaches the region
fA < 0, the fit is ”stuck” at fA = 0. Allowing for negative fractions removes this
feature.

4.2.2 Negative fractions?

To allow for a symmetric behaviour between the left hand-side & the right hand-side
of the distribution of detected fractions, negative fractions are allowed. However, to
be meaningful, the model should only predict a positive number of events per Xmax

bin (it is particularly true for the deviance which is not defined for a negative value
of the parameters). Hence, the absolute value of the model is considered in eq. 4.6
& 4.10 to regularize the likelihood, Gmodel

jx → |Gmodel
jx |. The results of the test are

shown in Fig. 4.8.

Fig. 4.8.: Poisson reconstruction of 1000 MC simulations, with an injected composition fH =
0.3, fHe = 0.2, fN = 0.2, fFe = 0.3 in the energy bin 18.3 ≤ log10(E/eV) < 18.4,
withN = Poisson(100). Negative fractions are allowed. The grey line corresponds
to the fraction of Helium injected, the green line corresponds to the fraction
of Nitrogen injected. Dashed lines correspond to the average reconstructed
parameters with its 1σ band.

Figure 4.8 shows that considering negative fractions allows us to reproduce on
average the injected composition, in a scenario with a few detected events. The
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negative fractions remove the bias created by the condition f ≤ 0 (orange results in
Fig. 4.8). However, the variance increases compared to considering strictly positive
fractions.

To study the impact of the number of events on the bias and the variance, a scan
is performed for the same fractions, in the same energy bin over different N for
strictly positive and free fractions (fH = 0.3, fHe = 0.2, fN = 0.2, fFe = 0.3,
18.3 ≤ log10(E/eV) < 18.4). The bias is computed using

δA =< f reconstructed
A > −f injected

A . (4.18)

The standard deviation is computed for the free fraction approach. For the strictly
positive fractions, due to the strong asymmetry in the distribution, an effective
standard deviation is computed following:

σeffective
A =

f reconstructed
A |84% quantile − f reconstructed

A |16% quantile
2 (4.19)

The (effective) standard deviations and the biases of the two methods are shown in
Fig. 4.9.
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Fig. 4.9.: Standard deviation (top) and bias (bottom) of Helium fraction for 1000 MC
simulations, with an injected composition fH = 0.3, fHe = 0.2, fN = 0.2, fFe = 0.3
in the energy bin 18.3 ≤ log10(E/eV) < 18.4, with N varying from 30 to 10,000.
The lines are here to guide the eye.

Figure 4.9 shows that the free fractions allow us to remove the bias of the model
when reducing the number of events detected. On the other side, the standard

94 Chapter 4 Study of the composition of UHECR



deviation of both the strictly positive fractions and the free fraction approach are
proportional to 1√

N
for N ≥ 1000 as expected in a Poisson distribution. However,

when N ≤ 300, for this set of parameters, the standard deviation is not proportional
to 1√

N
for the strictly positive fractions approach, whereas it remains proportional to

1√
N

for the free fractions approach. Such a behaviour may be due to the information
got from the boundaries. When the distribution of reconstructed fractions touches
the boundaries of the parameter space, the fractions are stuck at the boundaries and
therefore the spread of reconstructed fractions is reduced, leading to an effective
standard deviation smaller than in the free fraction approach.

4.2.3 Test with parameters at boundaries

The next test consists in testing a benchmark scenario at boundaries. Here, 1000
MC simulations are run starting from a pure Nitrogen scenario, fH = 0, fHe = 0,
fN = 1, fFe = 0 for each MC simulation, with N = Poisson(3000) in the energy bin
18.8 ≤ log10(E/eV) < 18.9. Here, even if the number of events is important, the
positive-fraction approach cannot reproduce on average the injected composition
(see orange in Fig 4.10).

Fig. 4.10.: Poisson approach with 1000 MC simulations, with an injected composition
fH = 0, fHe = 0, fN = 1, fFe = 0 in the energy bin 18.8 ≤ log10(E/eV) < 18.9,
with N = Poisson(3000). Negative fractions allowed.
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As shown in Fig. 4.10, using negative fractions reduces the bias observed with strictly
positive fractions, but results in a larger variance of the reconstructed fractions as
before (see blue in Fig. 4.10).

4.3 Comparison between free and strictly positive
fractions on data

Figure 4.11 shows the result using free fractions on the data compared to using
strictly positive fractions. As before, the errors are estimated through the confidence
interval obtained with the reconstruction of 1000 MC simulations based on the best-
fit scenario. Applied to the data, the two approaches lead to quite similar results.
Most differences appear in the last energy bins (i.e. the bins with the fewest events).
As expected, the fractions of iron, which were zero in the strictly positive fractions
case, oscillate around zero when using free fractions. Regarding Fig. 4.9, the errors
are bigger when considering free fractions. The differences in terms of bias and
resolution between the two approaches are discussed in the following pages.
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Fig. 4.11.: Fractions obtained from the best-fit parameters using a Poisson approach and
EPOS-LHC as hadronic-interaction model for the data from ICRC 2019 (Yushkov
A. on behalf of the Pierre Auger Collaboration, 2021). The last panel shows the
pvalue. The black dots correspond to the C-statistics pvalue, and can be compared
to a more classical χ2 statistics (grey dots).

4.3.1 Bias vs resolution

To compare the approach employing strictly positive fractions and that allowing for
negative ones, a bias estimator is computed using the mock simulations as done
before in Eq. 4.18, where f injected

A is the reconstructed fraction found in Fig. 4.11 for
each approach. A positive δA shows that on average, the parameter is overestimated,
whereas a negative δA shows that on average, the parameter is underestimated. The
bias estimator δA is shown in Fig. 4.12.

To compare the resolution obtained with the two methods, Fig. 4.13 shows the
(effective) standard deviations obtained from MC simulations for each fraction and
each energy bin for (strictly positive) free fractions.

Figure 4.12 shows that considering positive fractions only (left-hand side of the
figure) creates a bias of a few percents in most energy bins, whereas allowing for
negative fractions reproduces most of the data with a bias smaller than 1.5% for
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Fig. 4.12.: Bias estimator for scenarios with and without negative fractions allowed.

log10(E/eV) < 19.5 (right hand-side), i.e. for more than 50 events per bin. On the
other side, Figure 4.13 shows that the resolution is at best the same for both methods,
and if not, the resolution is better when only positive fractions are considered.

To sum-up the differences between the two approaches, the difference ∆fA between
the fractions obtained with the strictly positive fraction and the free fraction ap-
proaches are shown in Fig. 4.14. The dark-coloured band shows for each energy bin
the maximum bias from free and strictly positive fractions, obtained in Fig. 4.12.
The clear coloured band shows the absolute value of the maximum resolution from
free and strictly positive fractions, obtained in Fig. 4.13.

Figure 4.14 shows that the difference between the fractions reconstructed with the
two methods is larger than the expected bias. Such a behaviour comes from the fact
that the free fractions approach opens a new phase-space region where parameters
have non-physical meaning. Therefore, the differences between the two best-fit
parameters can be bigger than the expected bias.

4.3.2 Discussion and conclusion

In all tested situations, the Poisson & multinomial approaches give similar outputs,
except for a few outliers in the multinomial approach. Figure 4.4 shows that the
fit manages to reproduce, on average, the parameters injected in a situation with a
high number of detected events (here 3000) and with injected elements far from
the boundaries (here fH = 0.3, fHe = 0.2, fN = 0.2, fFe = 0.3). However, the fit
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Fig. 4.13.: Standard deviation of each fraction for free (dashed lines) and strictly positive
fractions (solid lines). The lines are here to guide the eye.

Fig. 4.14.: Differences between the fractions obtained from the strictly positive fraction
approach and the free fraction approach in Fig. 4.11. The dark-coloured band
shows, for each energy bin, the maximum bias from the two methods. The light
coloured band shows the maximum resolution of the two methods, obtained in
Fig. 4.13.

considering strictly positive fractions does not reproduce on average the simulated
values when considering a small amount of events (see Fig. 4.7), or when one
or more fractions are close to the boundaries (see Fig. 4.10). In fact, the closest
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fractions are to zero, the more events are needed to avoid the bias coming from the
asymmetries at fA ≥ 0 or fA ≤ 1. To correct for this bias, the solution evaluated is
to consider negative fractions. This feature allows us to reproduce, on average, the
simulated true value (see Fig. 4.8, 4.9 & 4.10).

Two choices are possible. Either one considers positive fractions, which results in
biased parameters, or one considers free fractions, which does not result in biased
parameters, but the resolution is worse compared to positive fractions. On top of the
worsen resolution, the free fractions approach can result in unphysical parameters
(negative fractions has no physical meaning). Therefore, free fractions is a heavy
price solution to pay to have an unbiased approach.

In the next chapter, together with the spectrum, the fitting procedure of the Xmax

distribution is used in order to construct a cosmological model of a population of
UHECR sources and to constrain their distribution as well as the injected spectrum
of sources.
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Combining spectrum and
composition information

5

This chapter is partly adapted from the author’s work described in the Auger internal
note, GAP2020 035 “Stellar mass density as evolution of sources for the Combined
Fit”, Marafico, Biteau, Deligny, and Luce, 2020 and in the published paper Q. Luce, S.
Marafico et al., “Observational constraints on cosmic-ray escape from UHE accelerators”
2022 (The Astrophysical Journal).

Introduction

In the previous chapter, the Xmax distributions are fitted in order to infer the mass
composition of UHECRs observed on Earth. The work presented in this chapter
aims at reproducing both the Xmax distributions and the energy spectrum, starting
from a cosmic scenario where sources of UHECRs inject nuclei. The nuclei are
then propagated in the universe and interact with background photons. When the
particles reach Earth, predictions for the Xmax distributions and the energy spectrum
can be made and compared to observation through likelihood procedures. From the
comparison, a best-fit scenario of the sources is reconstructed. In The Pierre Auger
Collaboration, 2017, such an analysis is called “combined fit”; we use this terming
in the following.

The journey starts at the sources. The first step consists in considering the number
of injected particles, n(Eg, Ag), of mass Ag and of energy within [Eg;Eg + dEg] per
unit covolume and unit energy,

n(Eg, Ag)dEg =
∫ t0

tmin
dt qAg(Eg)S(t) dEg, (5.1)

where qAg(Eg) is the production rate of a nucleus of mass Ag per unit covolume
and per unit energy, with an energy Eg at the source. The evolution term, S(t),
describes the cumulative intensity of UHECR sources at a given cosmic time, t. The
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second step consists in considering the propagation of the nuclei, that is, solving the
transport equation to retrieve the expected UHECR energy spectrum,

J(E) ∝ c

∫ zmax

zmin
dz
∣∣∣∣ dtdz

∣∣∣∣ ∑
Ag

qAg(Eg)S(z)
∣∣∣∣dEg

dE

∣∣∣∣ . (5.2)

The term dEg/dE describes the energy losses of injected nuclei due to adiabatic
expansion and to interactions with photons from the cosmic microwave background
(CMB) and from the extragalactic background light (EBL). The integration is per-
formed over lookback time, the role of which is played by redshift using

( dt
dz

)−1
= H0(1 + z)

√
ΩM(1 + z)3 + ΩΛ, (5.3)

where H0 = 70 km s−1 Mpc−1 is the Hubble constant, ΩM = 0.3 is the dark-matter
energy density and ΩΛ = 1−ΩM is the dark-energy density in a flat ΛCDM cosmology.
The resulting spectrum is then used for the comparisons with the measured energy
spectrum and the Xmax distributions as a function of energy. The complete method
is described below.

5.1 Combined Fit methods

The combined fit follows the procedure of The Pierre Auger Collaboration, 2017.
SimProp (Aloisio et al., 2017) is used to simulate the 1D propagation of nuclei from
z = 2.5 to z = 0. The interactions with the CMB and the EBL, described by Gilmore
et al., 2012 for the latter, are taken into account. The photodisintegration processes
are described by using Puget et al., 1976 (PSB) or Koning et al., 2007 (TALYS).
Events are simulated with a uniform distribution in redshift and a weight is applied
to each event so that the resulting weighted distribution follows S(z). For practical
reasons, the simulation is divided in seven shells in redshift, with boundaries at
z = {0, 0.01, 0.05, 0.10, 0.20, 0.50, 2.50}. As in the previous chapter, representative
masses are injected to keep the number of free parameters manageable. Hence,
in each shell and for each representative injected mass (H1, He4, N14, Si26, Fe56),
500,000 nuclei are simulated and weighted by:

w(z) = S(z) × ∆zi/∆z0 ×
( dt

dz

)−1
, (5.4)
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where ∆zi is the width of the shell i.

Events are stored in a 4D histogram, Nijkl, as a function of



i ⇔ Eg,

j ⇔ E,

k ⇔ Ag,

l ⇔ A.

To model the number of UHECRs Njl detected on Earth with an energy j and a mass
l, the production rate, qAg(Eg), is integrated by summing over all injected energies,
i, and mass, k, accounting for a spectral weight, ωik,

Njl =
∑

i

∑
k

ωikNijkl∆Ei. (5.5)

The spectral weights are customarily defined using a broken exponential cut-off
power-law to model the injection process:

ωik =
dNAg

dEg
(Eg) = fk J0

(
Ei

Eref

)−γ

×

1 if Ei < Z × Ep
max,

exp
(
1 − Ei

Z×Ep
max

)
otherwise,

(5.6)
where fk is the fraction of injected element of mass k, J0 is a normalization, Eref is
an arbitrary pivot energy, Ep

max is the cutoff energy of proton, and γ is the spectral
index at escape from the sources.

The UHECR spectrum model is constructed as Jmodel
j =

∑
l Njl/∆Ej . The spectral

model can then be compared to the observed spectrum, which is shown in Fig. 5.1 as
obtained at the Pierre Auger Observatory (The Pierre Auger Collaboration, 2021b).
Note that what is actually shown is the energy flux instead of the flux, as it allows
us to show enhanced features of the flux as well as reading directly the measured
energy density, 4πE2J(E)/c, (right axis of the same plot).

The energy threshold for the combined fit, namely E ≥ 1018.7 eV, is chosen under
the assumption that the extragalactic sources considered in the combined fit con-
tribute 100% of the flux above the ankle energy. The comparison between data and
expectations in the spectrum sector is carried out using the following likelihood
function:

LJ =
∏
j

1
σdata

j

√
2π

exp

−1
2

(
Jdata

j − Jmodel
j

σdata
j

)2 . (5.7)

The minimization as a function of J0 can be performed analytically, solving for
∂ lnLJ/∂J0 = 0.
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Fig. 5.1.: Energy flux measured at the Pierre Auger Observatory. Point above the ankle
energy are shown in black

As for the composition sector, the fitting procedure follows from that of Chap. 3.
For each detected nucleus, the Xmax distribution is modelled with generalized
Gumbel distributions (cf. Eq. 4.2) using the parameters of Sergio Petrera, 2020,
considering EPOS-LHC (Pierog et al., 2015) as hadronic interaction model as a
baseline. The resolution and the acceptance of the detector are taken into account
in the comparison of the generalized Gumbel distributions with the data. The
probability to observe an event in a bin x of Xmax and in a bin of energy j is

Gmodel
jx = 1∑

l Njl
×
∑

l

Njl

∑
x

gljx Accj(x) Resj(Xdet
max −Xmax), (5.8)

where Accj(x) is the acceptance of the detector and Resj(Xdet
max − Xmax) is the

resolution of the detector in the j-th energy bin. Here, since all the bins are fitted
simultaneously, it is not possible to have a “Poisson” approach as it was the case in
4.1.1. Therefore, a multinomial approach is used instead, and the overall model is
normalized to the data, so that:

∑
x

Gmodel
jx = ndata

j , (5.9)
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where ndata
j is the number of observed events in an energy bin j. The likelihood

associated to composition is then the product of multinomial distributions:

LX =
∏
j

ndata
j !

∏
x

1
kdata

jx !
(Gmodel

jx )kdata
jx , (5.10)

where kdata
jx is the number of observed events in a bin x, at an energy j. As before,

the comparison is carried out only for Xmax distributions above E ≥ 1018.7 eV.

The goodness of fit is given by the deviance Dtot, which is a generalized χ2. Dtot is
defined as the sum of the deviance of the spectrum, DJ = −2 ln LJ/L

sat
J , and of the

deviance of the composition, DX = −2 ln LX/L
sat
X , with Lsat

J/X the likelihood of the
saturated model that perfectly describes the data. Therefore, the deviance of the
spectrum is given by:

DJ =
∑

j

(
Jdata

j − Jmodel
j

σdata
j

)2

, (5.11)

and the deviance of the composition is given by:

DX =
∑

j

DXj = −2
∑

j

∑
x

kdata
jx × (log(Gmodel

jx ) − log(kdata
jx )). (5.12)

The number of degrees of freedom reported in this work accounts only for the
non-empty bins in the data.

As shown in Chap. 4, the observed Xmax distributions are not correctly reproduced
by the hadronic interaction models used to model the extensive air showers. Because
the hadronic interactions models do not manage to reproduce the Xmax distributions
when using 4 × 10 = 40 parameters (cf. Chap. 4), the composition deviance DX

of the Combined Fit using 7 parameters only cannot be smaller than a value Dbest
tot

corresponding to the scenario of Chap. 4 (4 × 10 = 40 parameters). Dbest
tot is

estimated by summing the deviance found in each energy bin of Chap. 4. From
Fig. 4.5, Dbest

tot = 221.6.

5.1.1 Fraction and flux approach

Fraction approach

The combined fit used in The Pierre Auger Collaboration, 2017 is based on a fraction
approach. It uses seven free parameters:
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• γ: one spectral index at escape from the sources,

• Ep
max: one proton maximum energy, which scales as EZ

max = Z × Ep
max for a

nucleus of charge Z,

• fk: four fractions of elements (H1, He4, N14, Si26), the last one being given by
fFe = 1 −

∑
fk,

• J0: one spectral normalization at fixed reference energy Eref chosen below the
cut-off Ep

max.

Flux approach

Using fractions fk, with
∑

k fk = 1, implies a strong correlation between the param-
eters, because the last fraction is computed as fFe = 1 −

∑
k ̸=Fe fk. Alternatively,

we consider here five parameters Jk that are equivalent to the parameters fk × J0.
This allows us to get rid of the constraint

∑
fk = 1, which is a hindrance for the

minimizer. Equation 5.6 is then changed into

ωik =
dNAg

dEg
(Eg) = Jk

(
Ei

Eref

)−γ

×

1 if Ei < Z × Ep
max,

exp
(
1 − Ei

Z×Ep
max

)
otherwise.

(5.13)

In this approach, termed as flux approach, there are also seven free parameters:

• γ: one spectral index at escape from the sources,

• Ep
max: one proton maximum energy, which scales as EZ

max = Z × Ep
max for a

nucleus of charge Z,

• Jk: five injection fluxes at fixed reference energy Eref .

Fractions can still be computed for comparison with other studies using fk =
Jk∑
k

Jk
.
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5.1.2 Emissivities

Instead of showing the parameters in terms of fk or Jk, which does not encode
the amount of energy injected at the sources per species, we use the emissivity,
which is referred to as the bolometric energy production rate. The differential
energy production rate per comoving volume unit of the sources, which is directly
related to their differential luminosity, is then ℓj(Eg, z) = E2

gqAg(Eg)S(z), where
S(z) describes the redshift evolution of the UHECR luminosity density. The quantity
ℓj(Eg, z) is hereafter called differential energy production rate for convenience. On
the other hand, the bolometric energy production rate per comoving volume unit at
redshift z is obtained as:

LA = S(z)
∫ ∞

Emin
Eg dEg qAg(Eg, Ag), (5.14)

in units of erg Mpc−3 yr−1. Its average value in a volume spanning zmin − zmax is
computed as

L̄A = 1∫ zmax
zmin

dz
∣∣∣ dt

dz

∣∣∣
∫ zmax

zmin

dz
∣∣∣∣ dtdz

∣∣∣∣S(z)
∫ ∞

Emin
Eg dEg qAg(Eg, Ag). (5.15)

The energy production rate is computed above an energy threshold, taken here at
Emin = 1017.8 eV, in order to be comparable to the work across the ankle shown at
the end of this chapter (cf. 5.3).

The associated uncertainties are propagated, using :

δL̄k =

√√√√√ n∑
a=1

(
∂L̄k

∂a

)2

(δa)2 + 2
n−1∑
a=1

n∑
b=i+1

∂L̄k

∂a

∂L̄k

∂b
Cov(a, b). (5.16)

5.1.3 Comparison between fraction and flux approaches

110 fits are performed using fixed γ and Ep
max to compare the fraction approach

with the flux one. The flux approach is 40% faster than the fraction one (an average
of 815 flux iterations compared to 1338 fraction iterations). Furthermore, while
the fraction approach yields 10% of outliers for which the combined fit does not
converge, the flux approach yields no outlier.

In The Pierre Auger Collaboration, 2017, γ and Ep
max were fixed on a grid to allow

the combined fit to converge. Such an approach requires hundreds of tasks on the
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Lyon computing center and between 24 and 48 hours of computing to achieve it.
The flux approach makes the minimization of the deviance more robust, allowing
us to let the parameter γ free together with all other parameters except Ep

max, over
which a scan is performed. The combined fit converges in 30 min on a common
computer using a single core. Hence, we use the flux approach for this analysis.

5.1.4 Validation of the model

A benchmark scenario is run with a flat distribution of sources, EPOS-LHC as
hadronic model and PSB as photodisintegration model. This choice is motivated
from the benchmark scenario of The Pierre Auger Collaboration, 2017. In order to
validate the code, a comparison is done with the work of Condorelli, 2021, which
uses the latest parameterization of generalized Gumbel distributions as well as
the unfolded spectrum, while The Pierre Auger Collaboration, 2017 used outdated
parameterization of generalized Gumbel distributions and the raw spectrum.

Results

The results are shown in terms of fractions and emissivity in Table 5.1 using the
ICRC 2015 and 2021 datasets.

ICRC 2015
this work

ICRC 2015
Condorelli, 2021

ICRC 2021
this work

fH [%] 0.0 ± 4.7 0.0 66.8 ± 6.2
fHe [%] 81.2 ± 4.5 81.5 32.8 ± 1.0
fN [%] 16.4 ± 1.4 16.1 0.4 ± 0.0
fSi [%] 2.4 ± 0.3 2.4 0.0 ± 0.0
fFe [%] 0.0 ± 0.0 0.0 0.0 ± 0.0

L̄H [1043 erg Mpc−3] 0.0 ± 0.0 2.9 ± 0.3
L̄He [1043 erg Mpc−3] 16.7 ± 1.6 22.7 ± 1.0
L̄N [1043 erg Mpc−3] 21.4 ± 1.3 18.5 ± 0.9
L̄Si [1043 erg Mpc−3] 8.1 ± 1.2 6.0 ± 1.7
L̄Fe [1043 erg Mpc−3] 0.0 ± 0.0 1.8 ± 1.9

Dtot/ndf 193.1/118 195.7/118 309.5/129
DJ/NJ 18.4/15 21.1/15 27.6/15

(DX)/NX 174.7/110 174.6/110 281.9/121
log10 E

p
max/eV 18.59 ± 0.01 18.59 ± 0.03 18.24 ± 0.01
γ 0.69 ± 0.02 0.67 ± 0.12 −1.17 ± 0.01

Tab. 5.1.: Comparison between this work and that of Condorelli, 2021 using ICRC 2015
and 2021 datasets.
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The first two columns of 5.1 show results compatible within 1σ C.L. From 2015 to
2021, the total deviance increased by ≈ 115 units. Therefore, the tension between
the model and the data increases with larger statistics. A significant contribution
comes from the new way of binning the highest detected energies (one bin used for
19.5 < log10E/eV < 20.0 in 2015, contributing to the deviance with ∼ 5 units; two
bins used in 2021, contributing to the deviance with ∼ 30 units).

It is interesting to note that while the fraction of nitrogen seems negligible when
using the ICRC 2021 dataset (fN = 0.4%), its emissivity is not (L̄N = 18.5 ×
1043 erg Mpc−3 yr−1). Such a behaviour is due to the fact that fractions represent the
proportion of injected elements at a low reference energy. The resulting fractions do
not scale with the amount of injected energy. This is why the results are shown in
terms of emissivity rather than fractions in this thesis.

5.1.5 Impact of the photodisintegration model

The results presented above make use of PSB (Puget et al., 1976; Stecker & Salamon,
1999) as photodisintegration model. PSB is a simple model that takes into account
one- and two-nucleon channels together with multiple nucleon channels. Other
kinds of processes are neglected. On the other side, TALYS (Koning et al., 2007) is
a much more sophisticated and complete model that describes, in addition to the
previous channels, channels of deuterons, tritium, 3He, and 4He nuclei. To fully
describe the propagation and take into account He channels, the fit is run with
TALYS and the results are shown in Tab. 5.2.

PSB TALYS

L̄H [1043 erg Mpc−3] 2.9 ± 0.3 2.0 ± 0.4
L̄He [1043 erg Mpc−3] 22.7 ± 1.0 12.8 ± 1.3
L̄N [1043 erg Mpc−3] 18.5 ± 0.9 29.8 ± 0.8
L̄Si [1043 erg Mpc−3] 6.0 ± 1.7 7.2 ± 1.3
L̄Fe [1043 erg Mpc−3] 1.8 ± 1.9 1.4 ± 1.4

Dtot/ndf 309.5/129 292.9/129
DJ/NJ 27.6/15 27.1/15

(DX)/NX 281.9/121 268.8/121
log10 E

p
max/eV 18.24 ± 0.01 18.27 ± 0.01
γ −1.17 ± 0.01 −0.97 ± 0.1

Tab. 5.2.: Comparison between PSB and TALYS as photodisintegration models.

Overall, the TALYS photodisintegration model improves the deviance by ≈ 20 units.
The best-fit parameters using TALYS are close to the ones from PSB. However, the
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emissivity of Helium is twice smaller with TALYS than with PSB. This is due to the
presence of He nuclei in the channels of TALYS. Therefore, He nuclei are produced
during the travel of heavier nuclei while it is not the case with PSB. Hence, the fit
increases the emissivity of Nitrogen to compensate the non-creation of He during
the journey of nuclei when using TALYS.

5.1.6 Derivation of likelihood for the spectrum data

The likelihood function used in Eq. 5.7 does not account for the bin-to-bin correla-
tions inherited from the unfolding procedure used to infer the energy spectrum at
the Pierre Auger Observatory, which corrects for the probability that an event with
an energy E corresponding to a bin j has been reconstructed in a bin k with k ̸= j.
In order to account for the associated correlation matrix, the model is changed to
predict the expected number of events in each energy bin as µexp

j (s) =
∑

l Njl(s).
The set of free parameters, denoted by s, can then be fitted to match the observed µj

quantities (“unfolded number of events”), obtained by applying the invert migration
matrix R provided in The Pierre Auger Collaboration, 2020d to the observed number
of events. The fit is carried out by means of the likelihood function

LJ(s) = 1
(2π)Nbin/2 |M(s)|1/2 exp

−1
2

Nbin∑
j1,j2

(µj1 − µexp
j1

(s))M−1
j1j2

(s)(µj2 − µexp
j2

(s))

 ,
(5.17)

with Mij(s) = R−1
ik Vkℓ(s)(R−1

ℓj )T the covariance matrix in the unfolded space, ob-
tained by applying the standard transformation rules to the covariance matrix in the
smeared space, namely Vkℓ(s) = Rkℓµ

exp
ℓ (s)δkℓ. The matrix M takes into account

the bin-to-bin correlations arising from the unfolding procedure. Note that, in the
absence, currently, of a published combination procedure of the inclined and vertical
spectrum, only the so-called vertical spectrum is used in this work. The study is
pursued by using the vertical spectrum and the spectrum likelihood defined in eq.
5.17.
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5.1.7 Benchmark scenario

A benchmark scenario is run, using:

• ICRC 2021 dataset (The Pierre Auger Collaboration, 2021b; Yushkov A. on
behalf of the Pierre Auger Collaboration, 2021);

• TALYS photodisintegration model (Koning et al., 2007);

• EPOS-LHC as hadronic interaction model (Pierog et al., 2015);

• Gilmore as EBL model (Gilmore et al., 2012);

• S(z) = 1, a flat evolution of sources;

• Spectrum likelihood with correlation matrix.

The best fit parameters are shown in Tab. 5.3.

Benchmark scenario

L̄H [1043 erg Mpc−3 yr−1] 2.0 ± 0.4
L̄He [1043 erg Mpc−3 yr−1] 13.7 ± 1.4
L̄N [1043 erg Mpc−3 yr−1] 30.0 ± 0.4
L̄Si [1043 erg Mpc−3 yr−1] 6.8 ± 1.2
L̄Fe [1043 erg Mpc−3 yr−1] 1.5 ± 1.0

Dtot/ndf 288.6/129
DJ/NJ 25.1/15

(DX)/NX 263.5/121
log10 E

p
max/eV 18.25 ± 0.01
γ −1.18 ± 0.01

Tab. 5.3.: Benchmark scenario using a flat evolution of sources.

The results shown in Tab. 5.3 are very close to the last column of Tab. 5.2. The
only difference in the inputs is the use of the correlation matrix in the likelihood.
Fig. 5.2 shows the observed spectrum and the best-fit scenario of the model. Since
the representative nuclei can be photodisintegrated during the journey, all kinds of
nuclei can be detected on Earth. Therefore, to show the contribution of different
types of nuclei, the flux is split into groups: proton A = 1 (red), Helium-like
2 ≤ A ≤ 4 (grey), CNO-like 5 ≤ A ≤ 22 (green), Silicon-like 23 ≤ A ≤ 38 (cyan),
Iron-like 39 ≤ A ≤ 56 (blue). On the right hand-side of Fig. 5.2, the (differential)
luminosity density of the sources, E2

gqAg(Eg), is shown as a function of energy. Note
that this is an astrophysical quantity of interest that can be compared to that of
non-thermal astrophysical sites, e.g. in the radio and/or gamma-ray bands.
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Fig. 5.2.: Left: Detected spectrum with detected nuclei. Colors represent the detected nuclei,
red for A = 1, grey for 2 ≤ A ≤ 4, green for 5 ≤ A ≤ 22, cyan 23 ≤ A ≤ 38, blue
for 39 ≤ A ≤ 56, the sum is shown in brown. Right: Luminosity density of the
sources as a function of energy, red for H, grey for He, green for N, cyan Si, blue
for Fe, the sum is shown in brown.
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The Xmax distributions are shown in Fig. 5.3. The nuclei are arranged in the same
groups as before. The deviance and the number of points associated to each energy
bin are shown in top-right corners of each graph.
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Fig. 5.3.: Xmax distributions with best-fit model. The model is shown in brown.

An economical way of seeing how the model manages to reproduce the Xmax

distributions, without showing the full distributions, is to compare the two first
Xmax moments from the data and from the model. Fig 5.4 does so, by showing
the measured Xmax moments unfolded from acceptance and resolution effects
(Yushkov A. on behalf of the Pierre Auger Collaboration, 2021) compared to
the moments computed from the best-fit scenario using non-convolved Gumbel
generalized function (before taking acceptance and resolution of the detector).
Although the two first moments are interesting to describe the Xmax distributions,
one should keep in mind that two different mass compositions can result in the same
average and standard deviation values (The Pierre Auger Collaboration, 2014b).
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Fig. 5.4.: Xmax distribution moments for each energy bin. The brown curve represents
the best-fit scenario. Other curves represent the expected values for a pure
composition, red for H, grey for He, green for N, cyan for Si, blue for Fe.

The largest tension between the model and the data appears to be driven by the
evolution of the average maximum of shower depth, ⟨Xmax⟩, with energy.

Discussion

The value of Ep
max which determines the cut-off of nuclear species at EZ

max =
Z × Ep

max, implies that the suppression of the spectrum is due to the combination of
the cut-off energy at the sources for the heavier nuclei and the propagation effects
(GZK limit). The spectral index, γ, is in turn determined by the increase of the
average mass with energy (cf. Chap 4), which is almost monoelemental, to reproduce
the Xmax distributions as well as possible. The solution provided by the fit therefore
consists in imposing a hard index for nuclei so that the contribution of each element
mixes as little as possible: high-energy suppression imposed by the cut-off beyond
EZ

max and low-energy suppression via the hard index γ. Regarding the deviance,
one can see that the spectrum is roughly reproduced by the model, DJ = 25.1 for
NJ = 15 points for the spectrum. On the other hand, the Xmax distribution is
less well reproduced, DX = 263.5 for NJ = 121 points when considering all Xmax

distributions. The large value of the deviance on Xmax reflects the difficulty for
hadronic-interaction generators to reproduce the data, especially the average Xmax

as shown in Fig. 5.4.
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5.2 Evolution term S(z)

Instead of a slow source evolution on Gpc scales based on simplified analytical terms
such as S(z) = (1 + z)m, e.g. with m = {−3; 0; 3}, widely used in the literature, we
test hereafter two alternative evolution terms that account for the over-density of
matter surrounding the Milky Way:

• Stellar Mass Density (SMD), ρ∗(z) [M⊙ Mpc−3]

• Star Formation Rate Density (SFRD), ρ̇∗(z) [M⊙ Mpc−3 yr−1]

The two evolutions trace different astrophysical objects and scenarios. For instance,
SMD is a good tracer of intermediate luminosity AGN, while SFRD is a good tracer
of long gamma ray bursts. More details about the differences between the two terms
will be shown in Chap. 6.

Accounting for the over-density of matter surrounding the Milky Way is motivated
by the 4σ preference for the “starburst” model over isotropy at energies larger
than 40 EeV (cf. 3.3.1, The Pierre Auger Collaboration, 2018a; The Pierre Auger
collaboration, 2022). The brightest objects in this sky model are located in the
Council of Giants at ≈ 4 Mpc (McCall, 2014), as for instance Centaurus A. We aim
here at testing to which extent such an over-density of sources could be in line with
the observed UHECR spectrum and composition.

5.2.1 Stellar mass density from Mpc to Gpc scales

The cosmic evolution of the SMD, ρcosmo
∗ , can be computed by integrating over

time the Cosmic Star Formation History (CSFH). CSFH is the cosmic evolution
of the star formation rate as a function of redshift. Here, CSFH is based on the
parameterization of Koushan et al., 2021 of the latest Fermi-LAT results. In this way,
ρcosmo

∗ is computed as:

ρcosmo
∗ (z) = (1 −R)

∫ ∞

z
CSFH(z′)

∣∣∣∣ dt
dz′

∣∣∣∣ dz′, (5.18)

where R = 0.27 is the “return fraction”, which corresponds to the proportion of the
mass of each generation of stars that is put back into the interstellar and intergalactic
medium. However, as shown in Madau and Dickinson, 2014, computing SMD from
CSFH results in an overestimation of the SMD. Therefore, ρcosmo

∗ (z) is re-normalized
in order to have its average result between z = 0.02 and z = 0.08 equal to measured
SMD from Driver et al., 2018 in the same redshift range. On smaller scales, the
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density of stellar matter, ρlocal
∗ (z), has been characterized within 350 Mpc based on

near-infrared surveys (Biteau, 2021).

Figure 5.5 shows the evolution of sources in a SMD scenario (purple for the local
SMD and blue for the cosmic one) ranging from luminosity distances of 1 Mpc up to
100 Gpc. The sharp feature at 1 Mpc corresponds to the influence of the Local Group,
dominated in mass by Andromeda at ≈ 750 kpc. The peak at D = 4 Mpc corresponds
to the Council of Giants. The second peak at D ≈ 15 Mpc corresponds to the Virgo
cluster (Shaya et al., 2017). Since the weights are important at small distances, a
sufficiently large number of events needs to be simulated in the first redshift shell
to avoid fluctuations in the reconstructed quantities. Thus, 5,000,000 events are
simulated for each injected mass within 0.00 ≤ z ≤ 0.01, instead of 500,000 for
more distant shells.
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Fig. 5.5.: Stellar mass density as a function of luminosity distance. The local measured
SMD is shown in purple, while the cosmic SMD is shown in blue.

A minimum distance, Dmin, beyond which nuclei are injected, is introduced. Setting
Dmin = 0 would correspond to injection within the Milky Way, with a diverging
stellar mass density. Even for Dmin = 50 kpc, one could expect the UHECR sky to be
dominated by the Magellanic clouds if the UHECR flux was simply traced by stellar
mass. Therefore, Dmin = 1 Mpc is chosen. In this way, the Local Group is excluded.
A more detail study of the sources below 1 Mpc is done in Chap. 6.
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5.2.2 Star Formation Rate Density

As for the SMD, the local SFRD has been characterized in the first 350 Mpc in
Biteau, 2021 from Hα, near-infrared and morphology measurements in local galaxies.
Together with the CSFH used to compute SMD, the SFR density is reconstructed and
shown in Fig. 5.6. As before, the distance of injection is taken to be Dmin = 1 Mpc
to exclude the Local Group and avoid the divergence of the SFR density at small
distances due to the Local Group and the Milky Way.
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Fig. 5.6.: Star formation rate density as a function of luminosity distance. The local
measured SFRD is shown in purple, while the CSFH is shown in blue.

As before, features appear at D = 4 Mpc and D ≈ 15 Mpc, which correspond to the
Council of Giants and Virgo cluster respectively. These peaks appear for both the
SMD and the SFR models because they are quite correlated: the more there are
galaxies, the larger stellar mass and SFR.

5.2.3 Results

Tab. 5.4 shows the combined fit results for a scenario with a flat source evolution,
S(z) = 1, the SMD scenario, and the SFRD scenario, with Dmin = 1 Mpc. The
deviance improves by ∼ 15 units when considering the SMD and ∼ 7 units when
considering the SFRD.
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S(z) = 1
PSB

S(z) = ρ∗(z)
Dmin = 1 Mpc

SMD

S(z) = ρ̇∗(z)
Dmin = 1 Mpc

SFRD

L̄H [1043 erg Mpc−3 yr−1] 2.0 ± 0.4 0.4 ± 0.8 0.0 ± 0.0
L̄He [1043 erg Mpc−3 yr−1] 13.7 ± 1.4 12.7 ± 1.4 30.6 ± 1.5
L̄N [1043 erg Mpc−3 yr−1] 30.0 ± 0.4 22.1 ± 2.0 191.0 ± 2.3
L̄Si [1043 erg Mpc−3 yr−1] 6.8 ± 1.2 3.1 ± 1.6 5.3 ± 11.3
L̄Fe [1043 erg Mpc−3 yr−1] 1.5 ± 1.0 0.9 ± 0.6 9.8 ± 0.9

Dtot/ndf 288.6/129 274.5/129 281.5/129
DJ/NJ 25.1/15 25.7/15 37.0/15

(DX)/NX 263.5/121 248.7/121 244.5/121
log10 E

p
max/eV 18.25 ± 0.01 18.37 ± 0.05 18.21 ± 0.01
γ −1.18 ± 0.01 −0.39 ± 0.01 −1.85 ± 0.01

Tab. 5.4.: Results obtained with a luminosity evolution term that follows the SMD or SFRD
(middle SMD, right SFRD) compared to those obtained with a flat distribution of
sources (left). The ICRC 2021 dataset is used.

The detected spectrum and luminosity density of the sources for the two evolutions
of sources are shown in Fig. 5.7. On the other side, Fig. 5.8 shows the two first
Xmax moments for the two evolution of sources. The SMD evolution results in a
softer spectrum with γ ∼ −0.4; the SFRD evolution of sources results in a very
hard spectrum γ ∼ −1.8. Compared to the SMD scenario, the SFRD one results in
much more secondary protons produced at low energy. Regarding the luminosities,
the SFRD scenario is dominated by CNO and the total emissivity is an order of
magnitude above the one expected considering the SMD scenario.

Fig. 5.8 shows that the average Xmax is not well reproduced by the two evolution of
sources, as it is the case when considering a flat scenario.
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(b) SFRD

Fig. 5.7.: Left: Observed spectrum with detected nuclei. Colors represent the detected
nuclei, red forA = 1, grey for 2 ≤ A ≤ 4, green for 5 ≤ A ≤ 22, cyan 23 ≤ A ≤ 38,
blue for 39 ≤ A ≤ 56, the sum is shown in brown. Right: Luminosity density of
the sources as a function of energy, red for H, grey for He, green for N, cyan Si,
blue for Fe, the sum is shown in brown.
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Fig. 5.8.: Xmax moments for each energy bin. The brown curve represents the best-fit
scenario. The dashed brown curve represents the best-fit configuration for a flat
distribution of sources. Coloured lines represent the expected values for a pure
composition, red for H, grey for He, green for N, cyan for Si, blue for Fe.
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5.2.4 Discussion

With increased statistics, there are more and more pieces of evidence that the widely-
used flat distribution of sources is not an optimal input for the combined fit to
reproduce the spectrum and composition data (Dtot = 288.6). In order to better
reproduce these data, two models of source evolution have been tested, SMD and
SFRD. Considering the SMD as the evolution term in the combined fit leads to an
improved deviance of ≈ 15 units, while considering SFRD as the evolution term leads
to an improved deviance of ≈ 7 units. These results are obtained by considering
local SMD/SFRD to describe the first 350 Mpc with a minimal distance of injection
of 1 Mpc. This minimal distance of injection excludes the Local Group as a host
of UHECR accelerators. The total emissivity, which estimates the energy budget
needed to reproduce the spectrum, is smaller for the SMD (L̄tot = (3.9 ± 0.3) × 1044)
than for a flat-source scenario (L̄tot = (5.4 ± 0.4) × 1044). This is due to the excess
of stellar mass in the first 100 Mpc and the deficit of sources beyond ∼ 10 Gpc.
Due to a distribution of sources that decreases with distance, the impact of the
propagation is reduced. Therefore, the nuclei mix less and the injected spectrum
can be softer (γ ∼ −0.4) than that inferred with the flat distribution (γ ∼ −1.2). To
have a similar cut-off in energy with a softer spectral index, log10E

p
max is increased

(from 18.25 to 18.37). On the other side, the SFRD, with a similar deviance, results
in a very different scenario at the sources. Many secondary protons are expected
at low energy; this is expected from the propagation and the SFRD that peaks at
10 Gpc. In the SFRD scenario, the ankle feature is created by secondary protons
produced during the journey of UHECRs. In the SMD case, the proton flux is not
big enough to reproduce the ankle. Therefore, the origin of the ankle feature can
more easily be created by introducing a second type of extragalactic sources with
a significantly steeper spectral index (Aloisio et al., 2014; Guido, E. on belhalf of
the Pierre Auger Collaboration, 2021; Mollerach & Roulet, 2020). In order to keep
the Xmax distribution as monoelemental as possible with a larger source density at
10 Gpc in the SFRD scenario, the injection spectrum is steeper than that with a flat
evolution of sources (γ ∼ −1.8). Such an injection spectrum is not expected by most
of the theoretical approaches. The second counterpart of having a distribution of
sources peaking around 10 Gpc is the increased emissivity. The total emissivity is
increased by a factor ∼ 6.0 compared to that of a flat distribution of sources. About
80% of the emissivity comes from CNO nuclei, the remaining emissivity comes from
helium. It means that in the SFRD scenario, the production of secondaries en route
plays a major role to reproduce the Xmax distributions and to reproduce the ankle
feature. A scenario where the evolution of sources follow the cosmic behaviour of
SMD and SFRD has also been tested (without account for the local environment).
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The cosmic SMD evolution of sources results in parameters and deviance very close
to the flat evolution of source, which is not surprising, regarding the flatness of the
cosmic SMD. Using the cosmic SFRD brings similar results as using SFRD with the
local environment. The differences lie in the emissivities with ∼ −25% of CNO and
∼ +50% of helium comparing cosmic with cosmic+local SFRD, together with a total
deviance of 273 which is better than the cosmic+local one. The fact that a “deficit”
of sources nearby compared to the cosmic+local SFRD scenario, reproduces better
the data could be a sign that sources of UHECRs are transient. This hypothesis is
studied in the last chapter of this thesis.

5.3 Across the ankle

The analysis presented above starts at the ankle energy. This choice is motivated by
the widely-used assumption that UHECRs with energies above the ankle feature are
of extra-galactic origin, an assumption that has been strengthened by the large-scale
anisotropy findings (cf. 3.2). Below the ankle, an additional component of unknown
origin, the component B (Hillas, 2005), is believed to be responsible for making
up the all-particle energy spectrum up to the ankle feature. If the component B
behaves as a Peters’ cycle (cf. 1.2.1), one can expect the component ending with
heavy nuclei; therefore no proton from the component B would be expected below
the ankle. Hence, the protons observed below the ankle should be produced by the
“above-the-ankle” component. Interestingly, as shown in Fig. 5.7, the two approaches
tested before result in a significant number of protons expected below the ankle
energy. The idea, then, is to compare the protons expected from the combined fit to
the proton spectrum below the ankle.

5.3.1 Proton spectrum and fit

Proton spectrum

The proton spectrum is reconstructed below the ankle energy using:

Jproton(E) = fp × J(E), (5.19)

where fp is the fraction of protons estimated in each energy bin using strictly positive
fractions (cf Chap. 4). J(E) is the total flux measured at the Auger Observatory. The
uncertainties are dominated by the fraction uncertainties; hence the uncertainties in
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Fig. 5.9.: Energy spectrum measured at the Pierre Auger Observatory and its associated
proton component. Both the red and black points are modelled in the following.

the spectrum are computed using the 1σ confidence interval of the fractions. The
resulting spectrum is shown in Fig. 5.9

Fitting procedure

As before, the full spectrum and the Xmax distributions are modelled above the
ankle energy. Below the ankle, on the other hand, only the detected proton flux is
compared to the predicted proton flux. The proton flux is modelled from 1017.8 eV
(threshold of the FD) up to the ankle energy 1018.7 using a Gaussian likelihood, as
shown in Eq.5.7. To explore energies below 1017.8 eV, one should take into account
the HEAT dataset; this is not done in this analysis. Since the covariance matrix of
the unfolded spectrum is not available at low energy, the spectrum likelihood is here
taken to be the diagonal Gaussian likelihood shown in Eq. 5.7. On top of the two
deviances used before, a new deviance is computed, the deviance associated to the
proton spectrum DJp .
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5.3.2 Results and discussion

The fit is re-run including the extra comparison with protons below the ankle
energy. Since the model goes down to 1017.8 eV, the emissivities are computed from
Emin = 1017.8 eV (Eq. 5.14). The results are shown in Tab. 5.5.

S(z) = ρ∗(z)
SMD

S(z) = ρ̇∗(z)
SFRD

L̄H [1043 erg Mpc−3 yr−1] 4.7 ± 0.6 0.0 ± 0.0
L̄He [1043 erg Mpc−3 yr−1] 11.0 ± 1.2 23.1 ± 3.6
L̄N [1043 erg Mpc−3 yr−1] 21.0 ± 0.9 177.0 ± 11.5
L̄Si [1043 erg Mpc−3 yr−1] 3.0 ± 1.0 17.2 ± 9.6
L̄Fe [1043 erg Mpc−3 yr−1] 0.9 ± 1.3 4.9 ± 0.7

Dtot/ndf 698.7/138 323.8/138
DJ/NJ 25.5/15 32.6/15
DJp/NJp 413.6/9 30.9/9
(DX)/NX 259.7/121 260.3/121

log10 Emax/eV 18.18 ± 0.03 18.20 ± 0.01
γ −1.53 ± 0.02 −1.67 ± 0.02

Tab. 5.5.: Results obtained with a luminosity evolution term that follows the SMD (left)
and SFRD (right), considering the comparison between the observed proton flux
across the ankle with the proton flux of the model. The ICRC 2021 dataset is
used.

While the total deviance remains similar to the previous case for the SFRD case
(+16%), the deviance when using SMD (+150%) shows that such an evolution of
sources cannot explain the protons below the ankle (Dtot/ndf = 698.7/138). The
best-fit spectrum and the associated differential luminosity of the SFRD case are
shown in Fig. 5.10.

Fig. 5.10 shows that the secondary protons reproduce roughly the proton below the
ankle. It is interesting to note that in the SFRD scenario, no protons are injected at
the sources and all the protons are produced en route. As already commented, this
is due to the peak of SFRD at a far distance of ∼ 10 Gpc.

5.3.3 Escaped neutrons

The SFRD scenario gives an explanation for the low energy protons, but it also
presents a crucial problem: the interpretation of the value inferred for the spectral
index γ, which is given by γ ∼ −1.7.
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Fig. 5.10.: SFRD scenario. Left: Detected spectrum with detected nuclei. Colors represent
the detected nuclei, red for A = 1, grey for 2 ≤ A ≤ 4, green for 5 ≤ A ≤ 22,
cyan 23 ≤ A ≤ 38, blue for 39 ≤ A ≤ 56, the sum is shown in brown. Right:
Luminosity density of the sources as a function of energy, red for H, grey for He,
green for N, cyan Si, blue for Fe, the sum is shown in brown.

If the inferred γ value describes the acceleration mechanism, such a hard spectral
index would favour accelerators with large-scale non-zero electric fields, which, due
to the high electrical conductivity of most of astrophysical plasmas, can be found in
special environments only that are not well known nor well constrained.

An example is a spinning black hole threaded by magnetic fields generated in
surrounding accretion flows (Levinson, 2000). For such environment, the injection
rate of hadrons in the gaps remains poorly constrained (e.g. Levinson, 2000),
as well as the sizes of the gaps, which are crucial to determine the maximum
acceleration energy and which rely at present on inputs from kinetic simulations
of black hole magnetospheres (Crinquand et al., 2021; Levinson & Cerutti, 2018).
Jets with tangled magnetic fields can also give rise to a net local electric field due
to the interchange of field lines of opposite polarity. However, simulations show
that acceleration in such magnetic reconnection regions can only be effective if
the magnetic energy density greatly exceeds that of the plasma in the injection
region (large magnetization), in which case the particles quickly escape from the
acceleration regions and cannot reach ultra-high energies (Kagan et al., 2016;
Petropoulou & Sironi, 2018). Although, these acceleration mechanisms result
in a hard spectrum (γ ∼ 1 for magnetic reconnection (Guo et al., 2015)), such
mechanisms cannot reproduce a hard spectrum of γ ∼ −1.5 as seen in the data.

On the other side, first-order Fermi shock acceleration is more constrained and
could achieve the acceleration of UHECRs. However, as shown in 1.2.1, the typical
spectral index for this mechanism is soft with γ ∼ 2, which is even more significantly
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different from the hard values favoured from the data. Therefore, if first-order Fermi
processes are responsible for UHECR acceleration, the interplay between the escape
from the sources and the acceleration mechanisms must be taken into account to
correctly apprehend the emission spectrum (e.g. Fujita et al., 2009), in particular
when escape is influenced by in-source interactions (Biehl et al., 2018; Boncioli
et al., 2019; Globus et al., 2015; Supanitsky et al., 2018; Unger et al., 2015; Zhang
et al., 2018).

The cosmic-ray luminosity of the source candidates is governed, among other things,
by the levels of radiation and magnetic-field densities. While gaining energy, UHECRs
can interact with this radiation and possibly escape from the magnetized zone. Thus,
the energy spectrum of the ejected particles as well as the amount of ejected nuclei
may differ strongly from those injected into the electromagnetic field. This has
two important consequences: a) the ejected spectrum of the charged nuclei can be
much harder than that injected, due to the escape mechanism and in particular the
behaviour of the nuclei-photon cross section at high energies; b) the interactions
can produce secondary neutrons of energy En = E/A. These neutrons can escape
freely from the magnetic confinement zones, with an ejection spectrum much softer
than that of nuclei, to decay into protons on their way to the Earth after an average
travel distance of 9.1 kpc × (En/1 EeV).

Model

Detailed studies of the nuclear cascade developing in sources with different levels
of radiation densities from photodissociation, such as that presented in Biehl et al.,
2018, show that a softer flux of secondary neutrons is expected from in-source
interactions. To mimic this behaviour, the qAg(Eg) in Eq. 5.1 is split into two
terms: qp(Eg) which describes the escaped neutron, and qAg(Eg) which describes
the escaped nuclei as before. The first term results in a broken exponential cut-off
power-law with an index γp:

ωi0 = dNA

dEg
(Eg) = Jp

(
Ei

Eref

)−γp

×

1 if Ei < Z × Ep
max,

exp
(
1 − Ei

Z×Ep
max

)
otherwise.

(5.20)

The second term is also modelled with a broken exponential cut-off power-law with
a different index γA:
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ωik = dNA

dEg
(Eg) = Jk

(
Ei

Eref

)−γA

×

1 if Ei < Z × Ep
max,

exp
(
1 − Ei

Z×Ep
max

)
otherwise.

(5.21)

The combined fit then has one extra parameter, the proton index γp. Such a model
of the injected spectrum is a simplified approach aimed at parametrizing effectively
the results of Biehl et al., 2018. It is important to note that the approach remains
valid only in the range of energy of interest considered here.

5.3.4 Results

The fit is run with the extra parameters (γ → γp & γA). The results are shown in
Tab. 5.6.

S(z) = ρ∗(z)
SMD

S(z) = ρ̇∗(z)
SFRD

L̄H [1043 erg Mpc−3 yr−1] 40.5 ± 2.0 42.1 ± 33.5
L̄He [1043 erg Mpc−3 yr−1] 13.0 ± 1.2 16.1 ± 3.3
L̄N [1043 erg Mpc−3 yr−1] 20.9 ± 1.4 183.2 ± 5.6
L̄Si [1043 erg Mpc−3 yr−1] 3.9 ± 1.3 13.7 ± 1.7
L̄Fe [1043 erg Mpc−3 yr−1] 0.7 ± 0.4 6.2 ± 0.7

Dtot/ndf 290.3/137 315.6/137
DJ/NJ 32.2/15 36.8/15
DJp/NJp 5.4/9 12.4/9
(DX)/NX 252.5/121 266.5/121

log10 E
p
max/eV 18.36 ± 0.01 18.23 ± 0.01
γ −0.36 ± 0.02 −1.43 ± 0.01
γp 3.48 ± 0.14 6.7 ± 1.8

Tab. 5.6.: Results obtained with a luminosity evolution term that follows the SMD (left) and
SFRD (right), considering the proton across the ankle and two spectral indices
γp for proton and γA for the other nuclei. The ICRC 2021 dataset is used.

The new model does not significantly improve the goodness of fit when considering
SFRD. In that case, the emissivity of protons is compatible with 0 at ∼ 1.3σ C.L.
with an underconstrained γp = 6.7 ± 1.8. On the other side, using γp improves
the goodness of fit when considering SMD (Dtot/ndf = 698.7/138 → Dtot/ndf =
290.3/137 ): the reduced deviance is ∼ 2.1, which is the same value as that obtained
without accounting for protons below the ankle. The spectrum and the differential
luminosity density are shown in Fig. 5.11.
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Fig. 5.11.: SMD scenario with γp & γA. Left: Detected spectrum with detected nuclei. Colors
represent the detected nuclei, red for A = 1, grey for 2 ≤ A ≤ 4, green for
5 ≤ A ≤ 22, cyan 23 ≤ A ≤ 38, blue for 39 ≤ A ≤ 56, the sum is shown in
brown. Right: Luminosity density of the sources as a function of energy, red for
H, grey for He, green for N, cyan Si, blue for Fe, the sum is shown in brown.

Fig. 5.11 allows one to clearly see the soft index of the proton component that
contrasts with the hard index for the other nuclei.

5.3.5 Systematic uncertainties

Hadronic model

The analysis has been run changing the hadronic model from EPOS-LHC to Sibyll2.3d.
The deviance of the SFRD scenario with one spectral index γ = γp = γA is 10 units
better, while the SMD scenario with different spectral index γp ̸= γA is 10 units worse.
Sibyll tends to soften the injected spectrum of the two approaches: γ = −1.67 →
γ = −1.1 for SFRD and (γp = 3.48; γA = −0.36) → (γp = 3.91; γA = 0.01).

EBL model

The range of EZ
max makes the role of the EBL more important than that of the CMB

to control the energy losses by photodissociation of the nuclei. Consequently, the
uncertainties affecting both the far-infrared intensity of the EBL and the partial cross
sections of channels in which protons are ejected can alter the results. Considering
the EBL model of Dominguez et al., 2011 instead of Gilmore et al., 2012 results in an
increased far-infrared density of photons, which enhances the intensity of secondary
protons from photodissociations en route. Most notably, for the SMD scenario, this
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enhancement is compensated in the fit to the data through an energy production
rate of CNO elements that is increased by ∼ 10% while that of protons is decreased
by ∼ 10%. Also, the spectral index of protons is increased by +1 for a total deviance
increases of 10 units. While one could expect the SFRD to better reproduce the low
energy protons with an increase of secondaries, it is not the case. Using the EBL
model of Dominguez et al., 2011 cannot reproduce the low energy protons because
the number of secondaries is such that the secondaries protons predicted are higher
than the total flux of UHECRs below the ankle.

Photodisintegration cross-sections

The use of PSB (Puget et al., 1976; Stecker & Salamon, 1999) instead of TALYS
(Koning et al., 2007) as photodisintegration model is tested as well. For the two
approaches, the best-fit parameters are similar except for an increase of helium
emissivity (a factor ×2 for SMD and ×4 for SFRD) and a decrease of CNO emissivity
(a factor 0.5 for SMD and SFRD) for the two approaches. As explained in 5.1.5,
this is due to a more complete description of interaction of TALYS, which takes
into account the creation of α particles and therefore produces helium during the
propagation, while PSB does not.

Xmax distributions

The Xmax distributions are shifted to ±1σ together with the proton fractions used
in Eq. 5.19. For the SMD scenario, the deviance is worsened (Dtot = 423.5 and
Dtot = 628.3, for respectively +1σ and −1σ). For the SFRD case, the deviance is
worsened when shifting at +1σ the Xmax data (Dtot = 628.3) and the deviance
is ∼ 40 units better when considering a negative shift of −1σ (Dtot = 285.1).
Considering this shift increases the proportion of CNO at the sources, which now
represent 85% of the emissivities. The spectrum is also softened with an index
γ = −1.11 ± 0.01

5.3.6 Discussion

The results presented in the previous sections direct the interpretation of the origin
of protons below the ankle energy under the assumption of an extragalactic origin.
While a SFRD scenario results in protons produced en route, a SMD scenario needs
a proton component at the source with a spectral index γp ̸= γA. In this picture,
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the component of protons is of extragalactic origin well below the ankle energy and
exponentially suppressed above it, while heavier nuclei steadily take over to the
highest energies through a rigidity-dependent maximum-energy scenario.

SMD scenario

For the SMD scenario, the soft spectral index for the proton population allows
populating the region below the ankle, while the hard index of nuclei does not
populate this region. Interestingly, such a behaviour qualitatively fits with scenarios
of in-source interactions in which copious fluxes of neutrons, which are produced
while accelerated charged particles interact with the bath of photons permeating the
sources, escape freely the electromagnetic fields.

The exploratory study presented above calls for further investigation of specific sce-
narios; yet some general statements can be drawn on some properties of the source
environments and acceleration/escape mechanisms. The simultaneous requirements
of a soft spectral index for protons and of the presence of intermediate and heavy
nuclei at the highest energies imply, expressed in a simple way, interactions in
the source environments that produce hard ejection spectra for nuclei below the
maximum rigidity and generate secondary neutrons at lower energies. At the same
time, the interactions should not be too numerous to avoid the destruction of the
nuclei at the highest energies. These requirements favour source environments that
are optically thin to nuclei-photon interactions, or optically thick to nuclei-photon
interactions but simultaneously optically thin to proton-photon interactions (Biehl
et al., 2018). The electromagnetic luminosity of the sources, governed by the level
of radiation density, should thus be relatively low or intermediate.

The energy production rate inferred for protons accounts for those produced by the
escaping neutrons, inheriting hence an energy of the order of E/A of the nuclei
energy E. The maximum energy that this population of protons can reach is then
EZ

max/A ∼ Ep
max/2. It should be noted that this is not reflected in the rigidity-

dependent acceleration scheme model by Equation 5.20. The extreme case in which
all ejected protons would be from photodissociation by-products can be tested
by replacing EZ

max = Z × Ep
max by EZ

max = A
2 × Ep

max. It is interesting that the
main changes in the results concern the spectral index of protons, which becomes
γp ∼ 2.7. The deviance is also a bit smaller (Dtot = 290.3 → Dtot = 283.7). Further
characterization of the balance between the population of accelerated protons from
the initial abundance in the source environment and that of secondaries from nuclear
cascades calls for modeling of specific sources and environments. Such models would
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in particular help determining the neutrino flux expected from in-source interactions
and be compared to the cosmogenic neutrino limit observed by Auger (The Pierre
Auger Collaboration, 2015a) and IceCube (IceCube Collaboration, 2019).

SFRD

If UHECRs are produced in regions with high star formation rate, most of them
would interact during their journey and produce low-energy protons. Due to losses,
the emissivity at the engine is much more important in the SMD scenario. It is
important to note that the EBL model of Dominguez et al., 2011, which is brighter in
the far-infrared domain compared to Gilmore et al., 2012, is incompatible with the
SFRD scenario due to the numerous secondaries produced on. Therefore, if the SFRD
scenario was confirmed, it would invalidate the EBL model found in Dominguez
et al., 2011. Alternatively, if the EBL model found in Dominguez et al., 2011 turns
out to be correct, it would thus invalidate SFRD as a tracer of the sources of UHECRs.
Although the SFRD can correctly reproduce the data (especially when considering
a −1σsyst shift of the Xmax scale), the spectral index remains hard as it is always
smaller than −1. As for the SMD scenario, a hard spectrum favours sources with
photon-rich environments in order to shape an accelerated spectrum expected in
a Fermi scenario from γ = 2 → γ = −1. Although dense photon fields can harden
the spectrum, γ = −1 seems at the limit of the theoretical models. Moreover, such
photon fields should not be too optically thick to avoid destroying the CNO nuclei
needed to reproduce the data.

General remarks

Although they provide elements to answer several questions through a rather soft
acceleration spectrum traced by protons (γp ≳ 2.5) for the SMD or secondaries
protons for the SFRD, the results obtained only partially address the origin of the
ankle. If protons of extragalactic origin contribute to the sub-ankle component,
other elements are needed to make up the all-particle spectrum that, beyond its
impressive regularity in the energy region between the second knee near 0.1 EeV and
the ankle near 5 EeV, hides beneath a complex intertwining of different astrophysical
phenomena. Keeping in mind the reliance of the interpretations of Xmax data on the
validity of the hadronic interaction models, this intertwining is evidenced by the
composition study in Bellido J. on behalf of the Pierre Auger Collaboration, 2018 as a
function of energy that can be described broadly as follows. On the one hand, a steep
fall-off of the Fe component is observed well below the ankle energy. This is along the
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lines of the scenario for the bulk of Galactic cosmic rays characterized by a rigidity-
dependent maximum acceleration energy, EZ

max, Gal. ∼ 3Z PeV, for particles with
charge Z to explain the knee structures. On the other hand, all hadronic-interaction
models indicate the presence of CNO nuclei between the second-knee and ankle
energies. This extra-component, which, in the overall scenario explored in this thesis,
contributes to shape the ankle feature, raises questions. Such intermediate-mass
elements could be, for example, fuelled by extragalactic sources different from those
producing the bulk of UHECRs above the ankle energy (Aloisio et al., 2014). Or,
they could correspond to a second Galactic component, as first suggested in Hillas,
2005, for example one resulting from explosions of Wolf-Rayet stars (Thoudam et al.,
2016).

5.4 Conclusion

A cosmological model called combined fit has been developed in order to constrain
the distribution of sources together with their injected spectrum using the spectrum
and Xmax data beyond the ankle feature. The deviance Dtot, an estimation of
the goodness of fit, is used to compare the model to the data. The deviance is
composed of two terms, a composition deviance DX and a spectrum deviance DJ.
Seven parameters are used, one spectral index γ, one maximum proton energy
Ep

max, five injections fluxes Jk for five representative masses (H1, He4, N14, Si26,
Fe56). The benchmark scenario is a scenario that considers a flat evolution of sources
(Dtot/ndf = 288.6/129). With a reduced deviance of ∼ 2.2, a flat evolution of
sources does not reproduce the data. However, it is shown in Chap. 4 that this is
mainly due to the incapacity of the hadronic interaction models to reproduce the
observed Xmax distributions, with a best composition deviance of Dbest

X = 221.6
when using 40 parameters to describe 10 energy bins, with 121 points.

From this benchmark scenario, two evolutions of sources are tested for the first
time: one where UHECR sources follow the SMD and one where UHECR sources
follow the SFRD. Above the ankle, the two scenarios are similar with a deviance
of Dtot/ndf = 274.5/129 for SMD, and Dtot/ndf = 281.5/129 for SFRD. The SMD
is composed of an overdensity at small distances that decreases on cosmic scales.
The SMD scenario results in a hard spectrum γ ∼ −0.4 with an injected spectrum
dominated by CNO and helium: L̄N = (12.7 ± 1.4) × 1043 erg Mpc−3 yr−1 and
L̄He = (22.1 ± 2.0) × 1043 erg Mpc−3 yr−1. The SFRD scenario is also described by
an overdensity at small distances but increases from 100 Mpc to 10 Gpc before
decreasing. The SFRD scenario is particularly dominated by CNO, which represents

132 Chapter 5 Combining spectrum and composition information



80% of its total emissivity L̄N = (191.0 ± 2.3) × 1043 erg Mpc−3 yr−1. The total
emissivity of SFRD is ∼ 6 times bigger than that of the SMD, due to density of
sources at 10 Gpc. The second consequence of far-away sources is the very hard
spectrum found, which is given by γ ∼ −1.8.

From this classical combined fit above the ankle energy, an extension is done below
the ankle by comparing the predicted flux of protons to the proton spectrum, follow-
ing the work of Luce, 2019. Such a comparison is valid if the protons below the ankle
have the same origin as the heavier component above the ankle. While the SFRD
scenario roughly reproduces the spectrum (Dtot/ndf = 323.8/138), the SMD sce-
nario cannot reproduce the low energy proton component (Dtot/ndf = 698.7/138).
The SFRD scenario manages to reproduce the low-energy proton component and
the ankle feature using the many secondary protons produced en route. On the
other side, the SMD scenario, in which numerous sources are nearby, produces a few
secondary protons that are not sufficient to explain the protons below the ankle and
the ankle feature. However, as shown in Biehl et al., 2018, in-source interactions
could produce neutrons with a soft index which easily escape and turn into protons.
To mimic this study, the spectral index γ is split into two index γp for neutrons that
turn into protons and γA for other nuclei. Using this new parameter does not change
much the SFRD scenario, but allows the SMD scenario to reproduce the protons
below the ankle (Dtot/ndf = 290.3/138). The nuclei spectral index γA ∼ −0.4 is
similar to the combined fit above the ankle. On the flip side, the proton spectral
index γp ∼ 3.5 is soft.

The two scenarios remain possible in the systematics. To further analyse these
hypotheses, the next chapter focuses on the impact of such scenarios on the arrival
directions compared to data.
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An astrophysical model that
describes the three
observables

6

This chapter is partly adapted from the author’s work described in Biteau, Marafico et
al. “Cosmographic model of the astroparticle skies”, 2022 (ICRC2022) and Marafico et
al., 2022 (in prep.).

6.1 From the Combined Fit to arrival directions

In the previous chapter, a tool called Combined Fit has been used to constrain the
spectrum at the sources, based on different hypotheses. In the first hypothesis,
sources of UHECRs follow the Stellar Mass Density (SMD), while in the second
hypothesis, sources of UHECRs follow the Star Formation Rate Density (SFRD). The
characterisation of the spectrum at the sources is performed through a likelihood
procedure that compares the model to the composition and spectrum data of the
Pierre Auger Observatory. In this chapter, starting from those two scenarios, arrival-
direction sky maps are derived and can be compared to the recent observation of
Auger and TA.

6.1.1 Tensor approach

Compared to the previous chapter, the Combined Fit is redefined in order to use
relevant parameters for this study. The “tensor approach” shown below allows us to
run the code in a much lighter, quicker way and enables arrival direction studies.

In order to create a more efficient Combined Fit, all the events generated with
SimProp are stored in a normalized 5D tensor: T (E,A|Eg, Ag, z).

The tensor gives the number of expected events of energy E and mass A, knowing
the original nucleus was injected at a redshift z, with a mass Ag and energy Eg.
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The first advantage is that a tensor is much quicker to load, compared to the numer-
ous number of events needed in Chap 5. The second advantage is that the tensor can
be produced using different inputs (EBL model, photodisintegration model, software
used for propagating, etc.) and can be shared inside the community.

Visualization tool

To check that the tensor is nicely defined and to better understand the effect of
the propagation on nuclei, visualization tools have been made. The visualization
presented here are done with a helium nucleus (Z = 2, A = 4) injected, to avoid
showing too many secondaries. The first visualisation is shown in Fig. 6.1.

Fig. 6.1.: Average number of nuclei detected at energies above 1017 eV as a function of
distance of injection for He injection at E = 1018.95 eV.

Fig. 6.1 shows the impact of the distance of injection on the secondaries detected on
Earth when a helium nucleus is injected with an energy 1018.95 eV. As expected, a
helium injected at a luminosity distance close to 0 results in an average of one helium
detected at Earth. When the distance of injection increases, the average number of
helium nuclei drops and the average number of protons detected increases up to
four, which corresponds to the split of the four nucleons of helium. One can note
that apart from protons, the other channels are negligible.

Figure 6.2 shows similar results by fixing the distance of injection and varying the
injected energy. Figure 6.2 shows that for an injected energy below 1018.5 eV, a
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Fig. 6.2.: Average number of detected nuclei at energies above 1017 eV as a function of
injected energy for He nuclei emitted at 104 Mpc.

distance of travel of ∼ 100 Mpc is too small to have a helium nucleus to be photodis-
tintegrated. Above 1019.5 eV, the helium nucleus has been fully photodisintegrated
into four protons during its travel. The last plot, Fig. 6.3 shows the average number
and energy of protons detected from a helium nucleus injected at ∼ 100 Mpc.

Fig. 6.3.: Average number of protons detected per bin for He injection at 104 Mpc, as a
function of injected and detected energies.
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Figure 6.3 shows that, at low energy (below 1018.5 eV), an helium nucleus that
travels ∼ 100 Mpc has not been photodinsintegrated, so no protons are detected.
Above 1018.9 eV, the nucleus has been split into four protons with energy around
Einj/4. At the highest energies, (above 1020.5 eV), the nucleus is split into four
protons with a detected energy of ∼ 5 × 1019 eV corresponding to the GZK limit for
UHECR protons.

6.1.2 Model

In this section, a similar model of the Combined Fit (shown in Sec. 5.1) is redefined
in order to do arrival direction studies. As before in Sec. 5.1, the journey starts from
a generation term, qAg(Eg, t), which gives the number of nuclei of mass A created
per units of energy, per second, and per covolume, [qAg(Eg, t)] = eV−1 s−1 Mpc−3.
From this generation term, one can compute the number of UHECRs per unit of
covolume at a given energy Eg and at a given time t0:

N(Eg, t0) =
∑
Ag

∫ t0

0
dt qAg(Eg, t) dEg (6.1)

Knowing the particles go to the speed of light, the left-hand side of Eq. 6.1 can be
transformed into a flux (Eq. 6.2),

J(Eg, t0) dEg =
∑
Ag

c

4π

∫ t0

0
dt qAg(Eg, t) dEg. (6.2)

However, since the particles lose energy when propagating through EBL & CMB, the
detected energy E is not equal to the initial energy Eg. Hence, Eq. 6.2 becomes
Eq. 6.3, where the term dEg

dE is a dimensionless function that describes the energy
losses endured by the UHECR:

J(E, t0) = c

4π
∑
Ag

∫ t0

0
dt qAg(Eg, t)

dEg
dE

. (6.3)

The generation term can be decomposed into two distinct terms. A term dN
dEg

(Eg)
which describes the number of generated particles per unit of energy per source,
and a term S(t) that describes the number of sources per covolume unit and per
second (Eq. 6.4),

138 Chapter 6 An astrophysical model that describes the three observables



qAg(Eg, t) =
dNAg

dEg
(Eg) × S(t). (6.4)

The term
dNAg
dEg

is described as a function of energy as shown in Eq. 6.5,

Eg
dNAg

dEg
(Eg) = EAg F (Eg) with

∫ ∞

0
F (Eg) dEg = 1. (6.5)

F (Eg) is the distribution of generated energy at the sources. It is a PDF. Thus, EAg is
total energy of UHECRs of mass A emitted per source. Here, we make the choice
of a basic power-law function with an exponential cut-off for the F (Eg) term, it is
shown in Eqs. 6.6 & 6.7:

F (Eg) = Eg f(Eg)∫∞
Emin

Eg f(Eg) dEg
, (6.6)

where Emin = 1017.8 eV as done in the previous chapter when computing emissivities,
and f(Eg) is given by:

f(Eg) = E−γ ×


1 E ≤ Z × Ep

max

e
1− Eg

Z×E
p
max E > Z × Ep

max

, (6.7)

where γ, Ep
max are parameters of the model and Z is the atomic number of the

generated element.

As before, two evolution of sources are considered:

S(t) = k × s(t) = k ×

ρ∗(t)

ρ̇∗(t)
, (6.8)

where [k] = M−1
⊙ for the SFRD case and [k] = M−1

⊙ s−1 for the SMD case.

Taking Eq. 6.3 & 6.4, injecting equations 6.5 & 6.8, and transforming the integral
from time t to redshift z, one can get Eq. 6.9:

J(E, z0) = c

4π
∑
Ag

∫ ∞

0
dz
∣∣ dt
dz

∣∣ EAg
F (Eg)
Eg

k × s(z) dEg
dE

. (6.9)

In equation 6.9, the term dEg
dE is described using a 5D tensor that gives for a generated

species A, at energy Eg, at a redshift z, the number of detected particles of mass
Adet, and energy E, at redshift z = 0. The 5D propagation tensor is generated from
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SimProp simulations (Aloisio et al., 2017). In SimProp, UHECR are propagated
through the CMB and EBL (Gilmore et al., 2012), the photodisintegration cross-
sections are taken from Koning et al., 2007 (TALYS).

To keep information about the detected nuclei, one can write equation 6.9 as:

JA(E, z0) = c

4π
∑
Ag

∑
Eg

∫ ∞

0
dz
∣∣ dt
dz

∣∣ EAg
F (Eg)
Eg

k

× s(z)T (E,A|Eg, Ag, z)
∆Eg
∆E

(6.10)

where JA(E, z0) is the flux of UHECR of detected mass A and T (E,A|Eg, Ag, z) is
the 5D propagation tensor.

List of input parameters

The parameters in Eq. 6.9 & 6.10 are EAg , k, γ, and Ep
max. Five representative masses

are injected, in order to reproduce the spectrum (EH, EHe, EN, ESi, EFe). However,
EAg and k are degenerate, hence the effective parameters are:

EAg × k Injected energy per stellar mass for SFRD and per stellar mass and
per year for SMD scenario [5 parameters]

γ spectral index at the sources [1 parameter]
Ep

max cut-off rigidity [1 parameter]

One can note that the average luminosity computed in Chap. 5, L̄A, can be trans-
formed to EAg × k, using:

EAg × k = L̄A

∫ dt
dz dz∫

s(z) dt
dz dz

(6.11)

Arrival direction reconstruction

Now that the model has been refined, the idea is to take the catalogue of Biteau,
2021, which contains nearly 400,000 galaxies in the first 350 Mpc (z = 0.08) around
the Milky Way, and associate to each of them a UHECR flux. However, the model
described above considers a continuous evolution of sources s(z). One needs to
convert this model into a model that provides the flux for a given galaxy.
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In order to do so, Eq. 6.10 is converted into Eq. 6.12 to compute the contribution of
an individual galaxy:

N (E ≥ Eth)Gal = 1
d2

L

1
4π
∑
A

∑
Ag

∑
Eg

EAg
F (Eg)
Eg

k sGal T (E,A|Eg, Ag, z)∆Eg,

(6.12)
where sGal is the tracer considered (i.e. stellar mass of the galaxy in a SMD scenario
and star formation rate of the galaxy in a SFRD scenario), and dL is the luminosity
distance of the galaxy. As shown in Chap. 3, sky maps are done above a fixed energy
threshold and provided in units [N ] = # km−2 yr−1 sr−1

The background is computed following Eq. 6.10 from a redshift of z = 0.08 up to
z = 2.50:

N (E ≥ Eth)background|0.08→2.50 = c

4π

∞∑
E=Eth

∑
A

∑
Ag

∑
Eg

∫ ∞

0.08
dz
∣∣ dt
dz

∣∣ EAg
F (Eg)
Eg

k

× s(z)T (E,A|Eg, Ag, z)∆Eg

(6.13)

The contribution of all galaxies within 350 Mpc is normalized so that:

∑
Gal

N (E ≥ Eth)Gal = N (E ≥ Eth)|0.00→2.50 − N (E ≥ Eth)|0.08→2.50 (6.14)

Then, the flux in a given pixel i is given by:

Ni(E ≥ Eth) = N (E ≥ Eth)|0.08→2.50 +
∑
Gal

Ni(E ≥ Eth)Gal. (6.15)

The flux is then smoothed following the procedure shown in Eq. 3.9 and using a
von Mises–Fisher distribution. Compared to a top-hat smoothing, a von Mises-Fisher
is continuous over the full-sky and results in a smoother outcome. As shown in
The Pierre Auger collaboration, 2022, the radius R of smoothing used with a von
Mises–Fisher distribution can be transposed to an equivalent radius θ of a top-hat
smoothing using the relation:

θ = 1.59R . (6.16)
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6.1.3 Arrival direction map and comparison to data

Sky maps are produced above a threshold of Eth = 1018.9 eV = 8 EeV for the two
scenarios. This threshold is motivated by the observed dipole at the same energy.
The resulting maps using SMD and SFRD scenarios are shown in Fig. 6.4. The maps
are shown in equatorial coordinates in order to be compared the full-sky data. The
maps are smoothed with a radius of R = 28.3◦ using a Fisher distribution in order to
match the 45◦ top-hat radius used to display the data. The full-sky data using Auger
and Telescope Array observations are shown for comparison in Fig. 6.5.
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(b) SFRD

Fig. 6.4.: Sky maps of the expected flux above Eth = 1018.9 eV using the SMD and SFRD
scenarios. The grey lines shows the zone of avoidance along the Galactic plane.
The red line corresponds to the super galactic plane.
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Fig. 6.5.: UHECR full sky flux seen from the Pierre Auger Observatory and Telescope
Array above 8.57 EeV (Auger) and 10 EeV (TA). The map is shown in equatorial
coordinate, the galactic center is shown as a white dot. Extracted from Tinyakov
P. on behalf of the Pierre Auger and Telescope Array collaborations, 2022.

The data are taken at two different energy thresholds (8.57 EeV for Auger, and 10
EeV for TA) in order to take into account the energy shift of 16% observed between
the two observatories. Note that TA is not fully efficient below 10 EeV, which
corresponds to 8.57 EeV for Auger, slightly above 8 EeV considered above.

Discussion

Despite the two different scenarios, the results are very similar in terms of structures
in arrival direction. The main differences between the two are the contribution of
the background (above 350 Mpc) compared to the foreground (below 350 Mpc,
described by the catalogue of galaxies). The contribution of the background repre-
sents ∼ 52 % of the total contribution in the SFRD scenario, while the contribution
of the background represents ∼ 38% in the SMD scenario. This explains the larger
contrast for the SMD scenario compared to the SFRD one. This contrast (i.e. the
value between the minimum and maximum flux), compared to the data, could be
a key to constrain the evolution of source. For the two scenarios the lowest flux
comes, as expected, from the Local Void. This behaviour is also seen on the data
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as the anti-dipole position is compatible with the local-void at 1σ C.L. (The Pierre
Auger collaboration, 2022). On the other side, the brightest region in the sky comes
from the supergalactic plane, with major contribution in the directions of Laniakea
(incl. the Centaurus Cluster), the Virgo Cluster and the Perseus-Pisces supercluster.
When looking at the data (cf. Fig. 6.5), the brightest region is quite far from the
supergalactic plane. This may be due to the galactic magnetic field, which devi-
ated the UHECR as suggested in Ding et al., 2021; The Pierre Auger Collaboration,
2018b. It could also come from the presence of clusters or superclusters (such as
Virgo, Shapley, Laniakea, Perseus Pisces... ) which may not contribute as much as
presented in Fig. 6.4 due to confinement in the magnetized environment of clusters
(cf. Sec. 6.2)

6.1.4 At the highest energy

As shown in Chap. 3, a correlation of 4σ C.L. is found between a catalogue of
starburst galaxies and the directions of arrival of UHECR above ∼ 40 EeV (The Pierre
Auger collaboration, 2022). For comparison, sky maps are computed above an
energy of 1019.6 eV ∼ 40 EeV and shown in Fig. 6.7.

The full-sky data which uses Auger et TA data are shown in Fig. 6.6

Fig. 6.6.: UHECR full sky flux seen from the Pierre Auger Observatory and Telescope Array
above 38 EeV (Auger) and 49 EeV (TA). The map is shown in equatorial coordinate,
the galactic center is shown as a white dot. Extracted from Di Matteo A. on behalf
of the Pierre Auger and Telescope Array collaborations, 2021 .
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(b) SFRD

Fig. 6.7.: Sky maps of the expected flux above Eth = 1018.9 eV using the SMD and SFRD
scenarios.

Discussion

As before, the differences between the SFRD and SMD scenario are qualitatively
small. The major contributions are in the directions of:

• Virgo cluster at d = 15 − 20 Mpc;

• The Centaurus group (Cen A, M83, NGC 4945, at d = 4 − 6 Mpc);

• M51/M106: Spiral galaxies at d = 7 − 9 Mpc;

• M81/M82: Spiral and interacting galaxies at d = 3 − 4 Mpc;
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• NGC1569: Interacting galaxy at d ∼ 3 Mpc (The Pierre Auger collaboration,
2022);

• Maffei 1: Lenticular galaxy at d ∼ 4 Mpc.

The Virgo cluster is the dominant source of UHECRs in this model. The Virgo cluster
is the nearest cluster, located at ∼ 16.5 Mpc and has a mass of 12 × 1015 M⊙ within
a radius of 2.2 Mpc from its center (Fouque et al., 2001). Virgo also contains a star
forming region (Gerhard et al., 2002). This starforming region is not located at
the center of a galaxy but at the border of a galaxy, and possibly inside the Virgo
intracluster space area. This region could be created by energetic jet outflows from
the active galaxy NGC 4388 (Gerhard et al., 2002). Because this star forming region
is not strictly speaking a starburst galaxy, Virgo is not described by the starburst
model used in The Pierre Auger collaboration, 2022. The important mass and the star
forming region of Virgo makes it the brightest spot in the SFRD and SMD scenarios.
However, when looking at the data in Fig. 6.6 there is no hot-stop observed in the
direction of Virgo. Multiple hypotheses have been made in order to explain why
this cluster does not appear in the UHECR data. Galactic magnetic fields (GMF)
could deflect UHECRs from Virgo (Eichmann et al., 2022) and so could ExtraGalactic
Magnetic Fields (EGMF) (de Oliveira & de Souza, 2021). However, one should
keep in mind that GMF and EGMF are not well known, especially the EGMF whose
amplitude is poorly constrained despite lower and upper bounds (Alves Batista
& Saveliev, 2021). In de Oliveira and de Souza, 2021, its direction is evaluated
through magnetohydrodynamics simulations, which results in large differences from
one simulation to another (Hackstein et al., 2018). The following section suggests
another scenario which accounts for the cluster’s magnetic field (cf. Sec.6.2). Apart
from Virgo, most of the sky map is dominated by nearby star forming galaxies which
are present in the study of The Pierre Auger collaboration, 2022.

6.2 Impact of the cluster’s magnetic field

As said above, the Virgo cluster is not seen in the data while it is the dominant
source in the model. In this section, we evaluate whether Virgo is not seen in the
data because of the cluster’s magnetic field. If the cluster’s magnetic field is high
enough, UHECR could be trapped long enough to be photo-disintegrated before
escaping.

Clusters’ magnetic fields are not well known apart from that of the Coma cluster
which has been well characterised (Bonafede et al., 2010). In this section, Virgo is
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treated as if it behaved as the Coma cluster. The magnetic field of Virgo is modelled
within a sphere of radius RCl, located at a distance DC to the Earth. As shown in
Fig. 6.8, an UHECR that is emitted by a source behind the cluster needs to cross a
length d that depends on the angular separation between the centre of the cluster
and the source, θ.

Fig. 6.8.: Schematic of a UHECR that traverses a cluster magnetic field .

The distance d can be computed by determining the position of the two points that
belong to the circle and the line of sight:

y
2 + (z −Dc)2 = R2

Cl

y = z tan θ
. (6.17)

From this distance d, we will try to evaluate the time spent inside the cluster by an
UHECR.

6.2.1 Propagation inside the cluster

In this section, the time delay induced by the propagation in a homogeneous isotropic
turbulent magnetic field is evaluated. One can define a unit vector n̂ ≡ (n1 , n2 , n3)
along the direction of flight. In this referential, a test particle can be described using
a vector r = (x, y, z).
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A charged particle in a given magnetic field B follows a radius of gyration rg(E)
that is given by:

rg(E) = E

ZecB
, (6.18)

where Ze is the charge of the particle, c the speed of light, B the magnetic field
traversed by the particle, and E its energy. Since the magnetic field of the cluster
is turbulent (Bonafede et al., 2010), one can associate to it a coherence length
λB. The coherence length is the typical length to see a change in direction of the
magnetic field. Fig. 6.9 shows the propagation of a particle of gyroradius rg(E) in a
homogeneous isotropic turbulent magnetic field of coherence length λB.

Fig. 6.9.: Typical path of a UHECR in a homogeneous isotropic turbulent magnetic field of
coherence length λB at a distance d, adapted from Bray and Scaife, 2018.

The magnetic field inside the cluster is modeled with a constant amplitude in
successive cells of size λB. The coherence length λB = 10 kpc is taken following
the average value found in Coma cluster (Bonafede et al., 2010). The value of
the magnetic field B is taken to be the average value of the magnetic field of the
Coma cluster from 0 to RCl, which corresponds to B = 2.8µG and B = 1.9µG for
RCl = 1 Mpc and RCl = 2 Mpc respectively (Bonafede et al., 2010).

In order to estimate the time delay in such environment, we closely follow, here,
the procedure developed in Achterberg et al., 1999 which solves the propagation
of UHECRs in a turbulent magnetic field using diffusive mechanism and assuming
small-angle scattering.
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From magnetic field to a diffusion coefficient

The equations of motion for an ultra-relativistic particle with charge Ze and energy
E in a quasi-static magnetic field can be written as

dx
ds = n̂ ,

dn̂
ds =

(
Ze|B|
E

)
n̂ × b̂ . (6.19)

Here s ≡ ct is the path length of the UHECR and b̂ ≡ (b1 , b2 , b3) is the unit vector
along the magnetic field. Assuming a uniform and constant magnetic field Br with a
random (isotropic) direction distribution gives:

|B| = Br , ⟨bi⟩ = 0 , ⟨bibj⟩ = 1
3δij . (6.20)

This is equivalent to cells that are randomly oriented and have a constant magnetic
field intensity. Then, Eq. 6.19 can be written as:

dni

ds = ϵijk njbk

rg(E) , (6.21)

where ϵijk the Levi-Civita symbol. The Einstein summation are used here. As shown
in Achterberg et al., 1999, scattering of UHECRs can be described using a diffusion
coefficient given by

Dij ≡ ⟨∆ni ∆nj⟩
2∆s , (6.22)

which follows the Kubo-Taylor formula (Taylor, 1922):

Dij = 1
r2

g(E)

∫ ∞

0
ds ϵiklnk(0)ϵjqrnq(s) ⟨bl(0)br(x(s))⟩ . (6.23)

Since small angle scattering is assumed, the direction of flight remains roughly the
same nk(0)nq(s) ≈ nk(0)nq(0),

Dij = 1
r2

g(E)ϵiklnk(0)ϵjqrnq(0)
∫ ∞

0
ds ⟨bl(0)br(x(s))⟩ . (6.24)

Since the magnetic field has a coherence length of λB, one can compute the integral
to obtain the diffusion tensor:

Dij = 1
r2

g(E)ϵiklnk(0)ϵjqrnq(0)λBδlr

3 . (6.25)

Eq. 6.25 can be rewritten as

Dij = D0 (δij − ninj) , (6.26)
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with D0 the diffusion coefficient,

D0 = λB
3 r2

g(E) . (6.27)

The diffusion coefficient of Eq. 6.26 matches the one found in Achterberg et al.,
1999.

Stochastic process

As shown in Achterberg et al., 1999, the propagation can be model using stochastic
differential equations with the diffusion coefficient D0 that has just been com-
puted:

dni = −2D0 ni ds+
√

2D0 Pij(n̂) dWj , (6.28)

where Pij(n̂) ≡ δij − ninj is the projection tensor onto the plane perpendicular to
n̂. The quantity dW ≡ (dW1 , dW2 , dW3) is a three-component Wiener process,
which mathematically describes a continuous-time stochastic process.

Eq. 6.28 can be solved to retrieve the average position ⟨||r⃗||⟩ induced by the diffusion
inside the magnetic field at a time s = ct. From the average position, one can obtain
the time delay. The full computation is a bit tedious and shown in Appendix B. The
final result is shown in Eq. 6.29 and matches the result of Achterberg et al., 1999:

c tdel = λB
9

(ZecB)2

E2 d2 (6.29)

tdel ≃ 3.1 × 103
(

B

10 nG

)2 ( R

10 EV

)−2 ( d

1 Mpc

)2 ( λB
10 kpc

)
yrs. (6.30)

Now that we have the time delay tdel corresponding to the scattering of UHECRs in
the Virgo cluster, we need to take a condition that states if an UHECR escapes or not
the cluster. This condition is taken to be:

tdel = tbal = d

c
. (6.31)

From Eq. 6.31 one can compute an escape rigidity Resc which corresponds to the
minimum rigidity needed for a UHECR to cross the cluster without entering a strong
diffusion regime.

From Eq. 6.17 and Eq. 6.31, one can compute the distance d traveled from a source
behind the cluster of Virgo and the associatedResc. The results are shown in Fig. 6.10
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for a cluster of RCl = 2 Mpc at a distance of DC = 16.5 Mpc corresponding to the
distance of M87, considered as the center of Virgo (Mei et al., 2007).

Fig. 6.10.: Top: Distance d traveled by an UHECR emitted by a source located behind
the cluster with an angular distance θ with respect to the center of the cluster.
Bottom: Corresponding escape rigidity Resc.
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Validity of the model

The approach is done only as precursor analysis. A full analysis would need to
determine whether UHECRs remain confined long enough in order to photodissociate
or lose their energy. The analysis shall also determine whether the counterpart
gamma-rays and neutrinos overpass the current observational constraints. Such
a study is ongoing in our group. In order to do so, magnetic diffusion inside the
cluster is taken into account inside SimProp (Aloisio et al., 2017). Fig. 6.11 shows
the associated timescales of magnetic diffusion for iron and proton compared to
different interaction timescale, considering a cluster of RCl = 1 Mpc, and a magnetic
Kolmogorov spectrum, assuming BRMS = 1µG, and lc = 10 kpc. The magnetic
field follows a radial distribution characteristic of the Virgo cluster. The hadronic
interactions are considered assuming a distribution of hadronic matter composed
of proton and helium which are function of the radial distance. The photon field is
only coming from EBL/CMB and is not source dependant.
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Fig. 6.11.: Comparison between diffusion timescale and different interaction timescales for
a source at the centre of cluster. From Condorelli A. (private communication).

Fig. 6.11 shows that the diffusion time for protons is always smaller than the
interaction time. Therefore, protons can escape the cluster. On the other side, for
heavy nuclei, such as iron with an energy above 1 EeV, the photo-interaction time is
smaller than the diffusion time and the nucleus can be photodisintegrated before it
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reaches the border of the cluster. As a consequence, nuclei remain trapped inside
the cluster. Therefore, the approach used here, although it is very simple, mimics
such behaviour for the Virgo cluster. However, a more precise analysis using the
work done in Fig. 6.11 is ongoing, that will not only consider the Virgo cluster, but
also all kinds of clusters or superclusters that may impact the UHECR flux (Shapley,
Perseus Pisces, Laniakea...).

6.2.2 Impact on the sky maps
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Fig. 6.12.: Sky map of the expected flux above Eth = 1019.6 eV considering Virgo’s magnetic
field.
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Since the SFRD and SMD scenarios are quite close, from now on, the results are
shown only in terms of SFRD. The results considering the impact of Virgo’s magnetic
field are shown in Fig. 6.12 considering RCl = 1 Mpc and RCl = 2 Mpc above
∼ 40 EeV.

As shown in Fig. 6.12, considering a cluster of radius RCl = 1 Mpc results in little
difference between the analysis without taking into account the cluster magnetic
field. However, considering a cluster of RCl = 2 Mpc highly reduces the flux in the
direction of Virgo. Such a radius is similar to the radius used in Mei et al., 2007,
where the mass is estimated taking the galaxies within a radius of RCl ≃ 2.2 Mpc
around M87.

The same sky map is computed above ∼ 8 EeV to be compared to Fig. 6.5. The
resulting map is shown in Fig. 6.13. The impact of the magnetic field of the Virgo
cluster is negligible for the map above 8 EeV. This is mainly due to the fact that the
angular scale used to smooth the map is larger. The remaining structures are the
Laniakea and Perseus-Pisces super clusters, which host magnetized structures that
will be modeled in the more advanced work ongoing in the group.

330° 300° 270° 240° 210° 180° 150° 120° 90° 60° 30°

R.A.
-75°

-60°

-45°

-30°

-15°

0°

15°

30°

45°

60°
75°

De
c.

Virgo Cl.

Laniakea SCl.

Perseus-Pisces SCl.

Centaurus Cl.

Local Void

Equatorial coordinates - Magnetic confinement in Virgo included

0.24 0.26 0.28 0.30 0.32
Flux [km 2 yr 1 sr 1]

Flux Map, (log10(E/eV) > 19) - Fisher smoothing with 28.3° radius

Fig. 6.13.: Sky map of the expected flux above Eth = 1018.9 eV considering Virgo’s magnetic
field spreading over a radial extent RCl.
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6.3 Below 1 Mpc?

Up to this point, a minimum distance of injection, taken as Dmin = 1 Mpc, has been
chosen without any justification apart from the divergence of the SMD and SFRD at
small distance. In the followings pages, this choice is justified and its implication on
UHECR source candidates are explored.

6.3.1 Impact of galaxies in the Local Group

In order to study the impact of galaxies below 1 Mpc, two minimum distances of
injection Dmin are tested. Fig. 6.14 shows the sky maps expected for two minimum
distances of injection Dmin = 0.5 Mpc and Dmin = 0.0 Mpc, in the SFRD scenario,
knowing that the SMD scenario is qualitatively similar. As shown in Fig. 6.14, if
the minimum distance is taken to be Dmin = 0.5 Mpc, the sky map is dominated by
M31, also known as the Andromeda Galaxy, which is located at ∼ 750 kpc. If the
minimum distance is reduced to zero and excluding the Milky Way, the sky map is
highly dominated by the Magellanic clouds.
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Fig. 6.14.: Sky maps of the expected flux above Eth = 1019.6 eV considering two minimum
distances of injection Dmin = 0.5 Mpc and Dmin = 0.Mpc.

Another test can be performed by including the Milky Way inside the model. To
simplify the approach, the Milky Way is placed as a point source at D = 8 kpc
which is the distance between the Sun and the centre of the Galaxy. When doing so,
the sky map is dominated by the contribution of the Galaxy located in the galactic
center. The following section describes a scenario that could explain why very nearby
sources are not seen in arrival directions. From now on, Dmin is kept at zero.
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6.3.2 Transient events and time spread induced by magnetic
environments

In this section, source candidates arising from exploding star in particular core-
collapse supernovae, are tested. To first order, the rate of those objects follows the
birthrate of stars (SFRD), therefore, the SFRD scenario is considered here.

Introduction

The hypothesis presented above works for steady sources, which produce UHECR
continuously. From now on, transient scenarios are considered. A transient scenario
produces UHECR through bursts of duration δt. If there is no intervening magnetic
field, each burst is observable over a duration, δt. However, due to the presence of
magnetic fields, the bursts are spread in time and an observer would be able to see
them during a period of time ∆τ larger than the initial δt. If the time ∆τ is small,
the number of bursts per unit time must be important in order to see the sources
as continuous stream in UHECR data. In this section, we compute the time ∆τ and
look at the consequences of a transient scenario on the UHECR sky.

To compute the duration of a burst ∆τ , one can take Eq. 6.28 and compute the
standard deviation of the position at a time s = ct:

∆τ =
√

⟨r2⟩ − ⟨r⟩2 (6.32)

As before, the full computation is shown in Appendix B and final results give:

c∆τ =
√

2λB
9

(ZecB)2

E2 D2 . (6.33)

One can see that the duration of the burst is a factor
√

2 larger than the time delay
(Eq. 6.29).

c∆τ ≃ 4.4 × 103
(

B

10 nG

)2 ( R

10 EV

)−2 ( D

1 Mpc

)2 ( λB
10 kpc

)
yrs. (6.34)

One can also compute the R.M.S deviation angle, θRMS =
√

⟨θ2⟩.

θRMS = 2
3

(ZecB)
E

√
λBD (6.35)
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Finally,

θRMS ≃ 3.4◦
(

B

10 nG

) (
R

10 EV

) (
D

1 Mpc

)0.5 ( λB
10 kpc

)0.5
. (6.36)

Magnetic field

Now that the duration of the burst is known, the relevant question is: Which
magnetic field impacts most significantly the propagation of UHECRs? We can list
at least three relevant magnetic fields that could play a role on the propagation of
UHECRs:

• the Galactic magnetic field [G]: BG = 1µG (Jansson and Farrar, 2012),
λBG = 100 pc (Jansson and Farrar, 2012), Lmax = 10 kpc (size of the galaxy);

• the magnetic field in the Local Sheet [LS]: BLS = [0.5, 25] nG (cf. below),
λBLS = 10 kpc , Lmax = 1 Mpc (cf. below);

• the extragalactic magnetic field [EG]: BEG = 0.1 pG (Bray and Scaife, 2018),
λBEG = 1 Mpc (Bray and Scaife, 2018), Lmax

EG = ∞.

The extragalactic magnetic-field strength is evaluated betweenO(0.1 nG) andO(0.1 fG)
(Bray & Scaife, 2018; Vazza et al., 2017). Here, we consider an intermediate value
BEF = 0.1 pG. The upper-limit of O(0.1 nG) can be found by reversing an equation
similar to Eq. 6.35 with a given the θRMS seen on the data using the dipole, or
intermediate-scale analysis and a similar upper limit is obtained by measuring the
polarization of the CMB. The values used for the Galactic magnetic field are taken
from one of the most up-to-date model (Jansson & Farrar, 2012). As said before, the
only magnetic field robustly constrained in large-scale structures is the magnetic
field of Coma. However, the Milky Way is not inside a cluster but inside a sheet,
close to its center (McCall, 2014). MHD simulations try to evaluate these magnetic
fields (Donnert et al., 2018). Note that those simulations are highly seed-dependent
and struggle to reproduce cluster magnetic fields at the µG level. Therefore, in order
to estimate the local magnetic field, we consider a typical size Lmax = 1 Mpc, which
roughly corresponds to the radius of the Local Group. If one observed a correlation
between UHECR arrival directions and a source at a distance D within an angle
θRMS, Eq. 6.35 can be inverted to obtain:

B
√
λB ≤ 3

2
E

Zec

1√
D
θRMS. (6.37)
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As shown in Chap. 3, The Pierre Auger collaboration, 2022 finds evidence for a
match between starburst galaxies and UHECRs within search radius of θ ∈ [11◦, 23◦].
This search angle is obtained with data above 38 EeV, and looking at the composition
study done in Chap. 4, one can deduce the average charge of particles above 38 EeV,
Z ∼ 10 (EPOS-LHC) and Z ∼ 12 (Sibyll2.3d). Since all the sources considered in
The Pierre Auger collaboration, 2022 are above Lmax = 1 Mpc, the length of the
considered magnetic field, one can obtain:

B

(
λBLS

10 kpc

)0.5
≲ 25 ×

(
Z

10

)−1
nG. (6.38)

Therefore, we are able to constrain the product B
(

λB
10 kpc

)0.5
which is required

and compute the time spread (Eq. 6.34). Three values are tested for the product
B
(

λB
10 kpc

)0.5
:

• BLS = 0.5 nG, and λBLS = 10 kpc. In this scenario, the magnetic field of the
Local Sheet is negligible, since its impact is smaller than the impact of Galactic
magnetic field. This scenario means that the pattern evidenced above ∼ 40 EeV
is due to the Galactic magnetic field only.

• BLS = 10 nG, and λBLS = 10 kpc. In this scenario, the magnetic field of the
Local Sheet has a significant impact on the UHECR sources within 10 Mpc.
This scenario means that the pattern evidenced above ∼ 40 EeV is equally due
to the Galactic magnetic field and Local Sheet magnetic field.

• BLS = 25 nG, and λBLS = 10 kpc. In this scenario, the magnetic field of the
Local Sheet is at its upper limit, and the deflection of UHECR from the sources
below 100 Mpc are dominated by this magnetic field. This scenario means that
the pattern evidenced above ∼ 40 EeV is due to the local-sheet magnetic field
only.

The angular spread and time spread induced by the three magnetic fields (Galactic,
Local Sheet, extragalactic) are shown in Fig. 6.15 for a rigidity of ∼ 4 EV, which is
close to the maximum rigidity inferred in the previous chapter.
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Fig. 6.15.: Angular and time spread as a function of the distance of the source for a rigidity
of R ∼ 4 EV.

Transient scenario

Due to ∆τ increasing with distance from Earth (as shown in Fig. 6.15), an UHECR
burst will last longer for a far source compared to a nearby source. Fig. 6.16 shows
two examples of bursts for a far and nearby source. The duration of a burst is given
by the blue dots, the total flux is given in orange. Now, the Pierre Auger observatory
has been running for roughly 15 years. 15 years is very small compared to the order
of ∼ 105 years seen in Fig. 6.15. This duration is shown as a vertical red line in the
figure.

Looking at Fig. 6.16, one can see that the probability to see a nearby source in a
transient scenario is small compared to a far source. In this section, we will try to
quantify the expected sky in such scenario.

Starting from Eq. 6.12, one can see that the term k× SFR(zGal) gives the number of
bursts per year for a given source [# yr−1]. Then, for a given rigidity, E/Z, each burst
is viewable from Earth during a time ∆τ(zGal, E). Since the time of the observation
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Fig. 6.16.: Example of the impact of the magnetic spread in time in a transient scenario
where UHECR are produced in bursts.

is small compared to ∆τ(t), the expected number of bursts seen by an observer
follows a Poisson distribution of parameter λ(zGal, E/Z):

λGal(E/Z) = k SFRGal∆τ(zGal, E/Z). (6.39)

Then Eq. 6.12 is multiplied and divided by ∆τ(zGal) to make the term λGal appear,

N (E ≥ Eth)Gal = 1
d2

L

1
4π
∑
A

∑
Ag

∑
Eg

EAg
F (Eg)
Eg

λGal
∆τ(zGal)

T (E,A|Eg, Ag, z)∆Eg.

(6.40)
Then, for each galaxy, λGal is replaced by a randomly drawn value from a Poisson
distribution of parameter λGal, λGal → λMC

Gal . This is done for each galaxy and we
obtain a mock map that represents one realisation of the sky in that particular
scenario.

6.3.3 Results and discussion

A total of 100 mock maps are created for a given k. Taking the average of the
mock would result in a scenario with steady sources, since the average of a Poisson
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distribution is the parameter λGal. Therefore, for each pixel, we take the median
value of the 100 distributions.

Case BLS = 25 nG

We assume a magnetic field of BLS = 25 nG, which corresponds to the highest value
possible for the Local Sheet. A first map is obtained with k = 10−7 M−1

⊙ and the
result is shown in Fig. 6.17.
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Fig. 6.17.: Sky map of the expected flux above Eth = 1019.6 eV considering k = 10−7 M−1
⊙ .

Fig. 6.17 shows that the low value of k = 10−7 M−1
⊙ acts as a filter and removes

the contribution of very nearby galaxy (Milky Way, Magellanic clouds, Andromeda)
as expected from Fig. 6.16. Furthermore, the low value of k also reduces the
contribution of M83/82, M51/106, Maffei 1, NGC 253/55 and results in a significant
contribution in the direction of the Virgo Cluster and south of the Galactic Center.
This second zone corresponds to part of Laniakea, the supercluster to which the
Milky Way belongs. This sky map does not look like the data seen by Auger and TA
shown in Fig. 6.6. Therefore, using the value k = 10−7 M−1

⊙ is too low and turns
off regions of the sky which probably contribute to the UHECR flux. Another test
is done with a higher value, k = 10−4 M−1

⊙ and the result is shown in Fig. 6.18.
Fig. 6.18 shows that, k = 10−4 M−1

⊙ is so high that the main contribution would
come from Andromeda galaxy which is also not seen in the data (Fig. 6.6). In such
scenario, the value of k is between those two extreme values, and that is what we
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Fig. 6.18.: Sky map of the expected flux above Eth = 1019.6 eV considering k = 10−4 M−1
⊙ .

are planning to find. In order to find the suitable value of k, a scan is performed over
k = [1×10−7, 3×10−7, 1×10−6, 3×10−6, 1×10−5, 3×10−5, 1×10−4, 3×10−4] M−1

⊙ .
This choice is motivated by the equal logarithmic space between each of those values.
From this scan, we can deduce a value kmin which corresponds to the minimum
value needed to see the Council of Giants (McCall, 2014), composed of Centaurus
A, NGC4945, M83, NGC253, among other galaxies. On the other side, one can
also deduce a value kmax which correspond to the value where local galaxies such
as Andromeda galaxy, the Magellanic clouds or the Milky Way would completely
dominate the UHECR sky as shown in Fig. 6.18.

The minimum value found is kmin = 3 × 10−6 M−1
⊙ , where there is a major contri-

bution of M51/M106, from the Centaurus region and from Maffei 1. The tested
value below kmin (i.e. k = 1 × 10−6 M−1

⊙ ) results in a contribution dominated by
M51/M106 together with Virgo, and the Laniakea region is as bright as the Cen-
taurus region. Such sky map is disfavoured due to the difference with the data.
On the other-side, the maximum value found is kmax = 1 × 10−5 M−1

⊙ . Above, this
value (i.e. k = 3 × 10−5 M−1

⊙ ), the sky map is fully dominated by Andromeda. The
two “acceptable” maps regarding the data are shown in Fig. 6.19 for k = kmin, and
Fig. 6.20 k = kmax.

Fig. 6.19 and Fig. 6.20, are rather similar. The major differences come from the
impact of M81/82 and NGC253/NGC55. It shows us that, considering such value of
k, those galaxies may or may not have been bursting in the recent past.
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Fig. 6.19.: Sky map of the expected flux above Eth = 1019.6 eV considering k = 3 ×
10−6 M−1

⊙ .
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Fig. 6.20.: Sky map of the expected flux above Eth = 1019.6 eV considering k = 10−5 M−1
⊙ .

Case BLS = 10 nG

From now on, the Local Sheet magnetic field is reduced to 10 nG. The analysis is
re-run in the same condition as before. Once again, one can find new limits for k.
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The reduced value of BLS, results in bigger limits, with kmin = 3 × 10−6 M−1
⊙ and

kmax = 1 × 10−5 M−1
⊙ . The maps observed are similar to the ones shown before.

Here, lowering the magnetic field only shift a bit the value of kmin and kmax.

Case BLS = 0.5 nG

When considering BLS = 0.5 nG, it is not possible to define a kmin and a kmax.
Indeed, since only the Galactic magnetic field impacts the propagation, UHECRs
coming from very nearby source (Magellanic cloud, Andromeda galaxy...) or from
the Council of Giants experience the same magnetic time spread. Therefore, there
are two possibilities. Either the sources have a low bust-rate and nearby sources
are not viewable in the UHECR sky, so that the sky map is dominated by far away
sources (no Council of Giants), or the burst-rate is high enough and the UHECR sky
is dominated by the Magellanic clouds and Andromeda. It means that if the sources
are transients that follow the evolution of stars, and the extragalactic magnetic
field is small enough, the Local Sheet magnetic field needs to be larger than 0.5 nG
in order to explain the UHECR arrival direction data. Such value matches the
results from MHD simulation, despite the large uncertainty from one simulation to
another (0.1 nG < BMHD

LS < 100 nG from Vazza et al., 2017). Moreover, the value of
BLS ∼ 10 nG is characteristic of primordial origin, suggesting that the magnetic field
were present at the early age of the universe with weak strength and got amplified
in astrophysical structures.

Constraint on k in a SMD scenario

The analysis is done in the same way for the SMD scenario. A total of 100 mock maps
are created for a given k. Then, for each pixel, we take the median value of the 100
distributions. Note that since we are in the SMD scenario here, the units of k are now
[k] = M−1

⊙ yr−1. The minimum kmin is taken from BLS = 25 nG, which correspond
to the maximum magnetic value possible for the local sheet. The minimum is found
to be kmin = 10−16 M−1

⊙ yr−1 and the map is shown in Fig. 6.21.

The maximum kmax is taken from BLS = 10 nG. The maximum is found to be
kmax = 3 × 10−15 M−1

⊙ yr−1 and the map is shown in Fig. 6.22.

One can conclude that in a SMD scenario k ∈ [10−16, 3 × 10−15] M−1
⊙ yr−1.
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Fig. 6.21.: Sky map of the expected flux above Eth = 1019.6 eV considering k =
10−16 M−1

⊙ yr−1 and BLS = 25 nG .
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Fig. 6.22.: Sky map of the expected flux above Eth = 1019.6 eV considering k = 3 ×
10−15 M−1

⊙ yr−1 and BLS = 10 nG .
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Constraining the sources

Taking kmin from BLS = 25 nG and kmax from BLS = 10 nG together with the best-
fit values of Etot × k, one can put constraints on the sources of UHECRs. Those
constraints are shown as orange and green bands in Fig. 6.23.
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Fig. 6.23.: Constraints on k and on Etot in a SFRD scenario (left axis) and SMD scenario

(right axis). Source candidates are shown as markers (red for those who follow
the SFRD and blue for those who follow the SMD).

The right axis of Fig. 6.23 is obtained by performing the same analysis in the SMD
scenario and by computing the factor A = kSMD

min
kSFRD

min
. The green band is obtained using

Etot × k from the SMD scenario for the upper band and from the SFRD scenario for
the minimum.

Multiple candidates are shown in Fig. 6.23:

• Core Collapse Supernova (CC-SN);

• CC-SN of type Ib/c ;

• Low luminosity Long Gamma Ray Burst (LL-lGRB);

• High luminosity Long Gamma Ray Burst (HL-lGRB);
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• Tidal Disruption Event (TDE).

The first one, CC-SN; regroups supernovae from the deaths of massive stars (above
∼ 8M⊙), which at first order, follows the SFRD. CC-SN of type Ib/c is a sub-group of
CC-SN which is hydrogen-poor and is believed to be progenitors of long gamma ray
bursts (lGRB). Then, from lGRB, two distinct populations of GRBs have been found,
the low-luminosity and high luminosity ones (Liang et al., 2007). The isotropic
photon emission of CC-SN and CC-SN Ib/c, is taken to be 1053 erg (Smartt, 2009),
with a local rate given by Madau and Dickinson, 2014 for the former, and Liu et al.,
2011 for the latter. For LL-lGRB, we take an energy of 1050 erg as it is done in Liu
et al., 2011, which corresponds to the isotropic gamma-ray energy found in nearby
LL-lGRB (GRB 060218 and GRB 100316D). The local rate is given in Liu et al.,
2011 as well. For HL-lGRB, the energy is taken to be of 1054 erg, it corresponds to
multiplying the average luminosity of 1052 erg/s found in Liu et al., 2011 with a
characteristic time t90 = 100 s, the local rate is also found in Liu et al., 2011.

On the other side, constraining the sources in a SMD scenario is more difficult. This
is due to the fact that while SMD is a good tracer of intermediate luminosity AGN,
the period of activity or non-activity of AGN is not well known. However, TDEs
could follow the SMD. TDEs are transient astronomical phenomena that occur when
a star approaches a black hole and is torn apart by the tidal forces of the black hole.
The event rate of TDE and the energy is shown in Fig. 6.23. TDE releases around
1050 erg in electromagnetic radiation (Lodato & Rossi, 2011), the local rate is taken
from Khabibullin and Sazonov, 2014; van Velzen, 2018.

Regarding Fig. 6.23, the best candidates are LL-lGRB for the SFRD scenario. Studies
have been done in favour or not of LL-lGRB as sources of UHECRs (Samuelsson
et al., 2020; Zhang et al., 2018). For instance, Zhang et al., 2018 argues that LL-
lGRB are better sources than HL-lGRB for accelerating nuclei (as seen in the data).
Indeed, due to the intense photon field in the HL-lGRB jet, the nuclei are easily
photodisintegrated in the HL-lGRB case compared to the LL-lGRB case. Moreover,
the resulting injection spectrum expected in LL-lGRB is dominated by CNO and
Si, without proton and iron, which is close to what the data shown in Chap. 5
(80% of CNO emissivity for the SFRD case). On the other side, Samuelsson et al.,
2020 shows that taking the properties of GRB 060218 and comparing electron
synchrotron radiation with observations excludes LL-lGRB as GRB 060218 to be the
main sources of UHECRs. They disfavour such sources considering the phases of the
bursts. The afterglow phase is excluded considering mildly relativistic outflows, and
showing that the limited available energy in LL-lGRB is not sufficient. The prompt
phase is excluded assuming that the prompt energy budget is comparable to the
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afterglow kinetic energy. Although, one can highlight the fact that LL-lGRB are
still poorly known and that the argument of Samuelsson et al., 2020 is based on a
single GRB. One limitation of the current understanding is due to the low number of
detected LL-lGRB due to their low emissivity, which can barely be accessed by current
observatories. Therefore, a better understanding of LL-lGRB is key to determine if
they are able to explain the UHECR data.

In the SMD scenario, TDE seems to be a good candidate for accelerating UHECRs.
Two kinds of TDEs are detected, jetted TDEs and non-jetted TDEs. For now, a few
jetted TDEs have been detected. Therefore, due to the low statistics, we do not
consider them as a distinct population of sources. Multiple models have attempted
to accelerate UHECRs using jetted-TDE (Alves Batista & Silk, 2017; Farrar, 2012;
Guépin et al., 2018; Zhang et al., 2017). Zhang et al., 2017 shows that UHECR
nuclei would survive external, reverse and forward shocks, while it is harder for
them to survive internal shock apart from internal shock from low-luminosity TDE
jets. They also show that TDE initiated by oxygen-neon-magnesium white dwarfs
could explain the spectrum and the Xmax moments, although those kinds of white
dwarfs may be too rare in order to explain the observed flux of UHECRs. Starting
from the spectral energy distributions from two known TDEs and considering a
thin accretion disk model, Farrar, 2012 manage to estimate the bolometric energy
of the accretion disk. They show that the bolometric energy of the accretion disk
is sufficient to accelerate low-Z nuclei. Guépin et al., 2018 consider a simplified
model where TDEs are split into two stages. One of short duration with a bright
luminosity and a second one, long-lasting with medium luminosity. They show that
their best-fit model manages to reproduce the spectrum and the Xmax moments
from the Pierre Auger Observatory. While, the previous models always consider
supermassive black holes, Alves Batista and Silk, 2017 consider the tidal disruption
of a white dwarf with an intermediate-mass black hole. They show that such events
naturally give an intermediate composition for UHECRs as observed and they suggest
that globular clusters and dwarf galaxies could be interesting sites for accelerating
UHECRs. Therefore, TDE is an interesting candidate for accelerating UHECRs.

The study presented here considers a transient scenario with sources that follow
to first order the SFRD and SMD. A similar study could be done with a refined
distribution of sources or considering other kind of transients that have not been
studied here (AGN flares for instance). Moreover, we wish to highlight the fact
that the approach used here is a qualitative one. In the continuity of this thesis,
a more quantitative work is in progress in order to better constrain k through a
statistical analysis against arrival-direction data. Finally, this study does not allow
to decide between the SMD and SFRD scenarios. However, several aspects can be
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explored to distinguish between the two approaches. If taking into account the
magnetic fields from superclusters and clusters allows the dipole to be reproduced,
then comparing the amplitude from the model with the measured amplitude could
allow the two scenarios to be distinguished. On the other hand, Fig. 6.11 shows
that protons escape from clusters more easily than nuclei. In the SMD scenario,
protons detected at energies close to the ankle are produced nearby. In the SFRD
scenario, the protons are secondary protons from nuclei injected further away. It
would be interesting to look at the number of protons as a function of redshift z
and to determine which clusters/superclusters they cross. If the number of protons
produced behind the clusters/superclusters is larger in the SFRD scenario compared
to the SMD scenario, one would expect to detect more protons than nuclei in the
direction of the clusters/superclusters. Indeed, the clusters/superclusters could act
as a filter, reducing the proportion of heavy nuclei and consequently increasing
the fraction of protons in their direction. If this turns out to be the case, then this
approach could explain the structures observed in the Xmax sky maps above the
ankle, which could originate from clusters/superclusters located at some hundreds
of Mpc (Mayotte, E. on behalf of the Pierre Auger Collaboration, 2021). Considering
that the protons are not produced at the same redshift, the production of neutrinos
associated to the propagation of protons should also be different in the two scenarios.
Therefore, looking at the neutrinos could a be another way to distinguish the two
approaches.

6.4 Conclusion

The model described in this chapter manages to produce arrival-direction sky maps
that can be compared to the data. The two approaches tested in Chap. 5 (i.e.
SFRD and SMD scenarios) result in similar outcomes apart from a larger contrast
for the SMD scenario due to the smaller flux from distant sources. The model
sky map obtained in the SFRD and SMD scenario is dominated by starforming
galaxies (as in The Pierre Auger collaboration, 2022). The Virgo cluster is the
dominant contribution in those scenarios, although it does not appear in the data.
The non presence of Virgo could be due to the cluster’s magnetic field that traps
UHECRs. A simplified model is explored to take into account such trapping. Finally,
the transientness of sources of UHECRs is taken into account. Considering local
magnetic fields, transient sources could explain why no contributions are seen from
local galaxies as the Magellanic clouds or the Milky Way. From the presence of
the Council of Giants (i.e. sources between 1 and 10 Mpc) and the non presence
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of very nearby sources in the arrival directions data, we are able to constrain the
burst rate from kmin = 3 × 10−6 M−1

⊙ to kmax = 10−4 M−1
⊙ in the SFRD scenario and

kmin = 10−16 M−1
⊙ yr−1 to kmax = 3 × 10−15 M−1

⊙ yr−1 in a SMD scenario, depending
on the magnetic field considered. This scenario also assumes that the magnetic
field associated to the Local Sheet is at least of the orders of few nG. Together
with the constraints put on the emissivities from Chap. 5, we are able to construct
a diagram comparing the sources that follow the SFRD (i.e. exploding stars) or
the SMD. While, CC-SN and CC-SN Ib/c reach the required emissivities in gammas,
they are too frequent to explain the non-presence of Local Group galaxies. On the
other side, HL-lGRB are not frequent enough to explain the presence of the Council
of Giants. Finally, LL-lGRB match the two requirements, the burst-rate and the
emissivity. We also show that, when considering a SMD scenario, TDEs also match
the two requirements as well. LL-lGRB and TDEs represent the best candidate up to
date as UHECR sources in this transient scenario analysis.
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Conclusion

The origin of UHECRs is a difficult question to tackle, as it lies at the crossroads of
many fields of physics. Our knowledge of hadronic models, EBL, nucleus-photon
cross-sections, biases on reconstruction are limitations in interpreting the astro-
physics of the sources. In this thesis, some of these problems have been studied,
including flux map reconstructions and a compositional study, but the majority of the
work has been focused on the study of UHECR sources. Using the Combined Fit, a
cosmic model that is compared to the compositional and spectral data, we have been
able to constrain the injected scenario at the sources. Assuming that the sources
follow a Peters cycle (i.e. the composition becomes heavier with increasing energy),
we can assume that the protons seen below the ankle are from the same sources
as the nuclei above. Taking these protons into account in the Combined Fit results
in two possibilities. If the evolution of the sources follows the star formation rate
density (SFRD), then the protons detected below the ankle are secondary protons
produced en route from the interaction of nuclei with the EBL and CMB. If the
evolution of the sources follows the stellar mass density, then it is necessary to have
a different spectral index for protons at the sources (γp ∼ 3). This index is very
different from the preferred hard index for data above the ankle (γN < 0). Such a
soft index for the protons could come from neutrons escaping from the sources on
kpc scales. Indeed, as neutrons are neutral, if they are produced, they could easily
escape from the sources and then decay into protons. Moreover, by crossing this
astrophysical model with a catalogue of nearly 400,000 galaxies, we are able to
produce maps of the sky expected by the models. The maps produced are dominated
by the Virgo cluster, while no major excess is seen in the data in that direction. Apart
from the Virgo cluster, the proposed model is consistent with the starburst model
that was used by the Auger collaboration to announce the evidence for anisotropy
above 40 EeV. The hypothesis proposed here to explain the non-presence of Virgo in
the data is the confinement of UHECRs in the intracluster medium. A first approach
is considered to study the Virgo cluster, by assuming that the time delay induced by
a cluster magnetic field should not overcome the ballistic time in order for UHECR to
escape. At the same time, a much more robust study is developed within the group,
which confirms the findings presented here. From these flux maps, a study of the
transient aspect of the sources was carried out. In fact, the effect of magnetic fields
(galactic and associated with the local sheet) shows that, in the case of transient

171



events, nearby sources should not contribute to the UHECR flux. Not observing
the very close galaxies (Magellanic clouds, Andromeda galaxy), while observing
galaxies in the council of giants (Centaurus region, NGC4945), allows us to put
constraints on the burst rate, relative to the SFRD, k ∈ [3 × 10−6; 10−4] M−1

⊙ or SMD,
k ∈ [10−16; 3 × 10−15] M−1

⊙ yr−1. Together with the emissivities, the burst rate allows
constraining the candidate sources if the sources are transients. This study seems to
show that low luminosity long gamma ray bursts and tidal disruption events are the
best candidates to match these conditions.

The analysis presented in this thesis should benefit from the many experimental
advances in the coming years. TA has launched the TA×4 upgrade, which consists in
multiplying by four the area covered by TA for the most energetic EAS, which will
thus have a similar sensitivity to that of Auger for the most energetic cosmic rays.
This upgrade will allow one to better constrain UHECRs in the Northern Hemisphere.
The Auger observatory is currently developing AugerPrime, the upgrade including,
among others, scintillators on top of the water tanks (see Chap. 2). This upgrade
will allow a better understanding of the composition through the measurement of
the muon number, which is today a limit in the understanding of the composition
of UHECRs. In a more distant and less certain future, the Giant Radio Array for
Neutrino Detection (GRAND) would have the sensitivity to observe cosmogenic
neutrinos. GRAND would better constrain the flux of these neutrinos and thus the
source scenarios. For the study of UHECRs, projects such as the Extreme Universe
Space Observatory (EUSO) and the Probe of Extreme Multi-Messenger Astrophysics
(POEMMA) are in the prototyping phase. The objective of EUSO and POEMMA is
to observe the fluorescence light emitted by atmospheric showers in the manner of
FDs from space. EUSO and POEMMA would be the next generation of experiments
measuring UHECRs.

The hadronic models used for the composition should benefit from the LHC Run
3 which foresees p-O and O-O collisions around 2024. As these collisions were
not realized in the previous runs, they should constrain the hadronic models in the
region where they differ, i.e. nuclear collisions. A better understanding of galaxy
clusters would allow to better constrain their density profiles and the associated
magnetic field. e-ROSITA, an X-ray satellite observing up to 10 keV launched in
July 2019, seeks in particular to better understand clusters and their formation. Its
future results could help us to better understand the impact of UHECR propagation
in clusters. The Square Kilometer Array (SKA) is a giant array of radio telescopes
covering 1 km2, for which construction of Phase 1 started in 2020. SKA will be of
crucial importance to better understand the surrounding magnetic fields through
the measurement of Faraday rotation.
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Consequently and for all these reasons, the following years look promising, and we
may be on the verge of discovering the sources of UHECRs.
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Comparison of the two
reconstruction methods using
starburst study

A

In Sec. 3.1.3, two reconstruction methods are tested and compared, starting from a
benchmark scenario based on the dipole observed in The Pierre Auger Collaboration,
2018b (cf. 3.2). In this section, the same analysis is re-run based on the evidence
of anisotropy observed above 40 EeV (The Pierre Auger collaboration, 2022). To
do so, the benchmark scenario is built from the catalogue of starburst galaxies used
in The Pierre Auger Collaboration, 2018a using 90% of isotropy and 10% of flux
coming from the catalogue. As in Chap. 4, the map from the benchmark scenario
is then multiplied by the exposure of the detector in order to get a hypothetical
expected count map. From the hypothetical count map, 1000 random mock maps
are created using an acceptance-rejection method. All the mocks have the same
number of events N . N is taken to be the number of events detected from the start
of the experiment up to December 2020 (date of the analysis). For each mock, the
flux is reconstructed with the two methods using the same smoothing function as in
The Pierre Auger Collaboration, 2018a, which corresponds to a Von-Fisher function
with 13◦ radius. The expected pattern that should be reconstructed (modulo the
randomness of mocks) is shown in Fig. A.1. It corresponds to the injected/observed
pattern with a mask which takes into account the field of view of the detector.

Figure A.2 shows the average reconstructed map considering the two approaches.
To enhance the differences, a bias map is built by subtracting and normalizing the
expected map to the reconstructed ones: Bias(α, δ) = ϕreconstructed(α,δ)−ϕexpected(α,δ)

ϕexpected(α,δ) .
The bias map is set to zero in the masked area by definition.
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Fig. A.1.: Benchmark scenario, ϕexpected(α, δ), with an applied mask corresponding to the
field of view of the Pierre Auger Observatory.

The bias map is shown in Fig. A.3. Looking at the bias, one can see that, as before,
most differences appear at the border of the field of view. Looking at Fig. A.3, it
seems that the N/Etot method increases the contrast near the border while the 1/ω
method reduces the contrast, this behaviour was also seen in the dipole analysis (cf.
Chap. 3). To quantify the bias, the average bias is computed using:

< δ >=
√∑

i δ
2
i

Npix
, (A.1)

(a) N/Etot method. (b) 1/ω method.

Fig. A.2.: Average reconstructed sky maps considering the two methods.
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where Npix is the number of pixels and δi is the bias in the i-pixel. It results in an
average bias of: < δ >N/Etot= 1.2%

< δ >1/ω= 1.0%
(A.2)

(a) N/Etot method. (b) 1/ω method.

Fig. A.3.: Bias map of the two reconstruction methods .

A standard deviation map is obtained by computing the standard deviation of the
1000 mock maps in each pixel. The standard deviation map is shown in Fig. A.4. For
the two methods, the variance is the same far away from the borders, however, the
variance changes when being 13◦ away of the border. For the N/Etot method, the
standard deviation gradually increases when getting closer to the border, while for
the 1/ω method, the standard deviation is separated in two areas: above and below
13◦ away from the border. As in the N/Etot method, the area closer to the border
has a bigger standard deviation than the area far from the border.

(a) N/Etot method. (b) 1/ω method.

Fig. A.4.: Standard deviation map considering the two reconstruction methods.
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As for the bias, the average standard deviation is computed using:

< σ >=
√ ∑

i σ
2
i

Npix − 1 . (A.3)

It results in an average standard deviation of:< σ >N/Etot= 16.0%

< σ >1/ω= 16.0%
(A.4)

Comparing the average bias and average standard deviation in Eq. A.2 & Eq. A.4,
one can see that the two approaches are equivalent in terms of bias and standard
deviation.
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Propagation in a turbulent
magnetic field

B

B.1 Starting from stochastic differential equation

As shown in Achterberg et al., 1999, the propagation can be modeled using stochastic
differential equations with the diffusion coefficient D0, that has been computed in
Chap. 6:

dni = −2D0 ni ds+
√

2D0 Pij(n̂) dWj , (B.1)

where Pij(n̂) ≡ δij −ninj is the projection tensor onto the plane perpendicular to n̂.
The tensor satisfies P = P † and PijPjk = Pik. The quantity dW ≡ (dW1, dW2, dW3)
is a three-component Wiener process satisfying:

⟨dWi⟩ = 0 , ⟨dWi dWj⟩ = ds δij . (B.2)

The symbol ⟨.⟩ represents the average ensemble. From Eq. B.2, one can estimate:
ni(s):

d ⟨ni⟩
ds = −2D0 ⟨ni⟩ =⇒ ⟨ni⟩ (s) = ⟨ni⟩0 e

−2D0s. (B.3)

The subscript 0 denotes the initial value at s = 0. In the following pages, the Itô
rules is applied for two stochastic integrands X and Y

d(X · Y ) = dX · Y + X · dY + dX · dY , (B.4)

Keeping the term ds at first order and assuming

dWi ds = 0 , (B.5)

dWi dWj = ds δij ,
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One can find:

d (ni nj) = 2D0 (δij − 3 ninj) ds+ (niPjk dWk + njPik dWk) .

Taking the ensemble average results in:

d ⟨ninj⟩
ds = 2D0 δij − 6D0 ⟨ninj⟩ . (B.6)

Integrating along the UHECR path gives:

⟨ninj⟩ = ⟨ninj⟩0 e
−6D0s + δij

3
(
1 − e−6D0s

)
. (B.7)

The next step consists of computing the distance along an axis:

xi(s) =
∫ s

0
ds′ ni(s′). (B.8)

Taking the average, using equation (B.3), one can find:

⟨xi⟩ (s) = ni0
2D0

(
1 − e−2D0s

)
. (B.9)

From Eq. B.4 and Eq. 6.19, one can find

d (xinj) = (ninj − 2D0 xinj) ds+
√

2D0 xiPjk dWk. (B.10)

Taking the average yields a differential equation for ⟨xinj⟩:

d ⟨xinj⟩
ds = ⟨ninj⟩ − 2D0 ⟨xinj⟩ . (B.11)

Integrating the equation using Eq. B.7 one finds:

⟨xinj⟩ (s) =
⟨ninj⟩0 − 1

3 δij

4D0
e−2D0s

(
1 − e−4D0s

)
(B.12)

+ δij

6D0

(
1 − e−2D0s

)
.

Note that this expression is symmetric in i and j. Similarly, one can derive an
equation for ⟨xixj⟩:

d ⟨xixj⟩
ds = 2 ⟨xinj⟩ , (B.13)
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where we used the above symmetry. Direct integration yields:

⟨xixj⟩ (s) =
⟨ninj⟩0 − 1

3 δij

4D2
0

×

×
[
1 − e−2D0s − 1

3
(
1 − e−6D0s

)]
(B.14)

+ δij

3D0

[
s− 1

2D0

(
1 − e−2D0s

)]
.

Eq. B.9 and Eq. B.14 match the results of Achterberg et al., 1999.

B.1.1 Taylor expansion

In order to derive the duration of a burst in the approximation of small-angle, we
perform a Taylor expansion of the terms computed above, assuming D0s ≪ 1. We
first do a Taylor expansion of the term e−2D0s and e−6D0s. The first Taylor expansion
gives:

e−2D0s = 1 − 2D0s+ 2D2
0s

2 − 4
3D3

0s
3 + 2

3D4
0s

4 (B.15)

The second one gives:

e−6D0s = 1 − 6D0s+ 18D2
0s

2 − 36D3
0s

3 + 54D4
0s

4 (B.16)

Injecting Eq. B.15 into Eq. B.9, leads to:

⟨xi⟩ (s) = ni0
2D0

(
+2D0s− 2D2

0s
2 + 4

3D3
0s

3 − 2
3D4

0s
4
)
. (B.17)

⟨xi⟩ (s) = ni0

(
+s− D0s

2 + 2
3D2

0s
3 − 1

3D3
0s

4
)
. (B.18)
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Injecting Eq. B.15 and Eq. B.16 into Eq. B.14, leads to:

⟨xixi⟩ (s) =
⟨ninj⟩0 − 1

3
4D2

0

×
[
1 − (1 − 2D0s+ 2D2

0s
2 − 4

3D3
0s

3 + 2
3D4

0s
4)

− 1
3
(
1 − (1 − 6D0s+ 18D2

0s
2 − 36D3

0s
3 + 54D4

0s
4)
) ]

+ 1
3D0

[
s− 1

2D0

(
1 − (1 − 2D0s+ 2D2

0s
2 − 4

3D3
0s

3 + 2
3D4

0s
4)
)]

(B.19)

=
⟨ninj⟩0 − 1

3
4D2

0
×
[
+4D2

0s
2 − 32

3 D3
0s

3 + 52
3 D4

0s
4
]

+ 1
3D0

[
s− 1

2D0

(
1 − (1 − 2D0s+ 2D2

0s
2 − 4

3D3
0s

3 + 2
3D4

0s
4)
)]

=
(

⟨ninj⟩0 − 1
3

)
×
[
s2 − 8

3D0s
3 + 13

3 D2
0s

4
]

+
(

+1
3s

2 − 2
9D0s

3 + 1
9D2

0s
4
)
.

B.1.2 Intermediate computation

In order to compute the time delay and the duration of a burst, one needs to compute
the average ⟨xi⟩ and the root-mean-square

〈
x2

i

〉
, using Eq. B.18 and Eq. B.19. As

shown in Fig. 6.9, the z-axis is taken to be the initial axis of the particle.

⟨x⟩ = ⟨y⟩ = 0 , ⟨z⟩ = s− D0s
2 + 2

3D2
0s

3 ,

(B.20)〈
x2
〉

=
〈
y2
〉

= 2
3 D0s

3 − 4
3 D2

0s
4 ,

〈
z2
〉

= s2 − 2D0s
3 + 3D2

0s
4.
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B.2 Time delay and duration of a burst

B.2.1 Time delay

The propagation time τ is given by the average value of r

⟨r⟩ =
〈√

x2 + y2 + z2
〉

(B.21)

Since we are doing the small-angle approximation, one can use : |x|, |y| ≪ |z| and
do a Taylor expansion:

⟨r⟩ =
〈
z + x2 + y2

2z

〉
(B.22)

We approximate
〈

x2+y2

2z

〉
as ⟨x2+y2⟩

2⟨z⟩ . A check through MC simulation has been
performed to validate this approximation. The approximation remains valid at the
10−4 level for D0s ≃ 0.01. Injecting Eq. B.20 into Eq. B.23 gives:

⟨r⟩ = s− D0s
2 + 2

3D2
0s

3 +
2
3D0s

3 − 4
3D2

0s
4

s− D0s2 (B.23)

⟨r⟩ = s− D0s
2 + 2

3D2
0s

3 + 1
s

(2
3D0s

3 − 4
3D2

0s
4
)

(1 + D0s) (B.24)

⟨r⟩ = s− D0s
2 + 2

3D2
0s

3 + 2
3D0s

2 + 2
3D2

0s
3 − 4

3D2
0s

3 (B.25)

⟨r⟩ = s− 1
3D0s

2 + o(D3
0s

4) (B.26)

The difference ∆ ⟨r⟩ between the average distance ⟨r⟩ traveled by a charged particle
and a photon ⟨rphoton⟩ = s gives the delay time tdel:

c tdel = ∆ ⟨r⟩ = s− ⟨r⟩ = 1
3D0s

2 (B.27)

Injecting Eq. 6.27 into Eq. B.27 and taking s to be the distance of source D gives:

c tdel = λB
9

(ZecB)2

E2 D2 (B.28)

tdel ≃ 3.1 × 103
(

B

10 nG

)2 ( R

10 EV

)−2 ( D

1 Mpc

)2 ( λB
10 kpc

)
yrs. (B.29)
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B.2.2 Duration of a burst

The duration of a burst ∆τ is given by the standard deviation of r(s):

c∆τ =
√

⟨r2⟩ − ⟨r⟩2. (B.30)

The first term
〈
r2〉 is computed following:〈

r2
〉

=
〈
x2
〉

+
〈
y2
〉

+
〈
z2
〉
, (B.31)

〈
r2
〉

= 4
3D0s

3 − 8
3D2

0s
4 + s2 − 2D0s

3 + 3D2
0s

4 , (B.32)

〈
r2
〉

= s2 − 2
3D0s

3 + 1
3D2

0s
4 + o(D3

0s
5). (B.33)

The second term is also computed:

⟨r⟩2 =
(
s− 1

3D0s
2
)2

, (B.34)

⟨r⟩2 = s2 − 2
3D0s

3 + 1
9D2

0s
4 + o(D3

0s
5). (B.35)

Injecting Eq. B.32 and Eq. B.35 into Eq. B.30 gives the duration of a burst:

c∆τ =
√

2
9D2

0s
4 , (B.36)

c∆τ =
√

2
3 D0s

2. (B.37)

Replacing D0 gives:

c∆τ =
√

2λB
9

(ZecB)2

E2 D2. (B.38)

One can see that the duration of the burst is a factor
√

2 bigger than the delay time
(Eq. B.28).

c∆τ ≃ 4.4 × 103
(

B

10 nG

)2 ( R

10 EV

)−2 ( D

1 Mpc

)2 ( λB
10 kpc

)
yrs. (B.39)
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B.2.3 Deviation from the line of sight

The angle θ between the line of sight and the position of the cosmic ray is given by
the trigonometric relation:

cos θ = z

r
= z√

x2 + y2 + z2 (B.40)

Assuming a small deviation angle θ, one can do Taylor expansion of the first term of
Eq. B.40 giving cos θ = 1 − 1

2θ
2, and the second term giving z

r = 1 − x2+y2

2z2 . Equating
the two terms gives:

〈
θ2
〉

=
〈
x2 + y2

z2

〉
(B.41)

As before, we approximate
〈

x2+y2

z2

〉
as ⟨x2+y2⟩

⟨z2⟩ . A check through MC simulation
has also been performed to validate this approximation, which shows that the
approximation remains valid at the 10−4 level for D0s ≃ 0.01 as before. Injecting
Eq. B.20 into Eq. B.40, gives

θRMS =
√

⟨θ2⟩ =
√

4
3D0s, (B.42)

which matches the results from Achterberg et al., 1999. Then, replacing D0 gives:

θRMS = 2
3

(ZecB)
E

√
λBD (B.43)

In the end,

θRMS ≃ 3.4◦
(

B

10 nG

) (
R

10 EV

) (
D

1 Mpc

)0.5 ( λB
10 kpc

)0.5
yrs. (B.44)
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et à ma place et où j’ai pu rencontrer des gens avenants et chaleureux. Je pense
aux thésards et postdocs, Quentin, Ziwei, Pooja, Pierpaolo, et en particulier à Lucas
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aussi fait la rencontre de KV, mon responsable de L2. L’université a besoin de prof
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C’est un peu mon groupe de cœur... J’y ai été intégré grâce à Florian et Thomas et
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Cette thèse n’aurait pas été réussie sans le soutien constant et infaillible de mes amis.
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de (très) longue date. Depuis petit, vous m’aidez à grandir et à me développer, et
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Titre : Contraintes sur la population de sources des rayons cosmiques d’ultra-haute énergie à
partir des données de l’observatoire Pierre Auger
Mots clés : Rayons cosmiques, directions d’arrivées, Auger, transitoire

Résumé : Cette thèse porte sur les rayons cos-
miques d’ultra haute énergie (RCUHE). L’ori-
gine de ces noyaux d’atomes, découverts il
y a plus d’un siècle et accélérés jusqu’à des
centaines d’EeV, reste un mystère. L’observa-
toire Pierre Auger, situé en Argentine, a été
construit pour les étudier et tenter de percer
ce mystère. En 2017, l’observatoire a permis de
mettre en évidence leur origine extragalactique
avant, l’année suivante, de fournir des indica-
tions de corrélation entre les directions d’ar-
rivée des RCUHE au-delà de ≃ 40EeV et un
catalogue de galaxies à haut taux de formation
d’étoiles. L’étude présentée dans cette thèse
s’inscrit dans la continuité de ces résultats. Pre-
mièrement, une étude a été réalisée sur les mé-
thodes de reconstruction du flux en termes de
direction d’arrivée. Une seconde étude, portant
sur la composition des RCUHE à partir des pro-
fondeurs de maximum de gerbe (Xmax), s’est
concentrée sur l’estimation du biais et des in-
certitudes des méthodes utilisées. Enfin, une
étude phénoménologique visant à contraindre
la production de RCUHE à leurs sources à par-
tir des données de composition et de spectre en
énergie a été conduite. Deux modèles d’évolu-
tion des sources ont été évalués : un scéna-
rio d’évolution des sources qui suit la densité
de masse stellaire (DMS), et un scénario où
l’évolution des sources suit la densité de taux
de formation d’étoiles (DTFE). Ces deux mo-

dèles prennent en compte l’évolution cosmique
et l’évolution locale, laquelle est propre à notre
environnement extragalactique proche. Le mo-
dèle est comparé au spectre en énergie et aux
distributions en Xmax pour des énergies au-delà
de la “cheville” (caractéristique spectrale à ≃ 5
EeV) et au spectre de proton (calculé à par-
tir de l’étude en composition) en deçà de la
cheville. Cette étude montre que si les protons
en deçà de la cheville sont issus de la même
population de sources que celle au-delà, un
échappement différent entre les protons et les
autres noyaux est nécessaire pour expliquer les
données dans le cas du scénario DMS, tandis
que pour le scénario DTFE, les protons sous la
cheville sont la conséquence de produits secon-
daires issus de la propagation des RCUHE dans
l’univers. Dans le dernier chapitre de la thèse,
ces modèles cosmiques ont été associés à un
catalogue de près de 400,000 galaxies dans le
but de déduire les cartes du ciel attendues. Ces
modèles de ciel sont comparés aux données re-
construites à l’observatoire Pierre Auger et par
l’expérience Telescope Array. Pour finir, l’as-
pect transitoire des sources de RCUHE a été
caractérisé, en prenant en compte l’effet de di-
vers champs magnétiques (Galactique, feuillet
local et extragalactique). Cette étude a permis
de contraindre le taux d’évènements produisant
des RCUHE, ainsi que le champ magnétique
imprégnant le feuillet local.



Title : Constraints on the population of ultra high energy cosmic ray sources inferred from the
data of the Pierre Auger Observatory
Keywords : UHECR, sources, Auger, transient, arrival directions

Abstract : This thesis focuses on ultra high
energy cosmic rays (UHECRs). The origin of
these atomic nuclei, discovered over a century
ago and accelerated to hundreds of EeV, re-
mains a mystery. The Pierre Auger Observa-
tory, located in Argentina, was built to study
them and try to unravel this mystery. In 2017,
the observatory showed the first evidence of
an extragalactic origin of UHECRs. The fol-
lowing year, the observatory found indications
of correlation between the arrival directions of
UHECRs above ≃ 40EeV and a catalogue of
star-forming galaxies. The study presented in
this thesis is a continuation of the results from
the Auger Observatory. Firstly, a study was car-
ried out on the methods for reconstructing the
flux as a function of arrival direction. A se-
cond study, concerning the estimation of the
bias and the uncertainties of the composition
of UHECRs from the distribution of the depth
of shower maximum (Xmax), was carried out.
Finally, a phenomenological study, based on a
tool developed by the collaboration (the Com-
bined Fit) to constrain the production of UHE-
CRs at their sources from composition and
spectrum data, was used. Two source evolu-
tion models were considered, a source evolution
that follows the stellar mass density (SMD) and
a scenario where the source evolution follows

the star formation rate density (SFRD). These
two evolution models take into account the
cosmic and local evolution, which is specific to
our immediate extragalactic environment. The
model is compared to the all-particle spectrum
and Xmax distributions above the ankle and
to the proton spectrum (calculated from the
composition study) below the ankle (≃ 5EeV).
This study shows that if the protons are from
the same source population below the ankle
and above it, a different escape between the
protons and the other nuclei is needed to ex-
plain the data in the case of the SMD scenario,
while for the SFRD scenario, the protons be-
low the ankle are the consequence of secondary
products from the propagation of UHECRs in
the universe. In the last chapter of the thesis,
these cosmic models have been associated with
a catalogue of nearly 400,000 galaxies in order
to derive sky maps expected from the model.
These sky maps are compared with data re-
constructed by the Pierre Auger Observatory
and the Telescope Array experiment. Finally,
the transient aspect of UHECR sources asso-
ciated with the effect of various magnetic fields
(Galactic, Local Sheet, and extragalactic) has
been explored. This study constrains the rate
of events producing UHECRs, as well as the
magnetic field permeating the Local Sheet.
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