
HAL Id: tel-03987720
https://theses.hal.science/tel-03987720v2

Submitted on 14 Feb 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Continuous variable quantum advantages and
applications in quantum optics

Ulysse Chabaud

To cite this version:
Ulysse Chabaud. Continuous variable quantum advantages and applications in quantum optics.
Quantum Physics [quant-ph]. Sorbonne Université, 2020. English. �NNT : 2020SORUS066�. �tel-
03987720v2�

https://theses.hal.science/tel-03987720v2
https://hal.archives-ouvertes.fr


Continuous Variable Quantum Advantages
and Applications in Quantum Optics

By

ULYSSE CHABAUD

Laboratoire d’Informatique de Paris 6
SORBONNE UNIVERSITÉ

A dissertation submitted to Sorbonne Université in accor-
dance with the requirements of the degree of DOCTOR OF

PHILOSOPHY, under the supervision of Damian Markham
and Elham Kashefi.

Members of the jury: Anthony Levrrier, Andreas Winter, Per-
ola Milman, Gerardo Adesso, Sébastien Tanzili.

JUNE 2020





ABSTRACT

Quantum physics has led to a revolution in our conception of the nature of our world and is
now bringing about a technological revolution. The use of quantum information promises
indeed applications that outperform those of today’s so-called classical devices. Continuous

variable quantum information theory refers to the study of quantum information encoded in
continuous degrees of freedom of quantum systems. This theory extends the mathematical
study of quantum information to quantum states in Hilbert spaces of infinite dimension. It
offers different perspectives compared to discrete variable quantum information theory and is
particularly suitable for the description of quantum states of light. Quantum optics is thus a
natural experimental platform for developing quantum applications in continuous variable.

This thesis focuses on three main questions: where does a quantum advantage, that is, the
ability of quantum machines to outperform classical machines, come from? How to ensure the
proper functioning of a quantum machine? What advantages can be gained in practice from the
use of quantum information? These three questions are at the heart of the development of future
quantum technologies and we provide several answers within the frameworks of continuous
variable quantum information and linear quantum optics.

Quantum advantage in continuous variable comes in particular from the use of so-called
non-Gaussian quantum states. We introduce the stellar formalism to characterize these states.
We then study the transition from classically simulable models to models universal for quantum
computing. We show that quantum computational supremacy, the dramatic speedup of quantum
computers over their classical counterparts, may be realised with non-Gaussian states and
Gaussian measurements.

Quantum certification denotes the methods seeking to verify the correct functioning of a
quantum machine. We consider certification of quantum states in continuous variable, intro-
ducing several protocols according to the assumptions made on the tested state. We develop
efficient methods for the verification of a large class of multimode quantum states, including the
output states of the Boson Sampling model, enabling the experimental verification of quantum
supremacy with photonic quantum computing.

We give several new examples of practical applications of quantum information in linear
quantum optics. Generalising the swap test, we highlight a connection between the ability to
distinguish two quantum states and the ability to perform universal programmable quantum
measurements, for which we give various implementations in linear optics, based on the use
of single photons or coherent states. Finally, we obtain, thanks to linear optics, the first imple-
mentation of a quantum protocol for weak coin flipping, a building block for many cryptographic
applications.
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INTRODUCTION

Quantum mechanics has deepened our understanding of the world. It has led us to rethink

the very notion of reality—how can a cat be neither dead nor alive?—by putting forth

intriguing properties such as entanglement and superposition. Nowadays, new information

processing devices using quantum properties are being developed, such as quantum computers,

and it is fascinating and maybe incumbent to see whether and to what extent these quantum

technologies may outperform conventional technologies.

Motivation and context

While classical mechanics, as opposed to quantum, has been quite successful in describing the

world at our scale, quantum mechanics has proven to be a very powerful tool for understanding

the world at the particle scale. Interesting effects appear at this scale, and the challenge posed

by the development of quantum technologies is not only to understand these effects but also

to harness them. Quantum information—that is, information encoded in quantum degrees

of freedom of physical systems—promises advantages over classical information notably for

computing, communication, cryptography and sensing. That the use of quantum mechanics

may provide an advantage over classical mechanics for information processing is an exciting

perspective, which raises the following question:

What leads to a quantum advantage?

This profound question has attracted enormous attention and so far has only partial answers.

From a foundational point of view, this question asks what differentiates the quantum from the

classical and what makes nature fundamentally nonclassical. While shedding light on the very

nature of our world, answering this question also enables the development of new technologies

exploiting quantum properties to gain an advantage over classical machines.

In order to understand the possible origins of a quantum advantage it is worthwhile to highlight

some of the differences between quantum and classical information and in particular quantum

features that are inherently nonclassical.

Properties of quantum systems are intrinsically random prior to being measured and this

randomness is lost whenever the quantum system is measured—hence the infamous Schrödinger’s
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INTRODUCTION

cat thought experiment, in which a cat is locked in a box with a device that kills the animal

with some probability: before opening the box, the cat is neither dead nor alive, but rather in a

superposition of these two states, and opening the box collapses the state of the cat to either dead

or alive. In a more general fashion, the state of a quantum system can be mathematically described

by a wave function consisting of complex-valued probability amplitudes. The probabilities for the

possible results of measurements made on the system can be derived from these amplitudes. As

their name indicates, wave functions behave qualitatively like mechanical waves: they satisfy a

linear wave equation and may interfere. This interference of probability amplitudes is a striking

example of nonclassical phenomena. A quantum computer outperforming its classical counterpart

would crucially interfere various branches of a computation.

The linear evolution of probability amplitudes also has striking consequences: it implies

that an arbitrary quantum state cannot be perfectly cloned [WZ82]. This contrasts with the

fact that classical information is trivial to copy. This quantum no-cloning property can also be

derived from the uncertainty principle, which asserts that complementary quantum observables—

such as position and momentum—cannot be simultaneously measured with arbitrary precision:

measuring one of the two collapses the state of the measured quantum system such that the

value of the other becomes uniformly random. If one was able to perfectly clone a quantum state,

one could measure the position of the first copy and the momentum of the second and infer both

quantities for the original state, thus contradicting the uncertainty principle. While uncertainty

and no-cloning may be seen as limitations of quantum information, quantum advantage in

cryptography notably comes from exploiting these properties to hide information from a possible

eavesdropper [BB84b].

These quantum properties may be witnessed already for a single system. On the other

hand, multiple systems may display correlations and it turns out that quantum systems may be

correlated in a way classical systems cannot, as a consequence of entanglement. A quantum state

over multiple subsystems is said to be entangled if it cannot be separated into the individual

states of its subsystems. An important consequence of entanglement is the nonlocality of quantum

theory, i.e., the fact that correlations displayed by spatially separated quantum systems cannot

be reproduced locally by classical means [Bel64]—what Einstein famously described as “spooky

action at a distance”. While these nonclassical correlations may be exploited for the so-called

quantum teleportation [BBC+93], they do not allow for superluminal communication, as a

consequence of the no-signaling principle [PT04].

In theory, the nonclassical properties previously described may allow quantum devices to outper-

form their classical counterparts for a variety of information processing tasks, and in particular

to demonstrate quantum computational supremacy [HM17]—a quantum computer performing

efficiently a computational task which is provably intractable for classical computers—which

marks a key milestone in the development of quantum technologies [AAB+19].

However, a major obstacle to the use of the nonclassical properties of quantum information for

2
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technological applications is decoherence, i.e., the loss of coherence of the information encoded in

a physical system, due to the interaction of that system with its environment. Quantum devices

will inevitably interact with their environment and suffer the effect of noise. How to mitigate

the consequences of decoherence is an active domain of research [Pre98a]. In theory, quantum

computations may be performed fault-tolerantly, even though this results in a huge overhead in

terms of physical systems needed for the computation. It is also not obvious how one can mitigate

noise in other quantum information processing tasks, such as sensing or simulations, where the

fault-tolerant quantum computing approach is not natural. Hence, another question that arises

when looking for an advantage using a quantum device is the following:

How do we check the correct functioning of a quantum device?

Answering this second question is a timely problem in the absence of fault-tolerant mechanisms,

for benchmarking existing and upcoming quantum devices. It has also attracted a lot of attention

[EHW+20], under different names: validation, benchmarking, certification, verification. We shall

use certification in the following when no context is precised. The task of certification may

indeed vary depending on the context: fundamental research, industrial quantum device, or even

delegated quantum computing and quantum cryptography. In all these cases, what may vary is

the level of trust one wants to guarantee, as well as the assumptions one is ready to make on the

device being tested.

The challenge posed by the certification of quantum devices therefore depends on this context.

What is more, the very properties of quantum information—entanglement, unclonability—add

uniquely quantum challenges to the task of certification, and the way the information is encoded

in physical systems also matters.

Information, both classical and quantum, may be encoded using either discrete degrees of freedom

of a physical system—such as the presence or absence of an electrical signal, or the spin of an

electron—or continuous degrees of freedom—such as the position of a particle, or quadratures of

the electromagnetic field.

A great part of the theory already developed for discrete variable quantum information is

still missing for continuous variable quantum information. The latter is based on the beautiful

mathematics of quantum mechanics in infinite-dimensional Hilbert spaces and gives different

perspectives on quantum information [BvL05]. In addition, continuous variable quantum in-

formation has an exciting experimental status, thanks to quantum optics in particular, which

enables the scalable generation of large entangled quantum states [YUA+13b] and provides high

efficiency measurements. Moreover, some continuous variable quantum technologies—such as

continuous variable quantum key distribution [GG02]—compete with their discrete variable

counterparts [JKJL+13]. This implies that the question of certification is of great importance for

continuous variable quantum devices, which also allow for outperforming classical devices and

demonstrating quantum computational supremacy [AA13, HKS+16].

3
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The demonstration of quantum supremacy, that is the convincing demonstration of a quantum

computation beating what is possible classically, is however only a milestone, and what is at stake

in the development of quantum technologies is to obtain advantages for real-world applications.

It is thus natural to ask the following question:

What useful advantages can we obtain from the use of quantum information?

Depending on the application considered, a quantum advantage may take different forms: to

obtain the result of a computation faster [Sho94, Gro98], to communicate more messages within

the same physical system [BW92] or in a more secured fashion [BB84a], or to perform a measure-

ment with a better precision [GLM11], for example. Answering this third question amounts to

developping new theoretical quantum algorithms as well as deriving realistic implementations

for existing ones, for example with linear quantum optics and quantum states of light.

This section has provided an overview of the different contexts on which the work of this thesis

is based. Motivated by the three very general questions above—origin of quantum advantage,

certification of quantum devices and useful quantum advantages—this dissertation explores

various directions, with particular emphasis on continuous variable quantum information theory

and optical quantum information processing. The next section presents a technical summary of

the content of the thesis.

Summary of results

After a preliminary chapter 1, chapters 2 and 3 deal with continuous variable quantum informa-

tion theory and computing. Chapters 4 and 5 consider the probems of quantum state certification

and testing, in the continuous variable regime and using quantum optics. Chapter 6 discusses the

implementation of a quantum cryptography protocol with quantum optics. We detail the content

of each chapter in what follows. The dependencies between the chapters are indicated in Fig. 0.1.

Chapter 1. After briefly introducing preliminary material on quantum information theory, this

chapter presents the formalisms of continuous variable quantum information theory used in

this thesis. Phase-space formalism is discussed. A description of Gaussian states and processes

follows, together with the symplectic formalism. Then, quantum linear optics is presented with

an exposition of Boson Sampling [AA13]. Finally, the Segal–Bargmann formalism is introduced.

Chapter 2. This chapter investigates the origin of quantum advantage for continuous variable

quantum computing. Continuous variable quantum states are separated into two broad families:

Gaussian and non-Gaussian. While Gaussian states feature interesting properties such as

entanglement, non-Gaussian states are crucial for a variety of quantum information tasks

[ESP02, Fiu02, GC02, WHG+03, GPFC+04, GS07, NFC09, ADDS+09, BDE+19]. Characterizing

and understanding the properties of these states is thus of major importance [TZ18, ZSS18,

4
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Chapter 4
Certification of 

continuous variable 
quantum states

Chapter 3
Beyond-classical

quantum continuous
variable models

Chapter 2
Stellar representation 

of non-Gaussian 
quantum states

Chapter 5
Programmable 
measurements 

with linear optics

Chapter 6
Quantum weak 

coin flipping with 
linear optics

Chapter 1
Continuous variable 

quantum information
formalisms

FIGURE 0.1. Dependencies between the chapters of this thesis. The solid arrows mean
that one chapter depends on an other, while the dashed arrows indicate a partial
dependence.

AGPF18, LRW+18]. This chapter applies the Segal–Bargmann formalism to derive the stellar

representation of single-mode non-Gaussian states. We define and study the stellar rank, using

properties of holomorphic functions. This rank induces a hierarchy among continuous variable

quantum states. The stellar representation is used to derive a criterion for Gaussian convertibility

of states with finite stellar rank within this hierarchy. Its topology with respect to the trace

norm is investigated and we show that the hierarchy is robust to small deviations and how

to compute the robustness. The main result of this chapter is a classification of single-mode

continuous variable quantum states with respect to their non-Gaussian properties, which can be

experimentally witnessed and has consequences for non-Gaussian quantum state engineering.

Chapter 3. In this chapter, we explore the quantum advantage transition for continuous vari-

ables, i.e., the boundary between classically simulable quantum computational models and

models capable of outperforming their classical counterparts, in terms of non-Gaussian resources.

We give classical simulation algorithms for several quantum models and computational tasks,

including linear optics with adaptive measurements and Gaussian circuits with non-Gaussian

input states. Then, we introduce a subuniversal family of continuous variable circuits related to

Boson Sampling called Continuous Variable Sampling from photon-added or photon-subtracted

squeezed states (CVS) circuits. We show that the continuous output probability densities of these

circuits are on average hard to sample exactly classically, by relating their output probabilities to

permanents of (0,1)-matrices. The main results of this chapter are classical simulation algorithms

for Gaussian circuits with weakly non-Gaussian input states, as well as showing how quantum

supremacy may be achieved with non-Gaussian states, together with Gaussian operations and
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measurements.

Chapter 4. This chapter considers the certification of continuous variable quantum states.

Determining an unknown quantum state is difficult especially in continuous variables, where it

is described by possibly infinitely many complex parameters. Existing methods like homodyne

quantum state tomography require many different measurement settings and heavy classical

post-processing [LR09]. This chapter shows how continuous variable quantum states can be

efficiently verified: we introduce a reliable method for performing continuous variable quantum

state state tomography using a single Gaussian measurement, namely heterodyne detection,

which can be implemented with quantum optics ; then, we show how this tomography method

may be promoted to a state certification protocol under the i.i.d. assumption, by adding an

energy test. We also derive a similar protocol for continuous variable quantum state verification,

making no assumption whatsoever on the state preparation method, using a de Finetti reduction

for infinite-dimensional systems [RC09]. We further show that this protocol extends to the

multimode case and allows us to efficiently verify output states of Boson Sampling and CVS

interferometers. The main result of this chapter is a flexible protocol for building trust for a large

class of multimode mode continuous variable quantum states with Gaussian measurements,

which provides analytical confidence intervals and allow for a reliable verification of quantum

computational supremacy with photonic quantum computing.

Chapter 5. On top of being a promising candidate for the demonstration of quantum supremacy

with Boson Sampling, quantum optics provides an exciting experimental platform for near-term

quantum applications, as well as for probing quantum behaviours. This chapter discusses the

relations between quantum state discrimination, quantum state identity testing and universal

programmable projective measurements and proposes implementations in linear optics. A gener-

alisation of the swap test [BCWDW01] is introduced, together with its implementation in linear

optics using single-photon encoding. We show how this allows us to construct universal quantum-

programmable projective measurements, based on a simple classical post-processing of samples

from number-resolving or parity detectors. In order to simplify the experimental requirements, an

alternative scheme is derived which uses a coherent state encoding, a simpler interferometer and

single-photon threshold detectors, with applications to optical quantum communication protocols.

Chapter 6. Cryptographic protocols are built from a selection of simpler functionalities, called

primitives. Remarkably, quantum mechanics allows for the implementation of some primi-

tives with information-theoretic security which can only be achieved with conditional security

classically, i.e., by relying on computational assumptions. The so-called coin flipping by tele-

phone [Blu83], or weak coin flipping, is one of such cryptographic primitives. It refers to the

cryptographic scenario in which two mistrustful and distant parties want to agree on a random

bit, while they favor opposite outcomes. The use of quantum mechanics allows for achieving better

security than classical mechanics. However, even though various quantum weak coin flipping

protocols have been theorised [SR02, KN04, Moc05, Moc07, ARV19], no practical implementation

6
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has been proposed so far. This chapter introduces an implementation in linear optics of quantum

weak coin flipping. The proposed implementation relies on adapting a theoretical protocol for

quantum weak coin flipping [SR02] to linear optics, using the so-called dual-rail encoding, i.e.,

encoding a qubit with a photon in two spatial modes. The protocol can be implemented with

current technology and may display quantum advantage over any classical protocol for the same

task.

Additional remarks

This thesis is intended to be accessible to a reader familiar with the basics of quantum information

and computing with discrete and continuous variables. Good introductions to the field of quantum

information theory include [Pre98b] and [NC02], while [BvL05] provides a comprehensive review

of quantum information with continuous variables. Pointers to the relevant literature are also

displayed throughout the thesis.

This thesis is based on several previous works.

• Chapter 2. This chapter is mainly based on a joint work with D. Markham and F.

Grosshans [CMG20b], and section 2.3.3 is based on a joint work with with G. Roland,

M. Walschaers, V. Parigi, F. Grosshans, D. Markham and N. Treps [CRW+20].

• Chapter 3. Section 3.2 is based on a joint work with A. Sohbi and D. Markham [CMS20],

sections 3.3.1 and 3.3.2 on a joint work with D. Markham and F. Grosshans [CMG20a], and

section 3.3.3 on a joint work with T. Douce, D. Markham, P. van Loock, E. Kashefi and G.

Ferrini [CDM+17].

• Chapter 4. Section 4.1 is based on a joint work with J. Eisert, D. Hangleiter, N. Walk, I.

Roth, D. Markham, R. Parekh, and E. Kashefi [EHW+20], sections 4.2 to 4.5 on a joint

work with T. Douce, F. Grosshans, D. Markham and E. Kashefi [CDG+19], section 4.6 on a

joint work with with G. Roland, M. Walschaers, V. Parigi, F. Grosshans, D. Markham and N.

Treps [CRW+20], and section 4.7 on a joint work with F. Grosshans, D. Markham and E.

Kashefi [CGKM20].

• Chapter 5. Sections 5.1 and 5.2 are based on a joint work with E. Diamanti, D. Markham,

E. Kashefi and A. Joux [CDM+18], and section 5.3 on a joint work with N. Kumar, E.

Kashefi, D. Markham, and E. Diamanti [KCK+20].

• Chapter 6. This chapter is based on a joint work with M. Bozzio, E. Diamanti and I.

Kerenidis [BCKD20].
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CONTINUOUS VARIABLE QUANTUM INFORMATION FORMALISMS

Continuous variable quantum information theory refers to the study of information encoded

in quantum physical systems with continuous degrees of freedom. The approach of the

work presented in this dissertation for studying continuous variable quantum information

is to use different mathematical formalisms as different ways of gaining intuition. Juggling

several representations of the same mathematical object is indeed an excellent way to get

insights about this object. In this chapter, we briefly review the formalisms for continuous

variable quantum information theory used throughout the rest of the thesis. These include phase

space formalism for continuous variable quantum states and operators, symplectic formalism

for Gaussian states, quantum optics and Boson Sampling, and Segal–Bargmann formalism for

continuous variable quantum states.

1.1 Preliminary material

1.1.1 Notations

The sets N, R and C are the usual sets of natural, real and complex numbers, with a ∗ exponent

when 0 is removed from the set. The size of a set X is denoted by |X |. The natural logarithm is

denoted log.

We write complexity classes with sans serif font: P, NP...

The number of subsystems or modes will generally be denoted by m ∈N∗. Hilbert spaces are

denoted by H or K . The expressions |φ〉, |ψ〉 denote pure states, and ρ and σ denote density

operators of possibly mixed quantum states.

For vectors and operators, we denote by a ∗ exponent the complex conjugate, by a T exponent

the transpose and by a † exponent the transpose complex conjugate (adjoint). Matrices are
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CHAPTER 1. CONTINUOUS VARIABLE QUANTUM INFORMATION FORMALISMS

denoted by capital letters and covariance matrices will be denoted by V . Operators are indicated

by a hat, with the exception of density operators, positive-operator valued measure elements and

identity operator 1. In particular, â and â† denote the annihilation and creation operators and q̂

and p̂ denote the position-like and momentum-like quadrature operators. The identity matrix is

also denoted 1, sometimes with an index indicating its size. The zero matrix is similarly denoted

0. The trace is denoted by Tr and the determinant by Det.

Pr denotes a probability, while E denotes an expected value. A function δ may stand for the

Kronecker symbol or a Dirac delta, depending on the context. The letters α, β and γ are used for

coherent state amplitudes or complex amplitudes, while the letters ξ and ζ are used for squeezing

parameters. The letter z denotes a complex variable.

We write ⊗ and ⊕ for the tensor product and the direct sum, respectively. We use bold math

for multimode states, vectors and multi-index notations. Let m,n ∈N∗. We define 0 = (0, . . . ,0)

and 1= (1, . . . ,1), and we write 0n = (0, . . . ,0) ∈Nn or 1n = (1, . . . ,1) ∈Nn to avoid ambiguity. For all

k ∈ {1, . . . ,m}, we also define 1k = (0, . . . ,0,1,0, . . . ,0), where the kth entry is 1 and all the other m−1

entries are 0. For all z = (z1, . . . , zm) ∈ Cm, all z′ = (z′1, . . . , z′m) ∈ Cm and all p = (p1, . . . , pm) ∈Nm

we write

z∗ = (z∗1 , . . . , z∗m)

− z = (−z1, . . . ,−zm)

z̃ = z⊕ z∗ = (z1, . . . , zm, z∗1 , . . . , z∗m)

|z〉 = |z1 . . . zm〉
‖z‖2 = |z1|2 +·· ·+ |zm|2

zp = zp1
1 . . . zpm

m

z+ z′ = (z1 + z′1, . . . , zm + z′m)

z ≤ z′ ⇔ zk ≤ z′k ∀k ∈ {1, . . . ,m}

p!= p1! . . . pm!

|p| = p1 +·· ·+ pm

∂p = ∂p1
1 . . .∂pm

m(
∂

∂z

)p
= ∂|p|

∂zp1
1 · · ·∂zpm

m
.

(1.1)

We will use for brevity the notations cχ = coshχ, sχ = sinhχ and tχ = tanhχ, for all χ ∈ C. The

commutator is denoted by [, ] and the anticommutator by { , }. Finally we adopt the convention

~= 1 and use canonical conventions rather than optical ones.

Note that proofs of intermediate technical results will be indicated by a vertical bar running

along the side of the page, with a square symbol marking the end of the proof.
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1.1.2 Basics of quantum information theory

The presentation given here is very succinct and good introductions to the field of quantum

information theory include [Pre98b] and [NC02].

In quantum information theory, we identify two notions of randomness. On the one hand, there

is an inherent randomness in the formalism of quantum measurements, which we call quan-

tum randomness. On the other hand, classical randomness corresponds to the usual notion of

randomness to which we refer, for example, when we draw a card from a shuffled deck of cards

or when we roll a die. In practice, a quantum system can manifest both classical and quantum

randomness.

The properties of a quantum system are described by its quantum state. Quantum states with

no classical randomness are called pure states. These pure quantum states are represented

mathematically as normalised vectors in a separable Hilbert space H . We adopt Dirac bra-ket

notation [Dir81] in what follows: a column vector ψ is represented as the ket |ψ〉 and its adjoint

(transpose complex conjugate) line vector is represented as the bra 〈ψ|. In particular, the projector

onto |ψ〉 is expressed as |ψ〉〈ψ| and the inner product of two states |φ〉 and |ψ〉 is denoted by 〈φ|ψ〉,
with 〈φ|ψ〉 = 〈ψ|φ〉∗. The quantity | 〈φ|ψ〉 |2 is referred to as the overlap of the states |φ〉 and |ψ〉.

The simplest nontrivial example is a Hilbert space of dimension 2. In that case, quantum

states are referred to as qubit states, states in a Hilbert space of finite dimension d > 2 being

referred to as qudit states. Given an orthonormal basis (|0〉 , |1〉) of a Hilbert space of dimension 2,

a qubit state |ψ〉 is expressed as

|ψ〉 = a |0〉+b |1〉 , |a|2 +|b|2 = 1, (1.2)

for a,b ∈C, with 〈ψ| = a∗〈0|+b∗〈1|. The coefficients a and b are the complex amplitudes of the

qubit state |ψ〉. If a 6= 0 and b 6= 0, the state |ψ〉 is said to be in a superposition of the states |0〉
and |1〉.

The basis (|0〉 , |1〉) is referred to as the computational basis. On the other hand, setting

|±〉 = 1p
2

(|0〉± |1〉), the states (|+〉 , |−〉) also form an orthonormal basis, referred to as the diagonal

basis.

Observable physical quantities, or simply observables, are represented mathematically by self-

adjoint (hermitian) operators Ô = Ô†. Such operators have an orthonormal basis of eigenvectors

and measuring the observable Ô gives an outcome sampled from the list of its eigenvalues. The

probability of each outcome is determined by the Born rule:

Pr[λ]= 〈ψ|Πλ|ψ〉 , (1.3)

where λ is the eigenvalue, |ψ〉 is the state of the measured quantum system and Πλ is a projector

onto the eigenvector corresponding to the eigenvalue λ. Equivalently, we say that we measure

in a specific orthonormal basis to say that we measure an observable which has this basis as

11
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an eigenbasis. In particular, Eq. (1.2) may be interpreted as follows: 〈ψ|Π0|ψ〉 = 〈ψ|0〉〈0|ψ〉 =
|〈0|ψ〉 |2 = |a|2 (resp. |b|2) is the probability that we obtain the outcome 0 (resp. 1) when measuring

the state |ψ〉 in the (|0〉 , |1〉) basis. The two probabilities sum to 1, corresponding to the fact that

the measurement will yield an outcome, either 0 or 1. The measurement outcome is random

when a 6= 0 and b 6= 0, i.e., quantum randomness manifests when the measured state is in

a superposition of eigenvectors of the observable. Measuring a quantum state collapses the

state onto the eigenvector corresponding to the outcome obtained. In particular, any subsequent

measurement of the same observable will yield the same result with probability 1.

The most general notion of quantum measurement is captured by positive-operator valued

measures (POVM). A POVM is a set of semidefinite operators {Πi}i∈I whose elements sum

to the identity operator, indexed by a set of outcomes I . The operator Πi is associated to the

measurement outcome i ∈I and the probability for this outcome is given by Eq. (1.3), replacing

λ by i. The case where the operators Πi are projectors, as in Eq. (1.3), corresponds to projection-

valued measures (PVM).

Quantum systems can also exhibit classical randomness. When that is the case, we refer to the

quantum state as mixed. A mixed quantum state is represented mathematically by a so-called

density operator, i.e., a hermitian operator with trace 1 acting on a Hilbert space. The density

operator for a pure state |ψ〉 is simply a projector |ψ〉〈ψ|. A mixed quantum state can be written

as a convex combination, or mixture, of pure states. For example, the state obtained by flipping

an unbiaised coin and choosing the state |0〉 for tails and |1〉 for heads is a mixed state expressed

as 1
2 |0〉〈0|+ 1

2 |1〉〈1|, which is different from the pure superposition 1p
2

(|0〉+ |1〉), whose density

operator is given by 1
2 |0〉〈0|+ 1

2 |0〉〈1|+ 1
2 |1〉〈0|+ 1

2 |1〉〈1|. The Born rule for a mixed state ρ reads

Pr[i]=Tr(Πiρ), (1.4)

where {Πi}i∈I is a POVM over a set of outcomes I . Setting ρ = |ψ〉〈ψ|, we retrieve the Born

rule for pure states in Eq. (1.3). Writing the semidefinite operator Πi = M†
i Mi, the state after a

measurement with outcome i ∈I is given by

ρ(i) = MiρM†
i

Tr(Πiρ)
. (1.5)

Note that the choice of Mi is not unique and this choice reflects different possible ways of

physically implementing the same POVM. Given an observable Ô, the quantity Tr(Ôρ) is the

expectation of the operator Ô for the quantum state ρ and is alternatively denoted 〈Ô〉ρ.

The global state of two independent quantum systems with states |φ〉 and |ψ〉 in two Hilbert

spaces H and H ′, respectively, lies in the tensor product H ⊗H ′ and is obtained by taking the

tensor product |φ〉⊗ |ψ〉 of both states. We will usually write |φ〉⊗ |ψ〉 = |φψ〉 when there is no

ambiguity. The dimension of the Hilbert space H ⊗H ′ is the product of the dimensions of the

Hilbert spaces H and H ′, implying in particular that the computational basis of n-qubit states

has size 2n.
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Two quantum systems may not be independent and a pure quantum state which cannot

be written as a tensor product of quantum states is called entangled. For example, the state
1p
2

(|00〉+|11〉) is entangled while the state 1
2 (|0〉+|1〉)⊗(|0〉+|1〉) is separable. A (mixed) quantum

state is called separable if it can be written as a mixture of separable pure states, and entangled

otherwise.

Entanglement may be conceived as the quantum version of classical correlation [Wer89]: the

mixed quantum state 1
2 |00〉〈00|+ 1

2 |11〉〈11| is classically correlated—the measurements of each

subsystem in the (|0〉 , |1〉) basis will always yield the same outcomes—but not entangled, since it

is a mixture of product states. On the other hand, the pure state 1p
2

(|00〉+|11〉)= 1p
2

(|++〉+|−−〉)
is entangled. This state is ‘more’ correlated than the previous one in the following sense: not only

the measurements of each subsystem in the (|0〉 , |1〉) basis will always yield the same outcomes

but measuring each subsystem in the (|+〉 , |−〉) basis will also always yield the same outcomes.

Given a state ρ over two subsystems in H and H ′, the reduced state of the first subsystem

is obtained by tracing out, or taking the partial trace over, the second subsystem TrH ′(ρ). A

separable state is fully described by the reduced states of its individual subsystems, while this is

no longer the case for an entangled state.

The simplest example of evolution of a quantum system is a unitary evolution over a time t,

described by a unitary operator Û with Û†Û = 1, generated by a Hamiltonian H with H† = H,

such that Û = e−iHt. If the system is in a pure state |ψ〉, then the state after the evolution is a

normalised pure state Û |ψ〉. If the system is in a mixed state ρ, then the state after the evolution

is a mixed state with density operator ÛρÛ†.

More general quantum evolutions are described by quantum channels, i.e., completely positive

trace-preserving maps (CPTP). By Stinespring dilation theorem, CPTP maps can be expressed as

unitaries acting on a larger space. Formally, if E is a CPTP map acting on a Hilbert space H ,

then there exist a Hilbert space H ′ and a unitary operator Û such that for all density operators

ρ,

E (ρ)=TrH ′[U(ρ⊗|0〉〈0|)U†]. (1.6)

In other words, any quantum channel can be obtained by tensoring with a second system in a

fixed state, a unitary evolution and a reduction to a subsystem. Naimark’s theorem provides a

similar result for decomposing a POVM as a unitary followed by a PVM on a larger space.

The most general physical evolutions are described by quantum operations, i.e., completely

positive trace-decreasing maps (CPTD). These operations can be obtained as obtained by tensoring

with a second system in a fixed state, a unitary evolution, a PVM and a reduction to a subsystem.

Non-CPTD maps are referred to as unphysical operations. Such operations can be approximated

by quantum operations, for example when they act as CPTD maps on a subset of the Hilbert

space.

A quantum computation is composed of the three following steps: input, evolution and mea-

surement. With the above, one may conceive elaborate quantum computations as building a
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highly entangled state from a simple input product state via a unitary evolution and sampling

from a probability distribution given by the Born rule and the choice of measurement. Quantum

computations can be looked at in the circuit picture, in which the unitary evolution is decomposed

as a product of gates acting on at most two subsystems at a time.

Discrimination of quantum states is a central element in many quantum information processing

tasks [NC02] and various measures are available [FVDG99]. We review two measures used exten-

sively in the thesis: the fidelity and the trace distance. The properties outlined are independent

of the dimension of the Hilbert space.

The fidelity between two states ρ and σ is defined as

F(ρ,σ)=Tr
(√p

σρ
p
σ

)2
. (1.7)

Note that the definition used here is the square of the definition in [FVDG99, NC02]. Even

though it is not apparent with the above equation, the fidelity is symmetric in its arguments ρ

and σ. When at least one of the two states is a pure state, this expression reduces to

F
(
ψ,ρ

)=Tr(|ψ〉〈ψ|ρ)= 〈ψ|ρ|ψ〉 . (1.8)

In particular when both states are pure F
(
φ,ψ

)= |〈φ|ψ〉 |2.

We write the Schatten 1-norm of a bounded operator T as

‖T‖1 =Tr
(√

T†T
)
=Tr(|T|). (1.9)

The trace distance between two states ρ,σ is defined as

D(ρ,σ)= 1
2
‖ρ−σ‖1

= 1
2

Tr(|ρ−σ|).
(1.10)

It is jointly convex in its two arguments. The fidelity is related to the trace distance by the

Fuchs-van de Graaf inequalities [FVDG99]

1−
√

F(ρ,σ) ≤ D(ρ,σ)≤
√

1−F(ρ,σ) . (1.11)

When one of the states is pure, the lower bound may be refined as

1−F(ψ,ρ)≤ D(ψ,ρ). (1.12)

When both states are pure, the upper bound in Eq. (1.11) becomes an equality:

D(φ,ψ)=
√

1−F(φ,ψ)

=
√

1−|〈φ|ψ〉 |2 .
(1.13)

14



1.1. PRELIMINARY MATERIAL

The fidelity is nondecreasing under quantum operations and the trace distance is nonincreasing

under quantum operations. The total variation distance of two probability distributions P and Q

over a sample space S is defined as

‖P −Q‖tvd = 1
2

∑
s∈S

|P(s)−Q(s)|. (1.14)

A similar definition holds for probability densities over a continuous sample space, by replacing

the discrete sum by a continuous sum. The trace distance verifies

D(ρ,σ)=max
Ô

‖PÔ
ρ −PÔ

σ ‖tvd, (1.15)

where PÔ
ρ (resp. PÔ

σ ) is the probability distribution associated to measuring the observable Ô for

the state ρ (resp. σ) and where the maximum of the total variation distance is taken over all

observables. The trace distance thus has an operational significance: if two states are close in

trace distance, then any computation taking as input one of the two states is indistinguishable

from the same computation taking as input the other state. Moreover, with Eq. (1.11), lower

bounds on the fidelity also give upper bounds on the total variation distance, which are tight

when the states are pure, by Eq. (1.13).

In what follows, we consider the case of infinite-dimensional Hilbert spaces, allowing for the

description of quantum systems with continuous degrees of freedom. Discrete variables can be

encoded in continuous degrees of freedom and finite-dimensional Hilbert spaces may be embedded

in infinite-dimensional ones. Despite its discrete character, we will also refer to the study of such

embedded discrete variable quantum information in an infinite-dimensional Hilbert space as

continuous variable quantum information theory, since the same mathematical formalisms are

employed in both case.

1.1.3 Continuous variable quantum information theory in a nutshell

We refer the reader to the first chapters of [BvL05, FOP05, ARL14] for a further introduction

on the material presented in this section. While the presentation that follows is quite technical,

it avoids many of the subtleties which appear when dealing with infinite-dimensional Hilbert

spaces. The interested reader will find an example of a formal treatment in [DlM05].

The continuous variable equivalent of a qubit or qudit is the qumode, or simply mode. Single-

mode continuous variable quantum states are mathematically described as normalised complex

vectors in an infinite-dimensional separable Hilbert space, with an infinite countable orthonormal

basis {|n〉}n∈N referred to as the Fock basis, or photon-number basis in the context of optical

quantum information processing. In particular, |0〉 is referred to as the vacuum state and |1〉 as

the single-photon state. A single-mode pure state |ψ〉 can be written in Fock basis as

|ψ〉 = ∑
n≥0

ψn |n〉, (1.16)
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where ψn ∈C for all n ∈N, with the normalisation condition
∑+∞

n=0 |ψn|2 = 1. The Fock basis comes

with canonical adjoint operators â and â† referred to as annihilation and creation operators,

respectively, or photon subtraction and photon addition operators in the context of optical

quantum information processing. These operators are defined by their action on the Fock basis as

â |n〉 =p
n |n−1〉 , for n ∈N∗,

â |0〉 = 0,

â† |n〉 =
p

n+1 |n+1〉 , for n ∈N,

(1.17)

and follow the canonical commutation relation

[â, â†]= 1, (1.18)

where 1 is the identity operator. The eigenstates of the annihilation operator are the coherent

states {|α〉}α∈C, defined as

|α〉 = e−
1
2 |α|2

∑
n≥0

αn
p

n!
|n〉, (1.19)

for all α ∈C. Alternatively, defining the displacement operator as

D̂(α)= eαâ†−α∗â, (1.20)

for all α ∈C, the coherent state of amplitude α ∈C is obtained from the vacuum state as

|α〉 = D̂(α) |0〉 . (1.21)

The inner product of two coherent states |α〉 and |β〉 is given by

〈α|β〉 = eα
∗β− 1

2 (|α|2+|β|2), (1.22)

for all α,β ∈ C. In particular, two coherent states have nonzero overlap. These states form an

overcomplete family: ∫
α∈C

|α〉〈α| d2α

π
= 1, (1.23)

where d2α= dℜ(α)dℑ(α). The canonical position-like and momentum-like operators q̂ and p̂ are

defined as

q̂ = 1p
2

(â+ â†),

p̂ = 1

i
p

2
(â− â†).

(1.24)

These hermitian operators, also referred to as quadrature operators in the context of optical

quantum information processing, follow the canonical commutation relation

[q̂, p̂]= i1. (1.25)
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They satisfy Heisenberg uncertainty principle [Hei85]

σq̂σ p̂ ≥ 1
2

, (1.26)

where σq̂ and σ p̂ denote the standard deviation of position and momentum, respectively, i.e., they

cannot be measured both with arbitrary precision for the same quantum state: measuring one

randomises the other.

The eigenstates of q̂ (resp. p̂) form a continuous family of unnormalisable states {|q〉}q∈R
(resp. {|p〉}p∈R), thus technically lying outside of the Hilbert space. These states may be treated

formally as an infinite uncountable basis of the Hilbert space, the so-called position basis (resp.

momentum basis). Expanding a single-mode pure state |ψ〉 in the position basis gives

|ψ〉 =
∫

q∈R
ψ(q) |q〉dq, (1.27)

where ψ(q)= 〈q|ψ〉 is the position wave function of the state |ψ〉, with the normalisation condition

for the position probability distribution
∫

q∈R |ψ(q)|2dq = 1. A similar expansion holds in the

momentum basis with the momentum wave function. The position and momentum bases are

related by a Fourier transform:

|q〉 = 1p
2π

∫
p∈R

e−iqp |p〉dp, (1.28)

and

|p〉 = 1p
2π

∫
q∈R

eiqp |q〉dq. (1.29)

Note that the Fock state |n = 0〉 and the coherent state |α= 0〉 are equal, but different from the

position state |q = 0〉 and the momentum state |p = 0〉, themselves distinct.

1.2 Phase space formalism

We refer the reader to [CG69b, CG69a] for an introduction to the material presented in this

section. In particular, we restrict to single-mode states and operators.

The expectation values of the position and momentum operators lie in the so-called phase space,

which is the quantum analogue of classical phase space. Continuous variable quantum states

and operators can be alternatively described by a phase space representation. This formulation

identifies a quantum state with a normalised distribution over phase space.

This allows for a simple and experimentally relevant classification of quantum states: those

with a Gaussian phase space distribution are called Gaussian states and the others non-Gaussian

states. By extension, operations mapping Gaussian states to Gaussian states are also called

Gaussian. These Gaussian operations and states are the ones implementable with linear optics

and quadratic non-linearities [BvL05], and are hence relatively easy to construct experimentally.
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Hereafter, we identify the single-mode phase space with C, where the real part corresponds

to expectation values of the position operator and the imaginary part to expectation values

momentum operator. We adopt the convention α= 1p
2

(q+ ip) ∈C, with d2α
π

= dℜ(α)dℑ(α)
π

= dqdp
2π .

There exists a continuum of equivalent phase space distributions representing the same

operator in phase space. This continuum of representations is parametrized by a real parameter

s ≤ 1. For all s ≤ 1, let us define the operator

T̂(α, s) :=
∫
β∈C

D̂(β)exp
(
αβ∗−α∗β+ s

2
|β|2

) d2β

π
, (1.30)

for all α ∈C. The phase space representation with parameter s of an operator Ô is defined as

WÔ(α, s)=Tr
[
T̂(α, s)Ô

]
. (1.31)

This expression should be treated formally for unbounded operators and the case s = 1 should be

understood as the limit s → 1−. The same definition holds for density operators, in which case the

representation is real-valued and corresponds to the expectation value of the operator T̂. The

phase space representations are normalised as∫
α∈C

Wρ(α, s)
d2α

π
=Tr(ρ), (1.32)

for any density operator ρ and any s ≤ 1. As the parameter s decreases, the phase space represen-

tation smoothens. This is captured by the following relation:

W(α, s)= 2
t− s

∫
β∈C

W(β, t)exp
(
−2|α−β|2

t− s

)
d2β

π
, (1.33)

for all s < t ≤ 1, i.e., the representation with lower parameter is obtained from the representation

with higher parameter by a Gaussian convolution. In particular, if one representation is a

Gaussian function, then all representations are Gaussian. Moreover, for all operators Ô1 and Ô2,

Tr
(
Ô1Ô2

)= ∫
α∈C

WÔ1
(α,−s)WÔ2

(α, s)
d2α

π
, (1.34)

for all s ∈ [−1,1]. This important property allows one to retrieve information about quantum

systems by probing their phase space representation: if one of the two operators in the above

equation is a density operator, the expectation value is obtained as

Tr
(
Ôρ

)= ∫
α∈C

WÔ(α,−s)Wρ(α, s)
d2α

π
, (1.35)

for all s ∈ [−1,1].

In what follows, we detail some properties of the three most prominent representations in

the literature: the Wigner W function [Wig97], the Glauber–Sudarshan P function [Sud63,

Gla63] and the Husimi Q function [Hus40], corresponding to the values s = 0, s = 1 and s =−1,
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1.2. PHASE SPACE FORMALISM

respectively (Fig. 1.1). In particular, we will make extensive use of the Husimi representation

throughout the first chapters of the thesis. We adopt the normalising conventions

W(α)= 1
π

W(α,0),

P(α)= 1
π

W(α,1),

Q(α)= 1
π

W(α,−1),

(1.36)

for all α ∈C, so that the W , P and Q functions are normalised to 1 for normalised states (note the

difference of normalisation with [CG69a] for the Wigner and Husimi functions).

Smoother More singular

Gaussian
convolution

Gaussian
convolution

Figure 1.1: A pictorial representation of the continuum of phase space representations.

1.2.1 Wigner W function

The Wigner function is a nonsingular distribution for all states and is referred to as a quasiprob-

ability distribution, as it is a normalised distribution which can take negative values. This

contrasts with classical phase space probability distributions.

By virtue of Hudson’s theorem [Hud74, SC83], a pure quantum state is non-Gaussian if and

only if its Wigner function has negative values. In other words, if a pure quantum state has a

positive Wigner function, then it is a Gaussian state. Various notions relating to negativity of the

Wigner function have been introduced for measuring how much non-Gaussian a quantum state

is [KŻ04, AGPF18].

The Wigner function can be expressed as [Roy77]

WÔ(α)= 2
π

Tr
[
D̂(α)Π̂D̂†(α)Ô

]
, (1.37)

for all α ∈C and for any operator Ô, where Π̂= (−1)â† â =∑
n≥0 (−1)n |n〉〈n| is the parity operator

and D̂(α) = eαâ†−α∗â is a displacement operator of amplitude α ∈ C. In particular, the Wigner

function of a quantum state is related to the expectation value of displaced parity operators.

1.2.2 Glauber–Sudarshan P function

The Glauber–Sudarshan P function is the most singular phase space representation. For quantum

states, it is actually always a singular distribution.
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The P function gives a convenient diagonal representation of a state in coherent state basis

as

ρ =
∫
α∈C

Pρ(α) |α〉〈α|d2α, (1.38)

and this representation is unique. The P function can be expressed formally as [Meh67]

PÔ(α)= e|α|
2

π

∫
β∈C

〈−β|Ô|β〉exp
(
αβ∗−α∗β+|β|2) d2β

π
, (1.39)

for all α ∈C and for any operator Ô.

1.2.3 Husimi Q function

The Husimi Q function is a smoother version of the Wigner function and the Glauber–Sudarshan

P function. It is given by

QÔ(α)= 1
π
〈α|Ô|α〉 , (1.40)

for all α ∈ C and for any operator Ô, where |α〉 is the coherent state of amplitude α ∈ C. The

Husimi Q function of a state thus is always nonnegative and normalised. However, it does not

represent probabilities of mutually exclusive states since the overlap between two coherent states

is always nonzero.

For any state ρ and any operator Ô we have, with Eq. (1.41), the so-called optical equivalence

theorem for antinormal ordering:

Tr
(
Ôρ

)=π∫
α∈C

Qρ(α)PÔ(α)d2α. (1.41)

Hudson’s theorem may be formulated as follows for the Husimi function [LB95]: a pure quantum

state is non-Gaussian if and only if its Husimi function has zeros. In other words, a pure quantum

state is non-Gaussian if and only if it is orthogonal to at least one coherent state.

1.3 Gaussian states and processes

Gaussian states and processes have been defined in the previous section, the former as the

states having a Gaussian phase space representation and the latter as the processes mapping

Gaussian states to Gaussian states. Ubiquitous in quantum physics, they are well understood

theoretically [FOP05, WPGP+12, ARL14] and routinely implemented experimentally [GCP07].

We review Gaussian processes and states in the following sections, restricting to pure states,

unitary operations and projectors.

1.3.1 Gaussian unitary operations

The displacement operator of amplitude α ∈C has been introduced in the previous section and

reads

D̂(α)= eαâ†−α∗â. (1.42)
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It satisfies the relations
D̂†(α)= D̂(−α),

D̂(α) âD̂†(α)= â−α1,
D̂(α) â†D̂†(α)= â† −α∗1,

D̂(α)D̂(β)= e
1
2 (αβ∗−α∗β)D̂(α+β),

(1.43)

for all α,β ∈C. We denote a tensor product of m single-mode displacements by D̂(α)=⊗m
i=1 D̂(αi)

for all α= (α1, . . . ,αm) ∈C.

The squeezing operator is defined as

Ŝ(ξ)= e
1
2 (ξâ2−ξ∗â†2), (1.44)

for all ξ ∈C. The parameter ξ is called squeezing parameter. The squeezing operator satisfies the

relations
Ŝ†(ξ)= Ŝ(−ξ),
Ŝ(ξ) âŜ†(ξ)= cosh r â+ e−iθ sinh r â†,

Ŝ(ξ) â†Ŝ†(ξ)= cosh r â† + eiθ sinh r â,

(1.45)

for all ξ= reiθ ∈C. We denote a tensor product of m single-mode squeezings by Ŝ(ξ)=⊗m
i=1 Ŝ(ξi)

for all ξ= (ξ1, . . . ,ξm) ∈C.

The displacement and squeezing operators may be conceived as acting on a state by displac-

ing and squeezing its phase space representation, respectively, as their name indicates. This

geometrical intuition holds in particular for the Wigner quasiprobability distribution.

Any single-mode Gaussian unitary operation may be written as a squeezing and a displace-

ment operator. The ordering is only a convention, since the displacement and squeezing operators

satisfy the braiding relation [NT97]

D̂(α)Ŝ(ξ)= Ŝ(ξ)D̂(γ), γ=αcosh r+α∗e−iθ sinh r, (1.46)

for all α ∈C and all ξ= reiθ ∈C.

Passive linear transformation over m modes are defined as the unitary transformations Û

which act unitarily on the creation operators of the modes â†
1, . . . , â†

m as well as on the annihilation

operators â, . . . , âm. Any such transformation Û is associated to an m×m unitary matrix U which

transforms the creation operators of the modes as
â†

1
...

â†
m

→U


â†

1
...

â†
m

 , (1.47)

and the annihilation operators of the modes as
â1
...

âm

→U∗


â1
...

âm

 . (1.48)
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These transformations map the multimode vacuum state onto itself.

Finally, Gaussian projectors are identified with projections onto Gaussian pure states, which

we review in what follows.

1.3.2 Single-mode Gaussian pure states

General single-mode Gaussian pure states are obtained from the vacuum with a Gaussian unitary

operation. They are the squeezed coherent states (or alternatively the displaced squeezed vacuum

states):

Ŝ(ξ)D̂(α) |0〉 , (1.49)

for α,ξ ∈C. Setting ξ= 0 we obtain a coherent state of amplitude α ∈C, while setting α= 0 we

obtain a squeezed vacuum state with squeezing parameter ξ ∈C.

The phase space representation of a coherent state is a Gaussian displaced in phase space,

while the phase space representation of a squeezed vacuum state is a Gaussian centered at 0,

squeezed in a direction depending on the phase of the squeezing parameter. The strength of the

squeezing depends on the modulus of the squeezing parameter (Fig. 1.2). In particular, position

and momentum eigenstates can be conceived formally as infinitely squeezed vacuum states,

displaced by a finite amplitude [SEMC13].

q
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Figure 1.2: A pictorial representation of Gaussian states and processes in phase space. Circles
are normalised Gaussian probability distributions—coherent states—viewed from the top and
the ellipse represents a squeezed Gaussian probability distribution—a squeezed state. The
vertical blue line and the horizontal green line correspond to position and momentum eigenstates,
respectively.
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1.3. GAUSSIAN STATES AND PROCESSES

1.3.3 Multimode case: the symplectic formalism

We present a short introduction to the symplectic formalism and refer to [ARL14] for a detailed

exposition.

Any m-mode Gaussian state ρ can be described by a 2m×2m covariance matrix VR contain-

ing its second canonical moments and a displacement vector dR of size m containing its first

canonical moments. The coefficients of the covariance matrix are defined, for k, l ∈ {1, . . . ,2m},

by VR
kl = 1

2 〈RkRl +RlRk〉ρ−〈Rk〉ρ 〈Rl〉ρ where R = (q̂1, . . . , q̂m, p̂1, . . . , p̂m). The coefficients of the

displacement vector are given by dRj = 〈R j〉ρ for all j ∈ {1, . . . ,2m}. Alternatively and more con-

veniently, one can describe covariance matrices and displacement vectors in the complex basis

λ= (â1, . . . , âm, â†
1, . . . , â†

m). We write V and d̃ the covariance matrix and displacement vector in

that basis, with

V =ΩVRΩ†, d̃ =ΩdR, (1.50)

where

Ω= 1p
2

(
1m i1m

1m −i1m

)
. (1.51)

The complex covariance matrix has the structure

V =
(

A B

B∗ A∗

)
, (1.52)

with A = A† and B = BT , so that V † =V . The displacement vector has the structure

d̃ =
(

d
d∗

)
. (1.53)

We will also refer to the above vector d as the displacement vector.

Gaussian multimode unitary operations are generated by Hamiltonians that are at most

quadratic in the annihilation and creation operators of the modes. As a consequence, they induce

affine transformations of the annihilation and creation operators which preserve their canoni-

cal commutation relations, i.e., symplectic linear transfomations, together with displacements.

The evolution of a Gaussian state during a Gaussian evolution (excluding displacements) is de-

scribed by a complex symplectic transformation of its complex covariance matrix and its complex

displacement vector:

(V , d̃)→ (SVS†,Sd̃), (1.54)

where a complex symplectic matrix S satisfies

SΩJΩ†S† =ΩJΩ†, (1.55)

where J =
(
0m 1m

−1m 0m

)
and where the matrix Ω is defined in Eq. (1.51). We will use the notations

Sξ ≡
(
Dc(ξ) Ds(ξ)

Ds(ξ) Dc(ξ)

)
(1.56)
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for all ξ = (ξ1, . . . ,ξm) ∈ Cm, with Dc(ξ) = Diag(cξ1 , . . . , cξm ) and Ds(ξ) = Diag(sξ1 , . . . , sξm ), where

cχ = coshχ and sχ = sinhχ for the symplectic matrices that implement squeezing and

SU ≡
(
U∗ 0m

0m U

)
(1.57)

for the symplectic matrix associated with a passive linear transformations with m×m unitary ma-

trix U . A displacement does not affect the covariance matrix and only translates the displacement

vector.

The so-called Bloch-Messiah or Euler decomposition implies that any 2m× 2m complex

symplectic matrix can be written as SU SξSV for some m×m unitary matrices U and V and

some squeezing parameters ξ= (ξ1, . . . ,ξm) ∈Cm. In particular, any multimode Gaussian unitary

operation can be decomposed as a passive linear transformation followed by a product of single-

mode squeezings, followed by another passive linear transformation, together with single-mode

displacements.

Since any multimode Gaussian pure quantum state may be engineered from the vacuum with

a Gaussian unitary operation, by virtue of Williamson decomposition, and since the vacuum is

mapped onto itself by passive linear transformations, this means that any multimode Gaussian

pure quantum state can be written as a tensor product of single-mode Gaussian states (displaced

squeezed vacuum states) followed by a single passive linear transformation.

1.4 Linear optics

Linear optics covers the manipulation of light by unitary transformations whose exponent is at

most quadratic in the field operator [WM07], i.e., Gaussian unitaries. It induces transformations

of quantum states of light which are divided in two categories, passive and active transformations,

depending on whether these transformations change the total number of photons of the input

state. In what follows, we review a few examples of quantum states of light and quantum optical

measurements, and we detail passive linear optical transformations, implemented by unitary

interferometers, with the examples of the Hong-Ou-Mandel effect [HOM87] and its generalisation

Boson Sampling [AA13].

1.4.1 Quantum states of light

We briefly list single-mode quantum states that are common in the literature, some of which

were already introduced in the previous sections, and which we will encounter in the following

chapters.

• Photon-number states: these states form the orthonormal Fock basis and are obtained from

the vacuum as

|n〉 = (â†)n
p

n!
|0〉 , (1.58)
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for all n ∈ N. Taking n = 0 gives the vacuum state and photon-number states are non-

Gaussian for n > 0. They are the eigenstates of the photon-number operator n̂ = â†â: for all

n ∈N, n̂ |n〉 = n |n〉.

• Coherent states: these Gaussian states are expressed as

|α〉 = e−
1
2 |α|2

∑
n≥0

αn
p

n!
|n〉, (1.59)

for all α ∈ C. These states are a good approximation of the quantum state of a laser and

are sometimes referred to as classical states, because their behaviour resembles that of a

classical harmonic oscillator. They are the eigenstates of the annihilation operator â: for all

α ∈C, â |α〉 =α |α〉.

• Squeezed vacuum states: these Gaussian states are expressed as

|ξ〉 = 1p
cosh r

∑
n≥0

(−e−iθ tanh r)n
p

(2n)!
2nn!

|2n〉, (1.60)

for all ξ= reiθ ∈C. They display reduced variance for one quadrature, but increased variance

for the conjugate quadrature, in accordance with the uncertainty principle.

• Photon-subtracted/added states: these states are obtained by applying the annihilation/creation

operator to a state (and renormalising). These unphysical operations cannot be implemented

determinisically and are implemented probabilistically in practice. For example, a pho-

ton subtraction may be implemented by mixing the input state with the vacuum on a

beam splitter with near unity reflectance. Then, conditioned on a successful single-photon

heralding of the transmitted light, the reflected state has been photon-subtracted.

• Cat states: named after Schrödinger’s cat, these states are superpositions of two coherent

states of equal amplitudes, |α〉 and |−α〉, like the cat in Schrödinger’s thought experiment

is in a superposition of two classical states, dead and alive. Varying the relative phase

between the coherent states in the superposition gives different cat states. In particular,

we introduce the cat+ and cat− states:

|cat±α〉 =
1√
N ±

α

(|α〉± |−α〉), (1.61)

for all α ∈C, where N ±
α = 2(1± e−2|α|2) is a normalisation factor.

• GKP states: finally, let us mention the Gottesman-Kitaev-Preskill (GKP) states which form

a family of unphysical states with periodic wave functions [GKP01]. These states are formal

periodic superpositions of infinitely squeezed states and their physical approximations have

applications for continuous variable quantum error correction [TBMS20].
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1.4.2 Quantum optical measurements

We list various (idealised) single-mode measurements in what follows: homodyne detection, bal-

anced heterodyne detection, unbalanced heterodyne detection, single-photon threshold detection,

photon number parity detection and photon-number resolving detection. Detailed information

on these detection methods can be found, e.g., in [FOP05]. We will only consider multimode

detections that are tensor products of such single-mode detections.

-

-

⇢
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(a) (b)
Figure 1.3: A schematic representation of homodyne detection of a state ρ. The dashed red line
represents a balanced beamsplitter. LO stands for local oscillator, i.e., strong coherent state. The
blue circles are photodiode detectors. Changing the phase φ of the local oscillator allows one to
measure rotated quadratures.

Homodyne detection consists in a Gaussian measurement of a quadrature of the field, by mixing

the state to be measured on a balanced beam splitter with a strongly excited coherent state, the

local oscillator. Then, the intensities of both output arms are measured and their difference yields

a value proportional to a quadrature of the input mode, rotated depending on the phase of the

local oscillator (Fig. 1.3). The POVM elements for homodyne detection with phase φ are given by

Π
φ
x = |x〉φ〈x| (1.62)

for all x ∈R, where |x〉φ is the eigenstate of the rotated quadrature operator x̂φ = cosφ q̂+sinφ p̂

corresponding to the eigenvalue x ∈R.

Balanced heterodyne detection, also called double homodyne or eight-port homodyne [FOP05],

consists in splitting the measured state with a balanced beam splitter and measuring both ends

with homodyne detection. This corresponds to a joint noisy measurement of quadratures q̂ and p̂.

This is a Gaussian measurement which yields two real outcomes, corresponding to the real and
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imaginary parts of α ∈C. The POVM elements for balanced heterodyne detection are given by

Πα = 1
π
|α〉〈α| , (1.63)

for all α ∈C, where |α〉 is the coherent state of amplitude α ∈C. Measuring a state with balanced

heterodyne detection effectively amounts to sampling from its Q function.

-

-
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(a) (b)Figure 1.4: Schematic representation of unbalanced heterodyne detection with unbalancing
parameter ξ= reiθ ∈C. LO stands for local oscillator, i.e., strong coherent state. The blue circles
are photodiode detectors. The q̂ and p̂ measurements are each performed by balanced homodyne
detection.

A straightforward generalisation is unbalanced heterodyne detection (Fig. 1.4), where the input

beam splitter is no longer balanced but characterized instead by a reflectance R and a trans-

mittance T, with R2 +T2 = 1. The POVM elements for unbalanced heterodyne detection with

unbalancing parameter ξ ∈C are given by

Π
ξ
α = 1

π
|α,ξ〉〈α,ξ| , (1.64)

for all α ∈ C, where |α,ξ〉 = Ŝ(ξ)D̂(α) |0〉 is a squeezed coherent state. Writing ξ = reiθ, the

unbalalancing parameter is related to the optical setup by r = ∣∣log
( T

R
)∣∣, with θ being the phase of

the local oscillator [CDM+17]. Measuring a state with unbalanced heterodyne detection effectively

amounts to sampling from its squeezed Q function. Setting ξ = 0 gives balanced heterodyne

detection, while sending |ξ| = r to infinity gives homodyne detection. Any Gaussian measurement

can thus be implemented by Gaussian unitary operations and heterodyne detection only, since it

can be implemented by Gaussian unitary operations and homodyne detection only [GC02, EP03].
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Additionnally, we introduce three non-Gaussian measurements, each giving more information

about the photon number of the measured state. The first is single-photon threshold detec-

tion [Had09], or simply threshold detection, whose POVM elements are given by

Π0 = |0〉〈0| , Π1 = 1−|0〉〈0| . (1.65)

This binary measurement only distinguishes the vacuum state from other states. The second is

photon number parity detection [HBR07], or simply parity detection, whose POVM elements are

given by

Π+ = ∑
n≥0

|2n〉〈2n|, Π− = ∑
n≥0

|2n+1〉〈2n+1|. (1.66)

This is a binary measurement of the parity operator Π̂= (−1)â† â yielding, as its name indicates,

the parity of the number of photons of the measured state. The third is photon number-resolving

detection [DMB+08], whose POVM elements are given by

Πn = |n〉〈n| , (1.67)

for all n ∈N, i.e., projections onto Fock states.

1.4.3 Linear interferometers

Linear optical unitary interferometers are composed of beam splitters and phase shifters and

implement passive linear transformations of the modes. In particular, any passive linear trans-

formation Û over m modes with m× m unitary matrix U can be implemented by a linear

interferometer with at most m(m−1)
2 balanced beam splitters and m phase shifters [RZBB94]. The

corresponding unitary interferometer is described by the same unitary matrix U = (ui j)1≤i, j≤m.

Unlike in the circuit picture, the matrix U does not act on the computational basis, which in this

case is the infinite multimode Fock basis, but rather describes the linear evolution of the creation

operator of each mode. More precisely,
â†

1
...

â†
m

→U


â†

1
...

â†
m

=


∑m

k=1 u1k â†
k

...∑m
k=1 umk â†

m

 . (1.68)

In that picture, the direct sum plays the role of the tensor product in the computational basis:

taking the direct sum of two unitaries corresponds to putting linear optical elements in parallel,

while multiplying unitaries corresponds to putting linear optical elements in sequence.

Multimode coherent states have a specific evolution through linear interferometers: they are

mapped onto coherent states and do not become entangled, unlike other states. If U is the unitary

matrix describing an interferometer which implements a passive linear transformation Û, an

input coherent state |α〉 is mapped to an output coherent state Û |α〉 = |Uα〉, where the vector of
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output amplitudes Uα is obtained by multiplying the vector of input amplitudes α by the unitary

matrix U .

Remarkable quantum effects may be witnessed when the input to linear optical unitary

interferometers are single-photon Fock states instead of coherent states. The celebrated Knill–

Laflamme–Milburn scheme [KLM01] shows that single photons and linear optics are enough to

achieve universal quantum computing together with adaptive measurements (making the rest of

the computation depend on the result of intermediate measurements). Already without adaptive

measurements, interesting effects can be observed. We give two notable examples in the following

sections: the Hong–Ou–Mandel effect and Boson Sampling.

1.4.4 Hong–Ou–Mandel effect

The Hong–Ou–Mandel effect, or photon bunching, refers to the bosonic behaviour of indistin-

guishable photons which bunch together when mixed on a balanced beamsplitter (Fig. 1.5). A

balanced beam splitter is a unitary interferometer over two modes, with unitary matrix

H = 1p
2

(
1 1

1 −1

)
. (1.69)

Figure 1.5: Hong-Ou-Mandel effect. The dashed red line represents a balanced beam splitter. The
number of photons is detected for both output arms. If the input single photons are indistinguish-
able, the outcomes (20) and (02) occur with the same probability 1

2 and the outcome (11) never
occurs.

The input state is composed of two single photons, one in each mode. Labelling the modes u and

d, for ‘up’ and ‘down’, let â†
u, â†

d and b̂†
u, b̂†

d be the creation operators of the input and output

modes, respectively. The balanced beam splitter acts on the input creation operators as

(
b̂†

u

b̂†
d

)
= H

(
â†

u

â†
d

)
. (1.70)
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The input state thus evolves as

|11〉 = â†
u â†

d |00〉
H→ 1

2
(b̂†

u + b̂†
d)(b̂†

u − b̂†
d) |00〉

= 1
2

(b̂†2
u − b̂†2

d ) |00〉

= 1p
2

(|20〉− |02〉),

(1.71)

where we used b̂†
u b̂†

d = b̂†
d b̂†

u. In particular, measuring the photon number in both output modes

will always yield 0 for one of the modes: the outcome (11) is never witnessed if the photons are

indistinguishable, i.e., the photons have bunched together.

1.4.5 Boson Sampling

Let m ∈N∗ and n ∈N, with m ≥ n. Boson Sampling, introduced in [AA13], is a generalisation of

the Hong–Ou–Mandel setup, where the balanced beam splitter is replaced by a general unitary

interferomer over m modes with m×m unitary matrix U and the input is composed of n single

photons in the first n modes and vacuum in the remaining m−n modes, the photon number of all

output modes being measured (Fig. 1.6).

Even though Boson Sampling has been formulated for general bosonic particles, linear optics

provides a convenient way of looking at it. Boson Sampling is a subuniversal model of quantum

computation, believed to be hard to simulate by classical computers while not possessing the

computational power of a universal quantum computer. We review this model in what follows and

we refer to [AA13] for a detailed version of the material presented in this section. In particular,

we do not discuss the theoretical use of postselection.

We denote photon number states over m modes by

|s〉 = |s1 . . . sm〉 = (â†
1)s1√
s1!

· · · (â†
m)sm√
sm!

|0〉⊗m , (1.72)

where sk and â†
k are respectively the number of photons and the creation operator of the kth

mode. We identify these states with m-tuples of integers s= (s1, . . . , sm) ∈Nm (see section 1.1.1 for

multi-index notations). The input state with n single photons in the first n modes and vacuum in

the other modes is denoted |t〉, with t= (1n,0m−n). We introduce,

Φm,n := {s ∈Nm, |s| = n}. (1.73)

This set corresponds to the m-mode Fock states with total number of photons equal to n. We have

|Φm,n| =
(m+n−1

n
)

and t ∈Φm,n.
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<latexit sha1_base64="Z4RsllHRCELdUCxZJ2nQuOVJE5M=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEpSBT0WvXisYD+gDWWznbRLN5uwuxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrW9sbhW3Szu7e/sH5cOjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mkmCfkSHkoecUWOltu5n8sKb9ssVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+bnTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14Y2fcZmkBiVbLApTQUxMZr+TAVfIjJhYQpni9lbCRlRRZmxCJRuCt/zyKmnVqt5ltfZwVanf5nEU4QRO4Rw8uIY63EMDmsBgDM/wCm9O4rw4787HorXg5DPH8AfO5w8AAo9Y</latexit>
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<latexit sha1_base64="NXZEk9aY6S7orJxNc2B9dDLT6OI=">AAAB6nicbVBNSwMxEJ3Ur1q/qh69BIvgqexWQY9FLx4r2g9ol5JNs21okl2SrFCW/gQvHhTx6i/y5r8xbfegrQ8GHu/NMDMvTAQ31vO+UWFtfWNzq7hd2tnd2z8oHx61TJxqypo0FrHuhMQwwRVrWm4F6ySaERkK1g7HtzO//cS04bF6tJOEBZIMFY84JdZJD6Yv++WKV/XmwKvEz0kFcjT65a/eIKapZMpSQYzp+l5ig4xoy6lg01IvNSwhdEyGrOuoIpKZIJufOsVnThngKNaulMVz9fdERqQxExm6TknsyCx7M/E/r5va6DrIuEpSyxRdLIpSgW2MZ3/jAdeMWjFxhFDN3a2Yjogm1Lp0Si4Ef/nlVdKqVf2Lau3+slK/yeMowgmcwjn4cAV1uIMGNIHCEJ7hFd6QQC/oHX0sWgsonzmGP0CfP2BQjds=</latexit>

Figure 1.6: BosonSampling with n photons over m modes. The outcomes s1, . . . , sm denote the
measured photon number for each mode.

We consider a unitary interferometer of size m, described by an m× m unitary matrix U =
(ui j)1≤i, j≤m acting on the creation and annihilation operators of the modes as in Eq. (1.68). We

write Û the unitary action of the interferometer on the multimode Fock basis. Its entries are

indexed by elements of Φm,n, for all n ∈N. Because the interferometer conserves the total number

of photons, for all p, q ∈N, all s ∈Φm,p and all s′ ∈Φm,q,

〈s|Û |s′〉 = 0 (1.74)

whenever p 6= q. In particular, it may be written as the direct sum of its action on the various

fixed energy subspaces. We write

Û =
+∞⊕
n=1

Ûn, (1.75)

where Ûn is the |Φm,n|× |Φm,n| unitary submatrix of Û obtained by only keeping the rows s and

the columns s′ for all s,s′ ∈Φm,n. We have Û0 =
(
1
)
, and Û1 =U up to a reordering of the basis

states.

Let n ∈N and s, t ∈Φm,n. Combining Eq. (1.68) and Eq. (1.72) we obtain [AA13]

〈s|Û |t〉 = Per(Us,t)p
s!t!

, (1.76)

where Us,t is the n×n matrix obtained from U by repeating si times its ith row and t j times

its jth column for i, j = 1, . . . ,m, and where the permanent of an n×n matrix A = (ai j)1≤i, j≤n is

defined as

Per A = ∑
σ∈Sn

n∏
i=1

aiσ(i), (1.77)

where the sum is over the permutations of the set {1, . . . ,n}.
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We write Prm,n[.|t] the probability distribution of the outputs over Φm,n of the unitary

interferometer U acting on the input |t〉. With the previous notations we obtain, for all s, t ∈Φm,n,

Prm,n[s|t]=
∣∣Per

(
Us,t

)∣∣2
s!t!

. (1.78)

With t= (1n,0m−n) we have t!= 1 and thus

Prm,n[s|t]= 1
s!

∣∣Per
(
Us,t

)∣∣2 . (1.79)

The output photon-number distribution of a Boson Sampling interferometer with n photons

over m modes thus is related to the modulus squared of the permanent of an n×n matrix with

complex entries. This matrix is obtained from the unitary matrix U describing the interferometer

by discarding its last m−n columns and repeating its lines according to the detection pattern s.

The permanent defined in Eq. (1.77) is a ‘hard’ quantity to compute. In order to appreciate this

hardness, let us take a brief and informal detour through the realm of complexity theory [Man01].

A formal introduction to the complexity classes presented here is given in [AA13].

A complexity class is a set of computational problems. These problems may be of different

types: in particular, a decision problem is a problem with yes or no answers, a function problem

is a problem with more general answers (e.g., natural, real or complex numbers), and a sampling

problem consists in outputting samples from a target probability distribution, either exactly or

approximately.

In the language of complexity theory, an efficient algorithm is an algorithm which takes a

number of steps which is polynomial in the size of its input (its number of bits), and the generic

model for a classical computer is a deterministic Turing machine.

Given a complexity class C, a problem p is said to be C-hard if any problem in C can be

rephrased efficiently as an instance of the problem p. Roughly speaking, this means that the

problem p is harder than any of the problems in C. If the problem p is also in C, it is referred to

as C-complete.

The class of decision problems that can be solved efficiently by a classical computer is denoted

P. The class of decision problems whose solution can be verified efficiently by a classical computer

is denoted NP. A great open problem in complexity theory is whether these two complexity classes

are equal or if P 6=NP, the latter being widely believed.

An oracle for a given computational problem is a black box which is able to produce a solution

for any instance of this problem. An oracle for a complexity class is a black box which, given any

problem in the complexity class, is able to produce a solution for any instance of this problem.

The access to an oracle is denoted with an exponent. For example, a problem which can be solved

efficiently when given access to an oracle for an NP-complete problem is in the class PNP.

The polynomial hierarchy PH is a tower of complexity classes generalising P and NP. It can

be defined inductively based on an oracle construction, where the level 0 is P, the level 1 contains

NP, the level 2 contains NPNP, and so on. Each level is contained in the next one and if two
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consecutive levels are equal, then they are also equal to all of the above levels—we talk about

a collapse of the polynomial hierarchy. The conjecture that the polynomial hierarchy does not

collapse, i.e., that all levels within the hierarchy are distinct, is a stronger version of the P 6=NP
conjecture.

The class of decision problems that can be solved efficiently by a classical computer with

access to a genuine random number source is denoted BPP. It lies at the second level of the

polynomial hierarchy PH2 [Lau83].

The class of function problems which consist in counting the number of solutions of an NP
problem is denoted #P. Its equivalent complexity class of decision problems is denoted P#P and by

Toda’s theorem [Tod91] we have PH⊂P#P, i.e., counting the solutions of NP problems is harder

than any problem in the whole polynomial hierarchy of complexity classes.

With these elements introduced, we are now in position to discuss the hardness of the permanent:

computing exactly the permanent of matrices with (0,1) entries is a #P-complete problem [Val79]

and hence PH-hard. Moreover, approximating the permanent of real matrices up to multiplicative

error, i.e., outputting an estimate P̃ such that (1−1/poly m)P ≤ P̃ ≤ (1+ /poly m)P where P is the

permanent of a square matrix of size m with real entries, is also #P-hard [AA13].

The computational problem ‘Boson Sampling’ corresponds to the task of sampling from the

output probability distribution in Eq. (1.79), given the description U of the Boson Sampling

interferometer.

Making use of the hardness of the permanent and the connection between the output proba-

bilities of a Boson Sampling interferometer and the permanent, two main results are derived

in [AA13] about the hardness of classically solving two versions of the Boson Sampling problem,

which we refer to as exact hardness and approximate hardness.

Exact hardness corresponds to the following result: let O be an oracle which, given a unitary

matrix U and a random string as its unique source of randomness, samples exactly from the

output probability distribution of the Boson Sampling interferometer U . Then PH⊂BPPNPO

. In

particular, an efficient classical simulation of exact Boson Sampling collapses the polynomial

hierarchy to its third level.

This result uses the fact that a single output probability of a Boson Sampling interferometer

is hard to approximate up to multiplicative error and that being able to sample efficiently from a

probability distribution allows one to obtain a multiplicative approximation of the probability

of any outcome in FBPPNP (where FBPP is the class of function problems that can be solved

efficiently using a BPP machine) thanks to Stockmeyer’s approximate counting algorithm [Sto85].

In that case, an oracle which samples from an exact Boson Sampling probability distribution is

required.

On the other hand, approximate sampling refers to the task of sampling from a probability

distribution which has a given constant total variation distance with a target distribution (see

Eq. (1.14)). Approximate hardness of Boson Sampling is more elaborate than exact hardness
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and relies on two plausible but unproven conjectures, even though the statement of the result is

nearly identical: let O be an oracle which, given a unitary matrix U and a random string as its

unique source of randomness, samples approximately from the output probability distribution of

the Boson Sampling interferometer U. Then PH⊂BPPNPO

. In particular, an efficient classical

simulation of approximate Boson Sampling collapses the polynomial hierarchy to its third level.

Unlike for exact sampling, one cannot apply directly Stockmeyer’s approximate counting

algorithm in order to obtain multiplicative estimates of the probabilities of the target distribution.

This is because the oracle now only outputs samples from an approximate probability distribution,

i.e., a probability distribution which is very close to the correct one for most of the samples but

not all samples. In the worst case, the probability that we are trying to estimate could be the

probability of one of these ‘bad samples’, and estimating this probability would merely give us a

very bad estimate of the permanent, which is not hard to achieve. The trick to get around that

problem is to hide the instance of the permanent that we wish to estimate into the probability of

a random output of a Boson Sampling interferometer: given a classical machine which correctly

performs the sampling for most of the samples, it would then correctly sample our instance with

high probability. In the worst case, this effectively averages the constant total variation error

over the sample space, allowing for a much more precise approximation of the permanent using

Stockmeyer’s algorithm.

This hiding procedure is based on the fact that small enough submatrices of random unitary

matrices are very close to random complex Gaussian matrices. In order to restrict to matrices

that do not have repeated lines, the so-called antibunching regime n =O(
p

m ) is chosen, which

ensures a negligible probability of detecting more than one photon in the same output mode. The

procedure outlined above then allows one to prove that the problem |GPE|2± which consists in

approximating up to additive error the square modulus of the permanent of random complex

Gaussian matrices is in FBPPNPO

, where O is an oracle for approximate Boson Sampling.

The proof of approximate hardness then relies on two conjectures about the permanent of

random complex Gaussian matrices in order to bridge the gap between additive approximations

of the square modulus of the permanent of random complex Gaussian matrices and collapse

of the polynomial hierarchy: the permanent of Gaussians conjecture and the permanent anti-

concentration conjecture. The former conjecture states that the problem GPE× which consists in

approximating the permanent of random complex Gaussian matrices up to multiplicative error is

#P-hard. The latter conjecture states that with high probability the permanent of a randomly

chosen complex Gaussian matrix is not too small. This implies in turn that the problem |GPE|2±
of additive approximation of the square modulus of the permanent of random complex Gaussian

matrices is as hard as the problem GPE× of multiplicative approximation of the permanent of

random complex Gaussian matrices. With these two conjectures and the above argument, we

obtain PH⊂P#P ⊂GPE× = |GPE|2± ⊂ FBPPNPO

, which concludes the proof.

Assuming that the polynomial hierarchy does not collapse, Boson Sampling is hard to simu-
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late exactly classically, and even approximately with additional mathematical conjectures. The

approximate hardness of Boson Sampling is important since it opens the way for an experimental

demonstration of quantum supremacy. Indeed, it is unrealistic to expect that an experimental

Boson Sampling device would sample exactly from the ideal Boson Sampling distribution. More-

over, given the nature of the computational task at hand, i.e., outputting samples from a given

probability distribution, there is no hope of being able to verify that an exact sampling has been

performed. On the other hand, verifying that approximate Boson Sampling has been performed

could be possible and indeed we derive such a verification protocol in chapter 4.

1.5 Segal–Bargmann formalism

The Segal–Bargmann formalism [Bar61, SM63] associates to every quantum state an analytical

function over the complex plane. It has been used to study quantum chaos [LV90, ABB96,

KMW97, BS99], and the completeness of sequences of coherent states [Per71, BGZ75, BZ78]. We

give hereafter a quick introduction to this formalism. Further details may be found in chapter 2

and in [Vou06].

1.5.1 Definition

We introduce below the analytical function, which we refer to as the stellar function. This function

has been recently studied, in the context of non-Gaussian quantum state engineering [GG19], in

order to simplify calculations related to photon-subtracted Gaussian states.

Definition 1.1 (Stellar function). Let |ψ〉 =∑
n≥0ψn |n〉 ∈H be a normalised state. The stellar

function of the state |ψ〉 is defined as

F?
ψ(z)= e

1
2 |z|2 〈z∗|ψ〉 = ∑

n≥0
ψn

zn
p

n!
, (1.80)

for all z ∈C, where |z〉 = e−
1
2 |z|2 ∑

n≥0
znp
n!

|n〉 is the coherent state of amplitude z.

The stellar function is a holomorphic function over the complex plane, which provides an analytic

representation of a quantum state.

1.5.2 Properties of holomorphic functions

A holomorphic function is a complex-valued function of one or more complex variables that is, at

every point of its domain, complex differentiable in a neighbourhood of the point. As it turns out,

the set of holomorphic functions is equal to the set of analytic functions, i.e., the functions that

can be written as a convergent power series in a neighbourhood of each point of their domain.

When their domain is the whole complex plane, they are called entire functions. In what follows

we consider univariate entire functions.
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These functions provide a natural extension of univariate complex polynomials and various

properties of polynomials extend to entire functions. In particular, Liouville’s theorem states that

any bounded entire function is constant. The principle of permanence asserts that the zeros of an

analytic function are isolated or this function is identically 0. Furthermore, the number of zeros

of an analytic function f inside some contour is given by Cauchy’s argument principle.

Theorem 1.1 (Cauchy’s argument principle). Let f be an analytic function and let C be a contour

in the domain of f . Then,

ZC( f )= 1
2iπ

∮
C

f ′(z)
f (z)

dz, (1.81)

where ZC( f ) is the number of zeros of f inside the contour C, counted with multiplicity.

The growth of an analytic function is described by a pair of non-negative numbers ρ,σ called the

order and the type. They are defined as [Boa54]

ρ = lim
r→+∞sup

lnln M(r)
ln r

, σ= lim
r→+∞sup

ln M(r)
rρ

, (1.82)

where M(r) is the maximum value of the modulus of the funtion on the circle |z| = r. For

polynomials, the growth is deeply related to the number of zeros—the degree. For entire functions,

the growth is related to the density of zeros (see, e.g., [SS10] for more details). An entire function

can also be factorized into a possibly infinite product involving its zeros, thanks to Weierstrass

factorization theorem. For entire functions of finite order, this result is refined by Hadamard-

Weierstrass factorization theorem.

Theorem 1.2 (Hadamard-Weierstrass factorization theorem). Let f be an entire function of finite

order ρ. Let m ∈N be the multiplicity of 0 as a root of f . Let {zn}n ∈N be the non-zero roots of f ,

counted with multiplicity. Then, there exist p, q ∈N, with p, q ≤ ρ, and a polynomial P of degree q

such that, for all z ∈C,

f (z)= zmeP(z)
+∞∏
n=1

Ep

(
z
zn

)
, (1.83)

where

Ep(z)= (1− z) ez+z2/2+···+zp/p. (1.84)
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2
STELLAR REPRESENTATION OF NON-GAUSSIAN QUANTUM STATES

Non-Gaussian states are crucial for a variety of quantum information tasks [ESP02, Fiu02,

GC02, WHG+03, GPFC+04, GS07, NFC09, ADDS+09, BDE+19]. In particular, non-

Gaussian states may be conceived as a resource for quantum computational advantage,

Gaussian processes being classically simulable [BSBN02]. Hence, the characterisation of non-

Gaussian states is of great importance and has attracted a lot of attention recently [TZ18, ZSS18,

AGPF18, LRW+18].

In this chapter, building on the Segal–Bargmann formalism, we introduce the stellar rep-

resentation, which allows for the representation of the non-Gaussian properties of single-mode

continuous variable quantum states by the distribution of the zeros of their Husimi Q function in

phase space. We use of this representation in order to derive an infinite hierarchy of single-mode

states based on the number of zeros of the Husimi Q function, the stellar hierarchy. We give

an operational characterisation of the states in this hierarchy with the minimal number of

single-photon additions needed to engineer them and derive equivalence classes under Gaussian

unitary operations. We study in detail the topological properties of this hierarchy with respect to

the trace norm, and discuss implications for the robustness of the states in the stellar hierarchy

and for non-Gaussian state engineering.

This chapter is based on [CMG20b, CRW+20].

2.1 The stellar function

In continuous variable quantum information, quantum states are mathematically described

by vectors in a separable Hilbert space of infinite dimension (see section 1.1.3). Alternatively,

phase space formalism allows us to describe quantum states conveniently using generalised

quasi-probability distributions [CG69a], among which are the Husimi Q function, the Wigner
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W function, and the Glauber–Sudarshan P function (see section 1.2). The states that have a

Gaussian Wigner or Husimi function are called Gaussian states, while all the other states are

called non-Gaussian. By extension, the operations mapping Gaussian states to Gaussian states

are called Gaussian operations, and measurements projecting onto Gaussian states are called

Gaussian measurements (see section 1.3).

Hudson [Hud74] has notably shown that a single-mode pure quantum state is non-Gaussian

if and only if its Wigner function has negative values and this result has been generalised to

multimode states by Soto and Claverie [SC83]. This characterization is an interesting starting

point for studying non-Gaussian states. From this result, one can introduce measures of a

state being non-Gaussian using Wigner negativity, e.g., the negative volume [KŻ04], that are

invariant under Gaussian operations. However, computing these quantities from experimental

data is complicated in practice. Other measures and witnesses for non-Gaussian states have been

derived [GPB07, FMJ11, GPT+13, HGT+14], which allow us to discriminate non-Gaussian states

from mixtures of Gaussian states from experimental data, but they do not address the structure

of non-Gaussian states and answer the question how much? rather than how?.

In order to adress the latter question, we will make use of another characterization of

Gaussian states: the Wigner function having negative values is actually equivalent to the Husimi

function having zeros, as shown by Lütkenhaus and Barnett [LB95]. Informally,

Theorem 2.1. A pure quantum state is non-Gaussian if and only if its Husimi Q function has

zeros.

Since the values of the Q function are the overlaps with coherent states, this result may be

understood as follows: a pure quantum state is non-Gaussian if and only if it is orthogonal to at

least one coherent state.

An interesting point is that for single-mode states, the zeros of the Husimi Q function form

a discrete set, as we will show in the next section. The non-Gaussian properties of single-mode

states may thus be described by the distribution of these zeros in phase space. Based on this

observation, we classify single-mode continuous variable quantum states with respect to their

non-Gaussian properties in the following sections, using the so-called stellar representation, or

Segal–Bargmann formalism (see section 1.5), its link with the Husimi Q function and properties

of holomorphic functions.

2.1.1 Definition and uniqueness

In what follows, H denotes a single-mode infinite-dimensional Hilbert space. We recall the

definition of the stellar function [Bar61, SM63] and prove a few important properties.

Definition 2.1 (Stellar function). Let |ψ〉 =∑
n≥0ψn |n〉 ∈H be a normalised state. The stellar
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function of the state |ψ〉 is defined as

F?
ψ(z)= e

1
2 |z|2 〈z∗|ψ〉 = ∑

n≥0

ψnp
n!

zn, (2.1)

for all z ∈C, where |z〉 = e−
1
2 |z|2 ∑

n≥0
znp
n!

|n〉 ∈H is the coherent state of amplitude z.

We now develop the formalism further, analysing the zeros of the stellar function to characterise

states. The stellar function is a holomorphic function over the complex plane. For any normalised

state |ψ〉 ∈H and all z ∈C, ∣∣∣F?
ψ(z)

∣∣∣2 ≤ ∣∣∣∣∣ ∑
n≥0

ψn
zn
p

n!

∣∣∣∣∣
2

≤ ∑
n≥0

|ψn|2
∑
n≥0

|z|2n

n!

= e|z|
2

(2.2)

by Cauchy-Schwarz inequality. This implies that the stellar function of a normalised state is of

finite order less or equal to 2 and type less or equal to 1
2 .

From the definition of the stellar function, for any state |ψ〉 ∈H we may write

|ψ〉 = ∑
n≥0

ψn |n〉 = F?
ψ(â†) |0〉 . (2.3)

From this equation one may understand the stellar function as an operational recipe for engi-

neering a state from the vacuum, using the creation operator â†. This intuition will be made

more precise in the following sections. An important property is that the stellar representation is

unique:

Lemma 2.1. Let |φ〉 and |ψ〉 be pure normalised single-mode states such that F?
φ = F?

ψ . Then

|φ〉 = |ψ〉. Moreover, let |χ〉 = f (â†) |0〉 be a single-mode normalised pure state, where f is analytic.

Then f = F?
χ .

Proof. With the notations of the Lemma, F?
φ (z)=∑

n≥0φn
znp
n!

and F?
ψ(z)=∑

n≥0ψn
znp
n!

. The

functions F?
φ and F?

ψ are analytic, so F?
φ (z)= F?

ψ(z) implies that φn =ψn for all n ≥ 0. Hence

|φ〉 = |ψ〉.
Now with |χ〉 =∑

n≥0χn |n〉 = f (â†) |0〉, let us write f (z)=∑
n≥0 fnzn. We obtain

|χ〉 = ∑
n≥0

fn(â†)n |0〉

= ∑
n≥0

fn
p

n! |n〉,
(2.4)
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so χn = fn
p

n! for all n ≥ 0. On the other hand, for all z ∈C,

F?
χ (z)= e

1
2 |z|2 〈z∗|ψ〉

= ∑
n≥0

χn
zn
p

n!
(2.5)

= ∑
n≥0

fnzn

= f (z).

�

The stellar function of a state |ψ〉 ∈H is related to its Husimi Q function, a smoothed version of

the Wigner function [CG69a], given by

Qψ(z)= 1
π
| 〈z|ψ〉 |2 = e−|z|

2

π

∣∣∣F?
ψ(z∗)

∣∣∣2 , (2.6)

for all z ∈C. The zeros of the Husimi Q function are the complex conjugates of the zeros of F?
ψ .

Hence, by Theorem 2.1, a single-mode pure quantum state is non-Gaussian if and only if its

stellar function has zeros. These zeros form a discrete set, as the stellar function is a non-zero

analytic function. The non-Gaussian properties of a single-mode pure state are then described by

the distribution of the zeros over the complex plane.

Figure 2.1: Antistereographic projection of four points onto the sphere

Using anti-stereographic projection [SB07], this amounts to describing the non-Gaussian prop-

erties of a pure state with a set of points on the sphere (Fig. 2.1), hence the name stellar
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representation, where the points on the sphere looked at from the center of the sphere are seen

as stars on the celestial vault [TV95, KMW97].

In all the chapter we will use for brevity the notations cχ = coshχ, sχ = sinhχ and tχ = tanhχ, for

all χ ∈C.

2.1.2 Examples

In this section we give the stellar functions of various states and operators.

2.1.2.1 Gaussian states and Fock states

The displacement operator of amplitude α ∈ C is given by D̂(α) = eαâ†−α∗ â. Its action on the

vacuum state yields the coherent state |α〉. The squeeze operator of parameter ξ = reiθ ∈ C is

given by Ŝ(ξ)= e
1
2 (ξâ2−ξ∗ â†2). Its action on the vacuum state yields the squeezed state |ξ〉. All single-

mode Gaussian operations may be decomposed as a squeezing operation and a displacement (see

section 1.3).

For any single-mode Gaussian state Ŝ(ξ)D̂(α) |0〉, where ξ= reiθ, the corresponding stellar

function is [Vou06]:

G?
ξ,α(z)= (1−|a|2)1/4e−

1
2 az2+bz+c, (2.7)

where

a := e−iθ tanh r, b :=α
√

1−|a|2 = α

cosh r
, c := 1

2
a∗α2 − 1

2
|α|2. (2.8)

In particular, we obtain

G?
0,α(z)= eαz− 1

2 |α|2 , (2.9)

for a coherent state of amplitude α ∈C, and

G?
ξ,0(z)= 1p

cosh r
e−

1
2 (e−iθ tanh r)z2

, (2.10)

for a squeezed vacuum state with squeezing parameter ξ= reiθ ∈C.

For Fock states |n〉 with n ∈N, the stellar function is simply given by

F?
n (z)= zn

p
n!

. (2.11)

2.1.2.2 Cat states

Let us define for α ∈C the cat+ and cat− states:

|cat±α〉 =
1√
N ±

α

(|α〉± |−α〉), (2.12)

where |α〉 is a coherent state, and N ±
α is a normalisation factor.
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Lemma 2.2. The stellar functions of cat states are given by

F?
cat+α

(z)= cosh(αz)√
cosh(|α|2)

, (2.13)

and

F?
cat−α (z)= sinh(αz)√

sinh(|α|2)
, (2.14)

for all z,α ∈C.

Proof. The overlap between two coherent states is given by

〈z|α〉 = e−
1
2 (|z|2+|α|2−2z∗α), (2.15)

for z,α ∈C. Hence, with 〈cat±α|cat±α〉 = 1 we have

N ±
α = 2(1± e−2|α|2). (2.16)

We then obtain for z,α ∈C,

F?
cat±α

(z)= e−
1
2 |z|2 〈z∗|cat±α〉

= 1√
N ±

α

(
e−

1
2 |α|2+αz ± e−

1
2 |α|2−αz

)

= 1√
2

(
e|α|2 ± e−|α|2

) (
eαz ± e−αz) .

(2.17)

We finally obtain

F?
cat+α

(z)= cosh(αz)√
cosh(|α|2)

, (2.18)

and

F?
cat−α

(z)= sinh(αz)√
sinh(|α|2)

. (2.19)

�

2.1.2.3 GKP states

The set of Gottesman-Kitaev-Preskill (GKP) states have been proposed as a means for encoding a

qubit in an oscillator, in a way which is fault-tolerant to small shifts in position and momentum

[GKP01]. An example of such states is the simultaneous +1 eigenstate of the two commuting

displacements operators e−i
p

2π p̂ and ei
p

2π q̂. The corresponding encoding may correct for com-

parable shifts in q̂ and p̂. An expression for this unphysical state (it has infinite norm) is given
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by
|GKP〉 = ∑

s∈Z
e−i

p
2π sp̂ ∑

t∈Z
ei

p
2π tq̂ |0〉

= ∑
s,t∈Z2

(−1)stD̂
(
2
p
π (s+ it)

) |0〉
= ∑

s,t∈Z2
(−1)st |2pπ (s+ it)〉,

(2.20)

as an infinite superposition of coherent states. The stellar function of this state is then given by

F?
GKP(z)= ∑

s,t∈Z2
(−1)stF?

2
p
π (s+it)(z)

= ∑
s,t∈Z2

(−1)ste−2π(s2+t2)e2
p
π (s+it)z,

(2.21)

where we used Eq. (2.9) in the second line. This stellar function may be expressed as a Riemann

theta function [Rie57]. Using properties of these functions, we obtain the following result:

Lemma 2.3. F?
GKP has an infinite number of zeros and has exactly 16 zeros counted with multi-

plicity in each square region of the complex plane of size 4
p
π ×4

p
π .

!
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Figure 2.2: The contour used for the argument principle

Proof. We first derive a few invariance properties of F?
GKP and conclude with the argument

principle (Theorem 1.1). For all z ∈C, we have

F?
GKP(iz) = ∑

s,t∈Z2
(−1)ste−2π(s2+t2)e2

p
π (−t+is)z

=
t→−t

∑
s,t∈Z2

(−1)ste−2π(s2+t2)e2
p
π (t+is)z (2.22)

=
s↔t

F?
GKP(z).
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Now for all z ∈C,

F?
GKP(z) = ∑

s,t∈Z2
(−1)ste−2π(s2+t2)e2

p
π (s+it)z

=
s→s−2

∑
s,t∈Z2

(−1)(s+2)te−2π((s+2)2+t2)e2
p
π ((s+2)+it)z

= ∑
s,t∈Z2

(−1)ste−2π(s2+t2)e−8πs−8πe2
p
π (s+it)ze4

p
π z (2.23)

= e4
p
π z−8π ∑

s,t∈Z2
(−1)ste−2π(s2+t2)e2

p
π (s+it)(z−4

p
π )

= e4
p
π z−8πF?

GKP(z−4
p
π )

Combining this with Eq. (2.22) we also obtain for all z ∈C,

F?
GKP(z)= F?

GKP(iz)

= e4
p
π iz−8πF?

GKP(iz−4
p
π ) (2.24)

= e4
p
π iz−8πF?

GKP(z+4i
p
π ).

This means that F?
GKP is quasiperiodic along the horizontal and vertical directions in the

complex plane, with period 4
p
π . The functions z 7→ e4

p
π z−8π and z 7→ e4

p
π iz−8π do not

vanish and it is thus sufficient for our purpose to prove that F?
GKP has at least one zero: the

quasiperiodicity implies that F?
GKP would also vanish on the lattice with square cells of size

4
p
π containing this zero.

By Theorem 1.1, the number of zeros of F?
GKP inside a closed contour C counted with

multiplicity is given by

ZC
(
F?

GKP
)= 1

2iπ

∮
C

∂zF?
GKP(z)

F?
GKP(z)

dz. (2.25)

For all ω ∈C, we consider the square contour Cω with corners ω, ω+4
p
π , ω+4

p
π +4i

p
π

and ω+4i
p
π , parametrised by

a(x)=ω+4
p
π x

b(x)=ω+4
p
π +4i

p
π x

c(x)=ω+4
p
π (1− x)+4i

p
π

d(x)=ω+4i
p
π (1− x),

(2.26)

for x ∈ [0,1] (Fig. 2.2). We have a′(x)= 4
p
π , b′(x)= 4i

p
π , c′(x)=−4

p
π and d′(x)=−4i

p
π

for all x ∈ [0,1].
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The quasiperiodicity of F?
GKP may be rewritten asF?

GKP(z+4
p
π )= e8π+4

p
π zF?

GKP(z),

F?
GKP(z+4i

p
π )= e8π−4i

p
π zF?

GKP(z),
(2.27)

for all z ∈C. Taking the derivative with respect to z we obtain∂zF?
GKP(z+4

p
π )= e8π+4

p
π z [

∂zF?
GKP(z)+4

p
πF?

GKP(z)
]
,

∂zF?
GKP(z+4i

p
π )= e8π−4i

p
π z [

∂zF?
GKP(z)−4i

p
πF?

GKP(z)
]
,

(2.28)

and thus 
∂zF?

GKP(z+4
p
π )

F?
GKP(z+4

p
π ) = 4

p
π + ∂zF?

GKP(z)
F?

GKP(z) ,
∂zF?

GKP(z+4i
p
π )

F?
GKP(z+4i

p
π ) =−4i

p
π + ∂zF?

GKP(z)
F?

GKP(z) .
(2.29)

With Eq. (2.25), for all ω ∈C,

ZCω

(
F?

GKP
)= 1

2iπ

∮
Cω

∂zF?
GKP(z)

F?
GKP(z)

dz

= 1
2iπ

∫ 1

0

[
∂zF?

GKP(a(x))

F?
GKP(a(x))

a′(x)+ ∂zF?
GKP(b(x))

F?
GKP(b(x))

b′(x) (2.30)

+∂zF?
GKP(c(x))

F?
GKP(c(x))

c′(x)+ ∂zF?
GKP(d(x))

F?
GKP(d(x))

d′(x)

]
dx.

Given that c(x)= a(1− x)+4i
p
π , we have∫ 1

0

∂zF?
GKP(c(x))

F?
GKP(c(x))

c′(x)dx =
∫ 1

0
−4

p
π
∂zF?

GKP(a(1− x)+4i
p
π )

F?
GKP(a(1− x)+4i

p
π )

dx

=
∫ 1

0
−4

p
π

(
−4i

p
π + ∂zF?

GKP(a(1− x))

F?
GKP(a(1− x))

)

= 16iπ−
∫ 1

0

∂zF?
GKP(a(1− x))

F?
GKP(a(1− x))

a′(1− x)dx

= 16iπ−
∫ 1

0

∂zF?
GKP(a(x))

F?
GKP(a(x))

a′(x)dx,

(2.31)

where we used Eq. (2.29) in the second line with z = a(1− x). Hence,

1
2iπ

∫ 1

0

[
∂zF?

GKP(a(x))

F?
GKP(a(x))

a′(x)+ ∂zF?
GKP(c(x))

F?
GKP(c(x))

c′(x)

]
dx = 8. (2.32)

Similarly b(x)= d(1− x)+2
p

2π gives

1
2iπ

∫ 1

0

[
∂zF?

GKP(b(x))

F?
GKP(b(x))

b′(x)+ ∂zF?
GKP(d(x))

F?
GKP(d(x))

d′(x)

]
dx = 8. (2.33)
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With Eq. (2.30) we finally obtain

ZCω

(
F?

GKP
)= 16. (2.34)

The function F?
GKP thus has an infinite number of zeros. Since Eq. (2.34) is independent of

the choice of ω ∈ C, F?
GKP has exactly 16 zeros (counted with multiplicity) in each square

region of the complex plane of size 4
p
π ×4

p
π . Moreover, with the property of invariance

under rotation in Eq. (2.22), it has exactly 4 zeros in each square region of size 2
p
π ×2

p
π

whose corners have coordinates in 2
p
πZ (by considering the square region of size 4

p
π×4

p
π

centered on the origin).

�

2.1.2.4 Operators

While operators have their own treatment in the Segal–Bargmann formalism [Vou06], it is

sufficient for our purpose to consider the following correspondences: the creation and annihilation

operators have the stellar representations

â† → z, â → ∂z, (2.35)

i.e., the operator corresponding to â† in the stellar representation is the multiplication by z and

the operator in the stellar representation corresponding to â is the derivative with respect to

z. This implies that the stellar function of a photon-added state â† |ψ〉 is given by z 7→ zF?
ψ(z),

while the stellar function of a photon-subtracted state â |ψ〉 is given by z 7→ ∂zF?
ψ(z). In particular,

photon-added states are always non-Gaussian, since 0 is a root of their stellar function, while

photon-subtracted states can be Gaussian (e.g., the Fock state |1〉, for which â |1〉 = |0〉, or the

coherent states |α〉, for α ∈C, for which â |α〉 =α |α〉).
Any operator written as a power series in â† and â thus has a stellar representation obtained

by taking the same power series in the operator multiplication by z and the operator derivative

with respect to z, which corresponds to its effect on the stellar function of a state it is acting on.

For example, the photon number operator n̂ = â†â acts on the stellar function as

F?
ψ(z) 7→ z∂zF?

ψ(z). (2.36)

For various operators however, the corresponding stellar representation may be expressed more

concisely than with a power series. We give a few examples in what follows.

The displacement and squeeze operators satisfy the following commutation rules (see section 1.3)

D̂(α) â†D̂†(α)= â† −α∗

Ŝ(ξ) â†Ŝ†(ξ)= cr â† + sr eiθ â,
(2.37)
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where α,ξ= reiθ ∈C, with cr = cosh r and sr = sinh r. For all |ψ〉 =∑
n≥0ψn |n〉 we thus have

D̂(α) |ψ〉 = D̂(α)F?
ψ(â†) |0〉

= ∑
n≥0

ψnp
n!

D̂(α) (â†)n |0〉

= ∑
n≥0

ψnp
n!

(â† −α∗)nD̂(α) |0〉

= F?
ψ(â† −α∗) |α〉

= F?
ψ(â† −α∗)eαâ†− 1

2 |α|2 |0〉 ,

(2.38)

where we used Eq. (2.3) in the first line, Eq. (2.1) in the second line, Eq. (2.37) in the third line

and Eq. (2.9) in the last line. Hence, with Lemma 2.1, the displacement operator D̂(α) acts on the

stellar function as

F?
ψ(z) 7→ eαz− 1

2 |α|2 F?
ψ(z−α∗), (2.39)

for all α ∈C. Similarly, for all |ψ〉 we have

Ŝ(ξ) |ψ〉 = Ŝ(ξ)F?
ψ(â†) |0〉

= F?
ψ(cr â† + sr eiθ â)Ŝ(ξ) |0〉

= F?
ψ(cr â† + sr eiθ â) |ξ〉

= 1p
cr

F?
ψ(cr â† + sr eiθ â)e−

1
2 e−iθ tr(â†)2 |0〉 ,

(2.40)

where ξ = reiθ with cr = cosh r, sr = sinh r and tr = tanh r, and where we used Eq. (2.3) in the

first line, Eq. (2.37) in the second line and Eq. (2.10) in the last line. Hence, with Lemma 2.1, the

squeezing operator Ŝ(ξ) acts on the stellar function as

F?
ψ(z) 7→ 1p

cr
F?
ψ(cr z+ sr eiθ∂z)e−

1
2 e−iθ tr z2

, (2.41)

for all ξ= reiθ ∈C.

The POVM corresponding to a threshold detection is {|0〉〈0| ,1− |0〉〈0|}. The projector onto the

vacuum acts as

|ψ〉 7→ 〈0|ψ〉 |0〉 , (2.42)

so it maps the stellar function of a state |ψ〉 as

F?
ψ(z) 7→ 〈0|ψ〉F?

|0〉(z). (2.43)

We have 〈0|ψ〉 = F?
ψ(0) and F?

|0〉(z)= 1, so the projector |0〉〈0| acts on the stellar function as

F?
ψ(z) 7→ F?

ψ(0), (2.44)

while the projector 1−|0〉〈0| acts as

F?
ψ(z) 7→ F?

ψ(z)−F?
ψ(0). (2.45)
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In particular, the click of a threshold detector projects the measured state onto a non-Gaussian

state for which 0 is a root of the stellar function. This is consistent with the fact that the measured

state is orthogonal to the vacuum state—a coherent state of amplitude 0—after being projected

onto the support of 1−|0〉〈0|.

Finally, the parity operator Π̂= (−1)â† â = eiπn̂ maps the Fock state |n〉 to (−1)n |n〉, for all n ∈N.

Hence, it acts on the stellar function as

F?
ψ(z) 7→ F?

ψ(−z). (2.46)

by Eq. (2.1).

2.2 The stellar hierarchy

2.2.1 The stellar rank

The Hilbert space H is naturally partitioned into sets of states whose stellar functions—or

equivalently Husimi Q function—have the same number of zeros counted with multiplicity. We

introduce the following related definition:

Definition 2.2 (Stellar rank). The stellar rank r?(ψ) of a pure single-mode normalised quantum

state |ψ〉 ∈H is defined as the number of zeros of its stellar function F?
ψ , counted with multiplicity.

By analogy with the Schmidt rank in entanglement theory [TH00], we define the stellar rank of

a mixed state ρ as

r?(ρ) := inf
pi ,ψi

sup r?(ψi), (2.47)

where the infimum is over the statistical ensembles {pi,ψi} such that ρ = ∑
i pi |ψi〉〈ψi|. In

particular, a mixed quantum state has nonzero rank if and only if it cannot be written as a

mixture of Gaussian states.

We introduce hereafter the notation N=N∪ {+∞}, so that r?(ψ) ∈N, and extend naturally the

ordering from N to N, with the convention N <+∞⇔ N ∈N. For N ∈N, we define

RN := {|ψ〉 ∈H , r?(ψ)= N} (2.48)

the set of states with stellar rank equal to N. The stellar hierarchy is the hierarchy of states

induced by the stellar rank (Fig 2.3). The following properties are easily obtained:

• By Lemma 2.1, if M 6= N then RM ∩RN =∅, for all M, N ∈N, so all the ranks in the stellar

hierarchy are disjoint.

• We have H = ⋃
N∈NRN , i.e., the stellar hierarchy covers the whole space of normalised

states, and the set of states of finite stellar rank is given by
⋃

N∈NRN .
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...
<latexit sha1_base64="hx9vrypjtBJpcEsh1w05CZs9G34=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cKthbaUDabTbt2sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W19Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoEcjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAkm82un7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4TDNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtGpV/6Jau7+s1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PRWnDymWP4A+fzB8y9j0Y=</latexit>

...
<latexit sha1_base64="hx9vrypjtBJpcEsh1w05CZs9G34=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cKthbaUDabTbt2sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W19Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoEcjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAkm82un7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4TDNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtGpV/6Jau7+s1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PRWnDymWP4A+fzB8y9j0Y=</latexit>

...
<latexit sha1_base64="hx9vrypjtBJpcEsh1w05CZs9G34=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cKthbaUDabTbt2sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W19Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoEcjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAkm82un7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4TDNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtGpV/6Jau7+s1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PRWnDymWP4A+fzB8y9j0Y=</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

1
<latexit sha1_base64="TtIgPQprnJE4HSS++PuM3etxya8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptcvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPe+uMuQ==</latexit>

2
<latexit sha1_base64="jk/1fpohXujb3eq/tOFNvjxoFrw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZq1frrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJu1b1Lqq15mWlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8ffW+Mug==</latexit>
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n
<latexit sha1_base64="ptXVNPS7Zlk/K36NYRuTS9wwa+4=">AAACA3icbVDLSgMxFM3UV62vUXe6CRbBVZmpgi6LblxWsA/oDCWTudOGZjJDkhHKUHDjr7hxoYhbf8Kdf2PazkJbDwROzrn3JvcEKWdKO863VVpZXVvfKG9WtrZ3dvfs/YO2SjJJoUUTnshuQBRwJqClmebQTSWQOODQCUY3U7/zAFKxRNzrcQp+TAaCRYwSbaS+feQFMGAip2aGmnieByIsLn276tScGfAycQtSRQWaffvLCxOaxSA05USpnuuk2s+J1IxymFS8TEFK6IgMoGeoIDEoP5/tMMGnRglxlEhzhMYz9XdHTmKlxnFgKmOih2rRm4r/eb1MR1d+zkSaaRB0/lCUcawTPA0Eh0wC1XxsCKGSmb9iOiSSUG1iq5gQ3MWVl0m7XnPPa/W7i2rjuoijjI7RCTpDLrpEDXSLmqiFKHpEz+gVvVlP1ov1bn3MS0tW0XOI/sD6/AEOhJht</latexit>n

<latexit sha1_base64="ptXVNPS7Zlk/K36NYRuTS9wwa+4=">AAACA3icbVDLSgMxFM3UV62vUXe6CRbBVZmpgi6LblxWsA/oDCWTudOGZjJDkhHKUHDjr7hxoYhbf8Kdf2PazkJbDwROzrn3JvcEKWdKO863VVpZXVvfKG9WtrZ3dvfs/YO2SjJJoUUTnshuQBRwJqClmebQTSWQOODQCUY3U7/zAFKxRNzrcQp+TAaCRYwSbaS+feQFMGAip2aGmnieByIsLn276tScGfAycQtSRQWaffvLCxOaxSA05USpnuuk2s+J1IxymFS8TEFK6IgMoGeoIDEoP5/tMMGnRglxlEhzhMYz9XdHTmKlxnFgKmOih2rRm4r/eb1MR1d+zkSaaRB0/lCUcawTPA0Eh0wC1XxsCKGSmb9iOiSSUG1iq5gQ3MWVl0m7XnPPa/W7i2rjuoijjI7RCTpDLrpEDXSLmqiFKHpEz+gVvVlP1ov1bn3MS0tW0XOI/sD6/AEOhJht</latexit>

Non-Gaussian

Gaussian

n
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Stellar rank States

Figure 2.3: The stellar hierarchy of single-mode normalised quantum states. Each rank N
contains states obtained from the vacuum with N single photon additions and Gaussian unitary
operations (Theorem 2.2). The states of finite rank are robust, while the states of infinite rank
are not (section 2.3).

• By Theorem 2.1, the rank zero of the stellar hierarchy R0 is the set of single-mode nor-

malised pure Gaussian states, and non-Gaussian states populate all higher ranks.

• For all N ∈N ,the Fock state |N〉 is of stellar rank N, by Eq. (2.11), while cat states are of

infinite stellar rank, by Lemma 2.2, so all ranks are non empty.

In the following, we investigate further properties of the stellar hierarchy. We prove a first general

decomposition result for pure states of finite stellar rank:

Theorem 2.2. Let |ψ〉 ∈⋃
N∈NRN be a pure state of finite stellar rank. Let {α1, . . . ,αr?(ψ)} be the

roots of the Husimi Q function of |ψ〉, counted with multiplicity. Then,

|ψ〉 = 1
N

[
r?(ψ)∏
n=1

D̂(αn) â†D̂†(αn)

]
|Gψ〉 , (2.49)

where D̂(α) is a displacement operator, |Gψ〉 is a Gaussian state, and N is a normalisation

constant. Moreover, this decomposition is unique up to reordering of the roots.
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Proof. We consider a state |ψ〉 of finite stellar rank r?(ψ) ∈ N. Its stellar function is an

analytic function over the complex plane of order less or equal to 2, so by Hadamard-

Weierstrass factorization theorem (Theorem 1.2),

F?
ψ(z)= zk

[
r?(ψ)−k∏

n=1

(
1− z

z∗n

)
e

z
z∗n

+ 1
2

(
z

z∗n

)2
]

eg0+g1z+g2z2
, (2.50)

for all z ∈C, where k ∈N is the multiplicity of 0 as a root of F?
ψ , where the {zn} are the non-

zero roots of Qψ counted with multiplicity (i.e., the {z∗n} are the non-zero roots of F?
ψ counted

with multiplicity), and where g0, g1, g2 ∈ C. Let us introduce for brevity m = r?(ψ)− k ∈N.

Because the product in the above equation is finite, we need not worry about convergence of

individual factors, and we may reorder the expression at will. We obtain

F?
ψ(z)= zk

m∏
n=1

(
1− z

z∗n

)
·

m∏
n=1

e
z

z∗n
+ 1

2

(
z

z∗n

)2

· eg0+g1z+g2z2

= zk
m∏

n=1

(
1− z

z∗n

)
· eg0+

(
g1+∑m

n=1
1

z∗n

)
z+

(
g2+ 1

2
∑m

n=1
1

(z∗n )2

)
z2

= (−1)m∏m
n=1 z∗n

[
zk

m∏
n=1

(
z− z∗n

)] · eg0+
(
g1+∑m

n=1
1

z∗n

)
z+

(
g2+ 1

2
∑m

n=1
1

(z∗n )2

)
z2

.

(2.51)

With Eqs. (2.3) and (2.37), we obtain, for all α ∈C,

|ψ〉 = F?
ψ(â†) |0〉

= (−1)m∏m
n=1 z∗n

[
(â†)k

m∏
n=1

(
â† − z∗n

)]
· eg0+

(
g1+∑m

n=1
1

z∗n

)
â†+

(
g2+ 1

2
∑M

n=1
1

(z∗n )2

)
(â†)2

|0〉 (2.52)

= (−1)m∏m
n=1 z∗n

[
(â†)k

m∏
n=1

D̂(zn) â†D̂†(zn)

]
· eg0+

(
g1+∑m

n=1
1

z∗n

)
â†+

(
g2+ 1

2
∑m

n=1
1

(z∗n )2

)
(â†)2

|0〉 .

Gouping the non-zero roots {zn} and the k zero roots into the set of zeros counted with

multiplicity {αn}, we obtain

|ψ〉 = (−1)m∏m
n=1 z∗n

[
r?(ψ)∏
n=1

D̂(αn) â†D̂†(αn)

]
· eg0+

(
g1+∑m

n=1
1

z∗n

)
â†+

(
g2+ 1

2
∑m

n=1
1

(z∗n )2

)
(â†)2

|0〉 . (2.53)

The state

e
g0+

(
g1+∑m

n=1
1

z∗n

)
â†+

(
g2+ 1

2
∑m

n=1
1

(z∗n )2

)
(â†)2

|0〉 (2.54)

is a (non normalised) Gaussian state, by Eq. (2.7) and Lemma 2.1. We finally obtain

|ψ〉 = 1
N

[
r?(ψ)∏
n=1

D̂(αn) â†D̂†(αn)

]
|Gψ〉 , (2.55)
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where N is a normalisation constant, and |Gψ〉 is a Gaussian state. The decomposition is

unique by Lemma 2.1 (up to a reordering of the roots).

�

This decomposition implies that any state of finite stellar rank may be obtained from a Gaussian

state by successive applications of the creation operator at different locations in phase space, given

by the zeros of the Husimi Q function. Experimentally, this corresponds to the probabilistic non-

Gaussian operation of single-photon addition [ZVB04, MA10, WSPT18]. Using this decomposition,

we obtain the following property for the stellar rank:

Theorem 2.3. A unitary operation is Gaussian if and only if it leaves the stellar rank invariant.

Proof. If a unitary operation leaves the stellar rank invariant, it maps in particular all

pure states of stellar rank zero to pure states of stellar rank zero, i.e., all Gaussian states to

Gaussian states, so it is a Gaussian operation.

Reciprocally, let us show that Gaussian unitary operations leave the stellar rank invariant.

We first consider finite stellar rank pure states. Let |ψ〉 be such a state. By Theorem 2,

|ψ〉 = Pψ(â†) |Gψ〉 , (2.56)

where Pψ is a polynomial of degree r?(ψ) and |Gψ〉 is a Gaussian state. By Eq. (2.37) and by

linearity we have

|ψα〉 := D̂(α) |ψ〉 = P̂ψ(â† −α∗)D̂(α) |Gψ〉 , (2.57)

and

|ψξ〉 := Ŝ(ξ) |ψ〉 = Pψ(cr â† + sr eiθ â)Ŝ(ξ) |Gψ〉 , (2.58)

where ξ = reiθ. By Eq. (2.39), during a displacement of α, the stellar function of |ψ〉 is

modified as

F?
ψ(z)→ F?

ψ,α(z)= ezα− 1
2 |α|2 F?

ψ(z−α∗)= Pψ(z−α∗)G?
α(z), (2.59)

where G?
α(z) is the Gaussian stellar function corresponding to the Gaussian state D̂(α) |Gψ〉.

Moreover, by Eq. (2.41), during a squeezing of ξ, the stellar function of |ψ〉 is modified as

F?
ψ(z)→ F?

ψ,ξ(z)= Pψ

(
cr z+ sr eiθ∂z

)
G?
ξ (z)

=Qψ,r(z)G?
ξ (z),

(2.60)

where G?
ξ

(z) is the Gaussian stellar function corresponding to the Gaussian state Ŝ(ξ) |Gψ〉,
and where Qψ,ξ(z)=G?−1

ξ
(z)

[
Pψ

(
cr z+ sr eiθ∂z

)
G?
ξ

(z)
]

is a polynomial. Let us compute the

leading coefficient of Qψ,ξ. Writing p the leading coefficient of Pψ, and N = r?(ψ) its degree
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for brevity, the leading coefficient of Qψ,ξ is given by the leading coefficient of

G?−1
ξ (z)

[
p

(
cr z+ sr eiθ∂z

)N
G?
ξ (z)

]
. (2.61)

Let us write G?
ξ

(z)= e−
1
2 az2+bz+c, as in Eq. (2.7). The leading coefficient of Qψ,ξ may then be

obtained as the leading coefficient of

e
1
2 az2

[
p

(
cr z+ sr eiθ∂z

)N
e−

1
2 az2

]
. (2.62)

For all x,λ, we have [Wys17]

(x+λ∂x)N =
⌊ N

2

⌋∑
n=0

N!λn

(N −2n)!n!2n

N−2n∑
k=0

(
N −2n

k

)
xk∂N−2n−k

x , (2.63)

so the leading coefficient of Qψ,ξ is equal to the leading coefficient of:

pcN
r

⌊ N
2

⌋∑
n=0

zN−2n(1−a)N−2n N!tn
r einθ

(N −2n)!n!2n , (2.64)

where tr = tanh r. Finally, taking the leading coefficient in z of this expression, corresponding

to n = 0, gives

pcN
r (1−a)N . (2.65)

It is non-zero unless a = 1, which corresponds to an infinite value for the modulus r of the

squeezing parameter ξ= reiθ by Eq. (2.7). Hence the polynomials Pψ and Qψ,ξ have the same

degree. This shows that a finite number of zeros is not modified by Gaussian operations.

Gaussian operations also map states with infinite number of zeros to states with infinite

number of zeros. Indeed, assuming there exist a state |φ〉 with an infinite number of zeros

which is mapped by a Gaussian operation Ĝ to a state |ψ〉 with a finite number of zeros, then

Ĝ† would map |ψ〉 to |φ〉, thus changing the (finite) number of zeros of F?
ψ , which would be in

contradiction with the previous proof. Hence Gaussian unitary operations leave the stellar

rank of pure states invariant.

Now by Eq. (2.47), the stellar rank of a mixed state ρ is given by

r?(ρ)= inf
pi ,ψi

sup r?(ψi), (2.66)

where the infimum is over the statistical ensembles such that ρ = ∑
i pi |ψi〉〈ψi|. For Ĝ a

unitary Gaussian operation,

r?(ĜρĜ†)= inf
pi ,ψi

sup r?(Ĝψi)

= inf
pi ,ψi

sup r?(ψi) (2.67)
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= r?(ρ),

where we used in the second line the fact that Gaussian unitary operations leave the stellar

rank of pure states invariant. Hence, Gaussian unitary operations leave the stellar rank

invariant.

�

An interesting consequence is that the number of single-photon additions in the decomposition of

Theorem 2.2 is minimal. Indeed, if a quantum state is obtained from the vacuum by successive

applications of Gaussian operations and single-photon additions, then its stellar rank is exactly

the number of photon additions, because each single-photon addition increases by one its stellar

rank—it adds a zero to the stellar function at zero—while each Gaussian operation leaves the

stellar rank invariant by Theorem 2.3. Hence, the stellar rank is a measure of the non-Gaussian

properties of a quantum state which may be interpreted as a minimal non-Gaussian operational

cost, in terms of single-photon additions, for engineering the state from the vacuum.

2.2.2 Gaussian convertibility

Now that the first properties of the stellar hierarchy are laid out, we consider the convertibility

of quantum states using Gaussian unitary operations:

Definition 2.3 (Gaussian convertibility). Two states |φ〉 and |ψ〉 are Gaussian-convertible if

there exists a Gaussian unitary operation Ĝ such that |ψ〉 = Ĝ |φ〉.

Note that this notion is different from the notion of Gaussian conversion introduced in [YBT+18],

which denotes the conversion of Gaussian states with passive linear optics, and a subclass of

Gaussian measurements and feed-forward.

Gaussian convertibility defines an equivalence relation in H . By Theorem 2.3, having the

same stellar rank is a necessary condition for Gaussian convertibility. However, this condition is

not sufficient. In order to derive the equivalence classes for Gaussian convertibility, we introduce

the following definition:

Definition 2.4 (Core state). Core states are defined as the single-mode normalised pure quantum

states which have a polynomial stellar function.

By Eq. (2.3) and Lemma 2.1, core states are the states with a bounded support over the Fock

basis, i.e., finite superpositions of Fock states. These correspond to the minimal non-Gaussian

core states introduced in [MF09], in the context of non-Gaussian state engineering.

With this definition, we obtain our following result.
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Theorem 2.4. Let |ψ〉 ∈⋃
N∈NRN be a state of finite stellar rank. Then, there exists a unique core

state |Cψ〉 such that |ψ〉 and |Cψ〉 are Gaussian-convertible.

By Theorem 2.2, |ψ〉 = Pψ(â†) |Gψ〉, where Pψ is a polynomial of degree r?(ψ) and |Gψ〉 =
Ŝ(ξ)D̂(α) |0〉 is a Gaussian state, where D̂(α) = eαâ†−α∗ â is a displacement operator, and Ŝ(ξ) =
e

1
2 (ξâ2−ξ∗ â†2) is a squeezing operator, with ξ= reiθ. Then,

|ψ〉 = Ŝ(ξ)D̂(α) |Cψ〉 = Ŝ(ξ)D̂(α)F?
Cψ

(â†) |0〉 , (2.68)

where the (polynomial) stellar function of |Cψ〉 is given by

F?
Cψ

(z)= Pψ

(
cr z− sr eiθ∂z + crα

∗− sr eiθα
)
·1, (2.69)

for all z ∈C.

Proof. Let |ψ〉 ∈⋃
N∈NRN be a state of finite stellar rank. By Theorem 2.2,

|ψ〉 = Pψ(â†) |Gψ〉 , (2.70)

where Pψ is a polynomial of degree r?(ψ) and |Gψ〉 = Ŝ(ξ)D̂(α) |0〉 is a Gaussian state,

with ξ = reiθ. Let us define |Cψ〉 = D̂†(α)Ŝ†(ξ) |ψ〉. The states |ψ〉 and |Cψ〉 are Gaussian-

convertible. Moreover, from the commutation relations in Eq. (2.37) and by linearity we

obtain
|Cψ〉 = D̂†(α)Ŝ†(ξ)Pψ(â†) |Gψ〉

= D̂†(α)Pψ

(
cr â† − sr eiθ â

)
Ŝ†(ξ) |Gψ〉

= Pψ

[
cr(â† +α∗)− sr eiθ(â+α)

]
|0〉

= Pψ

(
cr â† − sr eiθ â+ crα

∗− sr eiθα
)
|0〉 ,

(2.71)

where we used Eq. (2.70) in the first line. By Eq. (2.35), the stellar operator corresponding

to â† is the multiplication by z and the stellar operator corresponding to â is the derivative

with respect to z. Hence,

F?
Cψ

(z)= Pψ

(
cr z− sr eiθ∂z + crα

∗− sr eiθα
)
·1, (2.72)

for all z ∈C, which is a polynomial function, so the state |Cψ〉 is a core state.

In order to conclude the proof, we need to show that |Cψ〉 is the unique core state Gaussian-

convertible to |ψ〉. Let |C〉 = PC(â†) |0〉 be a core state Gaussian-convertible to |ψ〉. The states

|Cψ〉 and |C〉 are Gaussian-convertible so there exist ξ,α ∈C such that

|Cψ〉 = Ŝ(ξ)D̂(α) |C〉
= Ŝ(ξ)D̂(α)PC(â†) |0〉
= PC(cr â† + sr eiθ â−α∗)Ŝ(ξ)D̂(α) |0〉 ,

(2.73)
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where we used Eq. (2.37). Hence,

F?
Cψ

(z)= PC(cr z+ sr eiθ∂z −α∗)G?
ξ,α(z). (2.74)

With Eq. (2.7), this function may be expressed as a polynomial multiplied by a Gaussian

function G?
ξ,α. On the other hand F?

Cψ
is a polynomial, since |Cψ〉 is a core state. By compari-

son of the speed of convergence, this implies that the Gaussian function G?
ξ,α is constant, i.e.,

that

e−iθ tanh r = 0 and α
√

1− tanh2 r = 0, (2.75)

by Eq. (2.7). This in turn implies ξ=α= 0, and |C〉 = Ŝ(ξ)D̂(α) |C〉 = |Cψ〉.

�

This result has several consequences:

• It implies a second general decomposition result, in addition to Theorem 2.2: by Eq. (2.68),

any state of finite stellar rank can be uniquely decomposed as a finite superposition of

equally displaced and equally squeezed number states. This shows that the stellar hierarchy

matches the genuine n-photon hierarchy introduced in [LSH+18]: a pure state exhibits

genuine n-photon quantum non-Gaussianity if and only if it has a stellar rank greater or

equal to n. Formally, for all N ∈N, the set RN of states of stellar rank equal to N is obtained

by the free action of the group of single-mode Gaussian unitary operations on the set of core

states of stellar rank N, which is isomorphic to the set of normalised complex polynomials

of degree N.

• It shows that two different core states are never Gaussian-convertible, while any state of

finite stellar rank is always Gaussian-convertible to a unique core state. This implies that

equivalence classes for Gaussian convertibility for states of finite stellar rank correspond to

the orbits of core states under Gaussian operations.

• It gives an analytic way to check if two states of finite stellar rank are Gaussian-convertible,

given their stellar functions, by checking with Eq. (2.69) if they share the same core state.

• It shows that photon-subtracting a state of finite stellar rank, which amounts to derivating

its stellar function, can either decrease its stellar rank by 1, leave it invariant, or increase

it by 1, depending on whether the Gaussian operation which converts the state to its

core state is either the identity, a displacement, or a Gaussian operation with nonzero

squeezing parameter. In particular, this implies that the stellar rank is a lower bound on

the number of photon subtractions necessary to enginer a state from the vacuum, together

with Gaussian unitary operations.
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We consider the following simple example to illustrate the use of Theorem 2.4 for determining

Gaussian convertibility: a photon-subtracted squeezed state, a photon-added squeezed state and

a single-photon Fock state. We write |φ〉 = − 1
sξ

â |ξ〉 a normalised photon-subtracted squeezed

vacuum state and |ψ〉 = 1
cξ

â† |ξ〉 a normalised photon-added squeezed vacuum state, with ξ ∈R∗.

We write also |χ〉 = |1〉 a single-photon Fock state. Using Eq. (2.7) and Eq. (2.35), we obtain for all

z ∈C
F?
φ (z)=− 1

sξ
∂z

[
e−

1
2 tξz2

]
= z

cξ
e−

1
2 tξz2

,
(2.76)

and

F?
ψ(z)= z

cξ
e−

1
2 tξz2

, (2.77)

where cξ = coshξ and tξ = tanhξ. Hence F?
φ = F?

ψ , so the states |φ〉 and |ψ〉 are actually equal.

We also have F?
χ (z)= z. With the notations of Theorem 2.4, we have rφ = ξ, rχ = 0, θφ = θχ =

αφ =αχ = 0, Ĝφ = Ŝ(ξ), Ĝχ = 1, Pφ(z)= z
cξ

, and Pχ(z)= z, so for all z ∈C,

Pφ

(
crφ z− srφ eiθφ∂z + crφα

∗
φ− srφ eiθφαφ

)
·1= 1

cξ

(
cξz− sξ∂z

) ·1
= z,

(2.78)

and

Pχ

(
crχ z− srχ eiθχ∂z + crχα

∗
χ− srχ eiθχαχ

)
·1= z ·1

= z,
(2.79)

thus |φ〉 and |χ〉 share the same core state. By Theorem 2.4, this means that |φ〉 and |χ〉 are

Gaussian-convertible, and we have |φ〉 = ĜφĜ†
χ |χ〉, where

ĜφĜ†
χ = Ŝ(ξ). (2.80)

Using Eq. (2.37) confirms indeed that

− 1
sξ

â |ξ〉 = 1
cξ

â† |ξ〉 = Ŝ(ξ) |1〉 . (2.81)

2.3 Robustness of non-Gaussian states

The stellar hierarchy provides a ranking of non-Gaussian states, in terms of the minimal number

of photons additions necessary to engineer them. However, for this hierarchy to be relevant in

realistic experimental scenarios, it has to be robust to small deviations. We consider this formally

in what follows and analyse the robustness properties of the stellar hierarchy.
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2.3.1 Definitions

We introduce the following definition:

Definition 2.5 (Stellar robustness). Let |ψ〉 ∈H . The stellar robustness of the state |ψ〉 is defined

as

R?(ψ) := inf
r?(φ)<r?(ψ)

D(φ,ψ), (2.82)

where D denotes the trace distance and where the infimum is over all states |φ〉 ∈H such that

r?(φ)< r?(ψ).

The stellar robustness quantifies how much one has to deviate from a quantum state in trace

distance to find another quantum state of lower stellar rank: states with a positive stellar

robustness will be referred to as robust. The stellar robustness inherits the property of invariance

under Gaussian operations of the stellar rank, because the trace distance between two states is

invariant under unitary operations. Because of its operational properties, the choice of the trace

distance is especially relevant in the context of non-Gaussian state engineering and quantum

computing with non-Gaussian states.

A similar notion, though more restricted, is the quantum non-Gaussian depth [SLH+18]

which quantifies the maximum attenuation applicable on a quantum state, after which quantum

non-Gaussianity can still be witnessed. A natural generalisation of the notion of stellar robustness

is the following:

Definition 2.6 (k-robustness). Let |ψ〉 ∈H . For all k ∈N∗
, the k-robustness of the state |ψ〉 is

defined as

R?
k (ψ) := inf

r?(φ)<k
D(φ,ψ), (2.83)

where D denotes the trace distance and where the infimum is over all states |φ〉 ∈H such that

r?(φ)< k.

For all k ∈N∗, the k-robustness quantifies how much one has to deviate from a quantum state in

trace distance to find another quantum state which as a stellar rank between 0 and k−1. States

with a positive R?
k will be referred to as robust with respect to states of stellar rank lower than

k. When k = +∞, the ∞-robustness quantifies how much one has to deviate from a quantum

state in trace distance to find another quantum state of finite stellar rank. Note that the stellar

robustness satisfies R?(ψ)= R?
r?(ψ)(ψ). We introduce the related definition:

Definition 2.7 (Robustness profile). Let |ψ〉 ∈H . The robustness profile of the state |ψ〉 is defined

as

R(ψ) := (
R?

k (ψ)
)
k∈N∗ . (2.84)

The robustness profile is the sequence of k-robustnesses for all k ∈N∗. This profile describes how

hard a non-Gaussian state is to produce experimentally, using photon additions.
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A dual notion to the robustness is the following:

Definition 2.8 (Smoothed non-Gaussianity of formation). Let ρ be a single-mode normalised

state, and let ε > 0. The ε-smoothed non-Gaussianity of formation N GFε(ρ) is defined as the

minimal stellar rank of the states σ that are ε-close to ρ in trace distance. Formally,

N GFε(ρ) := inf
σ

{
r?(σ), s.t. D(ρ,σ)≤ ε}, (2.85)

where D denotes the trace distance.

The infimum in the definition is also a minimum, since the set considered only contains integer

values and is lower bounded by zero. That minimum is not necessarily attained for the energy

cut-off state (consider, e.g., a Gaussian pure state).

The smoothed non-Gaussianity of formation can be obtained directly from the robustness

profile and gives a smoothed version of the stellar rank, dual to the robustness. By Theorem 2.2,

it quantifies the minimal number of single-photon additions that need to be applied to a Gaussian

state in order to obtain a state ε-close to a target state, and provides an operational cost measure

for non-Gaussian resource states, which is also invariant under Gaussian operations.

The robustness is related to the fidelity by the following result:

Lemma 2.4. Let |ψ〉 ∈H . For all k ∈N∗
,

sup
r?(ρ)<k

F(ρ,ψ)= 1− [R?
k (ψ)]2, (2.86)

where F is the fidelity.

Proof. For any pure state |ψ〉 ∈H , and any set of pure states X , we have

sup
ρ=∑

pi |φ〉i〈φi |∑
pi=1,φi∈X

F(ρ,ψ)= sup
ρ=∑

pi |φ〉i〈φi |∑
pi=1,φi∈X

〈ψ|ρ|ψ〉

= sup∑
pi=1

sup
φi∈X

∑
pi| 〈φi|ψ〉 |2

= sup
φ∈X

| 〈φ|ψ〉 |2

= sup
φ∈X

F(φ,ψ).

(2.87)

Hence, for X the set of pure states of stellar rank less than k,

R?
k (ψ)= inf

r?(φ)<k
D(φ,ψ)

= inf
r?(φ)<k

√
1−|〈φ|ψ〉 |2 (2.88)

=
√

1− sup
r?(φ)<k

F(φ,ψ)
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=
√

1− sup
r?(ρ)<k

F(ρ,ψ) ,

where D denotes the trace distance, where we used the definition of the stellar rank for

mixed states (2.47). We finally obtain

sup
r?(ρ)<k

F(ρ,ψ)= 1− [R?
k (ψ)]2. (2.89)

�

Certifying that a (mixed) state ρ has a fidelity greater than 1− [R?
k (ψ)]2 with a given target pure

state |ψ〉 thus ensures that the state ρ has stellar rank greater or equal to k. However, this is

only possible if the two following conditions are met:

• The target state |ψ〉 is robust with respect to states of stellar rank less than k, i.e., R?
k (ψ)> 0.

• The value of the k-robustness R?
k (ψ) is known.

We consider these two problems in what follows. First, we determine for all k ∈N∗
which states

are robust with respect to states of stellar rank less than k. Then, we show how to compute their

k-robustness.

2.3.2 Topology of the stellar hierarchy

Determining which states are robust amounts to characterizing the topology of the stellar

hierarchy, with respect to the trace norm. Formally, this topology is summarised by the following

result for states of finite stellar rank:

Theorem 2.5. For all N ∈N,

RN = ⋃
0≤K≤N

RK , (2.90)

where X denotes the closure of X for the trace norm in the set of normalised states of H .

Proof. Recall that the set of normalised pure single-mode states is closed for the trace norm

in the whole Hilbert space, since it is the reciprocal image of {1} by the trace norm, which is

Lipschitz continuous—with Lipschitz constant 1—hence continuous.

For the proof, we fix N ∈ N. We prove the theorem by showing a double inclusion. We

first show that
⋃N

K=0 RK ⊂ RN , and then that the set
⋃N

K=0 RK is closed in H for the trace

norm. Since the closure of a set X is the smallest closed set containing X , and given that

RN ⊂⋃N
K=0 RK , this will prove the other inclusion and hence the result.

We have RN ⊂ RN . Let |ψ〉 ∈⋃N−1
K=0 RK . There exists K ∈ {0, . . . , N −1} such that r?(ψ)= K . By

Theorem 4, there exists a core state |Cψ〉, with a polynomial stellar function of degree K ,
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and a Gaussian operation Ĝψ such that |ψ〉 = Ĝψ |Cψ〉. We define the sequence of normalised

states

|ψm〉 =
√

1− 1
m

|ψ〉+ 1p
m

Ĝψ |N〉 , (2.91)

for m ≥ 1. We have

|ψm〉 = Ĝψ

(√
1− 1

m
|Cψ〉+ 1p

m
|N〉

)
, (2.92)

and the state
√

1− 1
m |Cψ〉+ 1p

m |N〉 is a normalised core state whose stellar function is a

polynomial of degree N, hence |ψm〉 ∈ RN . Moreover, {|ψm〉}m≥1 converges to |ψ〉 in trace

norm. This shows that
⋃N

K=0 RK ⊂ RN .

We now prove that the set
⋃N

K=0 RK is closed in H for the trace norm. For N = 0 (i.e., showing

that the set of Gaussian states is a closed set), this is already a nontrivial result, and a proof

may be found, e.g., in [LRW+18].

For all N ≥ 0, the sketch of the proof is the following: given a converging sequence in⋃N
K=0 RK , we want to show that its limit has a stellar rank less or equal to N. We first

use the decomposition result of Theorem 2.4, in order to obtain a sequence of Gaussian

operations acting on a sequence of core states of rank less or equal to N. We make use of

the compactness of this set of core states to restrict to a unique core state. Then, we show

that the squeezing and the displacement parameters of the sequence of Gaussian operations

cannot be unbounded. This allows us to conclude by extracting converging subsequences

from these parameters.

The trace distance D is induced by the trace norm. Let {|ψm〉}m∈N ∈ ⋃N
K=0 RK be a con-

verging sequence for the trace norm, and let |ψ〉 ∈ H be its limit. By Theorem 2.4, there

exist a sequence of core states {|Cm〉}m∈N, with polynomial stellar functions of degrees less

or equal to N, and a sequence of Gaussian operations {Ĝm}m∈N such that for all m ∈ N,

|ψm〉 = Ĝm |Cm〉.
The set of normalised core states with a polynomial stellar function of degree less or equal

to N corresponds to the set of normalised states with a support over the Fock basis truncated

at N, and is compact for the trace norm in H (isomorphic to the set of norm 1 vectors in

CN+1). Hence, the sequence {|Cm〉}m∈N admits a converging subsequence {|Cmk〉}k∈N. Let the

core state |C〉, with a polynomial stellar function of degree less or equal to N, be its limit.

Along this subsequence,

|ψmk〉 = Ĝmk |Cmk〉 , (2.93)

and we have limk→+∞D(|ψmk〉 , |ψ〉) = 0 and limk→+∞D(|Cmk〉 , |C〉) = 0. Moreover, for all
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k ∈N,
D(Ĝmk |C〉 , |ψ〉)≤ D(Ĝmk |C〉 , |ψmk〉)+D(|ψmk〉 , |ψ〉)

= D(Ĝmk |C〉 ,Ĝmk |Cmk〉)+D(|ψmk〉 , |ψ〉)
= D(|C〉 , |Cmk〉)+D(|ψmk〉 , |ψ〉),

(2.94)

where we used the triangular inequality in the first line, Eq. (2.93) in the second line, and

the invariance of the trace distance under unitary transformations in the third line. Hence,

the sequence {Ĝmk |C〉}k∈N converges in trace norm to |ψ〉. This shows that we can restrict

without loss of generality to a unique core state, with a polynomial stellar function of degree

less or equal to N, instead of a sequence of such core states.

Let |C〉 thus be a core state, with a polynomial stellar function of degree K less or equal

to N. We write

|C〉 = PC(â†) |0〉 =
K∑

n=0

pnp
n!

|n〉, (2.95)

with
∑K

n=0
|pn|2

n! = 1. Let us consider a converging sequence {Ĝm |C〉}m∈N, where Ĝm are

Gaussian operations, and denote |ψ〉 its limit. There exists two sequences {ξm}m∈N and

{αm}m∈N, such that for all m ∈N,

Ĝm = Ŝ(ξm)D̂(αm). (2.96)

We write ξm = rmeiθm , with rm ≥ 0, for all m ∈C. We may rewrite Ĝm = D̂(γm)Ŝ(ξm), where

for all m ∈N,

γm = crmαm + srm eiθmα∗
m, (2.97)

where crm = cosh(rm) and srm = sinh(rm). With these notations, we prove the following result:

Lemma 2.5. The sequences {ξm}m∈N and {γm}m∈N are bounded.

Proof. We first compute an upper bound for the Q function of the state Ĝm |C〉, which we

obtain in Eq. (2.114). For m ∈N, we have:

QĜm|C〉(z)=QD̂(γm)Ŝ(ξm)|C〉(z)

=QŜ(ξm)|C〉(z−γm)

= e−|z−γm|2

π

∣∣∣F?
Ŝ(ξm)|C〉(z

∗−γ∗m)
∣∣∣2 ,

(2.98)

for all z ∈C.

We have
Ŝ(ξm) |C〉 = Ŝ(ξm)PC(â†) |0〉

= PC(crm â† + srm eiθm â)Ŝ(ξm) |0〉 .
(2.99)
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Hence, with Eq. (2.7) and (2.35),

F?
Ŝ(ξm)|C〉(z)= (1−|trm |2)1/4PC(crm z+ srm eiθm∂z) · e− 1

2 trm e−iθm z2

= 1pcrm

K∑
n=0

pnp
n!

(crm z+ srm eiθm∂z)n · e− 1
2 trm e−iθm z2

.
(2.100)

where trm = tanh(rm).

The Hermite polynomials [AS65] satisfy the following recurrence relation

Hen+1(z)= zHen(z)−∂zHen(z), (2.101)

for all n ≥ 0 and all z ∈C, and He0 = 1. Setting

fn(z) := e
1
2 trm e−iθm z2

(crm z+ srm eiθm∂z)n · e− 1
2 trm e−iθm z2

, (2.102)

we obtain f0(z)= 1, and

fn+1(z)= e
1
2 trm e−iθm z2

(crm z+ srm eiθm∂z)
[
e−

1
2 trm e−iθm z2

fn(z)
]

= z
crm

fn(z)+ srm eiθm∂z fn(z).
(2.103)

Hence, with Eq. (2.101), for all n ≥ 0 and all z ∈C,

fn(z)=λn/2
m Hen

(
z

crm

√
λm

)
, (2.104)

where we have set λm =−eiθm trm . With Eq. (2.100) we thus obtain

F?
Ŝ(ξm)|C〉(z)= 1pcrm

K∑
n=0

pnp
n!

fn(z) · e− 1
2 trm e−iθm z2

= 1pcrm

K∑
n=0

pnλ
n/2
mp

n!
Hen

(
z

crm

√
λm

)
e−

1
2 trm e−iθm z2

.

(2.105)

From this and Eq. (2.98) we deduce

QĜm|C〉(z)= e−|z−γm|2

πcrm

∣∣∣∣∣ K∑
n=0

pnλ
n/2
mp

n!
Hen

(
z∗−γ∗m

crm

√
λm

)
e−

1
2 trm e−iθm (z∗−γ∗m)2

∣∣∣∣∣
2

≤ e−|z−γm|2

πcrm

∣∣∣e− 1
2 trm e−iθm (z∗−γ∗m)2

∣∣∣2 K∑
n=0

|pn|2
n!

·
K∑

n=0

∣∣∣∣∣λn/2
m Hen

(
z∗−γ∗m

crm

√
λm

)∣∣∣∣∣
2

(2.106)

= 1
πcrm

e−|z−γm|2− 1
2 trm [eiθm (z−γm)2+e−iθm (z∗−γ∗m)2]

K∑
n=0

∣∣∣∣∣tn/2
rm

Hen

(
z−γm

crm

√
λ∗

m

)∣∣∣∣∣
2

,

where we used Cauchy-Schwarz inequality in the second line, |λm| = trm and the fact that

the coefficients of Hen are real in the third line.
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Setting

αm(z) :=− ie
1
2 iθm

crm

(z−γm), (2.107)

for all m ∈N and for all z ∈C, we obtain

QĜm|C〉(z)≤ 1
πcrm

e−|z−γm|2− 1
2 trm [eiθm (z−γm)2+e−iθm (z∗−γ∗m)2]

K∑
n=0

∣∣∣∣∣tn/2
rm

Hen

(
e−iθmαm(z)√

trm

)∣∣∣∣∣
2

= 1
πcrm

e−c2
rm |αm(z)|2+ 1

2 crm srm [α2
m(z)+α∗2

m (z)]
K∑

n=0

∣∣∣∣∣tn/2
rm

Hen

(
e−iθmαm(z)√

trm

)∣∣∣∣∣
2

= 1
πcrm

e−crm (crm−srm )x2
m(z)e−crm (crm+srm )y2

m(z)
K∑

n=0

∣∣∣∣∣tn/2
rm

Hen

(
e−iθmαm(z)√

trm

)∣∣∣∣∣
2

,

(2.108)

where αm(z)= xm(z)+ i ym(z). For all r ∈R,

cr(cr − sr)= 1
2

(1+ e−2r)> 1
2

, (2.109)

and

cr(cr + sr)= 1
2

(1+ e2r)> 1
2

, (2.110)

so with Eq. (2.108) we obtain

QĜm|C〉(z)≤ 1
πcrm

e−
1
2 |αm(z)|2 K∑

n=0

∣∣∣∣∣tn/2
rm

Hen

(
e−iθmαm(z)√

trm

)∣∣∣∣∣
2

. (2.111)

Finally, we obtain the following bound for all n ∈ {0, . . . ,K}:∣∣∣∣∣tn/2
rm

Hen

(
e−iθmαm(z)√

trm

)∣∣∣∣∣=
∣∣∣∣∣tn/2

rm

b n
2 c∑

k=0

(−1)kn!
2kk!(n−2k)!

(
e−iθmαm(z)√

trm

)n−2k∣∣∣∣∣
≤

b n
2 c∑

k=0

n!
2kk!(n−2k)!

tk
rm
|αm(z)|n−2k

≤
b n

2 c∑
k=0

n!
2kk!(n−2k)!

|αm(z)|n−2k,

(2.112)

for all m ∈N and all z ∈C. Let us define for brevity the polynomial

T(X ) :=
K∑

n=0

( b n
2 c∑

k=0

n!
2kk!(n−2k)!

X n−2k

)2

. (2.113)

Plugging Eq. (2.112) in Eq. (2.111) yields

QĜm|C〉(z)≤ 1
πcrm

e−
1
2 |αm(z)|2 T(|αm(z)|), (2.114)

for all m ∈N and all z ∈C.

63



CHAPTER 2. STELLAR REPRESENTATION OF NON-GAUSSIAN QUANTUM STATES

With this bound on the Q function obtained, we may now prove that the sequences

{ξm}m∈N = {rmeiθm }m∈N and {γm}m∈N are bounded.

Assuming that {rm}m∈N is unbounded implies that it has a subsequence {rmk }k∈N going

to infinity. Since the function x 7→ e−
1
2 x2

T(x) is bounded, QĜmk |C〉(z) → 0 for all z ∈ C when

k →+∞ by Eq. (2.114). But QĜmk |C〉(z) → Qψ(z) for all z ∈ C when k →+∞, by property of

the convergence in trace norm. This would imply Qψ(z)= 0 for all z ∈C, which is impossible

since |ψ〉 is normalised. Hence {rm}m∈N is a bounded sequence, and so is {ξm}m∈N.

With the same reasoning, if {|αm(z)|}m∈N was unbounded for all z ∈C, this would imply

by Eq. (2.114) that Qψ(z)= 0 for all z ∈C, giving the same contradiction. Hence, there exists

z0 ∈C such that the sequence {|αm(z0)|}m∈N is bounded. By Eq. (2.107), this implies that the

sequence {γm}m∈N is also bounded, since the sequence {rm}m∈N is bounded.

�

The sequences {ξm}m∈N and {γm}m∈N being bounded, one can consider simultaneously converg-

ing subsequences {ξmk }k∈N and {γmk }k∈N. We write ξ= reiθ = limk→∞ ξmk and γ= limk→∞γmk .

On one hand, we have

F?
Ĝmk |C〉(z)= F?

D̂(γmk )Ŝ(ξmk )|C〉(z)

= eγmk z− 1
2 |γmk |2 F?

Ŝ(ξmk )|C〉(z−γ
∗
mk

)

= 1√crmk

K∑
n=0

pnλ
n/2
mkp

n!
Hen

(
z−γ∗mk

crmk

√
λmk

)
e−

1
2 trmk

e−iθmk (z−γ∗mk
)2+γmk z− 1

2 |γmk |2 ,

(2.115)

for all k ∈N and all z ∈ C, where we have used Eq. (2.59) in the second line, where λmk =
−eiθmk trmk

, and where we have used Eq. (2.105) in the last line. Setting λ=−eiθ tr, we obtain

lim
k→∞

F?
Ĝmk |C〉(z)= 1p

cr

K∑
n=0

pnλ
n/2

p
n!

Hen

(
z−γ∗
cr
p
λ

)
e−

1
2 tr e−iθ(z−γ∗)2+γz− 1

2 |γ|2

= F?
Ĝ|C〉(z),

(2.116)

for all z ∈ C, where Ĝ = D̂(γ)Ŝ(ξ), and where the second line comes from reversing the

calculations of Eq. (2.115). On the other hand, for all z ∈C,

lim
k→∞

F?
Ĝmk |C〉(z)= e

1
2 |z|2 lim

k→∞
〈z∗|Ĝmk |C〉

= e
1
2 |z|2 〈z∗|ψ〉 (2.117)

= F?
ψ(z),

by property of the convergence in trace norm. Combining Eq. (2.116) and Eq. (2.117) yields

F?
ψ(z)= F?

Ĝ|C〉(z), (2.118)
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for all z ∈ C. By Lemma 1, this implies that |ψ〉 = Ĝ |C〉 ∈ RK . This shows that
⋃N

K=0 RK =⋃N
K=0 RK , so RN ⊂⋃N

K=0 RK , which concludes the proof.

�

This result implies that the set
⋃

0≤K≤N RK , containing the states of stellar rank smaller or equal

to N, is a closed set in H for the trace norm, for all N ∈N. In particular, since all ranks of the

stellar hierarchy are disjoint, for any state of finite rank N, there is no sequence of states of

strictly lower stellar rank converging to it. Each state of a given finite stellar rank is thus isolated

from all the lower stellar ranks, i.e., there is a ball around it in trace norm which only contains

states of equal or higher stellar rank.

Moreover, each state of infinite stellar rank is isolated from states of finite stellar rank lower

than N, for all N ∈N∗, i.e., there is a ball around it in trace norm which only contains states of

stellar rank higher than N.

On the other hand, with the other inclusion, no state of a given finite stellar rank is isolated

from any equal or higher stellar rank, i.e., one can always find a sequence of states of any higher

rank converging to this state in trace norm.

We also prove the following density result:

Lemma 2.6. The set of states of finite stellar rank is dense for the trace norm in the set of

normalised pure single-mode states: ⋃
N∈N

RN =H , (2.119)

where X denotes the closure of X for the trace norm in the set of normalised states in H .

Proof. Recall that the set of normalised pure single-mode states is closed for the trace norm

in the whole Hilbert space, since it is the reciprocal image of {1} by the trace norm, which is

Lipschitz continuous—with Lipschitz constant 1—hence continuous.

Let |ψ〉 ∈H be a normalised state. We consider the sequence of normalised cut-off states

|ψm〉 = 1√
Nm

m∑
n=0

ψn |n〉, (2.120)

where Nm =∑m
n=0 |ψn|2 is a normalising factor (non-zero for m large enough). All the states

|ψm〉 have a finite support over the Fock basis, so their stellar function is a polynomial.

Hence {|ψm〉}m∈N ∈⋃
N∈NRN .

Moreover, for all m ∈N,

D(ψm,ψ)=
√

1−|〈ψm|ψ〉 |2

=
√

1−
m∑

n=0
|ψn|2 (2.121)
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=
√ ∑

n≥m+1
|ψn|2 ,

where we used that |ψ〉 and |ψm〉 are pure states in the first line, and the fact that |ψ〉 is

normalised in the third line. Furthermore,
∑

n≥m+1 |ψn|2 → 0 when m →+∞, because |ψ〉 is

normalised. Hence, {|ψm〉}m∈N converges in trace norm to |ψ〉, which concludes the proof.

�

This result implies that states of infinite stellar rank are not isolated from lower stellar ranks,

unlike states of finite stellar rank. Given a state of infinite stellar rank, there always exists a

sequence of states of finite stellar ranks converging to it. However, the ranks of the states in this

sequence have to go to infinity, since by Theorem 2.5 states of infinite stellar rank are isolated

from states of finite stellar rank lower than N, for all N ∈N∗.

The consequences of Theorem 2.5 and Lemma 2.6 for the robustness are summarised with the

following result:

Corollary 2.1. For all |ψ〉 ∈⋃
N∈NRN and for all k ∈N∗

,{
R?

k (ψ)> 0 for k ≤ r?(ψ), (2.122a)

R?
k (ψ)= 0 for k > r?(ψ). (2.122b)

In particular, states of finite stellar rank are robust: for all states |ψ〉 ∈⋃
N∈NRN , we have R?(ψ)=

R?
r?(ψ)(ψ)> 0.

For all |ψ〉 ∈ R∞ and for all k ∈N∗
,{

R?
k (ψ)> 0 for k ∈N, (2.123a)

R?
k (ψ)= 0 for k =∞. (2.123b)

In particular, states of infinite stellar rank are not robust: for all states |ψ〉 ∈ R∞, we have

R?(ψ)= R?∞(ψ)= 0.

Eqs. (2.122a), (2.122b) and (2.123a) are deduced from Theorem 2.5, and Eq. (2.123b) is deduced

from Lemma 2.6.

This result implies that the robust states (i.e., R? > 0) are exactly the non-Gaussian states of

finite stellar rank. When considering imperfect single-mode non-Gaussian state engineering, one

may thus restrict to states of finite stellar rank, which by Theorem 2.2 are obtained uniquely

by a finite number of single-photon additions to a Gaussian state. Alternatively, one may also

describe such states using Theorem 2.4 as finite superpositions of equally displaced and squeezed

number states, or equivalently as Gaussian-convertible to core states. Engineering of such states

has recently been considered in [SMS19], by photon detection of Gaussian states.

Moreover, for k ∈N∗, the states that are robust with respect to states of stellar rank lower

than k (i.e., R?
k > 0) thus are the states |ψ〉 such that r?(ψ)≥ k.
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2.3.3 Computing the robustness

Importantly, the k-robustness is state-dependent and the following result gives a simple expres-

sion. Let us define, for all n ∈N,

Πn =
n∑

m=0
|m〉〈m| (2.124)

the projector onto the subspace spanned by the Fock states |0〉 , . . . , |n〉.

Theorem 2.6. Let k ∈N∗ and let |ψ〉 ∈H . Then,

R?
k (ψ)=

√
1− sup

Ĝ∈G

Tr
[
Πk−1Ĝ |ψ〉〈ψ|Ĝ†

]
, (2.125)

where the supremum is over Gaussian unitary operations. Moreover, assuming the optimisation

yields a Gaussian operation Ĝ0, an optimal approximating state is

Ĝ†
0

(
Πk−1Ĝ0 |ψ〉∥∥Πk−1Ĝ0 |ψ〉

∥∥
)

. (2.126)

Proof. From Lemma 2.4 and in particular Eq. (2.88) we have

R?
k (ψ)=

√
1− sup

r?(φ)<k
| 〈φ|ψ〉 |2 . (2.127)

By Theorem 2.4, for any pure state |φ〉 such that r?(φ) < k, there exist a normalised core

state |Cφ〉 of stellar rank lower than k and a Gaussian operation Ĝφ such that

|φ〉 = Ĝφ |Cφ〉 . (2.128)

We obtain
| 〈φ|ψ〉 |2 = |〈Cφ|Ĝ†

φ|ψ〉 |2

= |〈Cφ|Πk−1Ĝ†
φ|ψ〉 |2

≤ |〈Cφ|Cφ〉 |2| 〈ψ|ĜφΠk−1Ĝ†
φ|ψ〉 |2

=Tr
[
Πk−1Ĝ†

φ |ψ〉〈ψ|Ĝφ

]
,

(2.129)

where we used |Cφ〉 =Πk−1 |Cφ〉 in the second line, since |Cφ〉 is a core state of stellar rank

lower than k (hence its support is contained in the support of Πk−1), Cauchy-Schwarz

inequality in the third line and | 〈Cφ|Cφ〉 |2 = 1 in the last line. This upperbound is attained if

|Cφ〉 =
Πk−1Ĝ†

φ |ψ〉√
Tr

[
Πk−1Ĝ†

φ |ψ〉〈ψ|Ĝφ

] , (2.130)

which is indeed a normalised core state of stellar rank lower than k.
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With Eqs. (2.127) and (2.129), the robustness of the state |ψ〉 is then given by

R?
k (ψ)=

√
1− sup

Ĝφ∈G

Tr
[
Πk−1Ĝ†

φ |ψ〉〈ψ|Ĝφ

]
=

√
1− sup

Ĝ∈G

Tr
[
Πk−1Ĝ |ψ〉〈ψ|Ĝ†

]
,

(2.131)

where the supremum is over Gaussian unitary operations and where we used the fact that

the set of Gaussian unitary operations is invariant under adjoint in the second line. With

Eq. (2.128), assuming the optimisation yields an optimal Gaussian unitary Ĝ0, an optimal

approximating state is |φ〉 = Ĝφ |Cφ〉, where Ĝφ = Ĝ†
0 and where |Cφ〉 is given by Eq. (2.130).

Namely,

|φ〉 = Ĝ†
0

(
Πk−1Ĝ0 |ψ〉∥∥Πk−1Ĝ0 |ψ〉

∥∥
)

, (2.132)

i.e., Ĝ0 |φ〉 is the renormalised truncation of Ĝ0 |ψ〉 at photon number k−1.

�

From Theorem 2.6, the robustness profile R(ψ)= (
R?

k
)
k∈N∗ is a non-increasing sequence for any

state |ψ〉, and each term in the sequence may be obtained with an optimisation over two complex

parameters.

In particular, with the Hermite polynomials

Hem(z)= (−1)me
1
2 z2
∂m

z e−
1
2 z2

=
bm

2 c∑
p=0

m!(−1)p

2p p!(m−2p)!
zm−2p,

(2.133)

for all m ∈N and all z ∈C, the robustness of cat states has the following expression:

Corollary 2.2. Let k ∈N∗ and let α ∈C. Then, writing cx = cosh x, sx = sinh x, and tx = tanh x for

brevity,

R?
k (cat+α)=

√√√√1− sup
ξ=reiθ ,β∈C

e−|β|2

4cr c|α|2

k−1∑
m=0

tm
r

m!

∣∣u+
m(|α|,ξ,β)

∣∣2 , (2.134)

and

R?
k (cat−α)=

√√√√1− sup
ξ=reiθ ,β∈C

e−|β|2

4crs|α|2

k−1∑
m=0

tm
r

m!

∣∣u−
m(|α|,ξ,β)

∣∣2 , (2.135)

where

u±
m(|α|,ξ,β) := e−|α|β

∗+ 1
2 tr eiθ(|α|+β)2

Hem

( |α|+βp
crsr

eiθ/2
)
± e|α|β

∗+ 1
2 tr eiθ(β−|α|)2

Hem

(
β−|α|p

crsr
eiθ/2

)
.

(2.136)
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Proof. Let α ∈C. We have

|cat±α〉 =
1√
N ±

α

(|α〉± |−α〉), (2.137)

where N ±
α = 2(1± e−2|α|2). By Theorem 2.6,

R?
k (cat±α)=

√
1− sup

Ĝ∈G

Tr
[
Πk−1Ĝ |cat±α〉〈cat±α|Ĝ†

]
. (2.138)

for all k ∈N∗, where Πk−1 in the projector onto the Fock basis with less the k−1 photons. We

have

Tr
[
Πk−1Ĝ |cat±α〉〈cat±α|Ĝ†

]
=

k−1∑
m=0

∣∣〈m|Ĝ|cat±α〉
∣∣2. (2.139)

Setting Ĝ = Ŝ(ξ)D̂(β), for ξ= reiθ,β ∈C, we obtain

〈m|Ĝ|cat±α〉 =
1√
N ±

α

(〈m|Ŝ(ξ)D̂(β)|α〉±〈m|Ŝ(ξ)D̂(β)|−α〉)
= 1√

N ±
α m!

(
e

1
2 (α∗β−αβ∗) 〈0|âmŜ(ξ)D̂(α+β)|0〉± e

1
2 (αβ∗−α∗β) 〈0|âmŜ(ξ)D̂(β−α)|0〉

)
.

(2.140)

Switching to the stellar representation we obtain

〈m|Ĝ|cat±α〉 =
1√

N ±
α m!

[
∂m

z e
1
2 (α∗β−αβ∗)G?

ξ,α+β(z)±∂m
z e

1
2 (αβ∗−α∗β)G?

ξ,−α+β(z)
]

z=0

= e−
1
2 (|α|2+|β|2)√
crN

±
α m!

[
e−αβ

∗+ 1
2 tr eiθ(α+β)2

∂m
z e−

1
2 e−iθ tr z2+ α+β

cr
z

± eαβ
∗+ 1

2 tr eiθ(β−α)2
∂m

z e−
1
2 e−iθ tr z2+ β−α

cr
z
]

z=0
,

(2.141)

where we used 〈0|ψ〉 = F?
ψ(0) and Eq. (2.7). With Eq. (2.133) we have

[
∂m

z e−
1
2 az2+bz

]
z=0

= am/2Hem

(
bp
a

)
, (2.142)

where Hem is the mth Hermite polynomial.

With Eq. (2.141) we obtain

∣∣〈m|Ĝ|cat±α〉
∣∣2 = e−(|α|2+|β|2)tm

r

crN
±
α m!

∣∣∣∣e−αβ∗+ 1
2 tr eiθ(α+β)2

Hem

(
α+βp

crsr
eiθ/2

)
± eαβ

∗+ 1
2 tr eiθ(β−α)2

Hem

(
β−αp

crsr
eiθ/2

)∣∣∣∣2.

(2.143)
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Combining Eqs. (2.138), (2.139) and (2.143) yields

R?
k (cat±α)=

√√√√1− sup
ξ=reiθ ,β∈C

e−(|α|2+|β|2)

crN
±
α

k−1∑
m=0

tm
r

m!

∣∣u±
m(α,ξ,β)

∣∣2 , (2.144)

where we have set

u±
m(α,ξ,β) := e−αβ

∗+ 1
2 tr eiθ(α+β)2

Hem

(
α+βp

crsr
eiθ/2

)
± eαβ

∗+ 1
2 tr eiθ(β−α)2

Hem

(
β−αp

crsr
eiθ/2

)
.

(2.145)

Since the robustness is invariant under Gaussian operations, R?
k (cat±α) does not depend on

the phase of α, since one can map a cat state of amplitude α to a cat state of amplitude

eiφα through a Gaussian rotation (this corresponds to mapping β to eiφβ and θ to θ−2φ in

the previous expressions). Hence, we may assume without loss of generality that α ∈R and

replace α by |α|. With

c|α|2 =
N +

α

4e−|α|2
and s|α|2 =

N −
α

4e−|α|2
, (2.146)

this concludes the proof.

�

By Lemma 2.4, the sequence of maximum achievable fidelities for each rank k−1 with a given

target state is obtained from the robustness profile with F = 1−R?2
k . We have computed numeri-

cally the values of R?
k (cat+α) and R?

k (cat−α) for different values of k and α and the corresponding

achievable fidelities are depicted in Fig. 2.4 and Fig. 2.5. For each rank, if ρ denotes a state for

which the maximum fidelity is achieved, then any lower fidelity may be obtain by considering the

states ρp = p |⊥〉〈⊥|+ (1− p)ρ, for 0≤ p ≤ 1, where |⊥〉 is a coherent state orthogonal to the target

state (which exists by Theorem 2.1, since the target state is non-Gaussian). From the numerics

and the obtained profiles of the cat states, we make various observations:

• The main difference between low amplitude cat+ and cat− states is that the former are

easier to approximate by Gaussian states than the latter: at low amplitude, cat+ states are

closer to the vacuum while cat− states are closer to the single photon Fock state.

• High amplitude cat states are ‘more non-Gaussian’ than low amplitude cat states, in the

sense that one needs more photon additions to approximate them to the same precision.

• The maximum achievable fidelity increases more from odd to even ranks (resp. even to odd

ranks) than from even to odd ranks (resp. odd to even ranks) for cat+ states (resp. cat−

states). This is due to cat+ states (resp. cat− states) having support only on even (resp. odd)

Fock states.

• For each given amplitude, there is a critical stellar rank after which good approximation of

the cat state becomes possible. Before that stellar rank, the best Gaussian operation in the
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|cat+1 i
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Figure 2.4: Achievable fidelities for target cat+ states of amplitudes 1, 3, 6 and 10. For each rank
k ∈N∗, the vertical line depicts the achievable fidelities between the target state and states of
rank k.
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Figure 2.5: Achievable fidelities for target cat− states of amplitudes 1, 3, 6 and 10. For each rank
k ∈N∗, the vertical line depicts the achievable fidelities between the target state and states of
rank k.
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optimisation of Corollary 2.2 is roughly a displacement of the amplitude of the cat. Past

that rank, it is a smaller displacement combined with a squeezing.

If the state |ψ〉 is of finite rank, the kth term of the sequence R(ψ) is zero for all k > r?(ψ) by

Corollary 2.1. For k ≤ r?(ψ), an expression depending on the core state of |ψ〉 may be obtained for

R?
k (ψ):

Corollary 2.3. Let k ∈ N∗ and let |ψ〉 ∈ H be a non-Gaussian pure state of finite stellar rank

r?(ψ)≥ k, with core state |Cψ〉 =∑r?ψ
n=0 Cn |n〉. Then,

R?
k (ψ)=

√√√√1− sup
ξ,α∈C

k−1∑
m=0

|um(ξ,α)|2 , (2.147)

where for all m ∈ {0, . . . ,k−1} and all ξ= reiθ,α ∈C,

um(ξ,α)= 1√
m!cr

r?ψ∑
n=0

C∗
np
n!

[
∂n

z (cr z+ sr eiθ∂z −α∗)me−
1
2 e−iθ tr z2+ α

cr
z+ 1

2 eiθ trα
2− 1

2 |α|2
]

z=0
, (2.148)

with cr = cosh r, sr = sinh r and tr = tanh r. Moreover, assuming the optimisation yields values

ξ0,α0 ∈C, an optimal approximating state is

D̂†(α0)Ŝ†(ξ0)

(
Πk−1Ŝ(ξ0)D̂(α0) |Cψ〉∥∥Πk−1Ŝ(ξ0)D̂(α0) |Cψ〉

∥∥
)

. (2.149)

Proof. Let |ψ〉 ∈H be a pure state of finite stellar rank r?(ψ) ∈N∗ with core state |Cψ〉 =∑r?ψ
n=0 Cn |n〉. By Theorem 2.4, there exist a Gaussian operation Ĝψ such that |ψ〉 = Ĝψ |Cψ〉.

From Theorem 2.6 we have

R?
k (ψ)=

√
1− sup

Ĝ∈G

Tr
[
Πk−1Ĝ |ψ〉〈ψ|Ĝ†

]
=

√
1− sup

Ĝ′∈G

Tr
[
Πk−1Ĝ′ |Cψ〉〈Cψ|Ĝ′†]

=
√

1− sup
ξ,α∈C

Tr
[
Πk−1D̂†(α)Ŝ†(ξ) |Cψ〉〈Cψ| Ŝ(ξ)D̂(α)

]

=
√√√√1− sup

ξ,α∈C

k−1∑
m=0

∣∣〈Cψ|Ŝ(ξ)D̂(α)|m〉∣∣2 ,

(2.150)

where we used the group structure of the Gaussian unitary operations in the second line and

the fact that any single-mode Gaussian unitary operation may be decomposed as a squeezing

and a displacement in the third line. Assuming the optimisation yields values ξ0,α0 ∈C, the

optimal core state used in the approximation is

|C〉 = Πk−1Ŝ(ξ0)D̂(α0) |Cψ〉∥∥Πk−1Ŝ(ξ0)D̂(α0) |Cψ〉
∥∥ . (2.151)
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Now for all m ∈ {0, . . . ,k−1},

〈Cψ|Ŝ(ξ)D̂(α)|m〉 =
r?ψ∑

n=0
C∗

n 〈n|Ŝ(ξ)D̂(α)|m〉, (2.152)

and for all n ∈ {0, . . . , r?ψ},

〈n|Ŝ(ξ)D̂(α)|m〉 = 1p
m!n!

〈0|ânŜ(ξ)D̂(α)(â†)m|0〉

= 1p
m!n!

〈0|ân(cr â† + sr eiθ â−α∗)mŜ(ξ)D̂(α)|0〉 ,
(2.153)

where we used Eq. (2.37) in the second line, with cr = cosh r, sr = sinh r. Hereafter we

also set tr = tanh r. We have 〈0|χ〉 = F?
χ (0) for all states χ, hence switching to the stellar

representation Eq. (2.153) rewrites

〈n|Ŝ(ξ)D̂(α)|m〉 = 1√
m!n!cr

[
∂n

z

(
cr z+ sr eiθ∂z −α∗

)m
e−

1
2 e−iθ tr z2+ α

cr
z+ 1

2 eiθ trα
2− 1

2 |α|2
]

z=0
,

(2.154)

where we used Eq. (2.7). Hence,

〈Cψ|Ŝ(ξ)D̂(α)|m〉 =
r?ψ∑

n=0

C∗
n√

m!n!cr

[
∂n

z

(
cr z+ sr eiθ∂z −α∗

)m
e−

1
2 e−iθ tr z2+ α

cr
z+ 1

2 eiθ trα
2− 1

2 |α|2
]

z=0
.

(2.155)

Setting, for all m ∈ {0, . . . ,k−1}, um(ξ,α)= 〈Cψ|Ŝ(ξ)D̂(α)|m〉, thus omitting the dependency

in ψ, we finally obtain with Eq. (2.150),

R?
k (ψ)=

√√√√1− sup
ξ,α∈C

k−1∑
m=0

|um(ξ,α)|2 , (2.156)

where for all m ∈ {0, . . . ,k−1} and all ξ= reiθ,α ∈C,

um(ξ,α)= 1√
m!cr

r?ψ∑
n=0

C∗
np
n!

[
∂n

z (cr z+ sr eiθ∂z −α∗)me−
1
2 e−iθ tr z2+ α

cr
z+ 1

2 eiθ trα
2− 1

2 |α|2
]

z=0
, (2.157)

with cr = cosh r, sr = sinh r and tr = tanh r. Moreover, assuming the optimisation yields

values ξ0,α0 ∈ C, an optimal approximating state is |φ〉 = D̂†(α0)Ŝ†(ξ0) |C〉, where |C〉 is

defined in Eq. (2.151). Namely,

|φ〉 = D̂†(α0)Ŝ†(ξ0)

(
Πk−1Ŝ(ξ0)D̂(α0) |Cψ〉∥∥Πk−1Ŝ(ξ0)D̂(α0) |Cψ〉

∥∥
)

, (2.158)

i.e., Ŝ(ξ0)D̂(α0) |φ〉 is the renormalised truncation of Ŝ(ξ0)D̂(α0) |Cψ〉 at photon number k−1.

�
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From this result, the value of the stellar robustness may be obtained analytically for low stellar

rank states and numerically for all finite stellar rank states. In particular, we obtain:

Lemma 2.7. For the single photon Fock state |1〉 of stellar rank 1 we have

R?(1)=
√

1− 3
p

3
4e

. (2.159)

The corresponding maximum achievable fidelity is given by

3
p

3
4e

≈ 0.478. (2.160)

Proof. The single-photon Fock state |1〉 is a core state of stellar rank 1 (its stellar function

is given by F?
1 (z)= z for all z ∈C). Hence, by Corollary 2.3,

R?
1 (1)= R?(1)

=
√

1− sup
ξ=reiθ ,α∈C

1
cr

∣∣∣[∂ze−
tr
2 e−iθ z2+ α

cr
z+ tr

2 eiθα2− 1
2 |α|2

]
z=0

∣∣∣2

=
√√√√1− sup

ξ=reiθ ,α∈C

|α|2
c3

r

∣∣∣e tr
2 eiθα2− 1

2 |α|2
∣∣∣2

=
√√√√1− sup

ξ=reiθ ,α∈C

|α|2
c3

r
e

tr
2 (α2eiθ+α∗2e−iθ)−|α|2 .

(2.161)

Setting γ= x+ i y= iαeiθ/2 we obtain

|α|2
c3

r
e

tr
2 (α2eiθ+α∗2e−iθ)−|α|2 = |γ|2

c3
r

e−|γ|
2− tr

2 (γ2+γ∗2)

= x2 + y2

c3
r

e−(1+tr)x2
e−(1−tr)y2

= (1− t2
r)3/2(x2 + y2)e−(1+tr)x2

e−(1−tr)y2

= (1− t2
r)3/2(x2 + y2)e−(1−tr)(x2+y2)e−2tr x2

(2.162)

≤ (1− t2
r)3/2(x2 + y2)e−(1−tr)(x2+y2)

≤ (1− t2
r)3/2

e(1− tr)

= 1
e

√
(1− tr)(1+ tr)3 ,

and this upperbound is attained for x = 0 and y= 1p
1−tr

. Finally, we have maxu∈[0,1] (1−u)(1+u)3 =
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27
16 , attained for u = 1

2 , so we obtain the stellar robustness of a single photon Fock state:

R?(1)=
√

1− 3
p

3
4e

. (2.163)

�

Since the stellar robustness inherits the property of invariance under Gaussian unitary operations

of the stellar rank, Corollary 2.1 implies the same robustness value for states obtained from

a single photon Fock state by unitary Gaussian operations, such as photon-added or photon-

subtracted squeezed states, by Eq. (2.81).

We have computed numerically the stellar robustness for the states cosφ |0〉+ eiχ sinφ |1〉,
for all φ,χ ∈ [0,2π], which is independent of χ (Fig. 2.6). Setting φ= π

2 yields the single photon

Fock state, which is thus the most robust state of stellar rank 1, up to Gaussian unitary operations.
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Figure 2.6: Achievable fidelities with Gaussian states for target core states cosφ |0〉+ eiχ sinφ |1〉,
for all φ,χ ∈ [0,2π], as a function of φ. The maximum fidelities are independent of χ, and yield
the stellar robustness through Lemma 2.4.

We have also obtained numerically the achievable fidelities with target states |2〉, |3〉, |4〉 and |5〉,
depicted in Fig. 2.7.

As previously mentioned, with Lemma 2.4, preparing a target pure state of finite stellar rank |ψ〉
with fidelity better than 1− [R?

k (ψ)]2, which may be computed using Corollary 2.3, ensures that

the obtained state has a stellar rank equal to or greater than k.

One may obtain the ε-smoothed non-Gaussianity of formation of a given target pure state—i.e.,

the minimal stellar rank of ε-close states—from its profile of achievable fidelities as follows: for a

given ε> 0, it is the x-coordinate of the leftmost intersection point of the horizontal line of height

1− ε2 with the vertical lines of the profile. For example, let ε = 0.7, so that 1− ε2 = 0.51. With
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Figure 2.7: Achievable fidelities for target Fock states |2〉, |3〉, |4〉 and |5〉. For each rank k ∈N∗,
the vertical line depicts the achievable fidelities between the target state and states of rank k. The
sequence of maximum fidelities for each rank yields the robustness profile through Lemma 2.4.

Fig. 2.7, the 0.7-smoothed non-Gaussianity of formation of the Fock state |3〉 is equal to 2. Hence,

an experimental (mixed) quantum state which has fidelity greater than 0.51 (corresponding to

ε= 0.7) with the Fock state |3〉 has a stellar rank greater or equal to 2.

The stellar hierarchy may thus be certified experimentally by direct fidelity estimation with

a target pure state. In chapter 4, we make use of this result and discuss in particular the

certification of the stellar rank using Gaussian measurements and heterodyne detection.

2.4 Discussion and open problems

Based on the stellar representation of single-mode continuous variable quantum states, we have

defined the stellar rank as the number of zeros of the stellar function, or equivalently of the

Husimi Q function. Using the analytic properties of the stellar function, we have shown that

this rank is invariant under Gaussian operations and induces a hierarchy over the space of

single-mode normalised states. We have characterized the states of finite stellar rank as the

states obtained by successive single-photon additions to a Gaussian state, or equivalently as

finite superpositions of (equally) displaced and squeezed number states. Additionally, we have

given the stellar rank an operational meaning, as the minimal non-Gaussian cost for engineering

a state, in terms of single-photon additions and subtractions. We have derived the equivalence
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classes for Gaussian convertibility using the notion of core states, and we have studied in detail

the robustness of the ranks of the stellar hierarchy, showing that finite stellar rank states are

robust, while infinite stellar rank states are not. In particular, we have shown how to compute

the robustness.

While the stellar representation unveils the structure of single-mode non-Gaussian states, various

open questions remain:

How to extend the stellar formalism to the case of multimode states? The stellar function for

multimode states is a multivariate analytic function, which prevents the use of the factorisation

theorem, crucial in the derivation of the results. However, one can consider in the multimode case

both the set of states that can be obtained from the vacuum by multimode Gaussian operations

and a finite number of photon additions and the set of states that are obtained by multimode

Gaussian operations acting on an input with a multivariate polynomial stellar function. We

consider both sets of states in the next chapter and investigates their computational power.

Can we interpret geometrically the non-Gaussian properties of quantum states? Can we

view the stellar representation as a limit of the Majorana representation? This representation

provides a beautiful interpretation of non-entangling operations for symmetric states as a class

of transformations of the sphere [RM11, Aul11]. Can we derive an analogous statement to

characterize how Gaussian operations affect the roots of the stellar function? The displacement

operator simply displaces the sphere on the complex plane, but the action of the squeezing seems

nontrivial.

The stellar rank has an interpretation as a non-Gaussianity of formation, i.e., as a cost for

quantum state engineering in terms of elementary non-Gaussian operations. Can we identify a

computational task for which this rank quantifies how resourceful a state is?

Even though they are not robust, infinite stellar rank states are interesting from a conceptual

point of vue, given their use for for error-correction [CMM99, GKP01]. Can we classify these

states, for example based on the density of the zeros of their stellar function? To that end, what

is the precise location of the zeros for GKP states?
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BEYOND-CLASSICAL QUANTUM CONTINUOUS VARIABLE MODELS

D ifferent approaches are possible to probe the quantum computational advantage regime

and to study the boundary between the quantum systems which are efficiently simulable

classically and those universal for quantum computing. On the one hand, the regime

of classical simulability can be explored [Fey82]: being able to efficiently simulate a quantum

computational model with a classical computer up to a certain regime may suggest a quantum

advantage beyond this regime [Val02, TD02, BSBN02]. On the other hand, subuniversal models

of quantum computing can be defined: these models lie somewhere in-between classical and

universal quantum computing, in the sense that, although not possessing the full computational

power of a universal quantum computer, they may outperform classical computational capabilities

with respect to specific problems [BJS10, AA13, MFF14, BMS16, FH16, DMK+17, BIS+18]. In

both cases, one can aim for minimal extensions beyond the classically simulable models which

are more likely to be implementable in the near term than universal quantum computers. For

concrete applications, however, it is not the quantum computational model but rather the task

at hand whose classical simulability matters. Studying application-specific classical simulation

regimes is therefore also of great importance.

We investigate these approaches for different continuous variable quantum computational

models. After introducing classical simulation notions, we consider linear optics with input single

photons and adaptive photon-number measurement, and study the classial simulation regime

for probability estimation and overlap estimation, two computational tasks that are central to

machine learning applications [BGM19]. Next, we turn to Gaussian quantum circuits with non-

Gaussian input states and derive sufficient conditions for an efficient classical strong simulation.

Finally, we focus on a specific subclass of Gaussian quantum circuits with non-Gaussian input

states, the CVS circuits, which relates to Boson Sampling with continuous variable measurements.
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We identify the regime for which an efficient classical weak simulation of circuits in this subclass

would imply a collapse of the polynomial hierarchy of complexity classes.

This chapter is based on [CMS20, CMG20a, CDM+17].

3.1 Classical simulation of quantum computations

Depending on the approach used for simulating classically the functioning of quantum devices,

several notions of simulability are commonly used. In what follows, we review the ones we will be

considering in this chapter.

3.1.1 Strong simulation

To each quantum computation is associated a probability distribution from which classical

outcomes are sampled. In the case of continuous variable quantum computations with continuous

variable outcomes, the output probability distribution is replaced by an output probability density.

This motivates the following (informal) definition [TD02, PBG20].

Definition 3.1 (Strong simulation). A quantum computation is strongly simulable if there exists

a classical algorithm which evaluates its output probability distribution (density) or any of its

marginals for any outcome in time polynomial in the size of the quantum computation.

Various relaxations of this definition are possible, allowing the classical evaluation to be approx-

imate rather than exact, or to abort with a small probability. Hereafter we only consider the

definition above. When there exists no efficient classical algorithm for strong simulation, we say

that strong simulation is hard.

This notion of simulability is referred to as strong because it asks more from the classical

simulation algorithm than from the quantum computation. Indeed, the quantum computation is

merely sampling from a probability distribution (density), while the classical algorithm has to

compute efficiently probabilities.

3.1.2 Weak simulation

A sampling counterpart to the notion of strong simulation is to ask the classical simulation

algorithm to mimic the output of the quantum computation [TD02, PBG20]. Informally:

Definition 3.2 (Weak simulation). A quantum computation is weakly simulable if there exists a

classical algorithm which outputs samples from its output probability distribution (density) in

time polynomial in the size of the quantum computation.

Akin to strong simulation, various relaxations of this definition are possible, allowing the classical

sampling to be approximate rather than exact, or to abort with a small probability. Hereafter we
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only consider the definition above. When there exists no efficient classical algorithm for weak

simulation, we say that weak simulation is hard.

In the case of continuous variable quantum computations with continuous variable outcomes,

a weaker requirement is to ask the classical simulation not to sample from the output probability

density, but rather from a discretised probability distribution obtained from the probability

density by performing an efficient binning of the sample space. Indeed, samples from the output

probability density yield samples of such a discretised probability distribution with efficient

classical post-processing.

Consider a quantum computation of size m yielding discrete classical outcomes from a probability

distribution P(X1, . . . , Xm), where X i may take at most M = poly m values for all i ∈ {1, . . . ,m} (the

sample space has size Mm). Then, weak simulation is weaker than strong simulation, with the

following result [TD02, PBG20]:

Lemma 3.1. An efficient classical algorithm for strong simulation provides an efficient classical

algorithm for weak simulation (assuming one can efficiently sample from efficiently computable

univariate probability distributions over a polynomial number of samples).

We reproduce the proof below for completeness.

Proof. Assuming the existence of an efficient classical algorithm for strong simulation of

a quantum computation of size m yielding classical outcomes from a discrete probability

distribution P(X1, . . . , Xm), where X i may take at most M = poly m values for all i ∈ {1, . . . ,m},

one first computes the marginal probabilities P(X1) for all M possible values of X1. Then, one

samples the value x1 from P(X1) (which is an efficiently computable univariate probability

distribution over a polynomial number of samples). With that sample x1, one computes the

conditional probability distribution

P(X2|x1)= P(x1, X2)
P(x1)

, (3.1)

for all M possible values of X2. Then, one samples the value x2 from P(X2|x1) (which is also

an efficiently computable univariate probability distribution over a polynomial number of

samples). Repeating the same procedure up to

P(Xm|x1, . . . , xm−1)= P(x1, . . . , xm−1, Xm)
P(x1, . . . , xm−1)

, (3.2)

one obtains a sample (x1, . . . , xm) from P(X1, . . . , Xm) efficiently.

�

For quantum computations yielding continuous variable classical outcomes, the result still holds

with the same proof for binned discretised probability distributions rather than the corresponding
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probability density, as long as the discretised probabilities can be computed efficiently from the

probability density and have support on a polynomial number of bins for each mode.

3.1.3 Probability and overlap estimation

While the previous two notions of simulation of quantum computations are the most commonly

used, other type of simulation may be useful: if the output samples of a quantum computation are

used to compute a quantity which may be computed efficiently classically by other means, it is no

longer necessary to simulate the whole quantum device. We consider two concrete examples which

are prominent for variational quantum algorithms in quantum machine learning: probability

estimation and overlap estimation [HCT+19, SK19].

Definition 3.3 (Probability estimation). Let P be a probability distribution over m outcomes.

Given any outcome x in the sample space of P, probability estimation refers to the computational

task of outputting an estimate P̃[x] such that

P[x]− 1
poly m

≤ P̃[x]≤ P[x]+ 1
poly m

, (3.3)

with probability greater than 1− 1
expm .

Probability estimation amounts to outputting a polynomially precise additive estimate of the

probability with exponentially small probability of failure. One may use the samples from a

quantum computation in order to perform probability estimation for any given outcome: given a

quantum device of size m which outputs samples from some probability distribution and a fixed

outcome x in the sample space, one may run the device M = poly m times, recording the value 1

whenever the outcome x is obtained and the value 0 otherwise. Then, summing and dividing by

M, one obtains the frequency of the outcome x over the M uses of the quantum device, which is

a polynomially precise additive estimate of the probability of the outcome x with exponentially

small probability of failure, by virtue of Hoeffding inequality [Hoe63].

Weak simulation is at least as hard as probability estimation, since by the previous reasoning

one may obtain polynomially precise additive estimates of probabilities from samples of the

probability distribution. Moreover, they are some quantum computations for which weak sim-

ulation is hard (assuming widely believed conjectures from complexity theory), but probability

estimation can be done efficiently classically. This is the case for IQP circuits [BJS10, HCT+19],

Boson Sampling [AA13] and even the period-finding subroutine of Shor’s algorithm [Sho94]. Let

us detail the latter case: if N is an n bits integer to factor, the period-finding subroutine measures

the output state
1
N

∑
x

∑
y

e
2iπxy

N |y〉 | f (x)〉 (3.4)
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in the computational basis, where f is a periodic function over {0, . . . , N−1} which can be evaluated

efficiently. The probability of obtaining an outcome y0, f (x0) is given by

Pr[y0, f (x0)]=
∣∣∣∣∣ 1
N

∑
f (x)= f (x0)

e
2iπxy0

N

∣∣∣∣∣
2

. (3.5)

Now let

gx0,y0 : x 7→
e

2iπxy0
N if f (x)= f (x0),

0 otherwise.
(3.6)

The function gx0,y0 can be evaluated efficiently and we have

Pr[y0, f (x0)]=
∣∣∣∣ E
x←N

[gx0,y0(x)]
∣∣∣∣2 , (3.7)

where E
x←N

denotes the expected value for x drawn uniformly randomly from {0, . . . , N −1}. By

virtue of Hoeffding inequality, this quantity may be estimated efficiently (in n the number of

bits of N) classically by sampling uniformly a polynomial number of values in {0, . . . , N −1} and

computing the modulus squared of the mean of gx0,y0 for these values.

However, note that probability estimation of quantum circuits is a BQP-complete computa-

tional task almost by definition, since given a polynomially precise estimate of the probability

of acceptance of an input x to a quantum circuit, one may determine whether it is accepted

or rejected by the circuit. In particular, unless factoring is in P, probability estimation for the

quantum circuit corresponding to Shor’s algorithm as a whole is hard and weak simulation of

the period-finding subroutine is also hard, since in Shor’s algorithm the output samples from

the period-finding subroutine are used for a different classical computation than probability

estimation (essentially obtaining promising candidates for the period).

A more general computational task than probability estimation in the context of quantum

computing is the following:

Definition 3.4 (Overlap estimation). Let |φ〉 and |ψ〉 be quantum output states of two quantum

computations of size m. Overlap estimation refers to the computational task of outputting an

estimate Õ such that

| 〈φ|ψ〉 |2 − 1
poly m

≤ Õ ≤ |〈φ|ψ〉 |2 + 1
poly m

, (3.8)

with probability greater than 1−1/exp(m).

The overlap between two quantum states is a measure of their distinguishability [Die88] and

overlap estimation thus is related to quantum state discrimination. Several techniques exist to

perform quantumly the overlap estimation of two states |φ〉 and |ψ〉 [FRS+20]. One of them is to

perform the swap test (see chapter 5 or [BCWDW01]) with various copies of both states.

Overlap estimation can be done efficiently classically for IQP circuits [HCT+19]. We prove

in the next section that it is also the case for Boson Sampling and consider the more general

setting of passive linear optical quantum computing with input single-photons and adaptive

measurements.
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3.2 Adaptive linear optics

The complexity of probability estimation and overlap estimation of quantum computations has

been well studied in the circuit model [PWB15, BGM19]. In what follows, we consider the case of

passive linear optical quantum computing with adaptive measurements, which we refer to as

adaptive linear optics (Fig. 3.1). We use multi-index notations (see section 1.1.1).

Formally, we consider unitary interferometers of size m, described by m×m unitary matrices

(see section 1.4). We identify the multimode Fock states with n photons over m modes with the

elements of Φm,n = {s ∈Nm, |s| = n}, for all n ∈N. We fix the input state |t〉 = |1n0m−n〉, with single

photons in the n first modes, where the superscript indicates the size of the string (0, . . . ,0) or

(1, . . . ,1) when there is a possible ambiguity. For p ∈N and p ∈Φk,p, let us define

U p := [1k ⊕Uk(p1, . . . , pk)] [1k−1 ⊕Uk−1(p1, . . . , pk−1)] . . . [11 ⊕U1(p1)]U0, (3.9)

where 1 j is the identity matrix of size j. The matrices U j depend on the measurement outcomes

p1, . . . , p j for all j ∈ {1, . . . ,k}. The output state where the adaptive measurement outcome p has

been obtained reads

Trk

[
(|p〉〈p|⊗ 1m−k)U p |t〉〈t|U p†

]
, (3.10)

where the partial trace is over the first k modes and where |p〉 denotes the k-mode Fock state

|p1 . . . pk〉. The matrix U p describes the interferometer in Fig. 3.1, where the adaptive measure-

ment outcome p = (p1, . . . , pk) and the final outcome s= (s1, . . . , sm−k) have been obtained.

...

...

...

.  .  .
. . .

.  .  .
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Figure 3.1: Passive linear optical computing with k adaptive measurements and input state
|1. . .10. . .0〉 with n photons over m modes. The output modes are measured using photon counters.
For all j ∈ {1, . . . ,k}, the unitary interferometer U j, acting on m− j modes, may depend on the
measurement outcomes p1, . . . , p j. The adaptive measurement outcomes p1, . . . , pk are used to
drive the computation, whose final outcome is s1, . . . , sm−k.

Boson Sampling [AA13] corresponds to the case k = 0 and the Knill–Laflamme–Milburn scheme

for universal quantum computing [KLM01] to the case k =O(m). We investigate the transition
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between these two cases by giving classical algorithms for probability estimation and overlap

estimation and identifying various complexity regimes for different numbers of photons n and

adaptive measurements k.

3.2.1 Quantum probability and overlap estimation

For doing probability estimation with a quantum circuit, one samples the circuit O(poly m) times,

obtaining outcomes, for which the frequency gives a polynomially precise additive estimate of the

probability which can be computed efficiently. In the case of a circuit with adaptive measurements,

one only looks at the final measurement outcomes and the same holds for adaptive linear optical

computations.

For doing overlap estimation with unitary quantum circuits, one may run two circuits U and V

in parallel and compare their quantum output states, for example with the swap test. Doing so a

polynomial number of times provides a polynomially precise estimate of the overlap. Alternatively,

one may build the circuit UV † and project the output quantum state onto the input state.

In the case of circuits with adaptive measurements, the overlaps are between all possible

output states for all possible adaptive measurement results. In particular, if the number of

possible adaptive measurement outcomes is exponential, then the probability distribution for

these outcomes has to be concentrated on a polynomial number of events for the quantum overlap

estimation to be efficient. This is because in order to compute a polynomially precise estimate

of the overlap, say, | 〈φ|ψ〉 |2, the states |φ〉 and |ψ〉, both corresponding to specific adaptive

measurement results, have to be obtained a polynomial number of times.

For adaptive linear optics over m modes with n input photons and k adaptive measurements,

the number of possible adaptive measurement outcomes is given by

n∑
r=0

|Φk,r| =
n∑

r=0

(
k+ r−1

r

)

=
(
k+n

n

)
,

(3.11)

where the sum is over the total number of photons detected at the stage of the adaptive mea-

surements. Hence, either the probability distribution for the adaptive measurements outcomes

is concentrated on a polynomial number of outcomes, or
(n+k

n
)=O(poly m), which is the case for

example when n =O(1) and k =O(m), n =O(logm) and k =O(logm), or n =O(m) and k =O(1). In

what follows, we do not assume concentration of the adaptive measurement outcome probability

distribution and consider general interferometers with adaptive measurements. The quantum

efficient regime for overlap estimation thus corresponds to
(n+k

n
)=O(poly m).

Let |φ〉 and |ψ〉 be output states of two adaptive linear interferometers over m modes with n

input photons and k adaptive measurements. Let p and q denote the outcomes of the adaptive

measurements for |φ〉 and |ψ〉, respectively. Let U p in Eq. (3.9) be the interferometer for |φ〉, with
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input Fock state |t〉. We have

| 〈φ|ψ〉 |2 =Tr
[
Trk[(|p〉〈p|⊗ 1m−k)U p |t〉〈t|U p†] |ψ〉〈ψ|

]
=Tr

[
(|p〉〈p|⊗ 1m−k)U p |t〉〈t|U p†(1k ⊗|ψ〉〈ψ|)

]
=Tr

[
U p |t〉〈t|U p†(|p〉〈p|⊗ |ψ〉〈ψ|)

]
=Tr

[
|t〉〈t|U p† (|p〉〈p|⊗ |ψ〉〈ψ|)U p

]
,

(3.12)

where we used Eq. (3.10) in the first line. Because of the conservation of the total number of

photons, the overlap between the states |φ〉 and |ψ〉 is zero if |p| 6= |q|. Otherwise, it can be

estimated using a polynomial number of copies of the state |ψ〉 as follows: send the input |p〉⊗|ψ〉
into the interferometer with unitary matrix U p† and mesure the photon number in each output

mode. Record the value 1 if the measurement pattern matches the Fock state t and the value 0

otherwise. Then, the mean of the obtained values yields a polynomially precise estimate of the

overlap | 〈φ|ψ〉 |2 by Eq. (3.12) and Hoeffding inequality. Note that this overlap estimation requires

the preparation of the Fock state p. By symmetry, one could estimate the overlap alternatively

using a polynomial number of copies of the state |φ〉 and preparing the Fock state |q〉.

3.2.2 Classical probability estimation

In this section, we obtain a classical algorithm for probability estimation of adaptive linear optics

over m modes with n input photons and k adaptive measurements.

We first consider the case k = 0, i.e., Boson Sampling. The probability of the outcome s ∈Φm,n

for the interferometer U given the input t = (1n,0m−n) ∈ Φm,n is given by (see section 1.4.5

and [AA13])

Prm,n[s]= 1
s!
|Per(Us,t)|2, (3.13)

where Us,t is the n×n matrix obtained from U by repeating si times its ith row for i ∈ {1, . . . ,m}

and removing its jth column for j = {n+1, . . . ,m}, and where the permanent of an n×n square

matrix A = (ai j))1≤i, j≤n is given by

Per(A)= ∑
σ∈Sn

n∏
i=1

aiσ(i), (3.14)

where the sum is over the permutations of the set {1, . . . ,n}. When |s| 6= n however, the probability

is 0, since t has n photons and the linear interferometer does not change the total number of

photons. The permanent of a square matrix of size n can be computed exactly in time O(n2n),

thanks to Ryser’s formula [AWH78]. However, polynomially precise estimates of the permanent

can be obtained in polynomial time [Gur05], so the probability estimation can be done classically

efficiently, which was already noted in [AA13].

We now turn to the case k > 0, using notations of Eq. (3.9) and Fig. 3.1. This case is a direct

extension of the case k = 0. For p ∈ N, p ∈ Φk,p and s ∈ Φm−k,n−p, the probability of an total
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outcome (p,s) ∈Φm,n (adaptive measurement and final outcome) is given by

Prtotal
m,n [p,s]= 1

p!s!

∣∣∣Per
(
U p

(p,s),t

)∣∣∣2 . (3.15)

Let p ∈ {0, . . . ,n} and let s ∈Φm−k,n−p. Then, the probability of obtaining the final outcome s after

the adaptive measurements reads

Prfinal
m,n [s]= ∑

p∈Φk,p

Prtotal
m,n [p,s]

= 1
s!

∑
p∈Φk,p

1
p!

∣∣∣Per
(
U p

(p,s),t

)∣∣∣2.
(3.16)

The sum is taken over the elements of Φk,p, which has
(k+p−1

p
)≤ (k+n−1

n
)

elements. This last quan-

tity is O(poly m) when the number of input photons n and the number of adaptive measurements

k are small enough compared to m.

n

k
O(1) O(logm) O(m)

O(1) O(m) O(poly m) O(poly m)

O(logm) O(poly m) O(poly m) O(2log2 m)

O(m) O(poly m) O(2log2 m) O (4m)

Table 3.1: Simulability regimes for probability estimation. The scalings indicated are upper
bounds on the running time of the classical algorithm, up to a factor O(poly m). In blue is the
parameter region for which the quantum algorithm is efficient.

The simulability regimes are summarised in Table 3.1, where the scalings are obtained using

Stirling equivalent n!∼p
2πn

( n
e
)n. In particular, as long as both k and n are O(logm), the output

probability can be estimated efficiently (and even computed exactly efficiently).

The universal quantum computing regime corresponds to n =O(m) and k =O(m). The time

complexity of the classical algorithm is O
((k+n−1

n
)
poly m

)
, so there is a possibility of subuniversal

quantum advantage for probability estimation for n = O(logm) and k = O(m), or n = O(m) and

k =O(logm). However, the runtime of the classical algorithm is subexponential in these cases,

namely O(2log2 m).

3.2.3 Classical overlap estimation

In this section, we obtain a classical algorithm for overlap estimation of adaptive linear optics

over m modes with n input photons and k adaptive measurements.
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Once again, we start with k = 0. The output state of an m-mode interferometer U with input

state t ∈Φm,n reads

|φ〉 = ∑
s∈Φm,n

〈s|Û |t〉 |s〉

= ∑
s∈Φm,n

Per(Us,t)p
s!t!

|s〉,
(3.17)

where Us,t is the n×n matrix obtained from U by repeating si times its ith row for i ∈ {1, . . . ,m}

and repeating t j times its jth row for j ∈ {1, . . . ,m}. The composition of two interferometers is

another interferometer which unitary representation is the product of the unitary representations

of the composed interferometers. Hence, the inner product of the output states |φ〉 and |ψ〉 of

two m-mode interferometers U and V with the same input state t ∈Φm,n, is equal to the matrix

element t, t of Û†V̂ :

〈φ|ψ〉 = ∑
u,v∈Φm,n

〈t|Û†|u〉〈v|V̂ |t〉〈u|v〉

= ∑
s∈Φm,n

〈t|Û†|s〉〈s|V̂ |t〉

= 〈t|Û†V̂ |t〉

= Per
[
(U†V )t,t

]
t!

,

(3.18)

where we used in the third line t ∈Φm,n and the fact that Û†V̂ conserves the space Φm,n. With

the input t= (1n,0m−n) with n photons in m modes, this reduces to

〈φ|ψ〉 =Per
[
(U†V )n

]
, (3.19)

where (U†V )n is the n× n top left submatrix of U†V . Hence, the inner product and the over-

lap may be approximated to a polynomial precision efficiently, since this is the case for the

permanent [Gur05].

We now consider the case k > 0. Let p ∈N and let p ∈Φk,p. Writing Pradap
m,n [p] the probability of

the adaptive measurement outcome p, the output state of the interferometer U p with k adaptive

measurements with input t = (1n,0m−n) in Fig. 3.1, when the adaptive measurement outcome p
is obtained, reads

1√
Pradap

m,n [p]
|ψp〉 , (3.20)

where

|ψp〉 := ∑
s∈Φm−k,n−p

Per
(
U p

(p,s),t

)
√

p!s!
|s〉 (3.21)

and where Pradap
m,n [p]= 〈ψp|ψp〉. More generally, the inner product of two (not normalised) output

states |ψp〉 and |ψq〉 of m-mode interferometers U p and V q with k adaptive measurements thus
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is zero if |p| 6= |q|. If r := |p| = |q|, it is given by

〈ψp|ψq〉 = 1√
p!q!

∑
s∈Φm−k,n−r

1
s!

Per
(
U p

(p,s),t

)∗
Per

(
V q

(q,s),t

)
= 1√

p!q!

∑
s∈Φm−k,n−r

1
s!

Per
(
U p†

t,(p,s)

)
Per

(
V q

(q,s),t

)
.

(3.22)

This expression is a sum of |Φm−k,n−r| terms, which is generally exponential in m whenever n

is not constant. It is reminiscent of the permanent composition formula [Per12, Bar16]: for all

m,n, c ∈N∗, all s ∈N, all u ∈Φm,s and all v ∈Φn,s,

Per
[
(MN)u,v

]= ∑
s∈Φc,s

1
s!

Per
(
Mu,s

)
Per

(
Ns,v

)
(3.23)

where M is a m×c matrix and N is a n×c matrix. In what follows, we prove that this expression in

Eq. (3.22) may be rewritten as a sum over fewer terms using the permanent composition formula

in Eq. (3.23). However, this formula is not directly applicable to the expression in Eq. (3.22). In

order to obtain a suitable expression, we first make use of the Laplace formula for the permanent:

we expand the permanent of U p†
t,(p,s) along the columns that are repeated according to p and we

expand the permanent of V q
(q,s),t along the rows that are repeated according to q. The general

Laplace column expansion formula for the permanent reads: let n ∈N∗, let W be an n×n matrix,

and let j ∈ {0,1}n. Then,

Per(W)= ∑
i∈{0,1}n

|i|=| j|

Per
(
Wi, j

)
Per

(
W1n−i,1n− j

)
, (3.24)

where Wi, j is the matrix obtained from W by keeping only the kth rows and l th columns such

that ik = 1 and jl = 1, respectively, and W1n−i,1n− j is the matrix obtained from W by keeping only

the kth rows and l th columns such that ik = 0 and jl = 0, respectively. This formula is obtained

by applying the Laplace expansion formula for one column various times, for each column with

index l such that jl = 1, and the same formula holds for rows.

Lemma 3.2. Let r ∈N. The inner product of two (not normalised) output states |ψp〉 and |ψq〉 of

m-mode interferometers U p and V q with adaptive measurements outcome p, q ∈Φk,r is given by

〈ψp|ψq〉 = 1√
p!q!

∑
i, j∈{0,1}n

|i|=| j|=r

Per
(
Ai

)
Per

(
B j

)
Per

(
Ci, j

)
, (3.25)

where for all i, j ∈ {0,1}n such that |i| = | j| = r,

Ai =U p†
(i,0m−n),(p,0m−k)

(3.26)

is an r× r matrix which can be obtained efficiently from U p,

B j =V q
(q,0m−k),( j,0m−n)

(3.27)
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is an r× r matrix which can be obtained efficiently from V q, and

Ci, j =U p†
(1n−i,0m−n),(0k,1m−k)

V q
(0k,1m−k),(1n− j,0m−n)

(3.28)

is an (n− r)× (n− r) matrix which can be obtained efficiently from U p and V q.

Proof. We consider the expression for the inner product obtained in Eq. (3.22):

〈ψp|ψq〉 = 1√
p!q!

∑
s∈Φm−k,n−r

1
s!

Per
(
U p†

t,(p,s)

)
Per

(
V q

(q,s),t

)
. (3.29)

We first apply the general column expansion formula in Eq. (3.24) to the matrix U p†
t,(p,s) with

j = (1r,0n−r) ∈ {0,1}n, obtaining

Per
(
U p†

t,(p,s)

)
= ∑

i∈{0,1}n

|i|=r

Per
[(

U p†
t,(p,s)

)
i, j

]
Per

[(
U p†

t,(p,s)

)
1n−i,1n− j

]
. (3.30)

Let us consider the matrix
(
U p†

t,(p,s)

)
i, j

appearing in this last expression, for i ∈ {0,1}n. Its

rows are obtained by keeping the first n lines of U p† since t = (1n,0m−n), then by keeping

only the l th rows such that i l = 1. Its columns are obtained by repeating pl times the l th

column for l ∈ {1, . . . ,k} and sl times for l ∈ {k+1, . . . ,m}, then by only keeping the first r

columns since j = (1r,0n−r). However, since |p| = | j| = r, these are the columes repeated

according to p. Hence, (
U p†

t,(p,s)

)
i, j

=U p†
(i,0m−n),(p,0m−k)

, (3.31)

where U p†
(i,0m−n),(p,0m−k)

is the matrix obtained from U p† by keeping only the l th rows such

that i l = 1 and removing the others, and by repeating pl times the l th column for l ∈ {1, . . . ,k}

and removing the others. Similarly, with |s| = |1n − j| = n− r,(
U p†

t,(p,s)

)
1n−i,1n− j

=U p†
(1n−i,0m−n),(0k,s)

, (3.32)

where U p†
(1n−i,0m−n),(0k,s)

is the matrix obtained from U p† by keeping only the l th rows such that

i l = 0 and removing the others, and by repeating sl times the l th column for l ∈ {k+1, . . . ,m}

and removing the others. With Eqs. (3.30), (3.31) and (3.32) we obtain

Per
(
U p†

t,(p,s)

)
= ∑

i∈{0,1}n

|i|=r

Per
(
U p†

(i,0m−n),(p,0m−k)

)
Per

(
U p†

(1n−i,0m−n),(0k,s)

)

= ∑
i∈{0,1}n

|i|=r

Per
(
Ai

)
Per

(
U p†

(1n−i,0m−n),(0k,s)

)
,

(3.33)
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where we have defined, for all i ∈ {0,1}n such that |i| = r,

Ai :=U p†
(i,0m−n),(p,0m−k)

, (3.34)

which is an r× r matrix independent of s that can be obtained efficiently from U p.

The same reasoning with the general row expansion formula for the matrix V q
(q,s),t and the

rows i = (1r,0n−r) gives

Per
(
V q

(q,s),t

)
= ∑

j∈{0,1}n

| j|=r

Per
[(

V q
(q,s),t

)
i, j

]
Per

[(
V q

(q,s),t

)
1n−i,1n− j

]

= ∑
j∈{0,1}n

| j|=r

Per
(
V q

(q,0m−k),( j,0m−n)

)
Per

(
V q

(0k,s),(1n− j,0m−n)

)
,

(3.35)

where V q
(q,0m−k),( j,0m−n)

is the matrix obtained from V q by repeating ql times the l th row for

l ∈ {1, . . . ,k} and removing the others and by keeping only the l th columns such that jl = 1,

and where V q
(0k,s),(1n− j,0m−n)

is the matrix obtained from V q by repeating sl times the l th row

for l ∈ {k+1, . . . ,m} and removing the others and by keeping only the l th columns such that

jl = 0. Defining, for all j ∈ {0,1}n such that | j| = r,

B j :=V q
(q,0m−k),( j,0m−n)

, (3.36)

the expression in Eq. (3.35) rewrites

Per
(
V q

(q,s),t

)
= ∑

j∈{0,1}n

| j|=r

Per
(
B j

)
Per

(
V q

(0k,s),(1n− j,0m−n)

)
, (3.37)

where B j are r× r matrices independent of s and can be obtained efficiently from V q.

Plugging Eqs. (3.33) and (3.37) in Eq. (3.29) we obtain

〈ψp|ψq〉 = 1√
p!q!

∑
i, j∈{0,1}n

|i|=| j|=r

[
Per

(
Ai

)
Per

(
B j

)

× ∑
s∈Φm−k,n−r

1
s!

Per
(
U p†

(1n−i,0m−n),(0k,s)

)
Per

(
V q

(0k,s),(1n− j,0m−n)

)]
.

(3.38)

The sum appearing in the second line may now be expressed as a single permanent using

the permanent composition formula: for all i, j ∈ {0,1}n such that |i| = | j| = r, let us define

the (n− r)× (m−k) matrix

Ũ p,i :=U p†
(1n−i,0m−n),(0k,1m−k)

, (3.39)
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and the (m−k)× (n− r) matrix

Ṽ q, j :=V q
(0k,1m−k),(1n− j,0m−n)

, (3.40)

so that

U p†
(1n−i,0m−n),(0k,s)

= Ũ p,i
1n−r ,s and V q

(0k,s),(1n− j,0m−n)
= Ṽ q, j

s,1n−r . (3.41)

With the permanent composition formula in Eq. (3.23) we obtain

∑
s∈Φm−k,n−r

1
s!

Per
(
U p†

(1n−i,0m−n),(0k,s)

)
Per

(
V q

(0k,s),(1n− j,0m−n)

)
=Per

[(
Ũ p,iṼ q, j

)
1n−r ,1n−r

]
. (3.42)

Since Ũ p,iṼ q, j is an (n− r)× (n− r) matrix we thus have∑
s∈Φm−k,n−r

1
s!

Per
(
U p†

(1n−i,0m−n),(0k,s)

)
Per

(
V q

(0k,s),(1n− j,0m−n)

)
=Per

(
Ũ p,iṼ q, j

)
. (3.43)

Then, Eq. (3.38) rewrites

〈ψp|ψq〉 = 1√
p!q!

∑
i, j∈{0,1}n

|i|=| j|=r

Per
(
Ai

)
Per

(
B j

)
Per

(
Ci, j

)
, (3.44)

where we have defined

Ci, j := Ũ p,iṼ q, j

=U p†
(1n−i,0m−n),(0k,1m−k)

V q
(0k,1m−k),(1n− j,0m−n)

,
(3.45)

is an (n− r)× (n− r) matrix which can be obtained efficiently from U p and V q.

�

By Lemma 3.2, the overlap is expressed as the modulus squared of a sum over
(n

r
)2 products of

three permanents, of square matrices of sizes |p| = r, |q| = r and (n− r), respectively. In the worst

case, when r = n/2, the sum has at most O(4n) terms, up to a polynomial factor in n. In particular,

when n =O(logm), the overlap reduces to a sum of a polynomial number of terms, which can all

be computed in time O(poly m). Moreover, the cost of computing the overlap is independent of the

number k of adaptive measurements, up to the cost of constructing the matrices with repeated

lines and columns (which is O(poly m)). The overlap of normalised ouput states is given by

| 〈ψp|ψq〉 |2
〈ψp|ψp〉〈ψq|ψq〉

, (3.46)

which may also be computed efficiently when n =O(logm). The efficiency of the classical algorithm

is summarised as a function of n and k in Table 3.2 and as a function of n and the number of

photons r detected during the adaptive measurements in Table 3.3, where the scalings are

obtained using Stirling equivalent n!∼p
2πn

( n
e
)n.
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n

k
O(1) O(logm) O(m)

O(1) O(poly m) O(poly m) O(poly m)

O(logm) O(poly m) O(poly m) O(poly m)

O(m) O(4m) O(4m) O(4m)

Table 3.2: Simulability regimes for overlap estimation as a function of n and k. The scalings
indicated are upper bounds on the running time of the classical algorithm, up to a factor O(poly m).
Since the running time is independent of k, the columns are the same. In blue is the parameter
region for which the quantum algorithm is efficient.

n

r
O(1) O(logn) O(n)

O(1) O(poly m) O(poly m) O(poly m)

O(logm) O(poly m) O(poly m) O(poly m)

O(m) O(poly m) O(4log2 m) O(4m)

Table 3.3: Simulability regimes for overlap estimation as a function of n and r. The scalings indi-
cated are upper bounds on the running time of the classical algorithm, up to a factor O(poly m).

Since the quantum efficient regime corresponds to
(k+n

n
) = O(poly m) and the time complexity

of the classical algorithm is O(4n), up to O(poly m) factors, there is a possibility of quantum

advantage for overlap estimation when k =O(1) and n =O(m).

In the case of probability estimation, the possible regimes for quantum advantage do not cor-

respond to near-term implementations: k and n must be both greater than logm. However, for

overlap estimation, there is a possiblity of near-term beyond-classical computing with adaptive

linear optics using one adaptive measurement, which requires the preparation of photon number

states. Note that the interferometer should be concentrating many photons r onto the adap-

tive measurement in order to obtain possibly hard to estimate overlaps. Using more adaptive

measurements does not increase the complexity (apart from polynomial factors in m).

Having characterised these specific simulation regimes, we consider in what follows stronger

notions of simulation. In particular, we give classical algorithms for strong simulation of a large

class of continuous variable quantum computational models.

3.3 The computational power of non-Gaussian states

Continuous variable systems are being recognized as a promising alternative to the use of

qubits, as they allow for the deterministic generation of unprecedented large entangled quantum
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states, of up to one-million elementary systems [YUA+13a, YYK+16] and also offer detection

techniques, such as homodyne and heterodyne, with high efficiency and reliability (see sec-

tion 1.4.2). Any given continuous variable quantum circuit is defined by (i) an input state lying in

an infinite-dimensional Hilbert space, (ii) an evolution and (iii) measurements (see scetion 1.1.3).

An important theorem [BSBN02, ME12] states that if all these elements are described by positive

Wigner functions, then there exists a classical algorithm able to efficiently simulate this circuit.

Hence, including a negative Wigner function element is mandatory in order to design a continuous

variable subuniversal quantum circuit that cannot be efficiently simulated by a classical device.

Since Gaussian states and processes have positive Wigner functions, this necessarily corresponds

to the use of non-Gaussian resources.

Therefore, if one aims at minimal extensions of Gaussian models, three different families

of non trivial quantum circuits can be defined, depending on whether the element yielding

the Wigner function negativity is provided by the input state, the unitary evolution, or the

measurement.

In what follows, we analyse the computational power of non-Gaussian states and thus focus on

the case where Gaussian circuits and measurements are supplemented with non-Gaussian input

states as a computational resource. The results obtained have consequences for all three families

of circuits, since non-Gaussian gates and non-Gaussian measurements can be implemented by

Gaussian operations together with non-Gaussian ancillary states [GKP01, GS07, SW18].

3.3.1 Gaussian circuits with non-Gaussian inputs

We first extend a few definitions from the previous chapter to the multimode case, using multi-

index notations (see section 1.1.1). First, the stellar function, which provides a representation of

multimode pure states as multivariate holomorphic functions:

Definition 3.5 (Multimode stellar function). Let m ∈N∗ and let |ψ〉 =∑
n≥0ψn |n〉 ∈H ⊗m be a

normalised pure state over m modes. The stellar function of the state |ψ〉 is defined as

F?
ψ(z)= e

1
2 ‖z‖2 〈z∗|ψ〉 = ∑

n≥0

ψnp
n!

zn, (3.47)

for all z ∈Cm, where |z〉 = e−
1
2 ‖z‖2 ∑

n≥0
znp
n!

|n〉 ∈H ⊗m is the coherent state of amplitude z.

The following definition also extends naturally from the single-mode case:

Definition 3.6 (Multimode core state). Multimode core states are defined as the normalised pure

quantum states which have a (multivariate) polynomial stellar function.

Like in the single-mode case, these are the states with a finite support over the (multimode)

Fock basis. For any m ∈N∗, the set of multimode core states over m modes is dense in the set

of normalised states for the trace norm (by considering renormalised cutoff states). We also

introduce the following definitions:
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Definition 3.7 (Degree of a multimode core state). The degree of a multimode core state is

defined as the degree-sum of its stellar function.

Definition 3.8 (Support of a multimode core state). The support of a multimode core state is the

set of Fock basis elements which have nonzero overlap with the core state.

For example, the 3-mode core state 1p
2

(|210〉+ |001〉) is of degree 3 and has a support of size 2,

and its stellar function is given by z2
1z2/2+ z3/

p
2 , for all (z1, z2, z3) ∈C3.

We consider Gaussian circuits with Gaussian measurements, supplemented by non-Gaussian

multimode core states in input, which we refer to as Gcore circuits. Without loss of generality, a

Gaussian measurement may be written as a tensor product of single-mode balanced heterodyne

detections preceded by a Gaussian unitary (see section 1.4.2). Gcore circuits are thus described

by two (multidimensional) parameters: a multimode core state |C〉 in the input and a Gaussian

unitary evolution Ĝ (Fig. 3.2).

.  .  .
het

.  .  .

n
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Figure 3.2: Representation of a Gcore circuit with multimode core state input |C〉. The unitary Ĝ
is Gaussian and the measurement is performed by heterodyne detection.

In what follows, we derive a general expression for the output probability density of these circuits.

Then, we study the classical simulability of Gcore circuits and of various subclasses of circuits.

We first recall a few combinatorial functions related to the permanent, which appear in the

expressions of the output probability densities. The hafnian of a square matrix A = (ai j)1≤i, j≤2m

of size 2m is defined as [Cai53]

Haf (A) := ∑
M∈PMP(2m)

∏
{i, j}∈M

ai j, (3.48)

where the sum is over the perfect matchings of the set {1, . . . ,2m}, i.e., the partitions of {1, . . . ,2m}

in subsets of size 2. The hafnian of a matrix of odd size is 0. The hafnian is related to the

permanent by

Haf

(
0m B

BT 0m

)
=Per(B), (3.49)
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for any m×m matrix B. By convention we set Haf (;)= 1, where ; is a square matrix of size 0.

The loop hafnian of a square matrix R = (r i j)1≤i, j≤r of size r is defined as [BGQ19]

lHaf(R) := ∑
M∈SMP(r)

∏
{i, j}∈M

r i j, (3.50)

where the sum is over the single pair matchings of the set {1, . . . , r}, defined as the set of perfect

matchings of a complete graph with loops with r vertices. This set is isomorphic to the set

Π1,2({1, . . . , r}) of partitions of {1, . . . , r} in subsets of size 1 and 2 (by mapping a block {k} of size 1

of a partition to the matching {k,k} and a block {i, j} of size 2 to the matching {i, j}). In particular,

when R is a matrix whose diagonal entries are all 0, we have lHaf(R)=Haf (R).

We obtain a closed expression for the output probability density of Gaussian circuits with multi-

mode core states input in Theorem 3.1, by adapting proof techniques from [HKS+16, KHS+19,

Que19]. We first state an intermediate technical result.

Lemma 3.3. Let m ∈N∗, let V be a 2m×2m symmetric matrix and let D be a column vector of

size 2m. For all p, q ∈Nm, there exists a square matrix Ap,q(V ,D) of size |p|+ |q| such that

Tp,q(V ,D) :=
∫
β∈Cm

exp
[

1
2
β̃

TV β̃+DT β̃

](
∂

∂β

)p (
∂

∂β∗

)q
δ2m(β,β∗)dmβdmβ∗

= (−1)|p|+|q| lHaf
[
Ap,q(V ,D)

]
,

(3.51)

assuming the integral is well defined. The matrix Ap,q(V ,D) is obtained by repeating the entries

of V according to p and q and replacing the diagonal of the matrix obtained by the corresponding

elements of D (a detailed example follows the proof).

Proof. Writing p = (p1, . . . , pm) and q = (q1, . . . , qm), we first get rid of the integral by

successive integration by parts:

Tp,q(V ,D)= (−1)|p|+|q|
(
∂

∂β

)p (
∂

∂β∗

)q
exp

[
1
2
β̃

TV β̃+DT β̃

]∣∣∣∣
β̃=0

= (−1)|p|+|q|
m∏

j=1

(
∂

∂β j

)p j
(
∂

∂β∗
j

)q j

exp
[

1
2
β̃

TV β̃+DT β̃

]∣∣∣∣
β̃=0

(3.52)

= (−1)|p|+|q|
∏

j∈Ep,q

(
∂

∂β̃ j

)
exp

[
1
2
β̃

TV β̃+DT β̃

]∣∣∣∣
β̃=0

,

where the multiset Ep,q is defined as the set of size |p| + |q| obtained from {1, . . . ,2m} by

repeating pk times the index k and qk times the index m+k, for all k ∈ {1, . . . ,m}.

We make use of Faà di Bruno’s formula [Har06] in order to expand the product of partial

derivatives and we obtain

Tp,q(V ,D)= (−1)|p|+|q|
∑

π∈Π(Ep,q)

∏
B∈π

(
∂|B|∏

j∈B ∂β̃ j

)[
1
2
β̃

TV β̃+DT β̃

]∣∣∣∣
β̃=0

, (3.53)
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where Π(Ep,q) denotes the set of all partitions of the multiset Ep,q, and where the product

runs over the blocks B of the partition π ∈Π(Ep,q), with |B| the size of the block. The function

β̃
†V β̃+D†β̃ is a sum of a quadratic and a linear functions, so all derivatives of order greater

than 2 in the sum vanish. We thus have

Tp,q(V ,D)= (−1)|p|+|q|
∑

π∈Π1,2(Ep,q)

∏
B∈π

(
∂|B|∏

j∈B ∂β̃ j

)[
1
2
β̃

TV β̃+DT β̃

]∣∣∣∣
β̃=0

= (−1)|p|+|q|
∑

π∈Π1,2(Ep,q)

∏
{i, j}∈π

(
∂2

∂β̃i∂β̃ j

)[
1
2
β̃

TV β̃+DT β̃

]∣∣∣∣
β̃=0

× ∏
{k}∈π

(
∂

∂β̃k

)[
1
2
β̃

TV β̃+DT β̃

]∣∣∣∣
β̃=0

,

(3.54)

where Π1,2(Ep,q) denotes the set of all partitions of the multiset Ep,q in subsets of size 1 and

2. All derivatives of order 2 of the linear term vanish, and all derivatives of order 1 of the

quadratic term vanish when evaluated at β̃= 0. We thus obtain

Tp,q(V ,D)= (−1)|p|+|q|
∑

π∈Π1,2(Ep,q)

∏
{i, j}∈π

(
∂2

∂β̃i∂β̃ j

)[
1
2
β̃

TV β̃
]∣∣∣∣
β̃=0

∏
{k}∈π

(
∂

∂β̃k

)[
DT β̃

]∣∣∣∣
β̃=0

.

(3.55)

Writing V = (vi j)1≤i, j≤2m, with V =V T , and D = (dk)1≤k≤2m we obtain

Tp,q(V ,D)= (−1)|p|+|q|
∑

π∈Π1,2(Ep,q)

∏
{i, j}∈π

vi j
∏

{k}∈π
dk. (3.56)

We now show that this expression may be rewritten as the loop hafnian of a matrix of

size |p| + |q|. Define Vp,q the (|p| + |q|)× (|p| + |q|) matrix obtained from V by repeating

pk times its kth rows and columns and qk times its (m+ k)th rows and columns, for k ∈
{1, . . . ,m}. Similarly, define Dp,q the column vector of size |p| + |q| obtained from D by

repeating pk times its kth element and qk times its (m+ k)th element, for k ∈ {1, . . . ,m}.

Finally, let Ap,q(V ,D) = (ai j)1≤i, j≤|p|+|q| be the (|p|+ |q|)× (|p|+ |q|) matrix obtained from

Vp,q by replacing its diagonal with the vector Dp,q. Then, Eq. (3.56) rewrites

Tp,q(V ,D)= (−1)|p|+|q|
∑

π∈Π1,2({1,...,|p|+|q|})

∏
{i, j}∈π

ai j
∏

{k}∈π
akk

= (−1)|p|+|q|
∑

M∈SMP(|p|+|q|)

∏
{i, j}∈M

ai j

= (−1)|p|+|q| lHaf
[
Ap,q(V ,D)

]
,

(3.57)

where the sum in the first line is over the partitions of {1, . . . , |p|+|q|} in subsets of size 1 and

2, where the sum in the second line is over the single pair matchings of the set {1, . . . , |p|+|q|}
and where the third line comes from the definition of the loop hafnian in Eq. (3.50).

�
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Let us illustrate with an example how the matrix Ap,q(V ,D) appearing in Lemma 3.3 is con-

structed from the matrix V and the vector D. Let us set m = 2, p = (2,0) and q = (1,0). We

write

V =


v11 v12 v13 v14

v21 v22 v23 v24

v31 v32 v33 v34

v41 v42 v43 v44

 and D =


d1

d2

d3

d4

 . (3.58)

We first build the matrix Vp,q by repeating pk times the kth rows and columns of V and qk times

the (m+k)th rows and columns. In that case, p = (p1, p2)= (2,0), so we repeat 2 times the first

row and column and discard the second row and column, and q = (q1, q2)= (1,0), so we keep the

third row and column and discard the fourth row and column, obtaining the 3×3 matrix

Vp,q =


v11 v11 v13

v11 v11 v13

v31 v31 v33

 . (3.59)

Similarly, we obtain the vector Dp,q by repeating pk times the kth element of D and qk times the

(m+k)th element, as

Dp,q =


d1

d1

d3

 . (3.60)

Finally, we replace the diagonal of Vp,q by Dp,q:

Ap,q(V ,D)=


d1 v11 v13

v11 d1 v13

v31 v31 d3

 . (3.61)

Note that this construction by repeating rows and columns differ from the one encountered in the

previous section when dealing with the permanent of matrices, for which the first index denotes

which rows are repeated and the second which columns. Here, we are dealing with hafnians of

matrices of double size, where the first index denotes which rows and columns are repeated for

indices in {1, . . . ,m}, while the second index denotes which rows and columns are repeated for

indices in {m+1, . . . ,2m}. However, the two constructions coincide when looking at matrices of

the form (
0m B

BT 0m

)
, (3.62)

through the relation in Eq. (3.49):

Haf

(
0m B

BT 0m

)
=Per(B), (3.63)

for any m×m square matrix B.
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Combining Lemma 3.3 with phase space formalism (see section 1.2) and properties of Gaussian

states (see section 1.3), we obtain the following result:

Theorem 3.1. Let m,n ∈N∗ and let

|C〉 = ∑
p∈Nm

|p|≤n

cp |p〉, (3.64)

be an m-mode core state of degree n. Let Ĝ be a Gaussian unitary over m modes. For all α ∈Cm, let

us write V and d̃ = (d,d∗) the covariance matrix and the displacement vector of the Gaussian state

Ĝ† |α〉. Then, the output probability density for the Gcore circuit Ĝ with input |C〉 and heterodyne

detection, evaluated at α, is given by

Prcore[α]= κ(α,Ĝ)
∑

p,q∈Nm

|p|≤n,|q|≤n

(−1)|p|+|q|√
p!q!

cpc∗q lHaf
(
Ap,q

)
, (3.65)

where Ap,q is the square matrix of size |p|+ |q| obtained with Lemma 3.3 from

V =
(
0m 1m

1m 0m

)[
12m − (V + 12m/2)−1]

and D =
[
d̃† (V + 12m/2)−1

]T
, (3.66)

and where

κ(α,Ĝ)=
exp

[
−1

2 d̃† (V + 12m/2)−1 d̃
]

πm
√

Det(V + 12m/2)
(3.67)

is a Gaussian prefactor.

Proof. The Gaussian circuit is composed of a Gaussian unitary Ĝ and balanced heterodyne

detection. The output probability density reads, for all α= (α1, . . . ,αm) ∈Cm,

Prcore[α]=Tr
[
Ĝ |C〉〈C|Ĝ†Πα

]
= 1
πm Tr

[
Ĝ† |α〉〈α|Ĝ |C〉〈C|

]
=

∫
β∈Cm

QĜ†|α〉〈α|Ĝ(β)P|C〉〈C|(β)dmβdmβ∗,

(3.68)

where Πα = 1
πm |α〉〈α| is the POVM element corresponding to the heterodyne detection of

α= (α1, . . . ,αm). The state Ĝ† |α〉 is a Gaussian state: let V be its covariance matrix and d its

displacement vector. For all γ ∈Cm, we write γ̃= (γ1, . . . ,γm,γ∗1 , . . . ,γ∗m). Then, for all β ∈Cm,

QĜ†|α〉〈α|Ĝ(β)= 1

πm
√

Det(V + 12m/2)
exp

[
−1

2
(β̃− d̃)† (V + 12m/2)−1 (β̃− d̃)

]

=
exp

[
−1

2 d̃† (V + 12m/2)−1 d̃
]

πm
√

Det(V + 12m/2)
exp

[
−1

2
β̃

† (V + 12m/2)−1 β̃+ d̃† (V + 12m/2)−1 β̃

]
,

(3.69)
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i.e., it is a Gaussian function which can be computed efficiently. On the other hand, we have

|C〉〈C| = ∑
p,q∈Nm

|p|≤n,|q|≤n

cpc∗q |p〉〈q|, (3.70)

so that

P|C〉〈C|(β)= ∑
p,q∈Nm

|p|≤n,|q|≤n

cpc∗qP|p〉〈q|(β), (3.71)

for all β ∈Cm. Moreover we have, for all p, q ∈Nm and all β ∈Cm,

P|p〉〈q|(β)= e‖β‖
2√

p!q!

(
∂

∂β

)p (
∂

∂β∗

)q
δ2m(β,β∗)

= e
1
2 β̃

†
β̃√

p!q!

(
∂

∂β

)p (
∂

∂β∗

)q
δ2m(β,β∗),

(3.72)

where δ2m(β,β∗)= δ(β1) · · ·δ(βm)δ(β∗
1 ) · · ·δ(β∗

m). Combining Eqs. (3.69), (3.71) and (3.72) with

Eq. (3.68) we obtain

Prcore[α]= κ(α,Ĝ)
∑

p,q∈Nm

|p|≤n,|q|≤n

cpc∗q√
p!q!

∫
β∈Cm

{
exp

[
−1

2
β̃

† (V + 12m/2)−1 β̃

]

×exp
[
d̃† (V + 12m/2)−1 β̃

]
e

1
2 β̃

†
β̃

(
∂

∂β

)p (
∂

∂β∗

)q
δ2m(β,β∗)

}
dmβdmβ∗,

(3.73)

where we have set

κ(α,Ĝ)=
exp

[
−1

2 d̃† (V + 12m/2)−1 d̃
]

πm
√

Det(V + 12m/2)
. (3.74)

Given that

β̃
† = β̃T

(
0m 1m

1m 0m

)
, (3.75)

for all β ∈Cm, the integral terms in Eq. (3.73) rewrite as∫
β∈Cm

exp
[

1
2
β̃

TV β̃+DT β̃

](
∂

∂β

)p (
∂

∂β∗

)q
δ2m(β,β∗)dmβdmβ∗, (3.76)

for |p| ≤ n and |q| ≤ n, where

V =
(
0m 1m

1m 0m

)[
12m − (V + 12m/2)−1]

(3.77)

is a 2m×2m symmetric matrix, due to the initial structure of the covariance matrix, and

where

D =
[
d̃† (V + 12m/2)−1

]T
(3.78)
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is a column vector of size 2m. By Lemma 3.3, the terms in Eq. (3.76) are equal to

(−1)|p|+|q| lHaf
(
Ap,q

)
, (3.79)

where the square matrices Ap,q of size |p|+ |q| are obtained from V by repeating its entries

according to p and q and replacing the diagonal by the corresponding elements of D (see the

example following Lemma 3.3 for a detailed description of the construction). With Eq. (3.73)

we finally obtain

Prcore[α]= κ(α,Ĝ)
∑

p,q∈Nm

|p|≤n,|q|≤n

(−1)|p|+|q|√
p!q!

cpc∗q lHaf
(
Ap,q

)
, (3.80)

where

κ(α,Ĝ)=
exp

[
−1

2 d̃† (V + 12m/2)−1 d̃
]

πm
√

Det(V + 12m/2)
, (3.81)

where V and d are the covariance matrix and the diplacement vector of the Gaussian state

Ĝ† |α〉, respectively.

�

When the input core state is a multimode Fock state, we refer to the corresponding subclass of

Gcore circuits as GFock circuits. In that case, the sum in Eq. (3.65) reduces to a single term and

we obtain the following expression:

Corollary 3.1. Let m,n ∈N∗ and let p = (p1, . . . , pm) with |p| = n. Let Ĝ be a Gaussian unitary

over m modes. For all α ∈ Cm, let us write V and d̃ = (d,d∗) the covariance matrix and the

displacement vector of the Gaussian state Ĝ† |α〉. Then, the output probability density for the GFock

circuit Ĝ with Fock state input |p〉 and heterodyne detection, evaluated at α, is given by

PrFock[α]=
exp

[
−1

2 d̃† (V + 12m/2)−1 d̃
]

p!πm
√

Det(V + 12m/2)
lHaf(Ap,p), (3.82)

where Ap,p is the square matrix of size 2n obtained with Lemma 3.3 from

V =
(
0m 1m

1m 0m

)[
12m − (V + 12m/2)−1]

and D =
[
d̃† (V + 12m/2)−1

]T
. (3.83)

3.3.2 Strong simulation of weakly non-Gaussian quantum circuits

In this section, we use the expression obtained in Theorem 3.1 in order to study strong simulation

of Gaussian circuits with few non-Gaussian elements. The first general result deals with general

Gcore circuits, i.e., Gaussian circuits with multimode core state input.
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Theorem 3.2. Let m ∈ N∗ and let |C〉 be an m-mode core state of support size O(poly m) and

degree n =O(logm). Then, Gcore circuits over m modes with input |C〉 and heterodyne detection

can be strongly simulated efficiently classically.

Proof. By Theorem 3.1, up to an efficiently computable prefactor, the output probability

density is a sum of a polynomial number of loop hafnians, since the support size of the input

core state is polynomial. The loop hafnian of a matrix of size r may be computed in time

O(r32r/2) [BGQ19]. For |p| ≤ n and q ≤ n, the matrices Ap,q appearing in Eq. (3.65) are

efficiently computable square matrices of size |p|+ |q| ≤ 2n, so for n =O(logm), all the loop

hafnians may be computed in time O(poly m). Hence, the output probability density can be

evaluated in time O(poly m).

We now consider the evaluations of the marginal probability densities. Let k ∈ {1, . . . ,m−1},

for all α= (α1, . . . ,αk) ∈Ck we have

Prcore[α]=Tr
[
Ĝ |C〉〈C|Ĝ† (Πα⊗ 1m−k)

]
= 1
πk Tr

[
Ĝ† (|α〉〈α|⊗ 1m−k)Ĝ |C〉〈C|

]
(3.84)

=πm−k
∫
β∈Cm

QĜ†(|α〉〈α|⊗1m−k)Ĝ(β)P|C〉〈C|(β)dmβdmβ∗,

where Πα = 1
πk |α1, . . . ,αk〉〈α1, . . . ,αk| is the POVM element corresponding to the heterodyne

detection of (α1, . . . ,αk) over the first k modes. With Lemma 3.3 and the proof of Theorem 3.1,

it is sufficient to show that QĜ†(|α〉〈α|⊗1m−k)Ĝ is an efficiently computable Gaussian function in

order to prove that the marginal probability density can be evaluated efficiently.

For all (α1, . . . ,αk) ∈Ck and all (γ1, . . . ,γm−k) ∈Cm−k we write α= (α1, . . . ,αk,0, . . . ,0) ∈Cm

and γ = (0, . . . ,0,γ1, . . . ,γm−k) ∈ Cm so that α+γ = (α1, . . . ,αk,γ1, . . . ,γm−k) ∈ Cm. Using the

overcompleteness of coherent states we obtain, for all (α1, . . . ,αk) ∈Ck and for all β ∈Cm,

πm−kQĜ†(|α〉〈α|⊗1m−k)Ĝ(β)=
∫
γ=(γ1,...,γm−k)∈Cm−k

QĜ†|α+γ〉〈α+γ|Ĝ(β)dm−kγdm−kγ∗. (3.85)

Let S and d̃ = (d,d∗) be the symplectic matrix and the displacement vector associated with

the Gaussian unitary Ĝ†. The Gaussian state

Ĝ† |α1, . . . ,αk,γ1, . . . ,γm−k〉 = Ĝ† |α+γ〉 (3.86)

is described by the covariance matrix V = 1
2 SS† and the displacement vector S(α̃+ γ̃)+ d̃.

Its Q function is thus given by

QĜ†|α+γ〉〈α+γ|Ĝ(β)= exp
[−1

2 (β̃−S(α̃+ γ̃)− d̃)† (V + 12m/2)−1 (β̃−S(α̃+ γ̃)− d̃)
]

πm
√

Det(V + 12m/2)
, (3.87)
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for all (α1, . . . ,αk) ∈ Ck, for all (γ1, . . . ,γm−k) ∈ Cm−k and for all β ∈ Cm. Let us discard the

efficiently computable denominator and expand the product in the exponential. Writing

M = (V + 12m/2)−1, we are left with

exp
[
−1

2
(β̃−Sα̃− d̃)†M(β̃−Sα̃− d̃)

]
·exp

[
−1

2
γ̃†S†MSγ̃+ (β̃−Sα̃− d̃)†MSγ̃

]
, (3.88)

The first exponential term is an efficiently computable Gaussian function which factors out

of the integral in Eq. (3.85). Rewriting Eq. (3.85) up to this efficiently computable Gaussian

function we are left with∫
γ=(0,...,0,γ1,...,γm−k)∈Cm

exp
[
−1

2
γ̃†S†MSγ̃+ (β̃−Sα̃− d̃)†MSγ̃

]
dm−kγdm−kγ∗

=
∫
γ=(γ1,...,γm−k)∈Cm−k

exp
[
−1

2
γ̃TV γ̃+DT γ̃

]
d2(m−k)γ̃,

(3.89)

where V is the 2(m−k)×2(m−k) submatrix of(
0m 1m

1m 0m

)
S†MS (3.90)

obtained by removing the rows and colums of indices l and m+ l for l ∈ {1, . . . ,k}, and where

D is the column vector of size 2(m−k) obtained by removing the elements of[
(β̃−Sα̃− d̃)†MS

]T
(3.91)

of indices l and m+l for l ∈ {1, . . . ,k}. The matrix V and the vector D are efficiently computable.

Moreover,∫
γ=(γ1,...,γm−k)∈Cm−k

exp
[
−1

2
γ̃TV γ̃+DT γ̃

]
d2(m−k)γ̃= (2π)m−k

p
Det(V )

exp
[

1
2

DTV−1D
]

, (3.92)

which is an efficiently computable Gaussian function of β.

This implies that the value of the marginal probability density Pr[α1, . . . ,αk] may be

computed efficiently. Moreover, it is clear that this does not depent on the choice of k ∈
{1, . . . ,m−1} and on the choice of the modes. Hence, all marginal probability densities may

be evaluated in time O(poly m).

�

This result has consequences for the simulability of various continuous variable quantum comput-

ing models, in particular those based on Gaussian operations and photon additions or subtractions.

We consider three examples in what follows: Interleaved Photon-Added Gaussian circuits (IPAG),

Interleaved Photon-Subtracted Gaussian circuits (IPSG) and Gaussian circuits with input Fock

states (GFock).
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The stellar hierarchy of single-mode pure quantum states derived in the previous chapter details

the engineering of a single-mode quantum state from vacuum using unitary Gaussian operations

and single photon addition as a non-Gaussian operation. In particular, the states of finite stellar

rank, which corresponds to the states that can be obtained from the vacuum using a finite number

of single photon additions or subtractions, are shown to be exactly the states that are obtained by

applying a Gaussian unitary operation to a single-mode core state (Theorem 2.4).

As we will see here, the situation is different in the multimode case: we show that the set

of states that can be obtained from a multimode core state with a multimode Gaussian unitary

operation is strictly larger than the set of states that can be obtained from the vacuum using

a finite number of single photon additions and Gaussian unitary operations (Lemma 3.4). We

also deduce strong simulability results for Gaussian sampling of the latter states. To that end,

we consider the family of quantum circuits which sample from states in this set with product

unbalanced heterodyne detection, which we refer to as Interleaved Photon-Added Gaussian

circuits (IPAG) due to their structure (Fig. 3.3).

.  .  .
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â†
<latexit sha1_base64="AYjLfg7joVqVS42JfTnV/k9wHyA=">AAAB8nicbVDLSgNBEJyNrxhfUY9eBoPgKexGQY9BLx4jmAfsrqF3djYZMvtgplcIIZ/hxYMiXv0ab/6Nk2QPmljQUFR1090VZFJotO1vq7S2vrG5Vd6u7Ozu7R9UD486Os0V422WylT1AtBcioS3UaDkvUxxiAPJu8HoduZ3n7jSIk0ecJxxP4ZBIiLBAI3kekNACo9eCIN+tWbX7TnoKnEKUiMFWv3qlxemLI95gkyC1q5jZ+hPQKFgkk8rXq55BmwEA+4amkDMtT+ZnzylZ0YJaZQqUwnSufp7YgKx1uM4MJ0x4FAvezPxP8/NMbr2JyLJcuQJWyyKckkxpbP/aSgUZyjHhgBTwtxK2RAUMDQpVUwIzvLLq6TTqDsX9cb9Za15U8RRJifklJwTh1yRJrkjLdImjKTkmbySNwutF+vd+li0lqxi5pj8gfX5A8cgkOw=</latexit>

â†
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Figure 3.3: Representation of Interleaved Photon-Added Gaussian circuits with n photons ad-
ditions. The unitaries Ĝ0, . . .Ĝn are Gaussian and the measurement is performed by balanced
heterodyne detection. Note that all photon additions act on the first mode without loss of general-
ity, since swapping two modes is a Gaussian operation.

Formally, IPAG circuits with m modes and n photon additions are defined as: (i) product vacuum

state over m modes in input, (ii) an evolution composed of interleaved multimode Gaussian

unitaries Ĝ0, . . . ,Ĝn and n single-mode photon additions, and (iii) product unbalanced heterodyne

detection (not necessarily with the same unbalancing for each mode). Without loss of generality,

all the photon additions act on the first mode, since swapping two modes is a Gaussian oper-

ation. Moreover, up to an added multimode squeezing to the final Gaussian unitary Ĝn, the

measurement may be written as a product balanced heterodyne detection.

We first establish a reduction to an equivalent model where the evolution and measurement

are Gaussian and only the input state is non-Gaussian. This is done by commuting the photon

additions to the input of the circuit. The output state of an IPAG circuit with m modes, n photon
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additions and Gaussian unitaries Ĝ0, . . . ,Ĝn is given by

Ĝnâ†
1Ĝn−1â†

1 . . .Ĝ1â†
1Ĝ0 |0〉⊗m , (3.93)

where we have assumed that all the photon additions act on the first mode without loss of gener-

ality. Gaussian operations act on annihilation and creation operators through their symplectic

representation. They induce affine transformations of the vector of annihilation and creation

operators (see section 1.3). Let us define the column vector of ladder operators

λ† =



â†
1
...

â†
m

â1
...

âm


, (3.94)

and let Ĝ be an m-mode Gaussian operation. Then, there exists a 2m×2m symplectic matrix

S = (si j)1≤i, j≤2m and a complex vector d = (d1, . . . ,dm), such that for all k ∈ {1, . . . ,m},

Ĝâ†
kĜ† = dk + (Sλ†)k

= dk +
m∑

l=1
sk,l â

†
l + sk,m+l âl ,

(3.95)

where (Sλ†)k indicates the kth element of the column vector Sλ†. Hence, commuting to the right

the creation operators in Eq. (3.93), starting by the rightmost one, yields

Ĝnâ†
1 . . .Ĝ1â†

1Ĝ0 |0〉⊗m = Ĝnâ†
1Ĝ2 . . .a†

1Ĝ1Ĝ0

[
d(0)

1 + (S(0)λ)1

]
|0〉⊗m

= . . .

= Ĝn . . .Ĝ0

[
d(n−1)

1 + (S(n−1)λ)1

]
. . .

[
d(0)

1 + (S(0)λ)1

]
|0〉⊗m ,

(3.96)

where S(k) and d(k) implement the affine transformation corresponding to the action of (ĜkĜk−1 . . .Ĝ0)†,

for all k ∈ {0, . . . ,n−1}. Writing Ĝ := ĜnĜn−1 . . .Ĝ0, S(k) = (s(k)
i, j )1≤i, j≤2m, and d(k) = (d(k)

1 , . . . ,d(k)
m )

for k ∈ {0, . . . ,n−1}, we obtain the output state

Ĝ |CIPAG〉 , (3.97)

where the state

|CIPAG〉 :=
(
d(n−1)

1 +
m∑

l=1
s(n−1)

1,l â†
l + s(n−1)

1,m+l âl

)
. . .

(
d(0)

1 +
m∑

l=1
s(0)

1,l â
†
l + s(0)

1,m+l âl

)
|0〉⊗m (3.98)

is a multimode core state of degree n (and not less, by property of symplectic matrices). Using

this characterisation, we obtain the following result:

Lemma 3.4. The set of output states of IPAG circuits is strictly included in the set of output states

of Gcore circuits.
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Proof. The inclusion is immediate with Eq. (3.97). Up to the Gaussian unitary, it is sufficient

to consider core states. To prove the strict inclusion, we show that the m-mode core state

(|20〉+ |01〉)⊗|0〉⊗m−2 (we omit normalisation), which has degree 2, is not a core state of the

form of Eq. (3.98).

By Eq. (3.98), all m-mode core states of IPAG circuits of degree 2 have the form(
d(1) +

m∑
k=1

s(1)
k â†

k + s(1)
m+k âk

)(
d(0) +

m∑
l=1

s(0)
l â†

l + s(0)
1,m+l âl

)
|0〉⊗m , (3.99)

for some complex numbers d(0),d(1), s(0)
1 , . . . , s(0)

2m, s(1)
1 , . . . , s(1)

2m. This expression rewrites(
d(1) +

m∑
k=1

s(1)
k â†

k + s(1)
m+k âk

)(
m∑

l=1
s(0)

l |1l〉+d(0) |0〉
)

, (3.100)

where for all l ∈ {1, . . . ,m}, we write 1l = (0, . . . ,0,1,0. . . ,0), with a 1 at the l th position. We

finally obtain

p
2

m∑
k=1

s(0)
k s(1)

k |2k〉+
m∑

k,l=1
k 6=l

s(0)
k s(1)

l |1k +1l〉+
m∑

k=1

(
d(1)s(0)

k +d(0)s(1)
k

)
|1k〉+

(
d(0)d(1) +

m∑
k=1

s(0)
k s(1)

m+k

)
|0〉 ,

(3.101)

where for all k ∈ {1, . . . ,m}, we write 2k = (0, . . . ,0,2,0. . . ,0), with a 2 at the kth position. On

the other hand we have

(|20〉+ |01〉)⊗|0〉⊗m−2 = |21〉+ |12〉 . (3.102)

In order for this core state to be of the form of Eq. (3.101) we must haves(0)
1 s(1)

1 6= 0

s(0)
k s(1)

l = 0, for k 6= l,
(3.103)

by considering the first and second terms of Eq. (3.101). This implies s(0)
k = s(1)

k = 0 for all k 6= 1.

Hence, the coefficient of |12〉 in Eq. (3.101) is equal to 0, while it is nonzero in Eq. (3.102).

Therefore the core state described by Eq. (3.102) cannot be generated by an IPAG circuit.

�

In other words, the set of states that can be obtained from a multimode core state with a

multimode Gaussian unitary operation is strictly larger than the set of states that can be

obtained from the vacuum using a finite number of single photon additions and Gaussian unitary

operations, unlike in the single mode case, where the two sets coincide.

Another consequence of Eqs. (3.97) and (3.98) is the following result:
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Lemma 3.5. IPAG circuits over m modes with n =O(1) photon additions can be strongly simulated

efficiently classically.

Proof. When n =O(1), the support size of the core state |CIPAG〉 in Eq. (3.98) is O(poly m)

and its degree is O(1). Then, the result comes from a direct application of Theorem 3.2.

�

When n =O(logm) however, the support size of the core state is superpolynomial, so the classical

algorithm is no longer efficient.

Similarly, we can define Interleaved Photon-Subtracted Gaussian circuits (IPSG) by replacing

photon additions by subtractions in the definition of IPAG circuits. With the same reasoning we

obtain the following result:

Corollary 3.2. IPSG circuits over m modes with n = O(1) photon subtractions can be strongly

simulated efficiently classically.

Proof. We use again the fact that Gaussian operations induce an affine transformation of

the vector of annihilation and creation operators. Let Ĝ be an m-mode Gaussian operation

with symplectic matrix S and displacement vector d. Writing

λ† =



â†
1
...

â†
m

â1
...

âm


(3.104)

and taking this time the adjoint of Eq. (3.95) we obtain

ĜâkĜ† = d∗
k + (Sλ†)†

k

= d∗
k +

m∑
l=1

s∗k,l âl + s∗k,m+l â
†
l ,

(3.105)

for all k ∈ {1, . . . ,m}. The same proof as for IPAG circuits shows that the output state of an

IPSG circuit with n photon subtraction and Gaussian evolution Ĝ0, . . . ,Ĝn reads

Ĝ |CIPSG〉 , (3.106)
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where Ĝ = Ĝn . . .Ĝ0 and where

Ĝ |CIPSG〉 :=
(
d∗(n−1)

1 +
m∑

l=1
s∗(n−1)

1,l âl + s∗(n−1)
1,m+l â†

l

)
. . .

(
d∗(0)

1 +
m∑

l=1
s∗(0)

1,l âl + s∗(0)
1,m+l â

†
l

)
|0〉⊗m ,

(3.107)

where S(k) = (s(k)
i, j )1≤i, j≤2m and d(k) = (d(k)

1 , . . . ,d(k)
m ) are the symplectic matrix and the dis-

placement vector of (ĜkĜk−1 . . .Ĝ0)†, for all k ∈ {0, . . . ,n−1}. When n =O(1), this core state

has support size O(poly m) and degree O(1), and Theorem 3.2 concludes the proof.

�

Note that the same reasoning also holds for Gaussian circuits interleaved with both photon

additions and subtractions.

A particular subclass of IPAG circuits, where all the photon additions act at the beginning of the

circuit, is the class of GFock circuits, i.e., Gaussian circuits with Fock state input. In that case,

the input is a multimode core state of support size 1. With Corollary 3.1, we obtain the following

result as an immediate consequence of Theorem 3.2:

Lemma 3.6. Let m ∈ N∗ and let p ∈ Nm, such that |p| = O(logm). Then, GFock circuits over m

modes with Fock state input |p〉 and heterodyne detection can be strongly simulated efficiently

classically.

In other words, sampling with Gaussian measurements over m modes from n = O(logm) in-

distinguishable photons is strongly simulable classically. This contrasts with the case where

m =O(poly n): we show in the next section that strong simulation and even weak simulation of

sampling from n photons in m modes with Gaussian measurements is classically hard in that

case.

3.3.3 Quantum supremacy with non-Gaussian states

In the recent years, there has been an increasing interest in quantum circuits that define

subuniversal models of quantum computation [BJS10, AA13, MFF14, BMS16, FH16, DMK+17,

BIS+18]. These models may allow for an experimental demonstration of quantum computational

supremacy [HM17], i.e., the predicted dramatic speedup of quantum computers over their classical

counterparts for some computational tasks [AAB+19]. Subuniversal models for demonstrating

quantum supremacy are associated with sampling problems for which the task is to draw random

numbers according to a specific probability distribution. Some of these probability distributions

are likely to be hard to sample for classical computers, assuming widely accepted conjectures in

computer science, such as the fact that the polynomial hierarchy does not collapse, for example

with the celebrated Boson Sampling (see section 1.4.5 and [AA13]).

For continuous variable quantum circuits, the classical hardness of circuits with Gaussian

input and evolution and non-Gaussian measurement, corresponding to Gaussian Boson Sampling,

108



3.3. THE COMPUTATIONAL POWER OF NON-GAUSSIAN STATES

was proven in [LLRK+14, HKS+16]. These circuits are composed of input squeezed states, passive

linear optics evolution, and photon counters. In that case, the measurement is a discrete variable

measurement. Subuniversal models with Gaussian input and measurements but non-Gaussian

gates are for instance related to the continuous variable implementation of Instantaneous

Quantum Computing [DMK+17, DMK+19]. Other subuniversal continuous variable circuits that

displays non-Gaussian input states together with Gaussian operations and measurements, have

been recently considered [CC17, LRKR17].

In this section, we define and study a family of continuous variable quantum circuits which

we refer to as CVS circuits—for Continuous Variable Sampling—that take non-Gaussian input

states and have Gaussian evolution and measurements. The non-Gaussian input states are

either single-photons (CVSSP circuits), single photon-subtracted squeezed vacuum states (CVSPS

circuits), or single photon-added squeezed vacuum states (CVSPA circuits), and the measurement

is unbalanced heterodyne detection (see section 1.4.2), yielding a continuous variable outcome.

These models are analog to the Boson Sampling model [AA13] and the Photon-Added or photon-

Subtracted Squeezed Vacuum (PASSV) sampling model [OSM+15], but with heterodyne detection

replacing photon counting. We show in what follows that they allow for the demonstration of

quantum computational supremacy with non-Gaussian input states and Gaussian measurements.

The family of CVS circuits is a subclass of IPAG and Gcore circuits. Their architecture is

inspired by recent experiments performed at Laboratoire Kastler Brossel (LKB), where mode-

selective single photon subtraction from a collection of multimode squeezed states has been

recently demonstrated [RJD+17], and where simultaneous detection of all the optical modes can

also be implemented by means of multipixel homodyne detection [Bec00, FGC+13].

We use for brevity the notations cχ = coshχ, sχ = sinhχ and tχ = tanhχ, for all χ ∈ R. CVSPS

circuits are defined formally as follows (see Fig. 3.4, CVSPA and CVSSP are defined analogously by

changing the non-Gaussian input states). Let m be the total number of optical modes. We recall

the definition of the squeezing operator with squeezing parameter ξ ∈C: Ŝ(ξ)= e
1
2 (ξâ†2−ξ∗â2). We

restrict to real squeezing parameters in what follows. In that case, ξ< 0 results in p̂-squeezing

while ξ> 0 in q̂-squeezing.

The first n modes are single photon-subtracted squeezed vacuum states denoted by â |ξ〉,
where we omit the normalisation factor. The remaining m−n modes are squeezed vacuum states

|ξ〉. We assume that the real squeezing parameter ξ is uniform over all the modes and does not

depend on the number of modes m. We require that n is even and that m =O(poly n)≥ 2n.

The input modes undergo a passive linear evolution Û that is described by an m×m unitary

matrix U of the form

U =OeiφΣ (3.108)

with φ ∈R, O ∈O (m) and Σ ∈OS(m), i.e., O is a real orthogonal matrix, and Σ is a real symmetric

orthogonal matrix, and hence satisfies Σ2 = 1 (this choice yields a convenient expression for the

output probability distribution of CVS circuits).
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.  .  .
.  .  .

.  .  .
.  .  .

⇣
<latexit sha1_base64="6LE9LLdDJW9lc7uLx2offeoc4AM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48VTFtoQ9lsN+3SzSbsToRa+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNEmmGfdZIhPdDqnhUijuo0DJ26nmNA4lb4Wj25nfeuTaiEQ94DjlQUwHSkSCUbSS333iSHvlilt15yCrxMtJBXI0euWvbj9hWcwVMkmN6XhuisGEahRM8mmpmxmeUjaiA96xVNGYm2AyP3ZKzqzSJ1GibSkkc/X3xITGxozj0HbGFIdm2ZuJ/3mdDKPrYCJUmiFXbLEoyiTBhMw+J32hOUM5toQyLeythA2ppgxtPiUbgrf88ipp1qreRbV2f1mp3+RxFOEETuEcPLiCOtxBA3xgIOAZXuHNUc6L8+58LFoLTj5zDH/gfP4A6cyOwA==</latexit>

Û
<latexit sha1_base64="EDctSmRfGfOqEjxJ+hB77dV8gDU=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2m3btZhN2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnC/YgOlQgFo2ilVm9EkTT75Ypbdecgq8TLSQVyNPrlr94gZmnEFTJJjel6boJ+RjUKJvm01EsNTygb0yHvWqpoxI2fza+dkjOrDEgYa1sKyVz9PZHRyJhJFNjOiOLILHsz8T+vm2J47WdCJSlyxRaLwlQSjMnsdTIQmjOUE0so08LeStiIasrQBlSyIXjLL6+SVq3qXVRr95eV+k0eRxFO4BTOwYMrqMMdNKAJDB7hGV7hzYmdF+fd+Vi0Fpx85hj+wPn8AQ06jsg=</latexit>

⇣
<latexit sha1_base64="6LE9LLdDJW9lc7uLx2offeoc4AM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48VTFtoQ9lsN+3SzSbsToRa+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNEmmGfdZIhPdDqnhUijuo0DJ26nmNA4lb4Wj25nfeuTaiEQ94DjlQUwHSkSCUbSS333iSHvlilt15yCrxMtJBXI0euWvbj9hWcwVMkmN6XhuisGEahRM8mmpmxmeUjaiA96xVNGYm2AyP3ZKzqzSJ1GibSkkc/X3xITGxozj0HbGFIdm2ZuJ/3mdDKPrYCJUmiFXbLEoyiTBhMw+J32hOUM5toQyLeythA2ppgxtPiUbgrf88ipp1qreRbV2f1mp3+RxFOEETuEcPLiCOtxBA3xgIOAZXuHNUc6L8+58LFoLTj5zDH/gfP4A6cyOwA==</latexit>

⇣
<latexit sha1_base64="6LE9LLdDJW9lc7uLx2offeoc4AM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48VTFtoQ9lsN+3SzSbsToRa+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNEmmGfdZIhPdDqnhUijuo0DJ26nmNA4lb4Wj25nfeuTaiEQ94DjlQUwHSkSCUbSS333iSHvlilt15yCrxMtJBXI0euWvbj9hWcwVMkmN6XhuisGEahRM8mmpmxmeUjaiA96xVNGYm2AyP3ZKzqzSJ1GibSkkc/X3xITGxozj0HbGFIdm2ZuJ/3mdDKPrYCJUmiFXbLEoyiTBhMw+J32hOUM5toQyLeythA2ppgxtPiUbgrf88ipp1qreRbV2f1mp3+RxFOEETuEcPLiCOtxBA3xgIOAZXuHNUc6L8+58LFoLTj5zDH/gfP4A6cyOwA==</latexit>

⇣
<latexit sha1_base64="6LE9LLdDJW9lc7uLx2offeoc4AM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48VTFtoQ9lsN+3SzSbsToRa+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNEmmGfdZIhPdDqnhUijuo0DJ26nmNA4lb4Wj25nfeuTaiEQ94DjlQUwHSkSCUbSS333iSHvlilt15yCrxMtJBXI0euWvbj9hWcwVMkmN6XhuisGEahRM8mmpmxmeUjaiA96xVNGYm2AyP3ZKzqzSJ1GibSkkc/X3xITGxozj0HbGFIdm2ZuJ/3mdDKPrYCJUmiFXbLEoyiTBhMw+J32hOUM5toQyLeythA2ppgxtPiUbgrf88ipp1qreRbV2f1mp3+RxFOEETuEcPLiCOtxBA3xgIOAZXuHNUc6L8+58LFoLTj5zDH/gfP4A6cyOwA==</latexit>

⇣
<latexit sha1_base64="6LE9LLdDJW9lc7uLx2offeoc4AM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48VTFtoQ9lsN+3SzSbsToRa+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNEmmGfdZIhPdDqnhUijuo0DJ26nmNA4lb4Wj25nfeuTaiEQ94DjlQUwHSkSCUbSS333iSHvlilt15yCrxMtJBXI0euWvbj9hWcwVMkmN6XhuisGEahRM8mmpmxmeUjaiA96xVNGYm2AyP3ZKzqzSJ1GibSkkc/X3xITGxozj0HbGFIdm2ZuJ/3mdDKPrYCJUmiFXbLEoyiTBhMw+J32hOUM5toQyLeythA2ppgxtPiUbgrf88ipp1qreRbV2f1mp3+RxFOEETuEcPLiCOtxBA3xgIOAZXuHNUc6L8+58LFoLTj5zDH/gfP4A6cyOwA==</latexit>

â|⇠i
<latexit sha1_base64="Z2IBjmHRBq/weMgHKggN2P33DNg=">AAAB+nicbVBNS8NAEN3Ur1q/Uj16WSyCp5JUQY9FLx4r2A9oQplsN+3SzSbsbtSS9qd48aCIV3+JN/+N2zYHbX0w8Hhvhpl5QcKZ0o7zbRXW1jc2t4rbpZ3dvf0Du3zYUnEqCW2SmMeyE4CinAna1Exz2kkkhSjgtB2MbmZ++4FKxWJxr8cJ9SMYCBYyAtpIPbvsDUFjmHhPzJMgBpz27IpTdebAq8TNSQXlaPTsL68fkzSiQhMOSnVdJ9F+BlIzwum05KWKJkBGMKBdQwVEVPnZ/PQpPjVKH4exNCU0nqu/JzKIlBpHgemMQA/VsjcT//O6qQ6v/IyJJNVUkMWiMOVYx3iWA+4zSYnmY0OASGZuxWQIEog2aZVMCO7yy6ukVau659Xa3UWlfp3HUUTH6ASdIRddojq6RQ3URAQ9omf0it6sifVivVsfi9aClc8coT+wPn8AQ/+UAQ==</latexit>

|⇠i
<latexit sha1_base64="7a6UDoGpFgWiIgChWRN67HfWnOo=">AAAB8nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/YAklM120y7d7IbdjVhif4YXD4p49dd489+4bXPQ1gcDj/dmmJkXpZxp47rfzsrq2vrGZmmrvL2zu7dfOThsa5kpQltEcqm6EdaUM0FbhhlOu6miOIk47USjm6nfeaBKMynuzTilYYIHgsWMYGMl/yl4ZIHCYsBpr1J1a+4MaJl4BalCgWav8hX0JckSKgzhWGvfc1MT5lgZRjidlINM0xSTER5Q31KBE6rDfHbyBJ1apY9iqWwJg2bq74kcJ1qPk8h2JtgM9aI3Ff/z/MzEV2HORJoZKsh8UZxxZCSa/o/6TFFi+NgSTBSztyIyxAoTY1Mq2xC8xZeXSbte885r9buLauO6iKMEx3ACZ+DBJTTgFprQAgISnuEV3hzjvDjvzse8dcUpZo7gD5zPH6G2kXo=</latexit>

â†|⇠i
<latexit sha1_base64="VpOsujgGjOHPnOJsMoZb8Kv1XjQ=">AAAB/3icbVBNS8NAEN34WetXVPDiZbEInkpSBT0WvXisYD+giWWy3aRLN5uwuxFL24N/xYsHRbz6N7z5b9y2OWjrg4HHezPMzAtSzpR2nG9raXlldW29sFHc3Nre2bX39hsqySShdZLwRLYCUJQzQeuaaU5bqaQQB5w2g/71xG8+UKlYIu70IKV+DJFgISOgjdSxD70eaAz3XheikffIPAki4rRjl5yyMwVeJG5OSihHrWN/ed2EZDEVmnBQqu06qfaHIDUjnI6LXqZoCqQPEW0bKiCmyh9O7x/jE6N0cZhIU0Ljqfp7YgixUoM4MJ0x6J6a9ybif1470+GlP2QizTQVZLYozDjWCZ6EgbtMUqL5wBAgkplbMemBBKJNZEUTgjv/8iJpVMruWblye16qXuVxFNAROkanyEUXqIpuUA3VEUEj9Ixe0Zv1ZL1Y79bHrHXJymcO0B9Ynz8Br5YZ</latexit>

â†|⇠i
<latexit sha1_base64="VpOsujgGjOHPnOJsMoZb8Kv1XjQ=">AAAB/3icbVBNS8NAEN34WetXVPDiZbEInkpSBT0WvXisYD+giWWy3aRLN5uwuxFL24N/xYsHRbz6N7z5b9y2OWjrg4HHezPMzAtSzpR2nG9raXlldW29sFHc3Nre2bX39hsqySShdZLwRLYCUJQzQeuaaU5bqaQQB5w2g/71xG8+UKlYIu70IKV+DJFgISOgjdSxD70eaAz3XheikffIPAki4rRjl5yyMwVeJG5OSihHrWN/ed2EZDEVmnBQqu06qfaHIDUjnI6LXqZoCqQPEW0bKiCmyh9O7x/jE6N0cZhIU0Ljqfp7YgixUoM4MJ0x6J6a9ybif1470+GlP2QizTQVZLYozDjWCZ6EgbtMUqL5wBAgkplbMemBBKJNZEUTgjv/8iJpVMruWblye16qXuVxFNAROkanyEUXqIpuUA3VEUEj9Ixe0Zv1ZL1Y79bHrHXJymcO0B9Ynz8Br5YZ</latexit>

â†|⇠i
<latexit sha1_base64="VpOsujgGjOHPnOJsMoZb8Kv1XjQ=">AAAB/3icbVBNS8NAEN34WetXVPDiZbEInkpSBT0WvXisYD+giWWy3aRLN5uwuxFL24N/xYsHRbz6N7z5b9y2OWjrg4HHezPMzAtSzpR2nG9raXlldW29sFHc3Nre2bX39hsqySShdZLwRLYCUJQzQeuaaU5bqaQQB5w2g/71xG8+UKlYIu70IKV+DJFgISOgjdSxD70eaAz3XheikffIPAki4rRjl5yyMwVeJG5OSihHrWN/ed2EZDEVmnBQqu06qfaHIDUjnI6LXqZoCqQPEW0bKiCmyh9O7x/jE6N0cZhIU0Ljqfp7YgixUoM4MJ0x6J6a9ybif1470+GlP2QizTQVZLYozDjWCZ6EgbtMUqL5wBAgkplbMemBBKJNZEUTgjv/8iJpVMruWblye16qXuVxFNAROkanyEUXqIpuUA3VEUEj9Ixe0Zv1ZL1Y79bHrHXJymcO0B9Ynz8Br5YZ</latexit>

|⇠i
<latexit sha1_base64="7a6UDoGpFgWiIgChWRN67HfWnOo=">AAAB8nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/YAklM120y7d7IbdjVhif4YXD4p49dd489+4bXPQ1gcDj/dmmJkXpZxp47rfzsrq2vrGZmmrvL2zu7dfOThsa5kpQltEcqm6EdaUM0FbhhlOu6miOIk47USjm6nfeaBKMynuzTilYYIHgsWMYGMl/yl4ZIHCYsBpr1J1a+4MaJl4BalCgWav8hX0JckSKgzhWGvfc1MT5lgZRjidlINM0xSTER5Q31KBE6rDfHbyBJ1apY9iqWwJg2bq74kcJ1qPk8h2JtgM9aI3Ff/z/MzEV2HORJoZKsh8UZxxZCSa/o/6TFFi+NgSTBSztyIyxAoTY1Mq2xC8xZeXSbte885r9buLauO6iKMEx3ACZ+DBJTTgFprQAgISnuEV3hzjvDjvzse8dcUpZo7gD5zPH6G2kXo=</latexit>

|⇠i
<latexit sha1_base64="7a6UDoGpFgWiIgChWRN67HfWnOo=">AAAB8nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/YAklM120y7d7IbdjVhif4YXD4p49dd489+4bXPQ1gcDj/dmmJkXpZxp47rfzsrq2vrGZmmrvL2zu7dfOThsa5kpQltEcqm6EdaUM0FbhhlOu6miOIk47USjm6nfeaBKMynuzTilYYIHgsWMYGMl/yl4ZIHCYsBpr1J1a+4MaJl4BalCgWav8hX0JckSKgzhWGvfc1MT5lgZRjidlINM0xSTER5Q31KBE6rDfHbyBJ1apY9iqWwJg2bq74kcJ1qPk8h2JtgM9aI3Ff/z/MzEV2HORJoZKsh8UZxxZCSa/o/6TFFi+NgSTBSztyIyxAoTY1Mq2xC8xZeXSbte885r9buLauO6iKMEx3ACZ+DBJTTgFprQAgISnuEV3hzjvDjvzse8dcUpZo7gD5zPH6G2kXo=</latexit>

|⇠i
<latexit sha1_base64="7a6UDoGpFgWiIgChWRN67HfWnOo=">AAAB8nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/YAklM120y7d7IbdjVhif4YXD4p49dd489+4bXPQ1gcDj/dmmJkXpZxp47rfzsrq2vrGZmmrvL2zu7dfOThsa5kpQltEcqm6EdaUM0FbhhlOu6miOIk47USjm6nfeaBKMynuzTilYYIHgsWMYGMl/yl4ZIHCYsBpr1J1a+4MaJl4BalCgWav8hX0JckSKgzhWGvfc1MT5lgZRjidlINM0xSTER5Q31KBE6rDfHbyBJ1apY9iqWwJg2bq74kcJ1qPk8h2JtgM9aI3Ff/z/MzEV2HORJoZKsh8UZxxZCSa/o/6TFFi+NgSTBSztyIyxAoTY1Mq2xC8xZeXSbte885r9buLauO6iKMEx3ACZ+DBJTTgFprQAgISnuEV3hzjvDjvzse8dcUpZo7gD5zPH6G2kXo=</latexit>

â|⇠i
<latexit sha1_base64="Z2IBjmHRBq/weMgHKggN2P33DNg=">AAAB+nicbVBNS8NAEN3Ur1q/Uj16WSyCp5JUQY9FLx4r2A9oQplsN+3SzSbsbtSS9qd48aCIV3+JN/+N2zYHbX0w8Hhvhpl5QcKZ0o7zbRXW1jc2t4rbpZ3dvf0Du3zYUnEqCW2SmMeyE4CinAna1Exz2kkkhSjgtB2MbmZ++4FKxWJxr8cJ9SMYCBYyAtpIPbvsDUFjmHhPzJMgBpz27IpTdebAq8TNSQXlaPTsL68fkzSiQhMOSnVdJ9F+BlIzwum05KWKJkBGMKBdQwVEVPnZ/PQpPjVKH4exNCU0nqu/JzKIlBpHgemMQA/VsjcT//O6qQ6v/IyJJNVUkMWiMOVYx3iWA+4zSYnmY0OASGZuxWQIEog2aZVMCO7yy6ukVau659Xa3UWlfp3HUUTH6ASdIRddojq6RQ3URAQ9omf0it6sifVivVsfi9aClc8coT+wPn8AQ/+UAQ==</latexit>

â|⇠i
<latexit sha1_base64="Z2IBjmHRBq/weMgHKggN2P33DNg=">AAAB+nicbVBNS8NAEN3Ur1q/Uj16WSyCp5JUQY9FLx4r2A9oQplsN+3SzSbsbtSS9qd48aCIV3+JN/+N2zYHbX0w8Hhvhpl5QcKZ0o7zbRXW1jc2t4rbpZ3dvf0Du3zYUnEqCW2SmMeyE4CinAna1Exz2kkkhSjgtB2MbmZ++4FKxWJxr8cJ9SMYCBYyAtpIPbvsDUFjmHhPzJMgBpz27IpTdebAq8TNSQXlaPTsL68fkzSiQhMOSnVdJ9F+BlIzwum05KWKJkBGMKBdQwVEVPnZ/PQpPjVKH4exNCU0nqu/JzKIlBpHgemMQA/VsjcT//O6qQ6v/IyJJNVUkMWiMOVYx3iWA+4zSYnmY0OASGZuxWQIEog2aZVMCO7yy6ukVau659Xa3UWlfp3HUUTH6ASdIRddojq6RQ3URAQ9omf0it6sifVivVsfi9aClc8coT+wPn8AQ/+UAQ==</latexit>

(a) (b) (c)

Figure 3.4: Representation of CVS circuits. The passive linear optics evolution is associated
with the unitary matrix U defined in Eq. (3.108). Measurement is performed by unbalanced
heterodyne detection with parameter ζ. (a) CVSSP: in input are vacuum states and single photon
states. (b) CVSPS: in input are squeezed vacuum states and single photon-subtracted squeezed
vacuum states. (c) CVSPA: in input are squeezed vacuum states and single photon-added squeezed
vacuum states.

Finally, the mode quadratures are measured by unbalanced heterodyne detection with pa-

rameter ζ ∈ R, i.e., by projecting the output states onto displaced squeezed vacuum states

|α j,ζ〉 = D̂(α j)Ŝ(ζ) |0〉. The term α j =pcζ (e−ζ/2q j + ieζ/2 p j) corresponds to the displacement value

of the jth mode, where q j and p j are the measured outcomes at the (distinct) output modes of

the jth-mode heterodyne detector. D̂(α) is the displacement operator D̂(α) = eαâ†−α∗â (see also

section 1.4.2). The squeezing parameter of the detection ζ is uniform over all the modes and

satisfies

|ζ| =Ω
(
2−poly m

)
. (3.109)

From the Gaussian convertibility example in Eq. (2.81) of the previous chapter, we know that a

photon-subtracted squeezed vacuum state, a photon-added squeezed vacuum state and a squeezed

single-photon Fock state, all with the same real squeezing parameter ξ ∈R, are equal:

Ŝ(ξ) |1〉 =− 1
sξ

â |ξ〉 = 1
cξ

â† |ξ〉 . (3.110)

By virtue of these identities, the architectures CVSPS and CVSPA are in fact identical. Moreover,

the architecture CVSSP is obtained from the first two by letting the squeezing parameter ξ go

to 0. Hereafter, we therefore refer to all three configurations as CVS circuits over m modes,

with n non-Gaussian input states, input squeezing ξ ∈R, evolution U =OeiφΣ and unbalanced

heterodyne detection ζ ∈R (Fig. 3.5): all CVS circuits are therefore specific GFock circuits, being

also a subclass of IPAG and Gcore circuits.

In order to obtain an output probability distribution, we introduce a finite binning of size η> 0

for the output probability density of CVS circuits. This allows for the definition of a set of indices
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3.3. THE COMPUTATIONAL POWER OF NON-GAUSSIAN STATES
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|0i
<latexit sha1_base64="mFbyg4gJW0ZXAvvu82LjFXT3NAg=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PLldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AtneQWQ==</latexit>

⇣
<latexit sha1_base64="6LE9LLdDJW9lc7uLx2offeoc4AM=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48VTFtoQ9lsN+3SzSbsToRa+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNEmmGfdZIhPdDqnhUijuo0DJ26nmNA4lb4Wj25nfeuTaiEQ94DjlQUwHSkSCUbSS333iSHvlilt15yCrxMtJBXI0euWvbj9hWcwVMkmN6XhuisGEahRM8mmpmxmeUjaiA96xVNGYm2AyP3ZKzqzSJ1GibSkkc/X3xITGxozj0HbGFIdm2ZuJ/3mdDKPrYCJUmiFXbLEoyiTBhMw+J32hOUM5toQyLeythA2ppgxtPiUbgrf88ipp1qreRbV2f1mp3+RxFOEETuEcPLiCOtxBA3xgIOAZXuHNUc6L8+58LFoLTj5zDH/gfP4A6cyOwA==</latexit>

Û
<latexit sha1_base64="EDctSmRfGfOqEjxJ+hB77dV8gDU=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2m3btZhN2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnC/YgOlQgFo2ilVm9EkTT75Ypbdecgq8TLSQVyNPrlr94gZmnEFTJJjel6boJ+RjUKJvm01EsNTygb0yHvWqpoxI2fza+dkjOrDEgYa1sKyVz9PZHRyJhJFNjOiOLILHsz8T+vm2J47WdCJSlyxRaLwlQSjMnsdTIQmjOUE0so08LeStiIasrQBlSyIXjLL6+SVq3qXVRr95eV+k0eRxFO4BTOwYMrqMMdNKAJDB7hGV7hzYmdF+fd+Vi0Fpx85hj+wPn8AQ06jsg=</latexit>

|1i
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Figure 3.5: An alternative representation of CVS circuits. The input has been rewritten using the
mapping of Eq. (3.110). Ŝ(ξ) is the unitary associated to a squeezing with parameter ξ ∈R, while
Û is a passive linear optics transformation described by a unitary matrix U defined in Eq. (3.108).
The output is measured using unbalanced heterodyne detection with parameter ζ ∈R.

b = (b(q)
1 , . . . ,b(q)

m ,b(p)
1 , . . . ,b(p)

m ) ∈ Z2m that corresponds to bins for the q̂ and p̂ quadratures. We

denote PrηCVS[b] the discrete probability that, for all j ∈ {1, . . . ,m}, the jth-mode measurement

outcome (q j, p j) falls into the boxes B(q)
j =

[
b(q)

j η, (b(q)
j +1)η

]
, B(p)

j =
[
b(p)

j η, (b(p)
j +1)η

]
. This prob-

ability distribution is related to the real-valued probability density associated with CVS circuits,

PrCVS[q1, p1, . . . , qm, pm], by

PrηCVS[b]=
m∏

j=1

∫
B(q)

j

∫
B(p)

j

PrCVS[q1, p1, . . . , qm, pm]dq j dp j, (3.111)

where q1, p1, . . . , qm, pm are the continuously distributed measurement outcomes of the product

unbalanced heterodyne detection over m modes. This model of detection is equivalent to perfect

heterodyne detection, followed by a binning of the outcome results performed at the stage of

post-processing. We assume a resolution scaling with the number of modes as η∼ 2−poly m.

We prove that the probability distribution PrηCVS[b] is hard to sample for a classical computer,

both in the worst case scenario—i.e., weak simulation of all CVS circuits is hard—and in the

average case scenario—i.e., weak simulation of a randomly chosen CVS circuit is hard—under

the assumption that the polynomial hierarchy does not collapse (see section 1.4.5 for a brief

review of the complexity classes appearing in this section). The argument adapts proof techniques

from [AA13, HKS+16, LRKR17, CC17] and follows these lines:

• We compute the expression PrCVS[0] of the (continuous) probability density evaluated at

0= (0, . . . ,0) for a given CVS circuit.
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• We show that for any real matrix X , one can find a CVS circuit such that the expression

PrCVS[0] is related to the square of the permanent of X by a multiplicative factor.

• We show that a classical machine sampling efficiently from the (discrete) probability

distribution PrηCVS[b] associated to this CVS circuit would allow us to approximate multi-

plicatively the square of the permanent of X in the third level of the polynomial hierarchy,

yielding a contradiction with the widely believed conjecture that the polynomial hierarchy

does not collapse.

Lemma 3.7. We consider a CVS circuit over m modes with n = 2p non-Gaussian input states,

input squeezing ξ ∈R, evolution U =OeiφΣ and unbalanced heterodyne detection ζ ∈R. Then,

PrCVS[0]= κ(φ,ξ,ζ)Haf (Σn)2, (3.112)

where Σn is the n×n top left submatrix of Σ and where

κ(φ,ξ,ζ)=
2m/2sn

2ζ sinn(2φ)

πm
[
1+ c2ξc2ζ− s2ξs2ζ cos(2φ)

]n+m/2 . (3.113)

Proof. CVS circuits are GFock circuits. For a CVS circuit over m modes with n = 2p non-

Gaussian input states, input squeezing ξ> 0, evolution U =OeiφΣ and unbalanced hetero-

dyne detection ζ > 0 (Fig. 3.5), the multimode Fock state input is |1〉⊗n ⊗|0〉⊗m−n and the

corresponding Gaussian unitary evolution is given by

Ĝ = Ŝ†(ζ)⊗mÛŜ(ξ)⊗m. (3.114)

Let V be the covariance matrix of the Gaussian state Ĝ† |0〉, its displacement vector being 0.

By Corollary 3.1, the output probability density evaluated at (0, . . . ,0) is given by

PrCVS[0]= lHaf(An)

πm
√

Det(V + 12m/2)
, (3.115)

where An is the square matrix of size 2n obtained with Lemma 3.3 from

V =
(
0m 1m

1m 0m

)[
12m − (V + 12m/2)−1]

and D = 0, (3.116)

by keeping only the kth and (m+k)th rows and columns of V for k ∈ {1, . . . ,n} and by replacing

its diagonal entries by the corresponding elements of D. Now D = 0, and for a matrix whose

diagonal entries are 0, the loop hafnian is equal to the hafnian. Hence,

PrCVS[0]= Haf (An)

πm
√

Det(V + 12m/2)
. (3.117)

We now derive the expression of the matrix An in terms of the CVS circuit parameters:
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Lemma 3.8. Define

B := −s2ξc2ζ+ c2ξs2ζ cos(2φ)
1+ c2ξc2ζ− s2ξs2ζ cos(2φ)

1m + i
s2ζ sin(2φ)

1+ c2ξc2ζ− s2ξs2ζ cos(2φ)
Σ. (3.118)

Then,

An =
(
B∗

n 0n

0n Bn

)
, (3.119)

where Bn is the n×n top left submatrix of B.

Proof. We show that V =
(
B∗ 0m

0m B

)
. From Eq. (3.116) we have

V =
(
0m 1m

1m 0m

)[
12m − (V + 12m/2)−1]

, (3.120)

where V is the covariance matrix of the Gaussian state

Ŝ†(ξ)⊗mÛ†Ŝ(ζ)⊗m |0〉〈0|⊗m Ŝ†(ζ)⊗mÛŜ(ξ)⊗m. (3.121)

This covariance matrix is given by (see section 1.3.3)

V = S−ξSU† SζVvacS†
ζ
S†

U† S†
−ξ, (3.122)

where Vvac = 12m/2 is the covariance matrix of the vacuum state over m modes, and S−ξ,
SU† and Sζ are the symplectic matrices describing the action on the covariance matrix

of the operators Ŝ†(ξ)⊗m, Û† and Ŝ(ζ)⊗m, respectively. Using the notation cχ = coshχ and

sχ = sinhχ for all χ ∈R, we have

S−ξ =
(

cξ1m −sξ1m

−sξ1m cξ1m

)
, SU† =

(
UT 0m

0m U†

)
, Sζ =

(
cζ1m sζ1m

sζ1m cζ1m

)
. (3.123)

With Eq. (3.122) we obtain

V = 1
2

(
cξ1m −sξ1m

−sξ1m cξ1m

)(
UT 0m

0m U†

)(
cζ1m sζ1m

sζ1m cζ1m

)(
cζ1m sζ1m

sζ1m cζ1m

)(
U∗ 0m

0m U

)(
cξ1m −sξ1m

−sξ1m cξ1m

)

= 1
2

(
cξcζUT − sξsζU† cξsζUT − sξcζU†

−sξcζUT + cξsζU† −sξsζUT + cξcζU†

)(
cξcζU∗− sξsζU −sξcζU∗+ cξsζU

cξsζU∗− sξcζU −sξsζU∗+ cξcζU

)

= 1
2

(
[c2ξc2ζ− s2ξs2ζ cos(2φ)]1m [−s2ξc2ζ+ c2ξs2ζ cos(2φ)]1m + is2ζ sin(2φ)Σ

[−s2ξc2ζ+ c2ξs2ζ cos(2φ)]1m − is2ζ sin(2φ)Σ [c2ξc2ζ− s2ξs2ζ cos(2φ)]1m

)
,

(3.124)
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where in the third line we used c2
χ+s2

χ = c2χ, 2cχsχ = s2χ, and c2
χ−s2

χ = 1, as well as U =OeiφΣ

with OTO = 1m and Σ2 = 1m, so that U†U =UTU∗ = 1m, UTU = cos(2φ)1m + isin(2φ)Σ and

U†U∗ = cos(2φ)1m − isin(2φ)Σ. The matrix V + 1
212m may thus be expressed as:

1
2

(
[1+ c2ξc2ζ− s2ξs2ζ cos(2φ)]1m [−s2ξc2ζ+ c2ξs2ζ cos(2φ)]1m + is2ζ sin(2φ)Σ

[−s2ξc2ζ+ c2ξs2ζ cos(2φ)]1m − is2ζ sin(2φ)Σ [1+ c2ξc2ζ− s2ξs2ζ cos(2φ)]1m

)
.

(3.125)

With Eq. (3.120), we simply need to show that the inverse of the above matrix is

12m −
(
0m 1m

1m 0m

)(
B∗ 0m

0m B

)
=

(
1m −B

−B∗ 1m

)
. (3.126)

A tedious but straightforward matrix multiplication with Eq. (3.125) concludes the proof,

using c2
χ− s2

χ = 1 and Σ2 = 1m.

�

With Lemma 3.8 and Eq. (3.117) we have

PrCVS[0]= 1

πm
√

Det(V + 12m/2)
Haf

(
B∗

n 0n

0n Bn

)
, (3.127)

where

Bn = −s2ξc2ζ+ c2ξs2ζ cos(2φ)
1+ c2ξc2ζ− s2ξs2ζ cos(2φ)

1n + i
s2ζ sin(2φ)

1+ c2ξc2ζ− s2ξs2ζ cos(2φ)
Σn, (3.128)

with Σn the n×n top left submatrix of Σ. Since the hafnian of a matrix does not depend on

its diagonal entries, Eq. (3.127) can be rewritten as

PrCVS[0]= 1

πm
√

Det(V + 12m/2)
Haf

[
s2ζ sin(2φ)

1+ c2ξc2ζ− s2ξs2ζ cos(2φ)

(
−iΣn 0n

0n iΣn

)]

= 1

πm
√

Det(V + 12m/2)

[
s2ζ sin(2φ)

1+ c2ξc2ζ− s2ξs2ζ cos(2φ)

]n
Haf

(
−iΣn 0n

0n iΣn

)
.

(3.129)

Now Haf (M⊕N)=Haf (M)Haf (N), so the previous expression yields

PrCVS[0]= 1

πm
√

Det(V + 12m/2)

[
s2ζ sin(2φ)

1+ c2ξc2ζ− s2ξs2ζ cos(2φ)

]n
Haf (Σn)2. (3.130)

Finally, we compute Det(V + 12m/2):

Lemma 3.9.
Det(V + 12m/2)= 1

2m

[
1+ c2ξc2ζ− s2ξs2ζ cos(2φ)

]m . (3.131)
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Proof. From the proof of Lemma 3.8 we have

(V + 12m/2)−1 =
(
1m −B

−B∗ 1m

)
, (3.132)

so that
Det(V + 12m/2)= 1

Det

(
1m −B

−B∗ 1m

)

= 1
Det(1m −BB∗)

.

(3.133)

Using the expression of the matrix B in Eq. (3.118) we obtain

BB∗ =
( −s2ξc2ζ+ c2ξs2ζ cos(2φ)

1+ c2ξc2ζ− s2ξs2ζ cos(2φ)
1m + i

s2ζ sin(2φ)
1+ c2ξc2ζ− s2ξs2ζ cos(2φ)

Σ

)
×

( −s2ξc2ζ+ c2ξs2ζ cos(2φ)
1+ c2ξc2ζ− s2ξs2ζ cos(2φ)

1m − i
s2ζ sin(2φ)

1+ c2ξc2ζ− s2ξs2ζ cos(2φ)
Σ

)

=
[−s2ξc2ζ+ c2ξs2ζ cos(2φ)

]2 + s2
2ζ sin2(2φ)[

1+ c2ξc2ζ− s2ξs2ζ cos(2φ)
]2 1m,

(3.134)

where we used Σ2 = 1m. Hence, with Eq. (3.133) we obtain

Det(V + 12m/2)= 1
Det(1m −BB∗)

= 1[
1− [−s2ξc2ζ+c2ξs2ζ cos(2φ)]2+s2

2ζ sin2(2φ)

[1+c2ξc2ζ−s2ξs2ζ cos(2φ)]2

]m

=
[
1+ c2ξc2ζ− s2ξs2ζ cos(2φ)

]2m[[
1+ c2ξc2ζ− s2ξs2ζ cos(2φ)

]2 − [−s2ξc2ζ+ c2ξs2ζ cos(2φ)
]2 − s2

2ζ sin2(2φ)
]m

(3.135)

= 1
2m

[
1+ c2ξc2ζ− s2ξs2ζ cos(2φ)

]m .

�

Combining Eq. (3.130) and Lemma 3.9, we finally obtain

PrCVS[0]=
2m/2sn

2ζ sinn(2φ)

πm
[
1+ c2ξc2ζ− s2ξs2ζ cos(2φ)

]n+m/2 Haf (Σn)2, (3.136)

where n = 2p is the number of single photons in the input.

�

Note that the matrix O appearing in the definition of the CVS circuit Eq. (3.108) does not
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contribute to the output probability distribution. It provides additional degrees of freedom that

may be useful for experimental considerations.

Note also that the expression of the prefactor κ(φ,ξ,ζ) is left invariant when replacing ξ and

ζ by −ξ and −ζ, which corresponds to changing which quadrature is squeezed both in input and

output.

In the case of CVSSP circuits—with single photons as non-Gaussian inputs—the squeezing

parameter ξ is equal to 0 and we have the following result, using 1+ c2ζ = 2c2
ζ

and s2ζ = 2cζsζ:

Corollary 3.3. We consider a CVSSP circuit over m modes with n = 2p non-Gaussian input single

photon states, evolution U =OeiφΣ and unbalanced heterodyne detection ζ ∈R. Then,

PrCVSSP[0]= κSP(φ,ζ)Haf (Σn)2, (3.137)

where Σn is the n×n top left submatrix of Σ and where

κSP(φ,ζ)=
tn
ζ

sinn(2φ)

πmcm
ζ

, (3.138)

with tζ = tanhζ and cζ = coshζ.

Next, we relate the output probability density evaluated at (0, . . . ,0) of CVS circuits to the

permanent of real matrices. Specifically, we provide an explicit construction holding for any real

square matrix X .

Lemma 3.10. Let n = 2p and let X ∈ Rp×p. For all m ≥ 2n and ν≤ 1/||X || there exists a matrix

ΣX ∈OS(M) such that its top left n×n submatrix is

ΣX
n = ν

(
0 X

X T 0

)
. (3.139)

Proof. Define Y = νX . The matrix 1p−Y TY is symmetric positive semidefinite since ‖Y ‖ ≤ 1.

It thus has a Cholesky decomposition 1p−Y TY = ZT Z for some square matrix Z. The columns

of the n× p matrix (
Y

Z

)
(3.140)

form an orthonormal family that can be completed into an orthonormal basis of Rn. The

matrix obtained with these columns is orthogonal by construction and reads(
Y C

BT D

)
, (3.141)
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where B,C,D are p× p matrices. Finally, with the constraint m ≥ 2n, setting

ΣX =



0 Y 0 C 0

Y T 0 B 0 0

0 BT 0 D 0

CT 0 DT 0 0

0 0 0 0 1m−2n

 (3.142)

yields an m×m symmetric orthogonal matrix—its columns are orthonormal by construction—

which top left n×n submatrix is precisely given by Eq. (3.139).

�

Recall that a specific relation holds between the hafnian and the permanent. Namely, for any

square matrix X , we have

Per(X )=Haf

(
0 X

X T 0

)
. (3.143)

Using Lemma 3.7 with the matrix from Lemma 3.10, we get that for any square matrix X there

exists a CVS circuit CVSX which probability density at the origin reads:

PrCVSX [0]= κ(φ,ξ,ζ)Haf
(
ΣX

n

)2

= νnκ(φ,ξ,ζ)

[
Haf

(
0 X

X T 0

)]2

= νnκ(φ,ξ,ζ)Per(X )2,

(3.144)

where ν≤ 1
‖X‖ , and where

κ(φ,ξ,ζ)=
2m/2sn

2ζ sinn(2φ)

πm
[
1+ c2ξc2ζ− s2ξs2ζ cos(2φ)

]n+m/2 . (3.145)

By Theorem 28 of [AA13], multiplicative approximation of Per(X )2 is a #P-hard problem for real

square matrices. Formally, for any g ∈ [1,poly n], the following problem is #P-hard: given a real

matrix X ∈Rn×n such that 1/‖X‖ ≥ 2−poly(n), output a nonnegative real number PX such that

Per(X )2

g
≤ PX ≤ gPer(X )2. (3.146)

The multiplying factor νnκ(φ,ξ,ζ) in Eq. (3.144) is finite and non-vanishing for some values of ξ,ζ

and φ, so we obtain the following result:

Corollary 3.4. For any g ∈ [1,poly n], the following problem is #P-hard: given a real matrix

X ∈Rn×n such that 1/‖X‖ ≥ 2−poly(n), output a nonnegative real number P̃X such that

PrCVSX [0]
g

≤ P̃X ≤ gPrCVSX [0]. (3.147)
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This is because by construction P̃X
νnκ(φ,ξ,ζ) would then provide a multiplicative approximation of

Per(X )2. As it turns out, this problem is easier to solve if one can perform weak simulation of

CVS circuits classically:

Lemma 3.11. Given access to a classical oracle which samples from the discretised output

probability distribution of CVS circuits PrηCVS of resolution η, for any g ∈ [1,poly n], the following

problem can be solved in the third level of the polynomial hierarchy PH3: given a real matrix

X ∈Rn×n, output a nonnegative real number P̃X such that

PrCVSX [0]
g

≤ P̃X ≤ gPrCVSX [0]. (3.148)

By classical oracle, we mean here an oracle that takes a uniformly random input string as its only

source of randomness (it has no built-in randomness as a quantum machine would). Note that

we consider a classical oracle sampling from the discretised output probability distribution of

CVS circuits PrηCVS, rather than from the continuous probability density PrCVS. This is a strictly

weaker oracle since one may obtain samples from PrηCVS using samples from PrCVS, with efficient

classical post-processing.

Proof. With Eq. (3.111), the probability distribution for a CVS circuit with a finite resolution

of the heterodyne detection η ∼ 2−poly m, evaluated at 0 (in a slight abuse of notation we

denote both the outcome and the corresponding discretised box by 0), reads:

PrηCVS[0]=
m∏

j=1

∫ η

q j=0

∫ η

p j=0
dq jdp jPrCVS[q1, p1, . . . , qm, pm]. (3.149)

Performing a Taylor expansion of the multivariate function x 7→PrCVS[x] around the value

0= (0, . . . ,0), we obtain

PrCVS[x]= ∑
γ∈N2m

xγ

γ!
∂γPrCVS[0]. (3.150)

Plugging this expression in Eq. (3.149) and integrating we get

PrηCVS[0]= η2m ∑
γ∈N2m

η|γ|

(γ1 +1)! . . . (γ2m +1)!
∂γPrCVS[0]

= η2mPrCVS[0]+η2m+1 ∑
γ∈N2m

|γ|>0

η|γ|−1

(γ1 +1)! . . . (γ2m +1)!
∂γPrCVS[0],

(3.151)

so that
PrηCVS[0]

η2m −PrCVS[0]= η ∑
γ∈N2m

|γ|>0

η|γ|−1

(γ1 +1)! . . . (γ2m +1)!
∂γPrCVS[0]. (3.152)

If η is small compared to PrCVS[0], a multiplicative approximation of PrηCVS[0] /η2m thus

yields a multiplicative approximation of PrCVS[0].
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We have m = poly n and |ζ| = Ω(2−poly m), by Eq. (3.109). When considering the cir-

cuit CVSX associated to a real matrix X such that 1/‖X‖ ≥ 2−poly m, we have PrCVSX [0] =
Ω(2−poly m) by Eq. (3.144). Hence, with η ∼ 2−poly m, a multiplicative approximation of

PrηCVSX
[0] /η2m is a multiplicative approximation of PrCVSX [0].

We use Stockmeyer’s approximate counting algorithm [Sto85] in order to conclude the

proof: it is a classical algorithm which takes as input the classical description of a circuit

sampling from a probability distribution and outputs a multiplicative approximation of

the probability of a given outcome (see section 1.4.5). This algorithm sits in the third level

of the polynomial hierarchy PH3 and works as long as the probability to estimate is not

superexponentially small, i.e., o(2−poly m) [LRKR17].

We have PrηCVS[0] /η2m = Ω(2−poly m), so with η ∼ 2−poly m the probability PrηCVS[0] is

not superexponentially small. Having at our disposal a classical oracle which samples

from the probability distribution PrηCVS thus allows us to approximate multiplicatively

the probability PrηCVS[0] in the third level of the polynomial hierarchy, by making use of

Stockmeyer’s algorithm. Dividing the estimate obtained by η2m finally yields a multiplicative

approximation of PrCVS[0] in PH3 (or rather in the class FPH3 of search problems that may

be solved by a PH3 machine).

�

This result holds independently of the value of the squeezing parameter ξ, and when the detection

parameter ζ satisfies |ζ| =Ω(2−poly m), i.e., even when the detection is very close to a balanced

heterodyne detection. When ζ= 0, however, the algorithm fails and the circuit is actually weakly

simulable classically, because the output probability density factorises into products of single

mode output probability densites, due to properties of balanced heterodyne detection. The same

property will allow us to derive an efficient verification protocol for Boson Sampling and CVS

circuits in the next chapter.

Combining Corollary 3.4 and Lemma 3.11 gives the main result of this section:

Theorem 3.3. Sampling from the discretised output probability distribution of CVS circuits is

classically hard, or the polynomial hierarchy collapses to its third level.

Proof. Assuming that sampling from the discretised output probability distribution of CVS

circuits can be done efficiently classically, Corollary 3.4 and Lemma 3.11 imply P#P ⊂PH3

(where P#P is the class of decision problems that can be solved efficiently using an oracle for

the class of counting problems #P). On the other hand, by Toda’s theorem [Tod91], PH⊂P#P,

so that PH⊂PH3, i.e., the polynomial hierarchy collapses to its third level.

�
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Theorem 3.3 implies that using enough non-Gaussian states as computational resources, weak

simulation of Gaussian circuits is no longer classically efficient. This contrast with Theorem 3.2

from the previous section, i.e., the fact that strong simulation of Gaussian circuits with few

non-Gaussian input states is classically efficient.

This statement is a worst case statement, i.e., there exists at least one CVSX circuits which is

hard to sample classically. In order to obtain an average case statement and identify a fraction of

hard to sample CVS circuits, we define the Real Gaussian Permanent Estimation problem:

Problem 1 (Real Gaussian Permanent Estimation). Given as input a matrix X ∼N (0,1)p×p
R

of

i.i.d. Gaussians together with error bounds ε,δ> 0, estimate Per(X ) to within error ±ε · |Per(X )|,
with probability at least 1−δ over X, in poly(p,1/ε,1/δ) time.

We can use the construction of Lemma 3.10 for the particular case of i.i.d. Gaussian matrices: for

any X ∼N (0,1)p×p
R

of i.i.d. Gaussians, we obtain a circuit CVSX such that Eq. ((3.144)) holds.

Hence every instance of the RGPE is associated with a specific CVS circuit. In relation to the

problem above, we introduce the Permanent of Real Gaussians Conjecture:

Conjecture 1 (Permanent of Real Gaussians). RGPE is #P-hard.

We also introduce a second conjecture:

Conjecture 2 (Real Permanent Anti-Concentration). There exists a polynomial P such that for

all p and δ> 0,

Pr
X∼N (0,1)p×p

R

[
|Per(X )| <

√
p!

P(p,1/δ)

]
< δ. (3.153)

This problem and these conjectures are precisely the real version of the Gaussian Permanent Esti-

mation problem and the Permanent-of-Gaussians and Permanent Anti-Concentration conjectures

introduced in [AA13]. This leads us to our average case hardness result.

Theorem 3.4. Assuming Conjecture 2 is true, classical circuits sampling from the (discretised)

probability distribution of CVS circuits can be used to solve Real Gaussian Permanent Estimation

in the third level of the polynomial hierarchy. Assuming Conjecture 1 is also true, an efficient

classical weak simulation of CVSX circuits, where X ∼N (0,1)p×p
R

, would imply a collapse of the

polynomial hierarchy to its third level.

Proof. With the same proof as Lemma 3.11, with η=O(2−poly m), classical circuits sampling

from the (discretised) probability distribution of CVS circuits can be used to obtain a mul-

tiplicative approximation of PrCVS[0, . . . ,0] in the third level of the polynomial hierarchy

PH3 by means of Stockmeyer algorithm. In particular, for X ∼N (0,1)p×p
R

a square matrix

which entries are i.i.d. Gaussians and considering the circuit CVSX , we obtain multiplicative

approximation of Per(X )2.
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RGPE however refers to estimating Per(X ) rather than Per(X )2. It is easy to see that a

multiplicative approximation of Per(X )2 can be turned into a multiplicative approximation

|Per(X )| by taking the square root of the estimate. Then, in the case of real matrices, only

the sign of the permanent remains to be determined.

A more general version of this question has been addressed in [AA13] where they showed

that (the complex version of) Conjecture 2 allowed one to estimate the phase of Per(X ) from

multiplicative approximation of |Per(X )|2, for X i.i.d. complex Gaussian matrix. It implies

in particular that Conjecture 2 allows one to determine the sign of Per(X ) from Per(X )2 if

X is i.i.d. real Gaussian matrix. Hence, assuming Conjecture 2, RGPE can be solved in the

third level of the polynomial hierarchy using a classical circuit sampling from the output

probability distribution of a CVS circuit as an oracle.

Assuming Conjecture 1 is true, RGPE is #P-hard. With the above, the existence of an

efficient classical algorithm which approximates multiplicatively the output distribution of

CVSX circuits implies the existence of a classical algorithm sitting in the third level of the

polynomial hierarchy able to solve a #P-hard problem. This in turn yields a collapse of the

polynomial hierarchy to the third level, thanks to Toda’s theorem [Tod91].

�

This result is an average case statement, i.e., it implies that a circuit CVSX , where X ∼N (0,1)p×p
R

,

is hard to sample with high probability over X , assuming Conjectures 1 and 2 are true. Once

again, we assumed the existence of a classical oracle sampling from the discretised output

probability distribution of CVS circuits PrηCVS, rather than the continuous probability density

PrCVS. However, one may obtain samples from PrηCVS using samples from PrCVS, with efficient

classical post-processing.

3.4 Discussion and open problems

We have considered various notions of classical simulation and have studied the transition from

classically simulable models to models that are universal for quantum computing for continuous

variables.

We have studied the case of adaptive linear optics, an intermediate model between Boson

Sampling [AA13] and the Knill–Laflamme–Milburn scheme for universal quantum comput-

ing [KLM01], obtaining classical algorithms for both probability estimation and overlap esti-

mation and analysing their running times. The conclusion to be drawn from our study is that

achieving a quantum advantage for either probability estimation or overlap estimation using

linear optics, input single photons and adaptive measurements, is challenging.

A quantum advantage is not ruled out for probability estimation only if the number of adaptive

measurements scale at least logarithmically in the size of the interferometer. The challenge
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posed by the implementation of a quantum algorithm with adaptive linear optics for probability

estimation beyond classical capabilities thus comes from the number of adaptive measurements

needed.

For overlap estimation, a quantum advantage is not ruled out for a constant number adaptive

measurements, but many overlaps are easy to estimate classically in that case. It is only when a

significant fraction of the input photons is detected at the stage of the adaptive measurements

that a quantum advantage becomes possible. The challenge posed by the implementation of a

quantum algorithm with adaptive linear optics for overlap estimation beyond classical capabilities

thus comes from the need of photon number-resolving detection and the preparation of many

photon number states.

For strong simulation, we have considered general Gaussian circuits with Gaussian measure-

ments and non-Gaussian inputs and we have given sufficient conditions in terms of non-Gaussian

resources for an efficient classical strong simulation. We have defined the Gcore circuits, a

broad family of Gaussian circuits supplemented with non-Gaussian input states, where the

non-Gaussian states are multimode core states. We have identified various subclasses of these

circuits:

• The Interleaved Photon-Added Gaussian circuits (IPAG), which are circuits that sample

with Gaussian measurements from states which can be engineered from the vacuum using

multimode Gaussian unitary operations and a finite number of photon additions.

• The GFock circuits, which are Gaussian circuits supplemented with Fock states in the input.

• The CVSP A/CVSPS/CVSSP circuits, which are specific interferometers with unbalanced

heterodyne detection, supplemented with photon-added squeezed states/photon-added

squeezed states/single photons in the input.

The relation between these continuous variable quantum computational models is summarised

as

CVSSP ⊂CVSP A =CVSPS ⊂GFock ⊂ IPAG⊂Gcore, (3.154)

from the smallest class of circuits to the largest. The tools developped in this chapter also allows

us to consider Gaussian circuits supplemented with non-Gaussian states and photon counters, by

writing the photon counting POVM element as |n〉〈n| = 1
n! (â

†)n |0〉〈0| ân, for n ∈N and commuting

the creation operators to the input through the Gaussian computation. Classical algorithms

simulating this type of computational model have been derived recently [QA20].

For weak simulation, we have proven the computational hardness of a sampling problem that

stems from the family of CVS circuits, relating their discretised output probability density to

the permanent of real matrices. Introducing equivalent conjectures to those of [AA13] for real

matrices, we have extended the hardness result to an average case hardness.
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With this collection of results comes various related open problems:

One of the main outstanding problems is to prove the hardness of approximately sampling

from CVS circuits. Following [AA13], this may involve making conjectures about anticoncen-

tration and average case hardness of the loop hafnian rather than the permanent, as well

as collecting evidence and ultimately proving these conjectures. These conjectures have al-

ready been extended from the permanent to the hafnian for the Gaussian Boson Sampling

proposal [HKS+16, KHS+19].

A related problem is to prove the hardess of sampling from CVS circuits with a binning

resolution which either scales as 1
poly m or is constant with respect to the number of modes, since

an exponentially small resolution is not experimentally realistic.

Comparing more precisely IPAG and IPSG circuit families would give insight on the differ-

ences between photon addition and photon subtraction in the multimode case.

Whether the set of output states of IPAG circuits is dense in the set of all multimode states

(the multimode equivalent of Lemma 2.6 from the previous chapter) is also an interesting question.

In other words, is it possible to approximate with arbitrary precision (in trace distance) any

multimode quantum state using only single photon additions and Gaussian unitary operations?

Another main open problem, which we solve in the next chapter, is the verification of the

output of CVS circuits and Boson Sampling, necessary to a proper demonstration of quantum

supremacy with these computational models.
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4
CERTIFICATION OF CONTINUOUS VARIABLE QUANTUM STATES

Out of the many properties featured by quantum physics, the impossibility to perfectly

determine an unknown state [DY96] is specially interesting. This property is at the heart

of quantum cryptography protocols such as quantum key distribution [BB84a]. On the

other hand, it makes certification of the correct functioning of quantum devices a challenge, since

the output of such devices can only be determined approximately, through repeated measurements

over numerous copies of the output states. The involved configurations spaces have enormous

dimensions, a serious burden for any characterization. What is more, certification comes along

with an ironic twist: it is highly non-trivial in light of the fact that certain quantum computations

are expected to exponentially outperform any attempt at classically solving the same problem.

Determining an unknown state is difficult especially for continuous variable quantum states,

which are described by possibly infinitely many complex parameters.

In this chapter, after introducing known methods for the characterisation of continuous

variable quantum states, we develop new methods using heterodyne measurement in both the

trusted and untrusted settings.

Firstly, based on quantum state tomography with heterodyne detection, we introduce a

reliable method for continuous variable quantum state certification, which directly yields the

elements of the density matrix of the state considered with analytical confidence intervals. This

method requires neither mathematical reconstruction of the data nor discrete binning of the

sample space, and uses a single Gaussian measurement setting, namely heterodyne detection.

Secondly, beyond quantum state tomography and without its identical copies assumption,

we promote our reliable tomography method to an efficient protocol for verifying single-mode

continuous variable pure quantum states with Gaussian measurements against fully malicious

adversaries, i.e., making no assumptions whatsoever on the state generated by the adversary.
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Thirdly, we generalise the previous protocols to the multimode case and obtain efficient

protocols for verifying a large class of multimode continuous variable quantum states, with and

without the identical copies assumption. In particular, we show how to efficiently verify the

output state of a Boson Sampling experiment with a single-mode Gaussian measurement, thus

enabling a proper demonstration of quantum supremacy with Boson Sampling.

This chapter is based on [EHW+20, CDG+19, CRW+20, CGKM20].

4.1 Building trust for a continuous variable quantum state

With rapidly developing quantum technologies for communication, simulation, computation and

sensing, the ability to assess the correct functioning of quantum devices is of major importance,

for near-term systems, the so-called noisy intermediate-scale quantum devices [Pre18], and for

the more sophisticated devices. Depending on the desired level of trust and in particular the

assumptions one is ready to make, several methods are available for certifying the output of quan-

tum devices [EHW+20]. A common assumption is that the outcomes of the tested quantum device

are independent and identically distributed (i.i.d.) over various uses of the device. This implies in

particular that the conclusions drawn from test runs are also valid for future computational runs

with the same device.

In the following, the task of checking the output state of a quantum device is denoted

tomography for state independent methods, when i.i.d. behaviour is assumed, certification for a

given a target state, when i.i.d. behaviour is assumed, and verification for a given target state,

with no assumption whatsoever, and in particular without the i.i.d. assumption.

4.1.1 Tomography, certification and verification

Quantum state tomography [DPS03] is an important technique which aims at reconstructing a

good approximation of the output state of a quantum device by performing multiple rounds of

measurements on several copies of said output states. Given an ensemble of identically prepared

systems, with measurement outcomes from the same observable, one can build up a histogram,

from which a probability density can be estimated. According to Born’s rule, this probability

density is the square modulus of the state coefficients, taken in the basis corresponding to the

measurement. However, a single measurement setting cannot yield the full state information

since the phase of its coefficients are then lost. Many sets of measurements on many subensembles

must be performed and combined to reconstruct the density matrix of the state. The data do not

yield the state directly, but rather indirectly through data analysis. Quantum state tomography

commonly assumes an i.i.d. behaviour for the device, i.e., that the density matrix of the output

state considered is the same at each round of measurement. This assumption may be relaxed

with a tradeoff in the efficiency of the protocol [CR12].
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A certification task corresponds to a setting where one wants to benchmark an industrial

quantum device, or check the output of a physical experiment. On the other hand, a verification

task corresponds to a cryptographic scenario, where the device to be tested is untrusted, or the

quantum data is given by a potentially malicious party, for example in the context of delegated

quantum computing. In the latter case, the task of quantum verification is to ensure that either

the device behaved properly, or the computation aborts with high probability. While delegated

computing is a natural platform for the emerging quantum devices, one can provide a physical

interpretation to this adversarial setting by emphasising that we aim for deriving verification

schemes that make no assumptions whatsoever about the noise model of the underlying systems.

Various methods for verification of quantum devices have been investigated, in particular for

discrete variable quantum information [GKK19], and they provide different efficiencies and

security parameters depending on the computational power of the verifier. The common feature

for all these approaches is to utilise some basic obfuscation scheme that allows one to reduce the

problem of dealing with a fully general noise model, or a fully general adversarial deviation of

the device, to a simple error detection scheme [Vid18].

For continuous variable quantum devices, checking that the output state is close to a target

state may be done with linear optics using optical homodyne tomography [LR09]. This method

allows one to reconstruct the Wigner function of a generic state using only Gaussian measure-

ments, namely homodyne detection. Because of the continuous character of its outcomes, one

must proceed to a discrete binning of the sample space, in order to build probability histograms.

Then, the state representation in phase space is determined by a mathematical reconstruction.

For cases where we have a specific target state, more efficient options are possible. For mul-

timode Gaussian states, more efficient certification methods have been derived with Gaussian

measurements [AGKE15]. These methods involve the computation of a fidelity witness, i.e., a

lower bound on the fidelity, from the measured samples. The cubic phase state certification proto-

col of [LDT+18] also introduces a fidelity witness, and is an example of certification of a specific

non-Gaussian state with Gaussian measurements, which assumes an i.i.d. state preparation. The

verification protocol for Gaussian continuous variable weighted hypergraph states of [TMM+19]

removes this assumption, again for this specific family of states.

4.1.2 General single-mode protocol

We address two main issues in what follows. First, existing continuous variable state tomography

methods are not reliable in the sense of [CR12], because errors coming from the reconstruction

procedure are indistinguishable from errors coming from the data. Second, there is no Gaussian

verification protocol for non-Gaussian states without i.i.d. assumption.

We thus introduce a general receive-and-measure protocol for building trust for single-mode

continuous variable quantum states, using solely Gaussian measurements, namely heterodyne
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Het

Figure 4.1: A schematic representation of the protocol. The tester (within the dashed rectangle)
receives a continuous variable quantum state ρn over n subsystems. This state could be for
example the outcome of n successive runs of a physical experiment, the output of a commercial
quantum device, or directly sent by some untrusted quantum server. The tester measures with
heterodyne detection some of the subsystems of ρn and uses the samples obtained and efficient
classical post-processing to deduce information about the remaining subsystems.

detection (see section 1.4.2 and [FOP05, TMJ+17]). This protocol allows us to perform reliable

continuous variable quantum state tomography based on heterodyne detection, which we refer to

as heterodyne tomography in what follows. This tomography technique only requires a single fixed

measurement setting, compared to homodyne tomography. This protocol also provides a means for

certifying single-mode continuous variable quantum states, under the i.i.d. assumption. Finally,

the same protocol also allows us to verify single-mode continuous variable quantum states,

without the i.i.d. assumption. For these three applications, the measurements performed are

the same. It is only the selection of subsystems to be measured and the classical post-processing

performed that differ from one application to another.

The structure of the protocol is depicted in Fig. 6.1: given a quantum state ρn over n subsys-

tems, measure some of the subsystems with balanced heterodyne detection. Then, post-process

the samples obtained to retrieve information about the remaining subsystems. We show in the

following sections how this protocol may be used to perform reliable tomography, certification and

verification of single-mode continuous variable quantum states, and we detail the corresponding

choices of subsystems and the classical post-processing for each task.

4.2 Heterodyne estimator

In this section, we introduce a generalisation of the optical equivalence theorem for antinormal

ordering [CG69a], which provides an estimator for the expected value of an operator acting on

a state with bounded support over the Fock basis, from samples of heterodyne detection of the

state. From this result, we derive various protocols in the following sections, ranging from state

tomography to state verification.

We denote by E
α←D

[ f (α)] the expected value of a function f for samples drawn from a distribution
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D. Let us introduce for k, l ≥ 0 the polynomials

Lk,l(z)= ezz∗ (−1)k+l
p

k!
p

l!

∂k+l

∂zk∂z∗l e−zz∗ , (4.1)

for z ∈ C, which are, up to a normalisation, the Laguerre 2D polynomials, appearing in par-

ticular in the expressions of Wigner function of Fock states [Wün98]. For any operator A =∑+∞
k,l=0 Akl |k〉〈l| and all E ∈N, we define with these polynomials the function

fA(z,η)= 1
η

e
(
1− 1

η

)
zz∗

E∑
k,l=0

Akl√
ηk+l

Lk,l

(
zp
η

)
, (4.2)

for all z ∈C, and all 0< η< 1. We omit the dependency in E for brevity. The function z 7→ fA(z,η),

being a polynomial multiplied by a converging Gaussian function, is bounded over C. With the

same notations, we also define the following constant:

KA =
E∑

k,l=0
|Akl |

√
(k+1)(l+1) . (4.3)

Theorem 4.1. Let E ∈N and let 0< η< 2
E . Let also A = ∑+∞

k,l=0 Akl |k〉〈l| be an operator and let

ρ =∑E
k,l=0ρkl |k〉〈l| be a density operator with bounded support. Then,∣∣∣∣Tr

(
Aρ

)− E
α←Qρ

[ fA(α,η)]
∣∣∣∣≤ ηKA, (4.4)

where the function f and the constant K are defined in Eqs. (4.2) and (4.3).

The function fA defined in Eq. (4.2) is, up to a numerical factor of π, a bounded approximation of

the Glauber–Sudarshan function PA of the operator A. This approximation is parametrised by a

precision η, and a cutoff value E. The optical equivalence theorem for antinormal ordering reads

(see section 1.2 and [CG69a])

Tr(Aρ)=π
∫
α∈C

Qρ(α)PA(α)d2α. (4.5)

Given that

E
α←Qρ

[ fA(α,η)]=
∫
α∈C

Qρ(α) fA(α,η)d2α, (4.6)

we would expect that E
α←Qρ

[ fA(α,η)] is an approximation of Tr(Aρ) parametrised by η and E.

Theorem 4.1 makes this statement more precise. We prove this theorem in what follows.

Proof. With Eq. (4.2) we obtain∣∣∣∣Tr
(
Aρ

)− E
α←Qρ

[ fA(α,η)]
∣∣∣∣=

∣∣∣∣∣+∞∑k,l=0
Alk Tr

(|l〉〈k|ρ)− E∑
k,l=0

Alk E
α←Qρ

[ f|l〉〈k|(α,η)]

∣∣∣∣∣
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=
∣∣∣∣∣ E∑
k,l=0

Alk

(
Tr

(|l〉〈k|ρ)− E
α←Qρ

[ f|l〉〈k|(α,η)]
)∣∣∣∣∣ (4.7)

≤
E∑

k,l=0
|Alk|

∣∣∣∣Tr
(|l〉〈k|ρ)− E

α←Qρ

[ f|l〉〈k|(α,η)]
∣∣∣∣,

where we used in the second line the fact that ρ has a bounded support over the Fock basis.

This shows that it is sufficient to prove the Theorem for A = |l〉〈k|, for all k, l from 0 to E. We

first introduce the following result:

Lemma 4.1. For all 0≤ k, l ≤ E,

E
α←Qρ

[ f|l〉〈k|(α,η)]= ρkl +
E∑

m>k,n>l
m−n=k−l

ρmnη
m+n−k−l

2

√√√√(
m
k

)(
n
l

)
. (4.8)

Proof. Let us fix k, l in 0, . . . ,E. By Eqs. (4.1) and (4.2) we have, for all z ∈C,

f|l〉〈k|(z)=
(

1
η

)1+ k+l
2

e
(
1− 1

η

)
zz∗

Ll,k

(
zp
η

)

=
(

1
η

)1+ k+l
2

ezz∗ (−1)k+l
p

k!
p

l!

∂k+l

∂u∗k∂ul e−uu∗
∣∣∣∣
u= zp

η

= 1
η

e
(
1− 1

η

)
zz∗

min(k,l)∑
p=0

(−1)ppk!
p

l!
p!(k− p)!(l− p)!

(
1
η

)k+l−p
zk−pz∗l−p.

(4.9)

Moreover, for all α ∈C,

Qρ(α)= 1
π
〈α|ρ|α〉

= 1
π

E∑
m,n=0

ρmn 〈α|m〉〈n|α〉

= 1
π

E∑
m,n=0

ρmn
α∗mαn
p

m!n!
e−|α|

2
.

(4.10)

Combining these expressions we obtain

E
α←Qρ

[ f|l〉〈k|(α,η)]=
∫
α∈C

Qρ(α) f|l〉〈k|(α,η)d2α

= 1
π

E∑
m,n=0

ρmnp
m!n!

∫
α∈C

α∗mαne−|α|
2
f|l〉〈k|(α,η)d2α (4.11)

= 1
πη

E∑
m,n=0

ρmn

p
k!

p
l!p

m!
p

n!

min(k,l)∑
p=0

(−1)p

p!(k− p)!(l− p)!

(
1
η

)k+l−p ∫
α∈C

αk+n−pα∗(l+m−p)e−
1
η
|α|2 d2α.
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Setting α= reiθ, we have d2α= rdrdθ and the integral on the last line may be computed as

∫
α∈C

αk+n−pα∗(l+m−p)e−
1
η
|α|2 d2α=

+∞∫
0

rk+l+m+n−2p+1e−
r2
η dr

2π∫
0

ei(k+n−l−m)θdθ

=


π

(
k+l+m+n

2 − p
)
!η

k+l+m+n
2 −p+1 for k− l = m−n,

0 for k− l 6= m−n,

(4.12)

where we used
∫ +∞

0 r2t+1e−
r2
η = 1

2 t!ηt+1 for t = k+l+m+n
2 − p, which is obtained directly by

induction and integration by parts (note that for k− l = m−n, and p ≤ min(k, l), we have

indeed t ∈N). Hence,

E
α←Qρ

[ f|l〉〈k|(α,η)]=
E∑

m,n=0
m−n=k−l

ρmn

p
k!

p
l!p

m!
p

n!

min(k,l)∑
p=0

(−1)p
(

k+l+m+n
2 − p

)
!

p!(k− p)!(l− p)!
η

m+n−k−l
2

=
E∑

m,n=0
m−n=k−l

ρmnη
m+n−k−l

2

(
k+l+m+n

2

)
!

p
m!

p
n!

p
k!

p
l!

min(k,l)∑
p=0

(−1)p

(k
p
)( l

p
)

( k+l+m+n
2
p

) .

(4.13)

Now for k ≤ l we have, for all q ∈N (see, e.g., result 7.1 of [Gou72]),

k∑
p=0

(−1)p

(k
p
)( l

p
)(q

p
) =


(q−l

k )
(q

k)
for q ≥ k+ l,

0 for q < k+ l.

(4.14)

When k ≤ l, Eq (4.13) thus yields

E
α←Qρ

[ f|l〉〈k|(α,η)]=
E∑

m,n=0
m−n=k−l
m+n≥k+l

ρmnη
m+n−k−l

2

(
k+l+m+n

2

)
!

p
m!

p
n!

p
k!

p
l!

( k+l+m+n
2 −l
k

)
( k+l+m+n

2
k

)

=
E∑

m≥k,n≥l
m−n=k−l

ρmnη
m+n−k−l

2
1p

m!
p

n!
p

k!
p

l!

(
k−l+m+n

2

)
!
(
−k+l+m+n

2

)
!(

−k−l+m+n
2

)
!

=
E∑

m≥k,n≥l
m−n=k−l

ρmnη
m+n−k−l

2

p
m!

p
n!p

k!
p

l!
p

(m−k)!
p

(n− l)!
(4.15)

=
E∑

m≥k,n≥l
m−n=k−l

ρmnη
m+n−k−l

2

√√√√(
m
k

)(
n
l

)
,
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where we used that within the summation m−n = k− l. This formula is also valid for l ≤ k,

with the same reasoning. We finally obtain, for any k, l in 0, . . . ,E

E
α←Qρ

[ f|l〉〈k|(α,η)]=
E∑

m≥k,n≥l
m−n=k−l

ρmnη
m+n−k−l

2

√√√√(
m
k

)(
n
l

)

= ρkl +
E∑

m>k,n>l
m−n=k−l

ρmnη
m+n−k−l

2

√√√√(
m
k

)(
n
l

)
.

(4.16)

�

Using Lemma 4.1, we obtain∣∣∣∣Tr(|l〉〈k|ρ)− E
α←Qρ

[ f|l〉〈k|(α,η)]
∣∣∣∣= ∣∣∣∣ρkl − E

α←Qρ

[ f|l〉〈k|(α,η)]
∣∣∣∣

=

∣∣∣∣∣∣∣
E∑

m>k,n>l
m−n=k−l

ρmnη
m+n−k−l

2

√√√√(
m
k

)(
n
l

) ∣∣∣∣∣∣∣
≤

E∑
m>k,n>l
m−n=k−l

|ρmn|η
m+n−k−l

2

√√√√(
m
k

)(
n
l

)

=
E−max(k,l)∑
s=1

|ρs+k,s+l |ηs

√√√√(
s+k

k

)(
s+ l

l

)

≤
E−max(k,l)∑

s=1
ηs

√√√√(
s+k

k

)(
s+ l

l

)√
ρs+k,s+k

√
ρs+l,s+l ,

(4.17)

where we set s = m− k = n− l = m+n−k−l
2 in the third line, and where we used |ρs+k,s+l | ≤p

ρs+k,s+k
p
ρs+l,s+l in the last line, since ρ is a positive semidefinite matrix. In order to obtain

an upper bound independent of ρ, we now show for all s that ηs
√(s+k

k
)(s+l

l
) ≤ ηp(k+1)(l+1)

for η≤ 2
E . For all k, l in 0, . . . ,E and for all s in 2, . . . ,E−max(k, l), we have

p
s+k

p
s+ l

s
≤ E

2
. (4.18)

This in turn implies that for all s in 2, . . . ,E−max(k, l)

ηs

√√√√(
s+k

k

)(
s+ l

l

)
= η

p
(s+k)(s+ l)

s
ηs−1

√√√√(
s−1+k

k

)(
s−1+ l

l

)

≤ ηE
2
ηs−1

√√√√(
s−1+k

k

)(
s−1+ l

l

)
(4.19)
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≤ ηs−1

√√√√(
s−1+k

k

)(
s−1+ l

l

)
,

since we assumed η≤ 2
E . Hence by induction, for all s in 2, . . . ,E−max(k, l),

ηs

√√√√(
s+k

k

)(
s+ l

l

)
≤ η1

√√√√(
1+k

k

)(
1+ l

l

)
= η

√
(k+1)(l+1) . (4.20)

Combining this with Eq. (4.17) yields∣∣∣∣Tr(|l〉〈k|ρ)− E
α←Qρ

[ f|l〉〈k|(α,η)]
∣∣∣∣≤ η√(k+1)(l+1)

E−max(k,l)∑
s=1

√
ρs+k,s+k

√
ρs+l,s+l

≤ η
√

(k+1)(l+1)

√√√√E−max(k,l)∑
s=1

ρs+k,s+k

E−max(k,l)∑
s=1

ρs+l,s+l

≤ η
√

(k+1)(l+1) ,

(4.21)

for all k, l in 0, . . . ,E, where we used Cauchy-Schwarz inequality and the fact that Tr(ρ)= 1.

Note that the above bound still holds when E →+∞. Together with Eq. (4.7) we obtain∣∣∣∣Tr
(
Aρ

)− E
α←Qρ

[ fA(α,η)]
∣∣∣∣≤ η E∑

k,l=0
|Akl |

√
(k+1)(l+1)

= ηKA,

(4.22)

by Eq. (4.3).

�

This result provides an estimator for the expected value of any operator A acting on a continuous

variable state ρ with bounded support over the Fock basis. This estimator is the expected

value of a bounded function fA over samples drawn from the Husimi Q function of ρ. This

probability density corresponds to a Gaussian measurement of ρ, namely heterodyne detection

(see section 1.4.2). The right hand side of Eq. (4.4) is an energy bound, which depends on the

operator A and the value E.

When the operator A is the density matrix of a continuous variable pure state |ψ〉, the

previous estimator approximates the fidelity F(ψ,ρ)= 〈ψ|ρ|ψ〉 between |ψ〉〈ψ| and ρ. With the

same notations:

Corollary 4.1. Let E ∈N and let 0< η< 2
E . Let also |ψ〉〈ψ| =∑+∞

k,l=0ψkψ
∗
l |k〉〈l| be a normalised

pure state and let ρ =∑E
k,l=0ρkl |k〉〈l| be a density operator with bounded support. Then,∣∣∣∣F (
ψ,ρ

)− E
α←Qρ

[ fψ(α,η)]
∣∣∣∣≤ ηKψ ≤ η

2
(E+1)(E+2), (4.23)

where the function fA and the constant KA are defined in Eqs. (4.2) and (4.3), for A = |ψ〉〈ψ|.
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Proof. We apply Theorem 4.1 for A = |ψ〉〈ψ| a pure state. We obtain∣∣∣∣〈ψ|ρ|ψ〉− E
α←Qρ

[ fψ(α,η)]
∣∣∣∣≤ ηKψ

= η
E∑

k,l=0
|ψkψl |

√
(k+1)(l+1)

= η
(

E∑
n=0

|ψn|
p

n+1

)2

(4.24)

≤ η
E∑

n=0
|ψn|2

E∑
n=0

(n+1)

≤ η

2
(E+1)(E+2),

where we used Cauchy-Schwarz inequality, and
∑E

n=0 |ψn|2 ≤ Tr(|ψ〉〈ψ|) = 1. Since |ψ〉 is a

pure state, we have F(ψ,ρ)= 〈ψ|ρ|ψ〉, which concludes the proof.

�

This result provides an estimator for the fidelity between any target pure state |ψ〉 and any

continuous variable (mixed) state ρ with bounded support over the Fock basis. This estimator is

the expected value of a bounded function fψ over samples drawn from the probability density

corresponding to heterodyne detection of ρ. The right hand side of Eq. (4.23) is an energy

bound, which may be refined depending on the expression of |ψ〉. In particular, the second bound

is independent of the target state |ψ〉. The assumption of bounded support makes sense for

tomography, where the energy range of the measured state is known, but not necessarily in a

more adversarial setting.

Given these results, one may choose a target pure state |ψ〉 and measure with heterodyne

detection various copies of the output (mixed) state ρ of a quantum device with bounded support

over the Fock basis. Then, using the samples obtained, one may estimate the expected value of

fψ, thus obtaining an estimate of the fidelity between the states |ψ〉〈ψ| and ρ. Using this result,

we introduce a reliable method for performing continuous variable quantum state tomography

using heterodyne detection.

4.3 Reliable heterodyne tomography

Continuous variable quantum state tomography methods usually make two assumptions: firstly

that the measured states are independent identical copies (i.i.d. assumption, for independently

and identically distributed), and secondly that the measured states have a bounded support

over the Fock basis [LR09]. With the same assumptions, we present a reliable method for

state tomography with heterodyne detection which has the advantage of providing analytical

confidence intervals. Our method directly provides estimates of the elements of the state density
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matrix, phase included. As such, neither mathematical reconstruction of the phase, nor binning

of the sample space is needed, since the samples are used only to compute expected values

of bounded functions. Moreover, only a single fixed Gaussian measurement setting is needed,

namely heterodyne detection (Fig. 1.4).

The law of large numbers ensures that the sample average from independently and identically

distributed (i.i.d.) random variables converges to the expected value of these random variables,

when the number of samples goes to infinity. The following key lemma refines this statement and

quantifies the speed of convergence:

Lemma 4.2. (Hoeffding inequality) Let λ> 0, let n ≥ 1, let z1, . . . , zn be i.i.d. complex random

variables from a probability density D over R, and let f : C 7→ R such that | f (z)| ≤ M, for M > 0

and all z ∈C. Then

Pr

[∣∣∣∣∣ 1
n

n∑
i=1

f (zi)− E
z←D

[ f (z)]

∣∣∣∣∣≥λ
]
≤ 2exp

[
− nλ2

2M2

]
. (4.25)

This comes directly from Hoeffding inequality [Hoe63] applied to the real bounded i.i.d. random

variables f (z1), . . . , f (zN ). When dealing with complex random variables, we use the following

result instead:

Lemma 4.3. (Hoeffding inequality for complex random variables) Let λ> 0, let n ≥ 1, let

z1, . . . , zn be i.i.d. complex random variables from a probability density D over C, and let f :C 7→C

such that | f (z)| ≤ M, for M > 0 and all z ∈C. Then

Pr

[∣∣∣∣∣ 1
n

n∑
i=1

f (zi)− E
z←D

[ f (z)]

∣∣∣∣∣≥λ
]
≤ 4exp

[
− nλ2

4M2

]
. (4.26)

Proof. For all a > 0 and all z ∈C, |z| =
√

ℜ(z)2 +ℑ(z)2 ≥ a implies |ℜ(z)| ≥ a/
p

2 or |ℑ(z)| ≥
a/
p

2 . Hence,

Pr[|z| ≥ a]≤Pr
[
|ℜ(z)| ≥ ap

2

]
+Pr

[
|ℑ(z)| ≥ ap

2

]
, (4.27)

so applying twice Lemma 4.2 for the real random variables ℜ( f (z)) and ℑ( f (z)), respectively,

yields Lemma 4.3.

�

For tomographic application, all copies of the state are measured. For n ≥ 1, let α1, . . . ,αn ∈C be

samples from heterodyne detection of n copies of a quantum state ρ. For ε> 0 and k, l ∈N, we

define

ρεkl =
1
n

n∑
i=1

f|l〉〈k|
(
αi,

ε

K|l〉〈k|

)
, (4.28)
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where the function fA and the constant KA are defined in Eqs. (4.2) and (4.3), for A = |l〉〈k|, and

where ε> 0 is a free parameter. The quantity ρεkl is the average of the function f|l〉〈k| over the

samples α1, . . . ,αn. The next result shows that this estimator approximates the matrix element

k, l of this state with high probability. We use the notations of Theorem 4.1.

Theorem 4.2 (Reliable heterodyne tomography). Let ε,ε′ > 0, let n ≥ 1, and let α1, . . . ,αn be

samples obtained by measuring with heterodyne detection n copies of a state ρ =∑E
k,l=0ρkl |k〉〈l|

with bounded support, for E ∈N. Then ∣∣ρkl −ρεkl
∣∣≤ ε+ε′, (4.29)

for all 0≤ k, l ≤ E, with probability greater than

1−4
∑

0≤k≤l≤E
exp

[
−nε2+k+lε′2

4Ckl

]
, (4.30)

where the estimate ρεkl is defined in Eq. (4.28), and where

Ckl := [(k+1)(l+1)]1+ k+l
2 2|l−k|

(
max(k, l)
min(k, l)

)
(4.31)

is a constant independent of ρ.

Proof. In order to prove Theorem 4.2, we apply Lemma 4.3 to the functions z 7→ f|l〉〈k|(z,η)

defined in Eq. (4.2). We first bound these functions:

Lemma 4.4. For all k, l ≥ 0, define

Mkl :=
√√√√2|l−k|

(
max(k, l)
min(k, l)

)
. (4.32)

Then for all k, l and all z ∈C, ∣∣ f|k〉〈l|(z,η)
∣∣≤ Mkl

η1+ k+l
2

. (4.33)

Proof. For k or l > E the inequality is trivial. For all k, l ≤ E and all z ∈C,

∣∣ f|k〉〈l|(z,η)
∣∣= (

1
η

)1+ k+l
2

e
(
1− 1

η

)
|z|2

∣∣∣∣Lk,l

(
zp
η

)∣∣∣∣
= 1
η

e
(
1− 1

η

)
|z|2 1p

k!
p

l!

∣∣∣∣∣min(k,l)∑
p=0

(−1)pk!l!
p!(k− p)!(l− p)!

1
ηk+l−p zl−pz∗(k−p)

∣∣∣∣∣ ,

(4.34)
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where we used Eq. (4.1). Now for all z ∈C∗ and all a > 0 we have [Wün98]∣∣∣∣∣min(k,l)∑
p=0

(−1)pk!l!
p!(k− p)!(l− p)!

ak+l−pzl−pz∗(k−p)

∣∣∣∣∣= akl!|z|k−l
∣∣∣L(k−l)

l

(
a|z|2)∣∣∣

= al k!|z|l−k
∣∣∣L(l−k)

k

(
a|z|2)∣∣∣ ,

(4.35)

where

L(α)
n (x)=

n∑
q=0

(−1)q

q!

(
n+α
n− q

)
xq (4.36)

are the generalised Laguerre polynomials [AS65], defined for α ∈R and n ∈N. Plugging this

relation into Eq. (4.34) we obtain

∣∣ f|k〉〈l|(z,η)
∣∣= e

(
1− 1

η

)
|z|2 |z|l−k

η1+l

p
k!p
l!

∣∣∣∣L(l−k)
k

( |z|2
η

)∣∣∣∣
= e

(
1− 1

η

)
|z|2 |z|k−l

η1+k

p
l!p
k!

∣∣∣∣L(k−l)
l

( |z|2
η

)∣∣∣∣ ,

(4.37)

for all z ∈C. The generalised Laguerre polynomials are bounded as [Roo85]∣∣∣L(α)
n (x)

∣∣∣≤ Γ(n+α+1)
n!Γ(α+1)

e
x
2 , (4.38)

for all x ≥ 0, all α≥ 0 and all n ∈N, and as∣∣∣L(α)
n (x)

∣∣∣≤ 2−αe
x
2 , (4.39)

for all x ≥ 0, all α≤−1
2 and all n ∈N.

Let a > 0. Assuming k < l, we have |z|l−k ≤ al−k for |z| ≤ a, and |z|k−l ≤ ak−l for |z| ≥ a. Thus,

the first line of Eq. (4.37), together with Eq. (4.38), give

∣∣ f|k〉〈l|(z,η)
∣∣≤ e

(
1− 1

η

)
|z|2 al−k

η1+l

p
k!p
l!

l!
k!(l−k)!

e
|z|2
2η

≤ al−k

η1+l

p
l!

(l−k)!
p

k!
,

(4.40)

for |z| ≤ a and k < l. Similarly, the second line of Eq. (4.37), together with Eq. (4.39), give

∣∣ f|k〉〈l|(z,η)
∣∣≤ e

(
1− 1

η

)
|z|2 ak−l

η1+k

p
l!p
k!

2l−ke
|z|2
2η

≤ ak−l

η1+k

p
l!p
k!

2l−k,

(4.41)

for |z| ≥ a and k < l.
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These two last bounds in Eqs. (4.40) and (4.41) are equal for al−k = (2η)
l−k

2
p

(l−k)! , yielding

the bound ∣∣ f|k〉〈l|(z,η)
∣∣≤

√√√√ 2l−k

η2+k+l

(
l
k

)
, (4.42)

for all z ∈C and k < l. For l < k the same reasoning gives

∣∣ f|k〉〈l|(z,η)
∣∣≤

√√√√ 2k−l

η2+k+l

(
k
l

)
. (4.43)

Finally, for k = l the previous bounds also hold, by combining Eqs. (4.37) and (4.38), and this

proves the lemma.

�

Let k, l ≥ 0, n ∈N and ε′ > 0. Applying Lemma 4.3 to the function f|l〉〈k|, with the bound

from Lemma 4.4 yields

Pr

[∣∣∣∣∣ 1
n

n∑
i=1

f|l〉〈k|(αi,η)− E
α←Qρ

[ f|l〉〈k|(α,η)]

∣∣∣∣∣≥ ε′
]
≤ 4exp

[
−nη2+k+lε′2

4M2
kl

]
. (4.44)

Applying Theorem 4.1 for A = |l〉〈k| we also obtain∣∣∣∣ρkl − E
α←Qρ

[
f|l〉〈k|(α,η)

]∣∣∣∣≤ ηpk+1
p

l+1 . (4.45)

Let α1, . . . ,αn be samples from the Q function of ρ. Combining Eqs. (4.44) and (4.45), we

obtain with the triangular inequality∣∣∣∣∣ρkl −
1
n

n∑
i=1

f|l〉〈k|(αi,η)

∣∣∣∣∣≤ ηpk+1
p

l+1 +ε′, (4.46)

with probability greater than

1−4exp

[
−nη2+k+lε′2

4M2
kl

]
. (4.47)

We have K|l〉〈k| =
p

(k+1)(l+1) by Eq. (4.3). Taking η= ε
K|l〉〈k|

yields∣∣∣∣∣ρkl −
1
n

n∑
i=1

f|l〉〈k|
(
αi,

ε

K|l〉〈k|

)∣∣∣∣∣≤ ε+ε′, (4.48)

with probability greater than

1−4exp
[
−nε2+k+lε′2

4Ckl

]
, (4.49)
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where we defined
Ckl := [(k+1)(l+1)]1+ k+l

2 M2
kl

= [(k+1)(l+1)]1+ k+l
2 2|l−k|

(
max(k, l)
min(k, l)

)
.

(4.50)

Now this holds for 0≤ k, l ≤ E. Together with the union bound, this proves the theorem.

�

In light of this result, the principle for performing reliable heterodyne tomography is straightfor-

ward and as follows: n identical copies ρ⊗n of the output quantum state of a physical experiment

or quantum device are measured with heterodyne detection, yielding the values α1, . . . ,αn. These

values are used to compute the estimates ρεkl , defined in Eq. (4.28), for all k, l in the range of

energy of the experiment. Then, Theorem 4.2 directly provides confidence intervals for all these

estimates of ρkl , the matrix elements of the density operator ρ, without the need for a binning

of the sample space or any additional data reconstruction, using a single measurement setting.

For a desired precision ε and a failure probability δ, the number of samples needed scales as

n = poly(1/ε, log(1/δ)).

Both homodyne and heterodyne quantum state tomography assume a bounded support over

the Fock basis for the output state considered, i.e., that all matrix elements are equal to zero

beyond a certain value, and that the output quantum states are i.i.d., i.e., that all measured

output states are independent and identical. While these assumptions are natural when looking

at the output of a physical experiment, corresponding to a noisy partially trusted quantum device

with bounded energy, they may be questionable in the context of untrusted devices. We remove

these assumptions in what follows: we first drop the bounded support assumption, deriving a

certification protocol for continuous variable quantum states of an i.i.d. device with heterodyne

detection ; then, we drop both assumptions, deriving a general verification protocol for continuous

variable quantum states against an adversary who can potentially be fully malicious.

4.4 Continuous variable quantum state certification protocol

Given an untrusted source of quantum states, the purpose of state certification and state verifica-

tion protocols is to check whether if its output state is close to a given target state, or far from it.

To achieve this, a verifier tests the output state of the source. Ideally, one would like to obtain

an upper bound on the probability that the state is not close from the target state, given that

it passed a test. However, this is known to be impossible without prior knowledge of the tested

state distribution [GKK19]. Indeed, writing this conditional probability

Pr[incorrect|accept]= Pr[incorrect∩accept]
Pr[accept]

, (4.51)

in a situation where the device always produces a bad output state, it is rejected by the verifier’s

test most of the time, so the acceptance probability is very small while the conditional probability
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is equal to 1. Therefore, the quantity that will always be bounded in certification and verification

protocols in which one does not have prior knowledge of the device is the joint probability that

the tested state is not close to the target state and that it passes the test. Equivalently, we obtain

lower bounds on the probability that the tested state is close to the target state or that it fails the

test.

We first consider the certification of the output of an i.i.d. quantum device, i.e., which output state

is the same at each round. However, we do not assume that the output states of the device have

bounded support over the Fock basis anymore. This is instead ensured probabilistically using the

samples from heterodyne detection.

Let us define the following operators for E ≥ 0:

U =
+∞∑

n=E+1
|n〉〈n| = 1−ΠE, (4.52)

where ΠE = ∑E
n=0 |n〉〈n| is the projector onto the Hilbert space H̄ of states with less than E

photons, and

T = 1
π

∫
|α|2≥E

|α〉〈α|d2α, (4.53)

where |α〉 is a coherent state. We have the following result, proven in [LGPRC13] by expanding

T in the Fock basis:

U ≤ 2T. (4.54)

In particular,

Tr(Uρ)≤ 2Tr(Tρ). (4.55)

The probability Pr that exactly r among n values of |αi|2 are bigger than E and n− r values are

lower, and that the projection ΠE of the state ρ onto the Hilbert space H̄ of states with less than

E photons fails is bounded as

Pr =
(
n
r

)
Tr

[
(1−ΠE)Tr(1−T)n−rρ⊗n+1]

=
(
n
r

)
Tr

[
UTr(1−T)n−rρ⊗n+1]

≤ 2

(
n
r

)
Tr

(
Tρ

)r+1 Tr
[
(1−T)ρ

]n−r

≤ 2

(
n
r

)
max

p

∣∣pr+1(1− p)n−r∣∣
= 2

(
n
r

)(
r+1
n+1

)r+1 (
1− r+1

n+1

)n−r
(4.56)
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≤ 2nr

r!

(
r+1
n+1

)r+1 (
1− r+1

n+1

)n−r

≤ 2nr

r!
(r+1)r+1

nr+1 exp
[
− (n− r)(r+1)

n+1

]
≤ 2

n
r+1p

2π(r+1)
exp

[
(r+1)2

n+1

]
≤

p
r+1
n

exp
[

(r+1)2

n+1

]
,

where we used Eq. (4.55), 1− x ≤ e−x and (r+1)!≥p
2π(r+1) (r+1)r+1e−(r+1). For s ∈N, and for

all r ≤ s, p
r+1
n

exp
[

(r+1)2

n+1

]
≤

p
s+1
n

exp
[

(s+1)2

n+1

]
, (4.57)

hence the probability that at most s among n values of |αi|2 are bigger than E, and that the

projection ΠE of the state ρ onto the Hilbert space H̄ of states with less than E photons fails is

bounded by

P iid
support := (s+1)3/2

n
exp

[
(s+1)2

n+1

]
. (4.58)

For 1 ¿ s ¿ n, this implies that either ρ is contained in a lower dimensional subspace, or the

score at the support estimation step is higher than s, with high probability.

Our continuous variable quantum state certification protocol is then as follows: let |ψ〉 be a target

pure state, of which one wants to certify m copies. The values s and E are free parameters of the

protocol. One instructs the i.i.d. device to prepare n+m copies of |ψ〉, and the device outputs an

i.i.d. (mixed) state ρ⊗n+m. One keeps m copies ρ⊗m, and measures the n others with heterodyne

detection, obtaining the samples α1, . . . ,αn. One records the number r of samples such that

|αi|2 > E. We refer to this step as support estimation. For a given ε> 0, one also computes with

the same samples the estimate

Fψ(ρ)=
[

1
n

n∑
i=1

fψ
(
αi,

ε

mKψ

)]m

, (4.59)

where the function fA and the constant KA are defined in Eqs. (4.2) and (4.3), for A = |ψ〉〈ψ|, and

where ε> 0 is a free parameter. Note that the support estimation step is no longer necessary if

the target state has a bounded support over the Fock basis.

The next result quantifies how close this estimate is from the fidelity between the remaining

m copies of the output state ρ⊗m of the tested device and m copies of the target state |ψ〉〈ψ|⊗m.

Theorem 4.3 (Gaussian certification of continuous variable quantum states). Let ε,ε′ > 0, let

s ≤ n, and let α1, . . . ,αn be samples obtained by measuring with heterodyne detection n copies of a

state ρ. Let E in N, and let r be the number of samples such that |αi|2 > E. Let also |ψ〉 be a pure

state. Then for all m ∈N∗, ∣∣F(ψ⊗m,ρ⊗m)−Fψ(ρ)
∣∣≤ ε+ε′, (4.60)
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or r > s, with probability greater than

1−
(
P iid

Support +P iid
Hoeffding

)
, (4.61)

where
P iid

Support =
(s+1)3/2

n
exp

[
(s+1)2

n+1

]
, (4.62)

P iid
Hoeffding = 2exp

[
− nε2+2Eε′2

2m4+2EC2
ψ

]
, (4.63)

where the estimate Fψ(ρ) is defined in Eq. (4.59), and where

Cψ =
E∑

k,l=0
|ψkψl |

( ε
m

)E− k+l
2 K

1+ k+l
2

ψ

√√√√2|l−k|
(
max(k, l)
min(k, l)

)
(4.64)

is a constant independent of ρ, with the constant K defined in Eq. (4.3).

In order to prove this theorem we make use of the following simple result:

Lemma 4.5. Let η> 0 and a,b ∈ [0,1] such that |a−b| ≤ η. Then for all m ≥ 1,∣∣am −bm∣∣≤ m|a−b| ≤ mη. (4.65)

Proof. With the notations of the lemma,

∣∣am −bm∣∣= |a−b|
∣∣∣∣∣m−1∑

j=0
a jbm− j−1

∣∣∣∣∣
≤ m|a−b|
≤ mη.

(4.66)

�

We first consider the case of m = 1 from which we deduce the general case with the lemma.

Proof. Let us write |ψ〉 = ∑
n≥0ψn |n〉. For η > 0, the function z 7→ fψ(z,η) is real-valued,

since |ψ〉〈ψ| is hermitian. It is bounded as

∣∣ fψ(α,η)
∣∣= ∣∣∣∣∣ E∑

k,l=0
ψkψ

∗
l f|k〉〈l|(α,η)

∣∣∣∣∣
≤

E∑
k,l=0

∣∣ψkψ
∗
l f|k〉〈l|(α,η)

∣∣
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≤
E∑

k,l=0

∣∣ψkψl
∣∣ Mkl

η1+ k+l
2

(4.67)

= 1
η1+E

E∑
k,l=0

∣∣ψkψl
∣∣ηE−(k+l)/2Mkl

= Mψ(η)
η1+E ,

where we used Lemma 4.4, and where we defined

Mψ(η) :=
E∑

k,l=0

∣∣ψkψl
∣∣ηE−(k+l)/2Mkl . (4.68)

Applying Lemma 4.2 to the real-valued function z 7→ fψ(z,η) thus yields

Pr

[∣∣∣∣∣ 1
n

n∑
i=1

fψ(αi,η)− E
α←Qρ

[ fψ(α,η)]

∣∣∣∣∣≥ ε′
]
≤ 2exp

[
−nη2+2Eε′2

2M2
ψ(η)

]
, (4.69)

for ε′,η> 0, where the probability is over i.i.d. samples from heterodyne detection of ρ.

In what follows, we first assume that ρ ∈ H̄ . By Corollary 4.1 we have∣∣∣∣F (
ψ,ρ

)− E
α←Qρ

[ fψ(α,η)]
∣∣∣∣≤ ηKψ. (4.70)

Combining Eqs. (4.69) and (4.70) yields∣∣∣∣∣F (
ψ,ρ

)− 1
n

n∑
i=1

fψ(αi,η)

∣∣∣∣∣≤ ηKψ+ε′, (4.71)

with probability greater than 1−2exp
[
− nη2+2Eε′2

2M2
ψ(η)

]
. Setting η= ε

Kψ
yields

∣∣∣∣∣F (
ψ,ρ

)− 1
n

n∑
i=1

fψ
(
αi,

ε

Kψ

)∣∣∣∣∣≤ ε+ε′, (4.72)

with probability greater than 1−2exp
[
− nε2+2Eε′2

2C2
ψ,1(ε)

]
, where we defined

Cψ,1(ε) := K1+E
ψ Mψ

(
ε

Kψ

)

=
E∑

k,l=0
|ψkψl |εE− k+l

2 K
1+ k+l

2
ψ

√√√√2|l−k|
(
max(k, l)
min(k, l)

)
.

(4.73)
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Combining Lemma 4.5 and Eq. (4.72) we obtain∣∣∣∣∣F (
ψ,ρ

)m −
[

1
n

n∑
i=1

fψ
(
αi,

ε

Kψ

)]m∣∣∣∣∣≤ m(ε+ε′), (4.74)

with probability greater than 1−2exp
[
− nε2+2Eε′2

2C2
ψ,1(ε)

]
. Note that we excluded the pathological

case 1
n

∑n
i=1 fψ(αi,ε/Kψ)> 1: when that is the case we instead set 1

n
∑n

i=1 fψ(αi,ε/Kψ)= 1. The

target state ψ is pure so F(ψ⊗m,ρ⊗m)= F
(
ψ,ρ

)m. Hence, replacing ε and ε′ by ε /m and ε′/m,

respectively, gives ∣∣F (
ψ,ρ

)m −Fψ(ρ)
∣∣≤ ε+ε′, (4.75)

with probability greater than

P iid
Hoeffding := 1−2exp

[
− nε2+2Eε′2

2m4+2EC2
ψ

]
, (4.76)

where

Fψ(ρ)=
[

1
n

n∑
i=1

fψ
(
αi,

ε

mKψ

)]m

, (4.77)

and where
Cψ := Cψ,1(ε/m)

=
E∑

k,l=0
|ψkψl |

( ε
m

)E− k+l
2 K

1+ k+l
2

ψ

√√√√2|l−k|
(
max(k, l)
min(k, l)

)
.

(4.78)

Until now we have assumed ρ ∈ H̄ . By Eq. (4.58), the probability that at most s among n

values of |αi|2 are bigger than E, and that the projection ΠE of the state ρ onto the Hilbert

space H̄ of states with less than E photons fails is bounded by

P iid
support =

(s+1)3/2

n
exp

[
(s+1)2

n+1

]
. (4.79)

With the union bound we thus obtain∣∣F (
ψ,ρ

)m −Fψ(ρ)
∣∣≤ ε+ε′, (4.80)

or r > s, with probability greater than 1−
(
P iid

support +P iid
Hoeffding

)
.

�

This result implies that the quantity Fψ(ρ) is a good estimate of the fidelity F(ψ⊗m,ρ⊗m), or

the score at the support estimation step is higher than s, with high probability. The values of

the energy parameters E and s should be chosen to guarantee completeness, i.e., that if the

correct state |ψ〉 is sent, then r ≤ s with high probability. This theorem is valid for all continuous

variable target pure states |ψ〉, and the failure probability may be greatly reduced depending on
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the expression of |ψ〉. The number of samples needed for certifying a given number of copies m

with a precision ε and a failure probability δ scales as n = poly(m,1/ε,1/δ).

This certification protocol is promoted to a verification protocol for single-mode states in the

following section, by removing the i.i.d. assumption.

4.5 Continuous variable quantum state verification protocol

We now consider an adversarial setting, where a verifier delegates the preparation of a continuous

variable quantum state to a potentially malicious party, called the prover. One could see the

verifier as the experimentalist in the laboratory and the prover as the noisy device, where we aim

not to make any assumptions about its correct functionality or noise model. Given the absence of

any direct error correction mechanism that permits a fault tolerant run of the device, the aim

of verification is to ensure that a wrong outcome is not being accepted. In the context of state

verification, this amounts to making sure that the output state of the tested device is close to an

ideal target state.

The prover is not supposed to have i.i.d. behaviour. In particular, when asked for various

copies of the same state, the prover may actually send a large state entangled over all subsystems,

possibly also entangled with a quantum system on his side. In that case, the certification protocol

derived in the previous section is not reliable. With usual tomography measurements, the number

of samples needed for a given precision of the fidelity estimate scales exponentially in the number

of copies to verify. This is an essential limitation of quantum tomography techniques, because

they check all possible correlations between the different subsystems.

However we prove that, because of the symmetry of the protocol, the verifier can assume

that the prover is sending permutation-invariant states, i.e., states that are invariant under

any permutation of their subsystems. After a specific support estimation step, reduced states of

permutation-invariant states are close to mixture almost-i.i.d. states, i.e., states that are i.i.d.

on almost all subsystems. At the heart of this reduction is a de Finetti theorem for infinite-

dimensional systems [RC09], which allows us to restrict to an almost-i.i.d. prover.

4.5.1 Description of the protocol

The verification protocol is as follows: the verifier wants to verify m copies of a target pure state

|ψ〉. The numbers n, k, q, s and E are free parameters of the protocol.

• The prover is instructed to prepare n+ k copies of |ψ〉 and send them to the verifier. We

denote by ρn+k the state received by the verifier.

• The verifier picks k subsystems of the state ρn+k at random and measures them with

heterodyne detection, obtaining the remaining state ρn and the samples β1, . . . ,βk. The

verifier records the number r of values |βi|2 > E (support estimation step).
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• The verifier discards 4q subsystems at random, obtaining the remaining state state ρn−4q,

and measures all the others subsystems but m chosen at random with heterodyne detection,

obtaining the remaining state ρm and the samples α1, . . . ,αn−4q−m.

• The verifier computes with these samples the estimate

Fψ(ρ)=
[

1
n−4q−m

n−4q−m∑
i=1

fψ
(
αi,

ε

mKψ

)]m

, (4.81)

where the function fA and the constant KA are defined in Eqs. (4.2) and (4.3), for A = |ψ〉〈ψ|
and where ε> 0 is a free parameter.

Note that this estimate is identical to the one defined in Eq. (4.59) for the certification protocol,

replacing n by n−4q−m. In order to show that this is a good estimate of the fidelity between

the remaining state ρm and m copies of the target state |ψ〉, we generalise results from [Ren08,

RC08, RC09]. More precisely, we obtain the following results:

• Support estimation for permutation-invariant states: with high probability, most of the

subsystems of the permutation-invariant state ρn−4q lie in a lower dimensional subspace,

or the score of the state ρn+k at the support estimation step is high (section 4.5.2).

• De Finetti reduction: any permutation-invariant state with most of its subsystems in a

lower dimensional subspace has a purification in the symmetric subspace that still has most

of its subsystems in a lower dimensional subspace. This purification is well approximated

by a mixture of almost-i.i.d. states (section 4.5.3).

• Hoeffding inequality for almost-i.i.d. states: mixtures of almost-i.i.d. states can be certified

in a similar fashion as i.i.d. states (section 4.5.4).

Using these intermediate results, we obtain the following theorem:

Theorem 4.4 (Gaussian verification of continuous variable quantum states). Let n ≥ 1, let s ≤ k,

and let ρn+k be a state over n+ k subsystems. Let β1, . . . ,βk be samples obtained by measuring

k subsystems at random with heterodyne detection and let ρn be the remaining state after the

measurement. Let E in N, and let r be the number of samples such that |βi|2 > E. Let also

q ≥ m, and let ρm be the state remaining after discarding 4q subsystems of ρn at random, and

measuring n−4q−m other subsystems at random with heterodyne detection, yielding the samples

α1, . . . ,αn−4q−m. Let ε,ε′ > 0 and let |ψ〉 be a target pure state. Then,∣∣F (
ψ⊗m,ρm)−Fψ(ρ)

∣∣≤ ε+ε′+PdeFinetti, (4.82)

or r > s, with probability greater than

1− (
Psupport +PdeFinetti +Pchoice +PHoeffding

)
, (4.83)
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where

Psupport = 8k3/2 exp
[
−k

9

(
q
n
− 2s

k

)2]
, (4.84)

PdeFinetti = q(E+1)2/2 exp
[
−2q(q+1)

n

]
, (4.85)

Pchoice =
m(4q+m−1)

n−4q
, (4.86)

PHoeffding = 2

(
n−4q

4q

)
exp

[
− n−8q

2m4+2E

(
ε1+Eε′

Cψ
− 8qm2+E

n−4q−m

)2]
, (4.87)

where the estimate Fψ(ρ) is defined in Eq. (4.81), and where

Cψ =
E∑

k,l=0
|ψkψl |

( ε
m

)E− k+l
2 K

1+ k+l
2

ψ

√√√√2|l−k|
(
max(k, l)
min(k, l)

)
(4.88)

is a constant independent of ρ, with the constant K defined in Eq. (4.3).

We defer the proof of this result to section 4.5.5. It implies that either the quantity Fψ(ρ) is a good

estimate of the fidelity F(ψ⊗m,ρm), or the score at the support estimation step is higher than s,

with high probability. Like for the certification protocol, the values of the energy parameters E

and s should be chosen by the verifier to guarantee completeness, i.e., that if the prover sends the

correct state |ψ〉, then r ≤ s with high probability.

For specific choices of the free parameters of the protocol, detailed in the proof of the theorem,

either the estimate Fψ(ρ) is polynomially precise in m, or r > s, with polynomial probability in m,

with n,k, q = poly m. In particular, the efficiency of the protocol may be greatly refined by taking

into account the expression of |ψ〉 in the Fock basis, and optimizing over the free parameters.

This verification protocol let the verifier gain confidence about the precision of the estimate of

the fidelity in Eq. (4.81). If the value of the estimate is close enough to 1, the verifier may decide

to use the state to run a computation. Indeed, statements on the fidelity of a state allow one

to infer the correctness of any trusted computation done afterwards using this state. Let β> 0,

and let O be the observable corresponding to the result of the trusted computation performed on

ρm, the reduced state over m subsystems instead of |ψ〉⊗m, m copies of the target state |ψ〉. In

other words, O encodes the resources which the verifier can perform perfectly (ancillary states,

evolution and measurements), the imperfections being encoded in ρ. Then, F
(
ψ⊗m,ρm)≥ 1−β

implies the following bound on the total variation distance between the probability densities of

the computation output of the actual and the target computations:

‖PO
ψ⊗m −PO

ρm‖tvd ≤ D(ψ⊗m,ρm)≤
√
β , (4.89)

by standard properties of the trace distance D (see section 1.1.2 and [FVDG99]). What this means

is that the distribution of outcomes for the state ρm sent by the prover is almost indistinguishable

from the distribution of outcomes for m copies of the ideal target state |ψ〉, when the fidelity is

close enough to one.

In what follows, we detail the intermediate steps described above and prove Theorem 4.4.
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4.5.2 Support estimation for permutation-invariant states

We first derive a support estimation step for permutation-invariant states. We will use in this

section the following operators, already introduced in section 4.4: for E ≥ 0:

U =
+∞∑

n=E+1
|n〉〈n| = 1−ΠE, (4.90)

where ΠE =
E∑

n=0
|n〉〈n| is the projector onto the Hilbert space H̄ of states with at most E photons,

and

T = 1
π

∫
|α|2≥E

|α〉〈α|d2α, (4.91)

where |α〉 is a coherent state. We also recall the following result, from Eq. (4.54), proven

in [LGPRC13]:

U ≤ 2T. (4.92)

We recall a few notations and results from [RC08]: let A = {A0, A1},B = {B0,B1} be two binary

POVMs over H . Define for δ> 0,

γA→B(δ)= sup
ψ

{
Tr(Bψ),s.t.Tr(Aψ)≤ δ}

. (4.93)

In particular,

γT→U (δ)≤ 2δ, (4.94)

by Eq. (4.92). We recall the following result (Lemma III.1. of [RC08]):

Lemma 4.6. Let n ≥ 2k, let δ> 0, let A = {A0, A1} and B = {B0,B1} be two binary POVMs over

H , and let x1, . . . , xn+k the (n+k)-partite classical outcome of the measurement A ⊗n⊗B⊗k applied

to any permutation-invariant state ρn+k. Then

Pr
[ x1 +·· ·+ xn

n
> γB1→A1

( xn+1 +·· ·+ xn+k

k
+δ

)
+δ

]
≤ 8k3/2e−kδ2

. (4.95)

This result is a refined version of Serfling’s bound [Ser74]. It relates the outcomes of a measure-

ment on some subsystems of a symmetric state with the outcomes of a related measurement

on the rest of the subsystems. With this technical Lemma, we derive in what follows a support

estimation step for permutation-invariant states using samples from heterodyne detection.

Let ρn+k be a state over n+k subsystems. Applying a random permutation to this state and mea-

suring its last k subsystems with heterodyne detection is equivalent to measuring k subsystems

at random. We thus assume in the following that the state ρn+k is a permutation-invariant state,

without loss of generality, and that the verifier measures its last k subsystems with heterodyne

detection.
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Let T = {1−T,T} and U = {1−U ,U}. Let x1, . . . , xn+k the (n+k)-partite classical outcome of

the measurement U ⊗n ⊗T ⊗k applied to the permutation-invariant state ρn+k sent by the prover.

A value xi = 1 for i ∈ 1, . . . ,n means that the projection of the ith subsystem onto H̄ failed, while

a value x j = 1 for j ∈ n+1, . . . ,n+k means that the value |β|2 obtained when measuring the jth

subsystem with heterodyne detection was bigger than E. In particular, the number of values βi

satisfying |βi|2 > E, is expressed as xn+1 +·· ·+ xn+k. Let T k≤s be the event that at most s of the k

values βi satisfy |βi|2 > E, and let F n
q be the event that the projection onto H̄ fails for more than

q subsystems of the remaining state ρn. Then:

Lemma 4.7 (Support estimation for permutation-invariant states).

Pr
[
F n

q ∩T k
≤s

]
≤ Psupport. (4.96)

where Psupport = 8k3/2 exp
[
− k

9
( q

n − 2s
k

)2
]
.

Proof. With Eq. (4.94), we have for all δ> 0

γT→U

( xn+1 +·· ·+ xn+k

k
+δ

)
+δ≤ 2

xn+1 +·· ·+ xn+k

k
+3δ. (4.97)

Taking δ0 = 1
3
( q

n − 2s
k

)
we obtain

γT→U

( xn+1 +·· ·+ xn+k

k
+δ0

)
+δ0 ≤ q

n
+2

( xn+1 +·· ·+ xn+k

k
− s

k

)
, (4.98)

so if x1 +·· ·+ xn > q and xn+1 +·· ·+ xn+k ≤ s, then

γT→U

( xn+1 +·· ·+ xn+k

k
+δ0

)
+δ0 < x1 +·· ·+ xn

n
. (4.99)

Hence,

Pr
[
F n

q ∩T k
≤s

]
=Pr[(x1 +·· ·+ xn > q)∩ (xn+1 +·· ·+ xn+k ≤ s)]

≤Pr
[( x1 +·· ·+ xn

n
> γT→U

( xn+1 +·· ·+ xn+k

k
+δ0

)
+δ0

)]
≤ 8k3/2e−kδ2

0

= 8k3/2 exp
[
−k

9

(
q
n
− 2s

k

)2]
,

(4.100)

where we used Lemma 4.6 for A =U and B =T .

�

Recall that H̄ is the Hilbert space of states with at most E photons, of dimension E +1. For

q ≤ n, let us define the set of permutation-invariant states over n subsystems, with at most q

subsystems out of this lower dimensional subspace (introduced in [RC09]):

S n
H̄ ⊗n−q := span

⋃
π
π

(
H̄ ⊗n−q ⊗H ⊗q)

π−1, (4.101)
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where the union is taken over all permutations. Lemma 4.7 then gives

Pr
[
F n

q ∩T k
≤s

]
≤ Psupport, (4.102)

where F n
q is the event that the projection of ρn (the remaining state after the support estimation

step) onto S n
H̄ ⊗n−q fails, and where Psupport = 8k3/2 exp

[
− k

9
( q

n − 2s
k

)2
]
. For 1¿ q ¿ n and q/n ¿ s/k,

this implies that either ρn has most of its subsystems in a lower dimensional subspace, or the

score at the support estimation step is higher than s, with high probability.

4.5.3 De Finetti reduction

We recall in this section two results from [RC09].

• The first result says that any permutation-invariant state with most of its subsystems in

a lower dimensional subspace has a purification in the symmetric subspace that still has

most of its subsystems in a lower dimensional subspace. Formally, for n ∈N, and given a

Hilbert space K , let us write Symn(K )= {φ ∈K ⊗n, πφ=φ (∀π)} the symmetric subspace

of a Hilbert space K ⊗n, then (Lemma 3 of [RC09]):

Lemma 4.8. For all q ≤ n, any permutation-invariant state ρn ∈S n
H̄ ⊗n−q has a purification

ρ̃n in Symn(H ⊗H )
⋂

S n
(H̄ ⊗H̄ )⊗n−2q .

The states of the form |v〉⊗n are the so-called i.i.d. states. For all n, r ≥ 0 and all |v〉 ∈ H̄ ⊗H̄ , the

set of almost-i.i.d. states along |v〉, S n
v⊗n−r , is defined as the span of all vectors that are, up to

reorderings, of the form |v〉⊗n−r ⊗|φ〉, for an arbitrary φ ∈ (H ⊗H )⊗r. In the following, we simply

refer to these states as almost-i.i.d. states (which becomes relevant when r ¿ n).

• The second result is a de Finetti theorem for states in Symn(H ⊗H )
⋂

S n
(H̄ ⊗H̄ )⊗n−2q , which

says that reduced states from them are well approximated by mixtures of almost-i.i.d.

states. Formally (Theorem 4 of [RC09], applied to K = H ⊗H and K̄ = H̄ ⊗ H̄ , with

dim(K̄ )= (E+1)2):

Theorem 4.5. Let ρ̃n ∈Symn(H ⊗H )
⋂

S n
(H̄ ⊗H̄ )⊗n−2q and let ρ̃n−4q =Tr4q(ρ̃n). Then, there

exist a finite set V of unit vectors |v〉 ∈ H̄ ⊗H̄ , a probability distribution {pv}v∈V over V , and

almost-i.i.d. states ρ̃n−4q
v ∈S

n−4q
v⊗n−8q such that

F

(
ρ̃n−4q,

∑
v∈V

pvρ̃
n−4q
v

)
> 1− q(E+1)2

exp
[
−4q(q+1)

n

]
. (4.103)

Given a state ρn ∈ S n
H̄ ⊗n−q , applying Theorem 4.5 to the purification ρ̃n given by Lemma 4.8

shows that the reduced state ρ̃n−4q is close in fidelity to a mixture of states that are i.i.d. on

n−8q subsystems.
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4.5.4 Hoeffding inequality for almost-i.i.d. states

We recall here Lemma 4.2, in the context of a product measurement applied to an i.i.d. state

|v〉〈v|⊗n:

Lemma 4.9. (Hoeffding inequality for i.i.d. states) Let M > 0 ∈ R and let f : C 7→ R be a

function bounded as | f (α)| < M for all α ∈ C. Let λ > 0, let p ∈ N∗, and let |v〉 ∈ H . Let M =
{Mα}α∈C be a POVM on H and let D|v〉 be the probability density function of the outcomes of the

measurement M applied to |v〉〈v|. Then

Pr
α

[∣∣∣∣∣ 1
p

p∑
i=1

f (αi)− E
β←D|v〉

[ f (β)]

∣∣∣∣∣≥λ
]
≤ 2exp

[
− pλ2

2M2

]
, (4.104)

where the probability is taken over the outcomes α= (α1, . . . ,αp) of the product measurement M⊗p

applied to |v〉〈v|⊗p.

The next result gives an equivalent statement for almost-i.i.d. states along a state |v〉, measured

with a product measurement. It generalises Theorem 4.5.2 of [Ren08], where the probability

distributions over finite sets, corresponding to product measurements with finite number of

outcomes, are replaced by continuous variable probability densities, corresponding to product

measurements with continuous variable outcomes. Frequencies estimators are also replaced

with estimators of expected values of bounded functions. We will use this result for the POVM

corresponding to a product heterodyne detection.

Lemma 4.10 (Hoeffding inequality for almost-i.i.d. states). Let M > 0 ∈R and let f :C 7→R be a

function bounded as | f (α)| ≤ M for all α ∈C. Let µ> 0 and 1≤ m ≤ r < t such that

(t−m)µ> 2Mr. (4.105)

Let also |v〉 ∈ H̄ and |Φ〉 ∈S t
v⊗t−r . Let M = {Mα}α∈C be a POVM on H and let D|v〉 be the probability

density function of the outcomes of the measurement M applied to |v〉〈v|. Then

Pr
α

[∣∣∣∣∣ 1
t−m

t−m∑
i=1

f (αi)− E
β←D|v〉

[ f (β)]

∣∣∣∣∣≥µ
]
≤ 2

(
t
r

)
exp

[
− t− r

2

(
µ

M
− 2r

t−m

)2]
, (4.106)

where the probability is taken over the outcomes α= (α1, . . . ,αt−m) of the product measurement

M⊗t−m applied to |Φ〉〈Φ|.

In essence, this lemma says that a product measurement on all but m subsystems of an almost-

i.i.d. state along a state |v〉 will yield statistics that are similar to the ones that would be obtained

by measuring the i.i.d. state |v〉⊗t−m.
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Proof. |Φ〉 ∈S t
v⊗t−r , so by Lemma 4.1.6 of [Ren08], there exist a finite set S of size at most(t

r
)
, a family of states |Φ̃s〉 ∈H ⊗r for s ∈S , complex amplitudes {γs}s∈S and permutations

{πs}s∈S over [1, . . . , t] such that

|Φ〉 := ∑
s∈S

γs |Φs〉

= ∑
s∈S

γsπs
(|v〉⊗t−r ⊗|Φ̃s〉). (4.107)

With the notations of the Lemma, let us define for µ> 0:

Ωµ =
{
α ∈Ct−m,

∣∣∣∣∣ 1
t−m

t−m∑
i=1

f (αi)− E
β←D|v〉

[ f (β)]

∣∣∣∣∣>µ
}

. (4.108)

We recall here Lemma of 4.5.1 of [Ren08]:

Lemma 4.11. Let |X | be a finite set and |ψ〉 =∑
x∈X |ψx〉, and let A be a non-negative operator.

Then

〈ψ|A|ψ〉 ≤ |X | ∑
x∈X

〈ψx|A|ψx〉. (4.109)

In particular, using Eq. (4.107) and this lemma when A is a POVM element of the product

measurement Mα ≡Mα1 ⊗·· ·⊗Mαt−m , we obtain:

Pr
α←|Φ〉

[α ∈Ωµ]=
∫
Ωµ

〈Φ|Mα|Φ〉d2(t−m)α

≤
∫
Ωµ

|S | ∑
s∈S

|γs|2 〈Φs|Mα|Φs〉d2(t−m)α

≤ |S | ∑
s∈S

|γs|2
∫
Ωµ

〈Φs|Mα|Φs〉d2(t−m)α

= |S | ∑
s∈S

|γs|2 Pr
α←|Φs〉

[α ∈Ωµ],

(4.110)

where we write α← |χ〉 to indicate that α = (α1, . . . ,αt−m) is distributed according to the

outcomes of the product measurement M⊗t−m applied to |χ〉.
Let α← |Φs〉. We have |Φs〉 = πs(|v〉⊗t−r ⊗ |Φ̃s〉), and in particular (απs(1), . . . ,απs(t−r)) is

distributed according to the outcomes of the product measurement M⊗t−r applied to |v〉⊗t−r.

We also have, for | f | ≤ M,∣∣∣∣∣ 1
t− r

t−r∑
i=1

f (απs(i))−
1

t−m

t−m∑
i=1

f (αi)

∣∣∣∣∣=
∣∣∣∣∣ 1
t− r

t−r∑
i=1

f (απs(i))−
1

t−m

(
t∑

i=1
f (αi)−

t∑
i=t−m+1

f (αi)

)∣∣∣∣∣
=

∣∣∣∣∣ 1
t− r

t−r∑
i=1

f (απs(i))−
1

t−m

(
t∑

i=1
f (απs(i))−

t∑
i=t−m+1

f (αi)

)∣∣∣∣∣
=

∣∣∣∣∣
(

1
t− r

− 1
t−m

) t−r∑
i=1

f (απs(i))+
1

t−m

(
t∑

i=t−m+1
f (αi)−

t∑
i=t−r+1

f (απs(i))

)∣∣∣∣∣
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≤
∣∣∣∣ 1
t− r

− 1
t−m

∣∣∣∣ t−r∑
i=1

| f (απs(i))|+
1

t−m

(
t∑

i=t−m+1
| f (αi)|+

t∑
i=t−r+1

| f (απs(i))|
)

≤ |r−m|
t−m

M+ (m+ r)
t−m

M

= 2rM
t−m

, (4.111)

where we used r ≥ m. Now for all s ∈S ,

Pr
α←|Φs〉

[α ∈Ωµ]= Pr
α←|Φs〉

[∣∣∣∣∣ 1
t−m

t−m∑
i=1

f (αi)− E
β←D|v〉

[ f (β)]

∣∣∣∣∣>µ
]

≤ Pr
α←|Φs〉

[∣∣∣∣∣ 1
t− r

t−r∑
i=1

f (απs(i))− E
β←D|v〉

[ f (β)]

∣∣∣∣∣+
∣∣∣∣∣ 1
t−m

t−m∑
i=1

f (αi)− 1
t− r

t−r∑
i=1

f (απs(i))

∣∣∣∣∣>µ
]

≤ Pr
α←|Φs〉

[∣∣∣∣∣ 1
t− r

t−r∑
i=1

f (απs(i))− E
β←D|v〉

[ f (β)]

∣∣∣∣∣>µ− 2rM
t−m

]

≤ 2exp
[
− t− r

2

(
µ

M
− 2r

t−m

)2]
,

(4.112)

where we used triangular inequality in the second line, Eq. (4.111) in the third line and

Lemma 4.9 in the fourth line with p = t− r and λ=µ− 2rM
t−m > 0. Combining this last equation

with Eq. (4.110), and using |S | ≤ (t
r
)

we finally obtain,

Pr
α←|ψ〉

[∣∣∣∣∣ 1
t−m

t−m∑
i=1

f (αi)− E
β←D|v〉

[ f (β)]

∣∣∣∣∣≥µ
]
≤ 2

(
t
r

)
exp

[
− t− r

2

(
µ

M
− 2r

t−m

)2]
. (4.113)

�

We recall the bound on z 7→ fψ(z,η) obtained in Eq. (4.68): for all α ∈C,

| fψ(α,η)| ≤ Mψ(η)
η1+E , (4.114)

where

Mψ(η)=
E∑

k,l=0

∣∣ψkψl
∣∣ηE−(k+l)/2

√√√√2|l−k|
(
max(k, l)
min(k, l)

)
. (4.115)

Let µ,η > 0, E ∈ N, let |v〉 ∈ H̄ ⊗ H̄ , and let |Φv〉n−4q ∈ S
n−4q

v⊗n−8q . Applying Lemma 4.10 for the

real-valued function fψ, for t = n−4q, for r = 4q, for D|v〉 = Q|v〉〈v|, and with the bound from

Eq. (4.114), we obtain

Pr
α

[∣∣∣∣∣ 1
n−4q−m

n−4q−m∑
i=1

fψ(αi,η)− E
β←Q|v〉〈v|

[ fψ(β,η)]

∣∣∣∣∣≥µ
]

≤ 2

(
n−4q

4q

)
exp

[
−n−8q

2

(
η1+Eµ

Mψ(η)
− 8q

n−4q−m

)2]
,

(4.116)

where the probability is over the outcomes α of a product heterodyne measurement of the first

n−4q−m subsystems of |Φv〉n−4q ∈S
n−4q

v⊗n−8q .

155



CHAPTER 4. CERTIFICATION OF CONTINUOUS VARIABLE QUANTUM STATES

4.5.5 Proof of Theorem 4.4

We introduce the following simple result:

Lemma 4.12. Let 0<β< 1. Let ρ1,ρ2 be two states such that F(ρ1,ρ2)> 1−β. Let |Φ〉 be a pure

state, then ∣∣F(Φ,ρ1)−F(Φ,ρ2)
∣∣≤ D(ρ1,ρ2)≤

√
β . (4.117)

Proof. Let us write PΦ
ρ1

and PΦ
ρ2

the probability distributions associated to the binary

measurement {|Φ〉〈Φ| , I−|Φ〉〈Φ|} of the states ρ1 and ρ2, respectively. Then, PΦ
ρ1

(0)+PΦ
ρ1

(1)=
PΦ
ρ2

(0)+PΦ
ρ2

(1)= 1, and

‖PΦ
ρ1

−PΦ
ρ2
‖tvd = 1

2

(
|PΦ

ρ1
(0)−PΦ

ρ2
(0)|+ |PΦ

ρ1
(1)−PΦ

ρ2
(1)|

)
= |PΦ

ρ1
(0)−PΦ

ρ2
(0)|.

(4.118)

Hence, ∣∣F(Φ,ρ1)−F(Φ,ρ2)
∣∣= ∣∣〈Φ|ρ1|Φ〉−〈Φ|ρ2|Φ〉

∣∣
= |PΦ

ρ1
(0)−PΦ

ρ2
(0)|

= ‖PΦ
ρ1

−PΦ
ρ2
‖tvd

≤ D(ρ1,ρ2)

≤
√

1−F(ρ1,ρ2)

≤
√
β ,

(4.119)

where we used Eqs. (1.11, 1.15).

�

With these intermediate results, we are now in position to prove Theorem 4.4.

Proof. Let |ψ〉〈ψ| be the target pure state, and let ρn+k be a state sent over n+k subsystems.

Let β1, . . . ,βk be samples obtained by measuring k subsystems at random of ρn+k with

heterodyne detection. Let ρn be the remaining state after the support estimation step. In

what follows, we first assume that ρn ∈S n
H̄ ⊗n−q .

Let ρn−4q be the state obtained from ρn by tracing over the first 4q subsystems. In that

case, by section 4.5.3, there exist a finite set V of unit vectors |v〉 ∈ H̄ ⊗H̄ , a probability

distribution {pv}v∈V over V , and almost-i.i.d. states ρ̃n−4q
v ∈S

n−4q
v⊗n−8q such that

F

(
ρn−4q,

∑
v∈V

pvρ
n−4q
v

)
> 1− q(E+1)2

exp
[
−4q(q+1)

n

]
, (4.120)
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where ρn−4q
v is the remaining state after tracing over the purifying subsystems, since the

fidelity is non-decreasing under quantum operations [BCF+96]. We also obtain

F

(
ρm,

∑
v∈V

pvρ
m
v

)
> 1− q(E+1)2

exp
[
−4q(q+1)

n

]
, (4.121)

where ρm (resp. ρm
v ) is the remaining state after measuring the first n−4q−m subsystems

of ρn−4q (resp. ρn−4q
v ) with heterodyne detection.

Let α1, . . . ,αn−4q−m be the samples obtained by measuring the first n−4q−m subsystems

of ρn−4q with heterodyne detection. The verifier computes the estimate (4.81)

Fψ(ρ)=
[

1
n−4q−m

n−4q−m∑
i=1

fψ
(
αi,

ε

mKψ

)]m

, (4.122)

and whenever Fψ ≥ 1 we instead set Fψ = 1. Let us define the completely positive map E on

H n−4q associated to the classical post-processing of the protocol as:

σ 7→ E (σ)=∑
e

Pr
[
Fψ(σ)= e

] |e〉〈e|. (4.123)

The sum ranges over the values that the estimate may take. With Eq. (4.120) and Lemma 4.12

we obtain

D

(
ρn−4q,

∑
v∈V

pvρ
n−4q
v

)
≤ q

(E+1)2
2 exp

[
−2q(q+1)

n

]
, (4.124)

The trace distance is non-increasing under quantum operations, so Eq. (4.124) implies

D

(
E

(
ρn−4q)

,E

( ∑
v∈V

pvρ
n−4q
v

))
≤ q

(E+1)2
2 exp

[
−2q(q+1)

n

]
. (4.125)

Using the definition of the map E , we obtain a bound in total variation distance:∥∥∥∥∥P
[
Fψ(ρ)

]−P

[
Fψ

( ∑
v∈V

pvρ
n−4q
v

)]∥∥∥∥∥
tvd

≤ q
(E+1)2

2 exp
[
−2q(q+1)

n

]
, (4.126)

where P denotes the probability distributions for the values of the estimates Fψ(ρ) and

Fψ

(∑
v∈V pvρ

n−4q
v

)
.

In particular, this bound implies that for all λ> 0,∣∣∣∣∣Pr
[∣∣F(ψ⊗m,ρm)−Fψ(ρ)

∣∣>λ]−Pr

[∣∣∣∣∣F(ψ⊗m,ρm)−Fψ

( ∑
v∈V

pvρ
n−4q
v

)∣∣∣∣∣>λ
]∣∣∣∣∣

≤ q
(E+1)2

2 exp
[
−2q(q+1)

n

]
,

(4.127)
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and thus

Pr
[∣∣F(ψ⊗m,ρm)−Fψ(ρ)

∣∣>λ]≤ q
(E+1)2

2 exp
[
−2q(q+1)

n

]
+Pr

[∣∣∣∣∣F(ψ⊗m,ρm)−Fψ

( ∑
v∈V

pvρ
n−4q
v

)∣∣∣∣∣>λ
]

.
(4.128)

With Eq. (4.121) and Lemma 4.12 we obtain∣∣∣∣∣F (
ψ⊗m,ρm)−F

(
ψ⊗m,

∑
v∈V

pvρ
m
v

)∣∣∣∣∣≤ q
(E+1)2

2 exp
[
−2q(q+1)

n

]
, (4.129)

where ψ⊗m is m copies of the target pure state |ψ〉. With the triangular inequality,∣∣∣∣∣F(ψ⊗m,ρm)−Fψ

( ∑
v∈V

pvρ
n−4q
v

)∣∣∣∣∣
≤

∣∣∣∣∣F(ψ⊗m,ρm)−F

(
ψ⊗m,

∑
v∈V

pvρ
m
v

)∣∣∣∣∣+
∣∣∣∣∣F

(
ψ⊗m,

∑
v∈V

pvρ
m
v

)
−Fψ

( ∑
v∈V

pvρ
n−4q
v

)∣∣∣∣∣
≤ q

(E+1)2
2 exp

[
−2q(q+1)

n

]
+

∣∣∣∣∣F
(
ψ⊗m,

∑
v∈V

pvρ
m
v

)
−Fψ

( ∑
v∈V

pvρ
n−4q
v

)∣∣∣∣∣ ,

(4.130)

where we used Eq. (4.129) in the last line. With Eq. (4.128) we obtain, for all λ> 0

Pr
[∣∣F(ψ⊗m,ρm)−Fψ(ρ)

∣∣>λ]≤ q
(E+1)2

2 exp
[
−2q(q+1)

n

]
+Pr

[∣∣∣∣∣F
(
ψ⊗m,

∑
v∈V

pvρ
m
v

)
−Fψ

( ∑
v∈V

pvρ
n−4q
v

)∣∣∣∣∣>λ− q
(E+1)2

2 e−
2q(q+1)

n

]
.

(4.131)

By linearity of the probabilities, it suffices to bound Pr
[∣∣F(ψ⊗m,Φm)−Fψ(Φ)

∣∣>µ]
, for

µ = λ− q
(E+1)2

2 exp
[
−2q(q+1)

n

]
, where |Φ〉 ∈ S

n−4q
v⊗n−8q , for |v〉 ∈ H̄ ⊗ H̄ , and where Φm is the

state obtained from |Φ〉〈Φ| by measuring the first n−4q−m subsystems with heterodyne

detection and tracing over the purifying subsystems.

Lemma 4.13. Let |Φ〉 ∈S
n−4q

v⊗n−8q . For all ε′ > 0,

Pr
[∣∣F(ψ⊗m,Φm)−Fψ(Φ)

∣∣> ε+ε′]≤ 2

(
n−4q

4q

)
exp

[
− n−8q

2m4+2E

(
ε1+Eε′

Cψ
− 8qm2+E

n−4q−m

)2]

+ m(4q+m−1)
n−4q

,

(4.132)
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where

Cψ =
E∑

k,l=0
|ψkψl |

( ε
m

)E− k+l
2 K

1+ k+l
2

ψ

√√√√2|l−k|
(
max(k, l)
min(k, l)

)
−→
ε→0

|ψE|2K1+E
ψ . (4.133)

Proof. Let α1, . . . ,αn−4q−m be samples obtained by measuring the first n−4q−m subsystems

of |Φ〉〈Φ| with heterodyne detection. We have (4.81)

Fψ(Φ)=
[

1
n−4q−m

n−4q−m∑
i=1

fψ
(
αi,

ε

mKψ

)]m

, (4.134)

and∣∣F(ψ⊗m,Φm)−Fψ(Φ)
∣∣≤ ∣∣F(ψ⊗m,Φm)−F(ψ⊗m, |v〉〈v|⊗m)

∣∣
+

∣∣∣∣F(ψ⊗m, |v〉〈v|⊗m)−
(

E
β←Q|v〉〈v|

[
fψ

(
β,

ε

mKψ

)])m∣∣∣∣
+

∣∣∣∣( E
β←Q|v〉〈v|

[
fψ

(
β,

ε

mKψ

)])m
−Fψ(Φ)

∣∣∣∣
= ∣∣F(ψ⊗m,Φm)−F(ψ⊗m, |v〉〈v|⊗m)

∣∣
+

∣∣∣∣F(ψ, |v〉〈v|)m −
(

E
β←Q|v〉〈v|

[
fψ

(
β,

ε

mKψ

)])m∣∣∣∣
+

∣∣∣∣∣
(

E
β←Q|v〉〈v|

[
fψ

(
β,

ε

mKψ

)])m
−

(
1

n−4q−m

n−4q−m∑
i=1

fψ
(
αi,

ε

mKψ

))m∣∣∣∣∣
≤ ∣∣F(ψ⊗m,Φm)−F(ψ⊗m, |v〉〈v|⊗m)

∣∣
+m

∣∣∣∣F(ψ, |v〉〈v|)− E
β←Q|v〉〈v|

[
fψ

(
β,

ε

mKψ

)]∣∣∣∣
+m

∣∣∣∣∣ E
β←Q|v〉〈v|

[
fψ

(
β,

ε

mKψ

)]
− 1

n−4q−m

n−4q−m∑
i=1

fψ
(
αi,

ε

mKψ

)∣∣∣∣∣ ,

(4.135)

where we used Lemma 4.5. We bound these three terms in the following.

When selecting at random m subsystems from an almost-i.i.d. state over n−4q subsystems

which is i.i.d. on n−8q subsystems, the probability that all of the selected states are from

the n−8q i.i.d. subsystems is(n−8q
m

)(n−4q
m

) = (n−8q)(n−8q−1). . . (n−8q−m+1)
(n−4q)(n−4q−1). . . (n−4q−m+1)

, (4.136)
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and we have

1− (n−8q)(n−8q−1). . . (n−8q−m+1)
(n−4q)(n−4q−1). . . (n−4q−m+1)

≤ 1− (n−8q−m+1)m

(n−4q)m

= 1−
(
1− 4q+m−1

n−4q

)m

≤min
(
1,

m(4q+m−1)
n−4q

)
≤ m(4q+m−1)

n−4q
,

(4.137)

where we used 1− (1− x)a ≤ ax for all a ≥ 1 and x ∈ [0,1]. In particular, for |Φ〉 ∈S
n−4q

v⊗n−8q , and

Φm its reduced state over m modes chosen at random, we have

Φm = |v〉〈v|⊗m , (4.138)

with probability greater than 1− m(4q+m−1)
n−4q , where we used the definition of S

n−4q
v⊗n−8q , and

Eq. (4.137). Using Lemma 4.12, the first term in Eq. (4.135) vanishes with probability greater

than:

1− m(4q+m−1)
n−4q

. (4.139)

The bound for the second term is given by Corollary 4.1 applied to the state |v〉, for η= ε
mKψ

:

m
∣∣∣∣F(ψ, |v〉〈v|)− E

β←Q|v〉〈v|

[
fψ

(
β,

ε

mKψ

)]∣∣∣∣≤ ε. (4.140)

The bound for the third term is probabilistic, given by Eq. (4.116), for η= ε
mKψ

and µ= ε′
m .

For all ε′ > 0,

Pr
α

[∣∣∣∣∣ 1
n−4q−m

n−4q−m∑
i=1

fψ
(
αi,

ε

mKψ

)
− E
β←Q|v〉〈v|

[
fψ

(
β,

ε

mKψ

)]∣∣∣∣∣≥ ε′

m

]

≤ 2

(
n−4q

4q

)
exp

−n−8q
2

 ε1+Eε′

m2+EK1+E
ψ Mψ( ε

mKψ
)
− 8q

n−4q−m

2 .

(4.141)

We now bring together the previous bounds in order to prove Lemma 4.13. Combining
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Eqs. (4.135), (4.139), (4.140) and (4.141) yields

Pr
[∣∣F(ψ⊗m,Φm)−Fψ(Φ)

∣∣> ε+ε′]
≤Pr

α

[∣∣∣∣∣ 1
n−4q−m

n−4q−m∑
i=1

fψ
(
αi,

ε

mKψ

)
− E

β←Q|v〉〈v|

[
fψ

(
β,

ε

mKψ

)]∣∣∣∣∣≥ ε′

m

]

≤ 2

(
n−4q

4q

)
exp

−n−8q
2

 ε1+Eε′

m2+EK1+E
ψ Mψ( ε

mKψ
)
− 8q

n−4q−m

2 (4.142)

+ m(4q+m−1)
n−4q

= 2

(
n−4q

4q

)
exp

[
− n−8q

2m4+2E

(
ε1+Eε′

Cψ
− 8qm2+E

n−4q−m

)2]
+ m(4q+m−1)

n−4q
,

where

Cψ = K1+E
ψ Mψ

(
ε

mKψ

)

=
E∑

k,l=0
|ψkψl |

( ε
m

)E− k+l
2 K

1+ k+l
2

ψ

√√√√2|l−k|
(
max(k, l)
min(k, l)

)
−→
ε→0

|ψE|2K1+E
ψ .

(4.143)

�

Combining Eq. (4.131) and Lemma 4.13, we finally obtain

Pr
[∣∣F(ψ⊗m,ρm)−Fψ(ρ)

∣∣> ε+ε′+ q
(E+1)2

2 e−
2q(q+1)

n

]
≤ q

(E+1)2
2 exp

[
−2q(q+1)

n

]
+2

(
n−4q

4q

)
exp

[
− n−8q

2m4+2E

(
ε1+Eε′

Cψ
− 8qm2+E

n−4q−m

)2]

+ m(4q+m−1)
n−4q

.

(4.144)

Setting

PHoeffding = 2

(
n−4q

4q

)
exp

[
− n−8q

2m4+2E

(
ε1+Eε′

Cψ
− 8qm2+E

n−4q−m

)2]
, (4.145)

Pchoice =
m(4q+m−1)

n−4q
, (4.146)

and

PdeFinetti = q
(E+1)2

2 exp
[
−2q(q+1)

n

]
, (4.147)

we obtain

Pr
[∣∣F(ψ⊗m,ρm)−Fψ(ρ)

∣∣> ε+ε′+PdeFinetti
]≤ PdeFinetti +Pchoice +PHoeffding. (4.148)
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Until now we have assumed ρn ∈S n
H̄ ⊗n−q . By section 4.5.2,

Pr
[
F n

q ∩T k
≤s

]
≤ Psupport. (4.149)

where F n
q is the event that the projection of ρn (the remaining state after the support esti-

mation step) onto S n
H̄ ⊗n−q fails, where T k≤s is the event that at most s of the k values βi from

the support estimation step satisfy |βi|2 > E, and where Psupport = 8k3/2 exp
[
− k

9
( q

n − 2s
k

)2
]
.

With the union bound we thus obtain

Pr
[(∣∣F(ψ⊗m,ρm)−Fψ(ρ)

∣∣> ε+ε′+PdeFinetti
)∩T k

≤s

]
≤ Psupport+PdeFinetti+Pchoice+PHoeffding,

(4.150)

where

Psupport = 8k3/2 exp
[
−k

9

(
q
n
− 2s

k

)2]
,

PdeFinetti = q
(E+1)2

2 exp
[
−2q(q+1)

n

]
, (4.151)

Pchoice =
m(4q+m−1)

n−4q
, (4.152)

PHoeffding = 2

(
n−4q

4q

)
exp

[
− n−8q

2m4+2E

(
ε1+Eε′

Cψ
− 8qm2+E

n−4q−m

)2]
.

The variables ε,ε′,n,m, q,k, s,E are free parameters of the protocol. Let us fix, e.g., E =O(1),

s =O(1), n =O
(
m19+8E)

, k =O(m19+8E), q =O
(
m10+4E)

, and ε= ε′ =O( 1
m ). Then, either the

estimate Fψ(ρ) of the fidelity F(ψ⊗m,ρm) is polynomially precise (in m), or the score at the

support estimation step is higher than s, with polynomial probability (in m), by plugging the

different scalings in the above expressions.

�

These general single-mode state certification and verification protocols may be used for various

usecases. We present selected applications in the following section, relating to the certification of

non-Gaussian properties of quantum states.

4.6 Certification of non-Gaussian properties

4.6.1 Certifying the stellar rank

The stellar hierarchy can be certified with the previous protocol using the estimate of the fidelity

obtained as a witness for the stellar rank. We recall a few definitions and results from chapter 2.

The stellar rank of a single-mode normalised pure quantum state corresponds to the minimal

number of photon additions necessary to engineer the state from the vacuum, together with

Gaussian unitary operations. Moreover, a mixed state which has a stellar rank equal to n cannot
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be expressed as a mixture of pure states of ranks strictly lower than n. Given k ∈N∗ and a target

pure state |ψ〉, if a mixed state ρ satisfies

F(ψ,ρ)> 1− [R?
k (ψ)]2, (4.153)

where R?
k (ψ) is the k-robustness of the state |ψ〉, then it has a stellar rank greater or equal to k.

This in turn can be checked by computing the robustness profile of the state |ψ〉.
With Theorem 4.3 for m = 1, we obtain the following protocol for certifying the stellar rank

under the i.i.d. assumption, where E, s, ε and ε′ are free parameters:

Let |ψ〉 be a target pure state. First, measure with heterodyne detection n copies of the

(mixed) state ρ, obtaining the samples α1, . . . ,αn. Then, record the number r of samples such that

|αi|2 > E. Compute with the same samples the estimate

Fψ(ρ)= 1
n

n∑
i=1

fψ
(
αi,

ε

Kψ

)
, (4.154)

where the function fA and the constant KA are defined in Eqs. (4.2) and (4.3), for A = |ψ〉〈ψ|.
Then, ∣∣F(ψ,ρ)−Fψ(ρ)

∣∣≤ ε+ε′, (4.155)

or r > s, with probability greater than

1−
(

(s+1)3/2

n
exp

[
(s+1)2

n+1

]
+2exp

[
−nε2+2Eε′2

2C2
ψ

])
, (4.156)

where

Cψ =
E∑

k,l=0
|ψkψl |εE− k+l

2 K
1+ k+l

2
ψ

√√√√2|l−k|
(
max(k, l)
min(k, l)

)
(4.157)

is a constant independent of ρ, with the constant K defined in Eq. (4.3). In particular, if the

estimate obtained satisfies

Fψ(ρ)> 1− [R?
k (ψ)]2 +ε+ε′, (4.158)

which can be readily checked from the robustness profile of the target state |ψ〉, then either the

score at the support estimation step is high or the state ρ has stellar rank greater or equal to k,

with high probability for a large number of samples. An analogous statement holds for the case of

verification, without the i.i.d. assumption, with Theorem 4.4.

4.6.2 Certifying Wigner negativity

In the previous section, we detail how to certify a nonzero stellar rank of any experimental

(mixed) state, which implies that this state is non-Gaussian. However, such a mixed state may

still have positive Wigner function. Since processes with positive Wigner functions are classically

simulable [ME12], negativity of the Wigner function is also a crucial property to look for. In
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this section, we show how our certification protocol with heterodyne detection allows for the

certification of Wigner negativity without the need for a full tomography.

The Wigner function of a state ρ evaluated at α ∈ C is related to the expected value of the

parity operator displaced by α [Roy77]:

Wρ(α)= 2
π

Tr
[
D̂(α)Π̂D̂†(α)ρ

]
, (4.159)

where

Π̂= ∑
n≥0

(−1)n |n〉〈n| (4.160)

is the parity operator. Hence, we can use the certification protocol to obtain mean value estima-

tions of the operator 2
π

D̂(α)Π̂D̂†(α) and retrieve the value of the Wigner function at α. Moreover,

since the displacement can be reverted in post-processing by translating the samples by α, we can

alternatively obtain mean value estimations of the operator 2
π
Π̂ (which has a simpler expression

in Fock basis) using translated samples.

Using either the certification protocol from Theorem 4.3 or the verification protocol from

Theorem 4.4 allows us to witness Wigner negativity under or wihtout the i.i.d. assumption,

respectively.

4.7 Certifying multimode continuous variable quantum states

The certification and verification protocols described in the previous sections allow us to obtain

efficiently estimates of fidelities of any single-mode continuous variable quantum state with any

target single-mode pure state, with analytical confidence intervals, either with i.i.d. assumption

or with no assumption whatsoever. These protocols also allow us to estimate efficiently fidelities

with multimode i.i.d. pure states. However, translating them directly to efficient protocols for

general multimode states seems hopeless, since verifying a multimode state implies accounting

for all possible correlations between its subsystems, of which there is an exponential number in

the size of the state.

On the other hand, we show in what follows that being able to estimate single-mode fidelities

with heterodyne detection is enough to provide fidelity witnesses for a large class of multimode

states. This result combines the following two observations:

• If all the single-mode subsystems ρ i of a multimode quantum state ρ are close enough

to single-mode pure states |ψi〉〈ψi|, then ρ is close to the tensor product of these pure

states (Lemma 4.14). In particular, being able to estimate single-mode fidelities is enough

to provide fidelity witnesses for product of pure states.

• Passive linear transformations followed by single-mode Gaussian unitary operations and

product of single-mode balanced heterodyne detections can be simulated by perform-

ing unbalanced heterodyne detections first, then post-processing efficiently the samples
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(Lemma 4.15). In particular, for such an operation V̂ , if the multimode state ρ can be

efficiently certified using heterodyne detection, then it is also the case for the state V̂ρV̂ †.

This allows us to verify efficiently a large class of multimode continuous variable quantum states,

with and without the i.i.d. assumption, including the m-mode states of the form(
m⊗

i=1
Ĝ i

)
Û

(
m⊗

i=1
|ψi〉

)
, (4.161)

where Û is a passive linear transformation (a unitary transformation of the creation and annihi-

lation operators of the modes) and where, for all i ∈ {1, . . . ,m}, the state |ψi〉 is a single-mode pure

state with constant energy (which does not scale with the number of modes m) and the operation

Ĝ i is a single-mode Gaussian unitary which may be written as a combination of a single-mode

displacement and a single-mode squeezing (see section 1.3). In particular, these states includes

multimode Gaussian states and the output states of Boson Sampling interferometers and of CVS

circuits (see sections 1.4.5 and 3.3.3).

The fidelity witnesses presented here extend the work of [AGKE15] in various respects.

Their work provides fidelity witnesses for multimode photonic state preparations with Gaussian

measurements, under the i.i.d. assumption. However, the witnesses are for a more restricted

class of target states and are efficient for Gaussian pure states only. In particular, the number of

copies needed to certify with constant precision the output of a Boson Sampling interferometer

with n input photons over m modes with their protocol scales as Ω(mn+4), which is worse than

exponential in the antibunching regime n =O(
p

m ), while we show that our protocol provides

tight fidelity witnesses with constant precision with O(m4 logm) copies. Moreover, we are able

to remove the i.i.d. state preparation assumption, at the cost of an increased—though still

polynomial—number of measurements needed for the same estimate precision and confidence

interval.

In the following sections, we present the general protocol and detail its application in the case of

Boson Sampling.

4.7.1 General multimode protocol

We present the two versions of the multimode verification protocol, with or without i.i.d. assump-

tion. Under the i.i.d. assumption:

1. The verifier chooses an m-mode target pure state |τU ,ξ,β〉 := Ŝ(ξ)D̂(β)Û(
⊗m

i=1 |ψi〉), as in

Eq. (4.161), where for all i ∈ {1, . . . ,m} the state |ψi〉 has constant energy, where Û is an m-

mode passive linear transformation with m×m unitary matrix U and where ξ,β ∈Cm. The

verifier also chooses a precision parameter 0< η< 1 and energy cutoff values E1, . . . ,Em.

2. The verifier asks the prover for N =O(poly m) copies of the target state |τU ,ξ,β〉. Let ρ⊗N

be the (N ×m)-mode (mixed) state sent by the prover, where ρ is an m-mode (mixed) state.
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3. The verifier measures with unbalanced heterodyne detection with unbalancing parameters

ξ all the m subsystems of all the N copies of ρ, obtaining the N vectors of samples

γ(1), . . . ,γ(N) ∈Cm.

4. For all k ∈ {1, . . . , N}, the verifier computes α(k) =U†(γ(k) −β). We write α(k) = (α(k)
1 , . . . ,α(k)

m ).

5. For all i ∈ {1, . . . ,m}, the verifier records the number r i of values among α(1)
i , . . . ,α(N)

i such

that |α(k)
i |2 > E i (support estimation).

6. For all i ∈ {1, . . . ,m}, the verifier computes the mean F̃i of the function z 7→ fψi (z,ε,E i) over

the same values α(1)
i , . . . ,α(N)

i , where the function f is defined in Eq.( 4.2).

7. The verifier computes W̃ = 1−∑m
i=1(1− F̃i).

The cutoff values E1, . . . ,Em should be chosen by the verifier to guarantee completeness for the

estimation of the single-mode fidelities, i.e., that if the prover is sending a near-ideal state it is

accepted with high probability. For a sufficiently large number of copies N =O(poly m), we show

in what follows that W̃ is a tight lower bound on the fidelity with inverse polynomial precision, or

one of the scores r1, . . . , rm is high, with high probability.

Without i.i.d. assumption, an equivalent protocol is obtained by using the version of the

protocol which does not assume i.i.d. state preparation for estimating the single-mode fidelities

in Theorem 4.4. In that case, the final protocol is nearly identical, up to slight differences for

the classical post-processing: a small fraction of the measured subsystems have to be discarded

at random and the samples used for the support estimation step must be randomly chosen

and cannot be used to compute the fidelity estimates. This comes at the cost of an increased

number of measurements necessary for the same witness precision and confidence interval, which

corresponds however to a polynomial overhead in m.

For both protocols, note that the efficiency may be greatly refined by taking into account

the expression of the single-mode target pure states |ψi〉 in Fock basis. We give an example

of such optimisation in the next section, in the case of Boson Sampling output states, when

the single-mode target pure states are either single-photon Fock states or vacuum states. In

particular, for the protocol under i.i.d. assumption, if the single-mode target states have a finite

support over the Fock basis then the support estimation step is no longer needed.

We now show that the estimate W̃ is a tight fidelity witness for a number of samples O(poly m).

We first prove the following result:

Lemma 4.14. Let ρ be an m-mode state. For all i ∈ {1, . . . ,m}, we denote by ρ i the single-mode

reduced state of ρ over the ith mode. Let |ψ1〉 , . . . , |ψm〉 be single-mode pure states. For all i ∈
{1, . . . ,m}, we write F(ρ i,ψi)= 1−εi, where F is the fidelity. Then,

1−
m∑

i=1
εi ≤ F(ρ,ψ1 ⊗·· ·⊗ψm)≤

m∏
i=1

(1−εi). (4.162)
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In particular, when ε1 = ·· · = εm = ε,

1−mε≤ F(ρ,ψ1 ⊗·· ·⊗ψm)≤ (1−ε)m. (4.163)

Proof. Since |ψ1〉 , . . . , |ψm〉 are pure states,

F(ρ,ψ1 ⊗·· ·⊗ψm)=Tr[ρ |ψ1〉〈ψ1|⊗ · · ·⊗ |ψm〉〈ψm|], (4.164)

and
F(ρ i,ψi)=Tr[ρ i |ψi〉〈ψi|]

=Tr[ρ 1i−1 ⊗|ψi〉〈ψi|⊗ 1m−i]
(4.165)

for all i ∈ {1, . . . ,m}. The left hand side of Eq. (4.162) is obtained by writing F(ρ,ψ1⊗·· ·⊗ψm)

as a telescopic sum:

Tr[ρ |ψ1〉〈ψ1|⊗ · · ·⊗ |ψm〉〈ψm|]=Tr[ρ 1m]

−Tr[ρ(1−|ψ1〉〈ψ1|)⊗ 1m−1]

−Tr[ρ |ψ1〉〈ψ1|⊗ (1−|ψ2〉〈ψ2|)⊗ 1m−2]

−Tr[ρ |ψ1〉〈ψ1|⊗ |ψ2〉〈ψ2|⊗ (1−|ψ3〉〈ψ3|)⊗ 1m−3]

− . . .

−Tr[ρ |ψ1〉〈ψ1|⊗ |ψ2〉〈ψ2|⊗ · · ·⊗ (1−|ψm〉〈ψm|)]

≥ 1−
m∑

i=1

(
1−Tr[ρ 1i−1 ⊗|ψi〉〈ψi|⊗ 1m−i]

)
,

(4.166)

by linearity of the trace, where we used Tr(ρ)= 1. This gives

F(ρ,ψ1 ⊗·· ·⊗ψm)≥ 1−
m∑

i=1

(
1−F(ρ i,ψi)

)
, (4.167)

with Eqs. (4.164) and (4.165).

The right hand side of Eq. (4.162) is obtained by Cauchy-Schwarz inequality and a simple

induction:

Tr[ρ |ψ1〉〈ψ1|⊗ · · ·⊗ |ψm〉〈ψm|]=Tr
[(p

ρ |ψ1〉〈ψ1|⊗ 1m−1
)(
1⊗|ψ2〉〈ψ2|⊗ · · ·⊗ |ψm〉〈ψm|pρ )]

≤Tr
[
ρ |ψ1〉〈ψ1|⊗ 1m−1

]
Tr

[
ρ 1⊗|ψ2〉〈ψ2|⊗ · · ·⊗ |ψm〉〈ψm|]

≤ . . .

≤
m∏

i=1
Tr[ρ 1i−1 ⊗|ψi〉〈ψi|⊗ 1m−i],

(4.168)
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where we used the cyclicity of the trace and the fact that |ψ1〉 , . . . , |ψm〉 are pure states. This

gives

F(ρ,ψ1 ⊗·· ·⊗ψm)≤
m∏

i=1
F(ρ i,ψi), (4.169)

with Eqs. (4.164) and (4.165).

Writing F(ρ i,ψi)= 1−εi, we obtain, with Eqs. (4.167) and (4.169),

1−
m∑

i=1
εi ≤ F(ρ,ψ1 ⊗·· ·⊗ψm)≤

m∏
i=1

(1−εi), (4.170)

which concludes the proof. Additionnally, by the inequality of arithmetic and geometric

means,

m∏
i=1

(1−εi)≤
(
1− 1

m

m∑
i=1

εi

)m

(4.171)

≤ exp

(
−

m∑
i=1

εi

)
,

which gives a looser bound in terms of the total single-mode deviation
∑m

i=1 εi:

1−
m∑

i=1
εi ≤ F(ρ,ψ1 ⊗·· ·⊗ψm)≤ exp

(
−

m∑
i=1

εi

)
. (4.172)

�

Note that Eq. (4.163) is tight for small ε, since its right hand side is then equivalent to 1−mε.

Lemma 4.14 implies that if the fidelities of single-mode subsystems of an m-mode quantum state

with some target pure states are higher than 1− λ
m , for some λ> 0, then the m-mode state has

fidelity at least 1−λ with the target m-mode product state.

Together with the union bound and the single-mode certification and verification protocols

from Theorems 4.3 and 4.4, this provides a means for obtaining efficiently tight fidelity witnesses

with any target tensor product of single-mode pure states with analytical confidence intervals,

with and without i.i.d. assumption.

At this point, we can obtain fidelity witnesses only for pure product states, with no entanglement,

using a fidelity estimation protocol for each of the single-mode subsystems in parallel. We make

use of the properties of heterodyne detection in order to extend the class of target states for which

fidelity witnesses can be efficiently obtained, from pure product states to the multimode states

that are obtained from a pure product state with a passive linear transformation followed by

single-mode Gaussian unitary operations, as in Eq. (4.161).

The POVM elements of product single-mode unbalanced heterodyne detection over m modes
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with unbalancing parameters ξ ∈Cm are given by (see section 1.4.2)

Π
ξ
α = 1

πm |α,ξ〉〈α,ξ| , (4.173)

for all α= (α1, . . . ,αm) ∈Cm, where |α,ξ〉 =⊗m
i=1 |αi,ξi〉 is a product of squeezed coherent states

Ŝ(ξi)D̂(αi) |0〉.
The POVM elements of product single-mode balanced heterodyne detection are given by Π0

α,

for all α ∈Cm, and we have Πξα = Ŝ(ξ)Π0
αŜ†(ξ). In particular, a single-mode squeezing followed

by a single-mode balanced heterodyne detection can be simulated by performing directly an

unbalanced heterodyne detection according to the squeezing parameter. One retrieves balanced

heterodyne detection by setting the unbalancing parameter to 0 and homodyne detection by

letting the modulus of the unbalancing parameter go to infinity.

Passive linear transformations correspond to unitary transformations of the creation and

annihilation operators of the modes. These transformations, which may be implemented by

unitary optical interferometers, map coherent states to coherent states: if Û is a passive linear

transformation and U is the unitary matrix describing its action on the creation and annihilation

operators of the modes, an input coherent state |α〉 is mapped to an output coherent state

Û |α〉 = |Uα〉, where Uα is obtained by multiplying the vector α by the unitary matrix U . Hence,

the POVM elements corresponding to a passive linear transformation Û followed by a product

of single-mode balanced heterodyne detection are given by ÛΠ0
αÛ† =Π0

Uα
, for all α ∈Cm. This

implies that the passive linear transformation Û† followed by a product of single-mode heterodyne

detections can be simulated by performing the heterodyne detections first, then multiplying the

vector of samples obtained by U .

A similar property holds with single-mode displacements: since displacements map coherent

states to coherent states, up to a global phase, by displacing their amplitude, a single-mode

displacement followed by a single-mode heterodyne detection can be simulated by performing the

heterodyne detection first, then translating the sample obtained according to the displacement

amplitude. In particular we have D̂(β)Π0
αD̂†(β) = Π0

α+β for all α,β ∈ Cm, where α+β = (α1 +
β1, . . . ,αm +βm).

Combining the properties of heterodyne detection we obtain the following result:

Lemma 4.15. Let β,ξ ∈Cm and let V̂ = Ŝ(ξ)D̂(β)Û, where Û is an m-mode passive linear trans-

formation with m×m unitary matrix U. For all α ∈Cm, let γ=Uα+β. Then,

Π
ξ
γ = V̂Π0

αV̂ †. (4.174)

Proof. We have Πξα = 1
πm |α,ξ〉〈α,ξ|, for all α,ξ ∈Cm, where |α,ξ〉 = Ŝ(ξ)D̂(α) |0〉 is a tensor
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product of squeezed coherent states. We also have
ÛΠ0

αÛ† =Π0
Uα

,

D̂(β)Π0
αD̂†(β)=Π0

α+β,

Ŝ(ξ)Π0
αŜ†(ξ)=Πξα,

(4.175)

for all α,β,ξ ∈ Cm and all m-mode passive linear transformations Û with m×m unitary

matrix U . Writing V̂ = Ŝ(ξ)D̂(β)Û , we obtain

V̂Π0
αV̂ † = Ŝ(ξ)D̂(β)ÛΠ0

αÛ†D̂†(β)Ŝ†(ξ)

= Ŝ(ξ)D̂(β)Π0
UαD̂†(β)Ŝ†(ξ)

= Ŝ(ξ)Π0
Uα+βŜ†(ξ)

=ΠξUα+β.

(4.176)

�

Lemma 4.15 implies that the POVM {V̂Π0
αV̂ †}α∈Cm can be simulated with the POVM {Πξγ}γ∈Cm

by computing α =U†(γ−β), i.e., translating the vector of samples γ by the vector of complex

amplitudes −β and multiplying the vector obtained by the m× m unitary matrix U†. This

means that a passive linear transformation followed by single-mode Gaussian unitary operations

before balanced heterodyne detection can be simulated by performing unbalanced heterodyne

detection directly, then post-processing efficiently the classical outcomes. In particular, for such a

transformation V̂ , if a multimode pure product state
⊗m

i=1 |ψi〉 can be efficiently verified using

balanced heterodyne detection, then the state V̂ (
⊗m

i=1 |ψi〉) can be efficiently verified using

unbalanced heterodyne detection.

Formally, let ρ be an m-mode (mixed) state. Let |ψ1〉 , . . . , |ψm〉 be single-mode pure states and

let V̂ = Ŝ(ξ)D̂(β)Û , with β,ξ ∈Cm, where Û is a passive linear transformation over m modes with

an associated m×m unitary matrix U . Then,

F(ρ, V̂ |ψ1〉〈ψ1|⊗ · · ·⊗ |ψm〉〈ψm|V̂ †)= F(V̂ †ρV̂ , |ψ1〉〈ψ1|⊗ · · ·⊗ |ψm〉〈ψm|)

≥ 1−
m∑

i=1

(
1−F(|ψi〉〈ψi| , (V̂ †ρV̂ )i)

)
,

(4.177)

where we have used Lemma 4.14 and where (V̂ †ρV̂ )i is the ith single-mode reduced density

matrix of the state V̂ †ρV̂ .

The single-mode fidelities F(|ψi〉〈ψi| , (V̂ †ρV̂ )i) can be estimated with analytical confidence

intervals by measuring multiple copies of the m-mode state V̂ †ρV̂ with product balanced het-

erodyne detection and post-processing the samples for individual subsystems according to the

protocols from Theorems 4.3 and 4.4. By Lemma 4.15, this is equivalent to measuring the state

ρ directly with a product of single-mode unbalanced heterodyne detections with unbalancing
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parameters ξ, translating the vector of samples γ obtained by the vector of complex amplitudes

−β and multiplying the vector obtained by the unitary matrix U†. Then, the obtained samples

may be post-processed according to the heterodyne certification or verification protocols.

If all the single-mode fidelity estimates obtained are precise to 1
poly m and greater than

1− 1
poly m with high probability, which can be checked in time O(poly m), then with the union

bound for the failure probabilities, the fidelity between the m-mode state ρ and the target

state V̂ |ψ1〉〈ψ1|⊗ · · ·⊗ |ψm〉〈ψm|V̂ † is greater than 1− 1
poly m , with high probability. Hence the

single-mode fidelity estimation protocols give a verification protocol for obtaining tight multimode

fidelity witnesses, under or without the i.i.d. assumption.

The single-mode protocols from Theorems 4.3 and 4.4 are efficient as long as the energy of the

single-mode target pure state is constant, i.e., it does not scale with the number of modes. Note

that additional displacements may be introduced to reduce the energy of the single-mode target

pure states, since by modifying their amplitudes these displacements can be braided through

the transformation V̂ and accounted for by translating the heterodyne detection samples. The

efficiently verifiable states thus are the pure states of the form Ŝ(ξ)D̂(β)Û(
⊗m

i=1 |ψi〉), such that

for all i ∈ {1, . . . ,m}, the state |ψi〉 can be displaced onto a state of constant energy.

In particular, multimode Gaussian pure states with constant squeezing parameter can be

efficiently verified, since these can be written as a product of pure single-mode squeezed coherent

states followed by a passive linear transformation (see section 1.3). Note however that under the

i.i.d. assumption the witnesses from [AGKE15] may provide a more efficient certification method

for Gaussian states.

Remarkably, the class of efficiently verifiable states also includes the output states of CVS

circuits and Boson Sampling interferometers. Our verification protocol may thus be used to verify

quantum supremacy, as we detail in the following section.

4.7.2 Quantum supremacy with Boson Sampling: from validation to
verification

The experimental demonstration of quantum computational supremacy is regarded as an im-

portant milestone in the field of quantum information. It involves a quantum device solving

efficiently a computational task which is provably hard for classical computers, together with

a verification of its correct functionning [HM17]. While the former has been recently accom-

plished with superconducting circuits [AAB+19], the latter is still partial or relying on various

computational assumptions.

Demonstrating quantum supremacy is inherently difficult because the computational task at

hand is a sampling task from an anti-concentrating probability distribution over an exponential

sample space. For that reason, direct non-interactive verification of quantum computational

supremacy with a verifier restricted to classical computations is impossible [HKEG19]. Possible

verification with a classical verifier includes interactive protocols with additional computational
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assumptions [Reg09, AC16, Mah18], or partial verification, which ultimately relies on making

assumptions about the inner functionning of the quantum device.

If one is reluctant to rely on additional assumptions, another way for performing verification

is to allow the verifier to have quantum capabilities. However, the computational power of the

verifier needs to be as small as possible, as it would not make sense if the verifier had enough

computational power to perform the sampling task directly. In the context of discrete variable

quantum computing, a minimal quantum capability would correspond to being able to prepare

only single-qubit states or to perform only simple local measurements. For example, protocols for

verification of IQP circuits [SB09] with these minimal requirements have been derived under

the i.i.d. assumption with single-qubit states [MPKK17] or with local measurements [HKSE16]

and more recently without the i.i.d. assumption with single-qubit states [KD19] or with local

measurements [TM18].

In the context of continuous variable quantum computing, this minimal quantum capability

would corresponds to being able to prepare only single-mode Gaussian states, or to perform

only single-mode Gaussian measurements. An efficient certification protocol exists for verifying

multimode Gaussian states [AGKE15] and thus instances of Gaussian Boson Sampling [HKS+16]

with single-mode Gaussian measurements under the i.i.d. assumption [AL18]. However, there is

no efficient certification nor verification protocol using single-mode Gaussian measurements for

Boson Sampling with input single photons: current methods used for validation of Boson sampling

are either not scalable, e.g., computing the total variation distance with the ideal probability

distribution, or else provide incomplete certificates, e.g., telling apart the tested distribution from

classical mock-up distributions such as the uniform distribution [BGC+19, WQD+19].

When introducing the Boson Sampling model, Aaronson and Arkhipov importantly showed

that even an approximate version of Boson Sampling is hard to sample for classical computers,

provided two conjectures on the permanent of random Gaussian matrices hold true (see sec-

tion 1.4.5 and [AA13]). More precisely, they showed under these conjectures that sampling from

a probability distribution that has small constant total variation distance with an ideal Boson

Sampling distribution is classically hard in the so-called antibunching regime n = O(
p

m ). In

particular, verifying a Boson Sampling quantum supremacy experiment amounts to verifying

that the experimental quantum device samples from an ideal probability distribution, up to a

constant error in total variation distance.

Our verification protocol derived in the previous section can be applied to check efficiently

the fidelity of the output state of an experimental Boson Sampling interferometer with the ideal

output state, using only balanced heterodyne detection. The fidelity witness gives in turn a

certificate of the total variation distance with the ideal probability distribution for any observable

by Eq. (4.89), therefore allowing for an experimental demonstration of quantum supremacy with

Boson Sampling, with a verifier having minimal continuous variable quantum computational

power, namely the ability to perform single-mode Gaussian measurements.
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Performing verified Boson Sampling with our protocol, even under i.i.d. assumption, would

already provide a convincing evidence of quantum supremacy with photonic quantum computing,

as the verification without i.i.d. assumption only comes at the cost of an increased number of

measurements, still polynomial in the number of modes m.

To that end, we optimise the bounds for the multimode certification protocol under i.i.d.

assumption. In particular, the support estimation step in the protocol is no longer necessary,

because the single-mode target pure states are either single-photon Fock states or vacuum states

and thus have finite support over the Fock basis. We show that the number of copies needed

for a constant additive precision in the antibunching regime n =O(
p

m )—which is required for

a demonstration of quantum supremacy—scales as O(m4 logm), making reliable verification

of Boson Sampling using single-mode Gaussian measurements within the reach of current

experiments. Remarkably, this is only a logarithmic factor harder than verifying multimode

Gaussian states [AGKE15].

Let 0< η< 2/3 and define, for all z ∈C,

f0(z,η)= 1
η

exp
[(

1− 1
η

)
|z|2

]
, (4.178)

and

f1(z,η)= 1
η2 (

|z|2
η

−1)exp
[(

1− 1
η

)
|z|2

]
. (4.179)

The verification protocol for Boson Sampling with n photons fed into a unitary interferometer U

of size m under i.i.d. assumption reads:

1. The verifier chooses two precision parameters 0< η0,η1 < 2/3.

2. The verifier asks the prover for N = O(m4 logm) copies of the target state U |1. . .10. . .0〉.
Let ρ⊗N be the (N × m)-mode (mixed) state sent by the prover, where ρ is an m-mode

(mixed) state.

3. The verifier measures with balanced heterodyne detection all the m subsystems of all the

N copies of ρ, obtaining the N vectors of samples γ(1), . . . ,γ(N) ∈Cm.

4. For all k ∈ {1, . . . , N}, the verifier computes α(k) =U†γ(k). We write α(k) = (α(k)
1 , . . . ,α(k)

m ).

5. For all i ∈ {n+1, . . . ,m} the verifier computes the mean F̃i of the function z 7→ f0(z,η0) over

the values α(1)
i , . . . ,α(N)

i and for all j ∈ {1, . . . ,n} the mean F̃ j of the function z 7→ f1(z,η1).

6. The verifier computes W̃ = 1−∑m
i=1(1− F̃i).

Theorem 4.6 (Certification of Boson Sampling using Gaussian measurements). W̃ is an estimate

with constant precision of a tight lower bound on the fidelity with the ideal Boson Sampling output

state, with probability exponentially close to 1.
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The estimate W̃ thus provides an efficient and reliable certificate of the total variation distance

with the ideal probability distribution for any observable by Eq. (1.14).

Proof. Let 0 < η < 2/3. By Lemma 4.1 we have, for any single-mode mixed state ρ =∑
k,l≥0ρkl |k〉〈l|,

E
α←Qρ(α)

[ f0(α,η)]=Tr(ρ |0〉〈0|)+η
+∞∑
n=0

ηnρn+1,n+1, (4.180)

and

E
α←Qρ

[ f1(α,η)]=Tr(ρ |1〉〈1|)+η
+∞∑
n=0

ηn(n+2)ρn+2,n+2, (4.181)

where E
α←Qρ

[ f ] denotes the expected value of the function f for samples from single-mode

balanced heterodyne detection of ρ.

Since η≤ 2/3 we have ηn+1 < ηn and ηn+1(n+3) < ηn(n+2) for all n ∈N, so by a simple

induction ηn ≤ 1 and ηn(n+ 2) ≤ 2, for all n ∈ N. In particular,
∑+∞

n=0η
nρn+1,n+1 ≤ 1 and∑+∞

n=0η
n(n+2)ρn+2,n+2 ≤ 2, since Tr(ρ)= 1. With Eqs. (4.180) and (4.181) we obtain∣∣∣∣Tr(ρ |0〉〈0|)− E

α←Qρ

[ f0(α,η)]
∣∣∣∣≤ η, (4.182)

and ∣∣∣∣Tr(ρ |1〉〈1|)− E
α←Qρ

[ f1(α,η)]
∣∣∣∣≤ 2η. (4.183)

We also have, for all z ∈C,

0< f0(z,η)≤ 1
η

, (4.184)

and

− 1
η2 ≤ f1(z,η)≤ eη−2

η2(1−η)
. (4.185)

For η< 2/3, we have eη−2

(1−η) < 1. In particular, the range of the function f1 is less than 2
η2 .

Let N ∈N∗, let α1, . . . ,αN be i.i.d. samples from single-mode balanced heterodyne detec-

tion of a single mode state ρ0 and let β1, . . . ,βN be i.i.d. samples from single-mode balanced

heterodyne detection of a single mode state ρ1. Let ε0,η0,ε1,η1 > 0, by Hoeffding inequality,

Pr

[∣∣∣∣∣ 1
N

N∑
p=1

f0(αp,η0)− E
α←Qρ0

[ f0(α,η0)]

∣∣∣∣∣≥ ε0

]
≤ 2e−2Nε2

0η
2
0 , (4.186)

and

Pr

[∣∣∣∣∣ 1
N

N∑
p=1

f1(βp,η1)− E
β←Qρ1

[ f1(β,η1)]

∣∣∣∣∣≥ ε1

]
≤ 2e−

Nε21η
4
1

2 . (4.187)

Let σ be an m-mode state and let σi denote its kth single-mode subsystem for all k ∈ {1, . . . ,m}.

Let α(1), . . . ,α(N) ∈Cm be samples from product balanced heterodyne detection of N identical

copies of the state σ. For all p ∈ {1, . . . , N}, we write αp = (α(p)
1 , . . . ,α(p)

m ).
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Combining Eqs. (4.182) and (4.186) we obtain, for any i ∈ {n+1, . . . ,m},∣∣∣∣∣Tr(σi |0〉〈0|)− 1
N

N∑
p=1

f0

(
α

(p)
i ,η0

)∣∣∣∣∣≤ ε0 +η0, (4.188)

with probability greater than 1−2exp
[−Nε2

0η
2
0
]
. Similarly, combining Eqs. (4.183) and (4.187)

we obtain, for any j ∈ {1, . . . ,n},∣∣∣∣∣Tr(σ j |1〉〈1|)− 1
N

N∑
p=1

f1

(
α

(p)
j ,η1

)∣∣∣∣∣≤ ε1 +2η1, (4.189)

with probability greater than 1−2exp
[−Nε2

1η
4
1/2

]
.

We now choose ε0,η0,ε1,η1 in order to minimize the error probabilities for a given

precision. Let λ0 > 0. Setting ε0 +η0 = λ0, the optimal choice, which maximises ε2
0η

2
0, is

ε0 = η0 = λ0
2 and with Eq. (4.188) we obtain, for any i ∈ {n+1, . . . ,m},∣∣∣∣∣Tr(σi |0〉〈0|)− 1

N

N∑
p=1

f0

(
α

(p)
i ,

λ0

2

)∣∣∣∣∣≤λ0, (4.190)

with probability greater than 1−2exp
[
−Nλ4

0
8

]
.

Let λ1 > 0. Setting ε1+2η1 =λ1, the optimal choice, which maximises ε2
1η

4
1, is ε1 = η1 = λ1

3

and with Eq. (4.189) we obtain, for any j ∈ {1, . . . ,n},∣∣∣∣∣Tr(σ j |1〉〈1|)− 1
N

N∑
p=1

f1

(
α

(p)
j ,

λ1

3m

)∣∣∣∣∣≤λ1, (4.191)

with probability greater than 1−2exp
[
− Nλ6

1
1458

]
.

Let us define the fidelity witness

W := 1−
(

m∑
k=n+1

1−F(σk, |0〉〈0|)+
n∑

l=1
1−F(σk, |1〉〈1|)

)
, (4.192)

as in Lemma 4.14, and the witness estimate

W̃(λ0,λ1) := 1−
(

m∑
i=n+1

[
1− 1

N

N∑
p=1

f0

(
α

(p)
i ,

λ0

2

)]
+

n∑
j=1

[
1− 1

N

N∑
p=1

f1

(
α

(p)
j ,

λ1

3m

)])
. (4.193)

Taking the union bound of the failure probabilities for i ∈ {n+1, . . . ,m} and j ∈ {1, . . . ,n}, we

obtain with Eqs. (4.190) and (4.191),∣∣W −W̃(λ0,λ1)
∣∣≤ (m−n)λ0 +nλ1, (4.194)
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with probability greater than

1−2

(
(m−n)exp

[
−Nλ4

0

8

]
+nexp

[
− Nλ6

1

1458

])
. (4.195)

By Lemma 4.14 we have

F(σ, |1. . .10. . .0〉〈1. . .10. . .0|)≥W , (4.196)

hence with Eq. (4.194) we obtain

F(σ, |1. . .10. . .0〉〈1. . .10. . .0|)≥ W̃(λ0,λ1)− (m−n)λ0 −nλ1, (4.197)

with probability greater than

1−2

(
(m−n)exp

[
−Nλ4

0

8

]
+nexp

[
− Nλ6

1

1458

])
. (4.198)

Let ρ = Û†σÛ, where Û is an m-mode passive linear transformation with m×m unitary

matrix U. By Lemma 4.15 from the main text, the estimate W̃ can be computed using

samples of product balanced heterodyne detection of ρ multiplied by the unitary matrix U†,

rather than samples from the balanced heterodyne detection of σ.

With Eqs. (4.197) and (4.198) we obtain

F(ρ,Û |1. . .10. . .0〉〈1. . .10. . .0|Û†)≥ W̃(λ0,λ1)− (m−n)λ0 −nλ1, (4.199)

with probability greater than

1−2

(
(m−n)exp

[
−Nλ4

0

8

]
+nexp

[
− Nλ6

1

1458

])
, (4.200)

where W̃(λ0,λ1) is computed using samples of product balanced heterodyne detection of

N copies of the m-mode state ρ, each of the N vectors of samples being multiplied by the

unitary matrix U†.

The values of λ0 and λ1 must be chosen by the verifier to maximise the above probability

for a given precision of the witness. Equivalently, one needs to minimise:

(m−n)exp

[
−Nλ4

0

8

]
+nexp

[
− Nλ6

1

1458

]
, (4.201)

with the constraint (m−n)λ0 +nλ1 = ε, for ε> 0. For a given experimental setup, Eq. (4.201)

should be minimised depending on the values of m and n.
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For example, setting λ0 = ε
2(m−n) and λ1 = ε

2n gives

F(ρ,Û |1. . .10. . .0〉〈1. . .10. . .0|Û†)≥ W̃
(

ε

2(m−n)
,
ε

2n

)
−ε, (4.202)

with probability greater than

1−2
(
(m−n)exp

[
− 2Nε4

[4(m−n)]4

]
+nexp

[
− Nε6

2(6n)6

])
, (4.203)

and the estimate W̃ is ε-close to the actual fidelity witness, which by Lemma 4.14 is a tight

witness of the fidelity. In particular, for a constant precision fidelity witness W , the estimate

W̃ yields a constant precision fidelity witness with probability exponentially close (in m) to

1 for N =O(max{(m−n)4 log(m−n),n6 logn}). In the antibunching regime n =O(
p

m ), this

means that the estimate has constant precision with exponentially small failure probability

already for N =O(m4 logm).

�

A similar Boson Sampling verification protocol without i.i.d. assumption is obtained by using

the version of the protocol which does not assume i.i.d. state preparation for estimating the

single-mode fidelities in Theorem 4.4. This comes at the cost of an increased number of samples

necessary for the same witness precision and confidence interval, which corresponds to a poly-

nomial overhead in m and a slightly different classical post-processing: a small fraction of the

measured subsystems have to be discarded at random and an additional support estimation step

is necessary, for which the samples must be randomly chosen and cannot be used to compute

the fidelity estimates. More precisely, changing the parameters of the protocol above to those

of Theorem 4.4, we get that Theorem 4.6 holds without the i.i.d. assumption with polynomial

confidence.

An interesting point is that by changing the unbalancing of heterodyne detection of the output

modes of a Boson Sampling interferometer, one can switch between verification of Boson Sampling

output states and demonstration of quantum sampling supremacy with continuous variable

measurements. Indeed, CVSSP circuits introduced in the previous chapter, which correspond to

Boson Sampling with unbalanced heterodyne detection, are hard to sample classically when the

unbalancing of the heterodyne detection is not too small (see section 3.3.3), but their output can

be efficiently certified simply by switching to balanced heterodyne detection and computing a

fidelity witness with the above method. This can be done within the same experimental setup

using a reconfigurable beam splitter (Fig. 4.2) and showing the hardness of approximate CVS

circuits sampling is an important step before an experimental demonstration.

Alternatively, by switching between balanced heterodyne detection and single-photon thresh-

old detection, one can switch between verification of Boson Sampling output states and demon-
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Figure 4.2: CVSSP circuit with interferometer U and heterodyne detection with reconfigurable
unbalancing parameter ζ. The detectors represented are homodyne detectors. Setting ζ = 0
(balanced detection) allows us to certify efficiently the multimode output state with a fidelity
witness. Setting ζ 6= 0, with |ζ| =Ω(2−poly m) allows us to perform efficiently a sampling task which
is hard for classical computers, unless the polynomial hierarchy collapses.

stration of quantum sampling supremacy with discrete variable measurements, for which ap-

proximate sampling hardness is demonstrated, assuming two conjectures on the permanent of

random Gaussian matrices and the fact that the polynomial hierarchy of complexity classes does

not collapse [AA13].

4.8 Discussion and open problems

Existing methods for building trust for continuous variable quantum states like homodyne

quantum state tomography require many different measurement settings, and heavy classical

post-processing. For that purpose, we have introduced a reliable method for heterodyne quantum

state tomography, which uses heterodyne detection as a single Gaussian measurement setting

and allows for the retrieval of the density matrix of an unknown quantum state with analytical

confidence intervals, without the need for data reconstruction nor binning of the sample space.

For data reconstruction methods such as Maximum Likelihood, errors from the reconstruction

procedure are usually indistinguishable from errors coming from the tested quantum device. For

that reason, such methods do not extend well to the task of verification, unlike our method.

Building on these tomography techniques and with the addition of cryptographic techniques

such as the de Finetti theorem, we have derived a protocol for verifying various copies of a

continuous variable quantum state, without i.i.d. assumption, with Gaussian measurements.
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This protocol is robust, as it directly gives a confidence interval on an estimate of the fidelity

between the tested state and the target pure state. We emphasize that, while the target state

is pure, the tested state is not required to be pure. The general protocol may be tailored to

different uses and assumptions, from tomography to verification, simply by changing the classical

post-processing.

Our verification protocol is complementary to the approach of [TMM+19], in which a verifier

performs continuous variable quantum computing by delegating the preparation of Gaussian

cluster states to a prover and has to perform non-Gaussian measurements. In our approach, the

measurement-only verifier may perform continuous variable quantum computing by delegating

the preparation of non-Gaussian states to the prover and has to perform Gaussian measurement,

which are much easier to perform experimentally.

Importantly, we have promoted our single-mode protocols for fidelity estimation to multimode

protocols yielding fidelity witnesses, showing in particular how to verify output states of a Boson

Sampling interferometer efficiently, either under the i.i.d. assumption or with no assumption

whatsoever. These protocols open the way for the most rigourous experimental demonstration of

quantum computational supremacy so far, with Boson Sampling.

An exciting open problem is whether the technique employed in this chapter for promoting

single-mode fidelity estimation protocols to protocols providing multimode fidelity witnesses can

be applied in other contexts, for example discrete variable quantum computing. This technique

crucially relies on being able to revert efficiently, at the stage of classical post-processing, specific

quantum operations (passive linear transformations in this case) after a specific measurement

(heterodyne detection, i.e., sampling from the Husimi Q function in this case).

179





C
H

A
P

T
E

R

5
QUANTUM-PROGRAMMABLE MEASUREMENTS WITH LINEAR OPTICS

D istinguishing two unknown quantum states is central to many quantum applications [MdW13],

notably for entanglement testing [MKB05, WRD+06, HM13], quantum communica-

tion [BCWDW01, dB04, KDK17] and quantum machine learning [EAO+02, LMR13].

This task is referred to as unknown quantum state discrimination.

The ability to program a fixed computer to perform a variety of computations is especially

important: we do not want to build a new physical device for every different computation. In

particular, quantum-programmable devices are quantum machines that take additional quantum

states in input as a program, which dictates the rest of the computation. It is not possible to build a

fixed quantum computer which can be programmed to perform any quantum computation [NC97],

but we can design quantum-programmable devices for a restricted set of computations, such as

projective measurements.

In this chapter, we show a correspondence between unknown quantum state discrimination

and quantum-programmable measurements, by generalising the celebrated swap test [BCWDW01]

for quantum state discrimination to an unbalanced setting where multiple copies of only one of

the two tested states are available.

Next, we also generalise a known link between the Hong–Ou–Mandel effect for partially

distinguishable photons and the swap test [GECP13]: we present the Hadamard interferometer

and show that it provides a scheme for performing unknown quantum state discrimination and

quantum-programmable measurements with linear optics and single photons.

In order to reduce the experimental requirements for implementation, we consider the case of

projective measurements onto coherent states and simplify the previously derived scheme. In

this case, we perform a simple analysis of the consequences of experimental imperfections.

This chapter is based on [CDM+18, KCK+20].
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5.1 Testing quantum states

In the previous chapter, we discussed the efficient characterization of a continuous variable

quantum state, either by full tomographic reconstruction, by fidelity estimation with a target

state, or by obtaining a fidelity witness with a target state. In some cases, however, one merely

wants to test simple properties of quantum systems. Given two unknown quantum states, one

of the simplest questions one may ask is whether these states are equal or not. In this section,

we make a connection between unknown quantum state discrimination schemes and quantum-

programmable projective measurement devices.

5.1.1 Quantum state discrimination: the swap test

The swap test [BCWDW01] provides a simple probabilistic tool to compare two unknown quan-

tum states. It takes as input two quantum states |φ〉 and |ψ〉 that are not entangled and outputs

0 with probability 1
2 + 1

2 | 〈φ|ψ〉 |2 and 1 with probability 1
2 − 1

2 | 〈φ|ψ〉 |2, where 〈φ|ψ〉 is the inner

product of the states |φ〉 and |ψ〉. When the measurement outcome is 0 (resp. 1), we conclude that

the states were identical (resp. different), up to a global phase.
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Figure 5.1: Circuit representation of a swap test. The ancilla qubit is measured in the computa-
tional basis.

A circuit implementing the swap test for qubits is represented in Fig. 5.1, where an ancilla is

first prepared in the |+〉 state by a Hadamard gate

H = 1p
2

(
1 1

1 −1

)
, (5.1)

and controls a swap between the two systems being tested.

The swap test meets the so-called one-sided error requirement [BF99], i.e., if the input states

are identical, the test will always declare them as identical. On the other hand, if the input

states are different, the test can obtain a wrong conclusion by declaring the states identical. The

probability that this happens is strictly less than 1, hence by repeating the test various times, the

probability that the sequence of tests never answers 1 can be brought down arbitrarily close to

zero, exponentially fast. However, the swap test is destructive, in the sense that the output states

of a previous test cannot be reused for a new test because they become maximally entangled
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during the test [GECP13]. This means that in order to boost the correctness of the test in this

manner, multiple copies of both states must be available.

5.1.2 Quantum state identity testing: generalised swap test

Let m ≥ 2. We introduce the following generalisation of the swap test, in the context where one

has access to various copies of a reference state |ψ〉 but to only a single copy of the other tested

state |φ〉:

Definition 5.1 (Swap test of order m). The swap test of order m is a binary test that takes as

input a state |φ〉 and m−1 copies of a state |ψ〉, and outputs 0 with probability 1
m + m−1

m | 〈φ|ψ〉 |2
and 1 with probability ( m−1

m )(1−|〈φ|ψ〉 |2). If the outcome 0 (resp. 1) is obtained, the test concludes

that the states |φ〉 and |ψ〉 were identical (resp. different).

Such a test clearly satisfies the one-sided error requirement.
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Figure 5.2: Swap circuit of order m. The unitaries Sk are tensor products of swap gates described
in the main text (5.2). The n = logm ancilla qubits are measured in the computational basis
at the end of the computation. The probability of obtaining 0 for all measurement outcomes is
1
m + m−1

m | 〈φ|ψ〉 |2.

In the following, we restrict to the swap test of order m when m is a power of 2, writing n = logm.

We introduce the swap circuit of order m (Fig. 5.2), that acts on m input qubits by applying n
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consecutive layers of products of swap gates controlled by n ancilla qubits. These ancilla qubits

are first initialised in the |+〉 state using Hadamard gates. Then, they are used as control qubits

for the gates S0, . . . ,Sn−1, which can be applied in any order, where for all k ∈ {0, . . . ,n−1}

Sk =
⊗

i∈[0,2k−1],
j∈[0,2n−k−1−1]

SWAP
[

j2k+1 + i, j2k+1 + i+2k
]

, (5.2)

with SWAP[i, j] being the unitary operation that swaps the ith and jth qubits for i, j ∈ {0, . . . ,m−1}.

These controlled gates are applied to the input states |φ〉 , |ψ〉 , . . . , |ψ〉 (one copy of a state |φ〉 and

m−1 copies of a state |ψ〉). Finally, a Hadamard gate is applied to each ancilla, which is then

measured in the computational basis. By a simple induction, we obtain that the probability of

obtaining the outcome 0 for all ancilla qubits is the squared norm of the following state:

1
m

(|φψ . . .ψ〉+ |ψφ . . .ψ〉+ · · ·+ |ψ . . .ψφ〉), (5.3)

which only depends on the overlap between the states |φ〉 and |ψ〉. More precisely,

Pr[0, . . . ,0]= 1
m

+ m−1
m

| 〈φ|ψ〉 |2. (5.4)

The swap circuit of order m thus implements the swap test of order m. Indeed, if the outcome

(0, . . . ,0) is obtained, the test outputs 0 and we conclude that the states were identical, while for

any other outcome the test outputs 1 and we conclude that the states were different. Note that in

the case where m = 2, the scheme reduces to the original swap test.

Because the m−1 last input states are identical, swapping them acts as the identity. This can

be used to simplify the swap circuit of order m by replacing the n = logm layers of swap gates in

Eq. (5.2) by the following n layers S′
0, . . . ,S′

n−1, which have to be applied in this order:

S′
k =

2k−1⊗
l=0

SWAP
[
l, l+2k

]
. (5.5)

This reduces the total number of swap gates from m logm
2 to m−1 without changing the number

of ancilla qubits. This circuit has a simple structure of n = logm consecutive swap tests (Fig. 5.3).

For k ∈ {0, . . . ,n−1}, conditioned on all the previous outputs being 0, the kth swap test compares

the output state of the previous test and the state |ψ〉⊗2k
. Here, the swap test of two multipartite

quantum states consists in applying a swap test to each of their corresponding subsystems.

However, this multipartite swap test uses only a single ancilla qubit controlling the product of

swap gates, as in Eq. (5.5), instead of an ancilla qubit for each pair of subsystems.

We now prove the optimality of the swap test of order m under the one-sided error requirement,

i.e., we show that it achieves the lowest error probability in comparing states |φ〉 and |ψ〉 given

m−1 copies of |φ〉 and one copy of |ψ〉 such that the one-sided error requirement is satisfied.
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Figure 5.3: The simplified swap circuit of order m consisting in n = logm consecutive swap tests.
(a) The first swap test compares the input states |φ〉 and |ψ〉. (b) If this test is not able to tell
apart the input states, i.e., if its outcome is 0, then the second swap test compares the bipartite
output state of the first test with the state |ψ〉⊗2. (c) If this test outcome is again 0, then the third
swap test compares the quadripartite output state of the second test with the state |ψ〉⊗4, and so
on. If the n outcomes are 0, the test concludes that the states |φ〉 and |ψ〉 were identical.

For this purpose, we first derive a more general result. In [KNY08], the authors consider the

problem of testing if m quantum states are identical or not (the so-called identity test), with the

promise that all the states are pairwise identical or orthogonal. In particular, they show that

the optimal value for the error probability of any identity test with these assumptions satisfying

the one-sided error requirement is 1
m . We extend this result to the case where the states to be

compared are no longer assumed pairwise identical or orthogonal:

Theorem 5.1. Under the one-sided error requirement, any identity test of m unknown quantum

states |ψ1〉 , . . . , |ψm〉 has an error probability at least

1
m!

∑
σ∈Sm

m∏
k=1

〈ψk|ψσ(k)〉, (5.6)

where Sm is the symmetric group over {1, . . . ,m}.

Proof. An identity test satisfying the one-sided error requirement can only be wrong when

declaring identical (outputting 0) states that are not identical. Hence, to prove Theorem 5.1,

it suffices to lower bound the probability of outputting 0 for any identity test. This is done by

showing that the optimal identity test consists in a projection onto the symmetric subspace

of the input states Hilbert space.

An identity test on a Hilbert space H is a binary test which can be written as a positive-

operator valued measure {Π0,Π1}, with Π0 +Π1 = 1. Such a test takes as input a pure tensor

product state |ψ1 . . .ψm〉 ∈H ⊗m and outputs 0 with probability

Pr[0]=Tr[Π0 |ψ1 . . .ψm〉〈ψ1 . . .ψm|], (5.7)
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and 1 with probability

Pr[1]= 1−Pr[0]=Tr[Π1 |ψ1 . . .ψm〉〈ψ1 . . .ψm|]. (5.8)

If the output 0 is obtained we conclude that we had |ψ1〉 = · · · = |ψm〉, whereas if the output 1 is

obtained we conclude that the states were not all identical. The one-sided error requirement

can thus be written as

∀|ψ〉 ,Tr[Π1 |ψ〉〈ψ|⊗m]= 0. (5.9)

Following [Har13], the symmetric subspace of H ⊗m is characterised as

S = span{|ψ〉⊗m : |ψ〉 ∈H }, (5.10)

and the orthogonal projector onto this space can be written as

PS = 1
m!

∑
σ∈Sm

Pσ, (5.11)

where for all σ ∈ Sm and all |ψ1 . . .ψm〉 ∈H ⊗m we have Pσ |ψ1 . . .ψm〉 = |ψσ(1) . . .ψσ(m)〉. Given

the characterisation of the symmetric subspace, the one-sided error requirement in Eq. (5.9)

implies that the supports of PS and Π1 are disjoint. The support of PS is thus included in

the support of Π0, given that Π0 +Π1 = 1 and this implies in turn that Π0 ≥ PS by positivity

of Π0.

The error probability of the identity test under the one-sided error requirement is given

by the probability of outputting the result 0 while the states were not all identical:

Pr[0]=Tr[Π0 |ψ1 . . .ψm〉〈ψ1 . . .ψm|]
≥Tr[PS |ψ1 . . .ψm〉〈ψ1 . . .ψm|]

≥ 1
m!

∑
σ∈Sm

Tr[Pσ |ψ1 . . .ψm〉〈ψ1 . . .ψm|] (5.12)

≥ 1
m!

∑
σ∈Sm

Tr[|ψσ(1) . . .ψσ(m)〉〈ψ1 . . .ψm|]

≥ 1
m!

∑
σ∈Sm

m∏
k=1

〈ψk|ψσ(k)〉,

where in the third line we used the expression of the orthogonal projector PS onto the

symmetric subspace.

�

Applying Theorem 5.1 with |ψ1 . . .ψk+l〉 = |φ〉⊗k ⊗|ψ〉⊗l , we obtain the following lower bound for
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the error probability of any identity test of k+ l states |φ〉⊗k ⊗|ψ〉⊗l :

1
(k+ l)!

min(k,l)∑
p=0

(
k
p

)(
l
p

)
k!l!| 〈φ|ψ〉 |2p =

min(k,l)∑
p=0

(k
p
)( l

p
)

(k+l
k

) | 〈φ|ψ〉 |2p, (5.13)

where
(k

p
)( l

p
)
k!l! is the number of partitions of {1, . . . ,k+ l} which map exactly k− p elements of

{1, . . . ,k} to elements of {1, . . . ,k}. Testing quantum state identity with the input state |φ〉⊗k⊗|ψ〉⊗l

amounts to comparing the states |φ〉 and |ψ〉 using k copies of |φ〉 and l copies of |ψ〉.
In the case where k = 1 and l = m−1, we have |ψ1 . . .ψm〉 = |φψ . . .ψ〉 and Theorem 5.1 shows

that the value 1
m + m−1

m | 〈φ|ψ〉 |2 is a lower bound for the error probability of any identity test

of m states |φ〉 , |ψ〉 , . . . , |ψ〉, i.e., one copy of a state |φ〉 and m−1 copies of a state |ψ〉. With

Definition 5.1 we directly obtain the following result:

Corollary 5.1. The swap test of order m has optimal error probability 1
m + m−1

m | 〈φ|ψ〉 |2 under

the one-sided error requirement.

The swap circuit of order m is thus optimal for quantum state identity testing with an input

|φ〉 , |ψ〉 , . . . , |ψ〉, under the one-sided error requirement, since it implements the swap test of order

m. In the next section, we show that the swap circuit of order m can be used to implement a

programmable projective measurement.

5.1.3 Universal programmable measurements

In a typical experiment performing a quantum measurement, the choice of measurement is

encoded in macroscopic, classical, information in the experimental setup. For example it can be

encoded into the reflectance of a beam splitter, the phase in the branch of an interferometer or the

spacial direction of a Stern Gerlach device. Often these choices are made beforehand and fixed.

In some cases they can be programmed in a single set up (for example using thermo-optic phase

shifters [CHS+15]). In all these cases, however, the choice of measurement basis is effectively

programmed classically.

We consider the case where the choice of measurement is instead controlled by a quantum

state. There are several reasons why one may consider a quantum state to control the choice

of measurement. This state may be an output of a quantum computer, or a communication

protocol, for example, which is not known before hand and only accessible as a quantum state.

For example, in the cryptographic setting, non-orthogonal states can be used to remotely program

a measurement which allows one to test the behaviour of a remote party. This is the essence

behind the delegated blind verified quantum computation in [FK17]. At a fundamental level

quantum programmable measurements separate as much as possible the choice of measurement

basis and the bulk of the physical measurement apparatus, which could be interesting in probing

foundational questions, for example in tests of contextuality where information about which

measurements are being carried out leads to loopholes [Mey99, CK00, Win14].
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A related and, in a sense, more general problem is that of a programmable quantum computer,

where a quantum program state is used to encode a unitary to be run on a generic quantum

computing device (gate array), first proposed by Nielsen and Chuang [NC97]. There it was shown

that to do so deterministically requires orthogonal program states for every different unitary. To

use the continuous parameters available in quantum states to encode more computations, the

best one can do is probabilistic. In principle these techniques can be used to program quantum

measurements. Indeed since the original proposal there have been several alternative schemes,

extensions and applications, including programmable quantum state discriminators and measure-

ments [VC00, DB02, RBCH03, ZB05, BBF+06]. These results, however, are either too general to

consider the type of efficiency we show here, or specialized to tasks which are different from our

setting.

C
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Figure 5.4: Programmable projective measurement. Given an input |φ〉 and m− 1 program
registers |ψ〉⊗m−1 and allowing for possible ancillas (not pictured here), we apply some circuit C,
independent of |ψ〉, and output a binary result where 0 is associated to projecting onto |ψ〉 and 1
to its complement.

We cast our problem as follows, illustrated in Fig. 5.4. One has m−1 program registers each

prepared in the state |ψ〉 corresponding to the choice of measurement basis, and a single input

register prepared in some state |φ〉. Our aim is to output a classical bit corresponding to a

projective measurement, where 0 represents the outcome |ψ〉 and 1 represents its complement.

In an ideal measurement the result 0 would occur with probability |〈φ|ψ〉|2. However, this is

impossible for finite m. This follows from standard arguments based on the linearity of quantum

mechanics, in analogy to necessity of orthogonal program states for computation mentioned above

(see for example [NC97] for the case of programmable universal quantum computation, which

easily extends to our case). We can thus only ever approximate perfect measurements. In our case
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we parametrise this approximation by ε, requiring that the result 0 is returned with probability

ε-close to |〈φ|ψ〉|2.

We present a scheme which achieves this optimally in terms of how ε scales with m, under

the condition that if the input is |ψ〉, the measurement always returns 0. This so-called one-sided

error requirement [BF99] makes sense for various potential applications where it is important

not to be wrong for this answer. One such example is the link between our scheme and the swap

test [BCWDW01].

In the swap test, two unknown quantum states are compared using a controlled-swap op-

eration. This test is especially relevant for the task of state discrimination. The general task

of assessing if a set of m arbitrary states are identical has been addressed in [CAJ04, KNY08].

To solve this in generality requires controlled permutations for all possible permutations and

therefore scales exponentially in circuit size. If one restricts oneself to the case where one has

m/2 copies of one state and m/2 copies of the other, one can apply the construction in [KNY08] to

get an optimal result. However, this scaling is not much better than simply doing the original

swap test m/2 times, yet the corresponding test is much more difficult to implement.

From this point of view, the interesting cases of two states comparison is if one has an

asymmetric number of one compared state compared to the other. In the most extreme case one

would have just one copy of one state and m−1 copies of the other, which is exactly the case we

consider for our programmable projective measurement, viewing the program state as the one we

have many copies of. In particular, the m = 2 case reduces to the swap test.

Given that a projective measurement with respect to a state |ψ〉 is a process that takes as

input a state |φ〉 and outputs 0 with probability | 〈φ|ψ〉 |2 and 1 with probability 1−|〈φ|ψ〉 |2, we

introduce the notion of projective measurement with finite error:

Definition 5.2 (Approximate projective measurement). Given a quantum state |ψ〉 and ε> 0,

a projective measurement with error ε with respect to the reference state |ψ〉 is a process that

takes as input a quantum state |φ〉 and outputs 0 with probability Pr[0] and 1 with probability

Pr[1], such that |Pr[0]− (| 〈φ|ψ〉 |2)| ≤ ε and |Pr[1]− (1−|〈φ|ψ〉 |2)| ≤ ε.

Note that the two conditions in the previous definition are equivalent, since Pr[0]+Pr[1]= 1. It

will thus suffice to consider, e.g., the first condition. In this context, under the one-sided error

requirement, a projective measurement with any error ε always outputs 0 if the input state is

equal to the reference state.

Theorem 5.2. A swap circuit of order m can be used to perform a projective measurement with

error 1
m under the one-sided error requirement. Moreover, it is optimal in the sense that it uses the

minimum number of copies of the reference state for achieving such an error.

189



CHAPTER 5. QUANTUM-PROGRAMMABLE MEASUREMENTS WITH LINEAR OPTICS

Po
st
-p
ro
ce

ss
in
g|0i

<latexit sha1_base64="mFbyg4gJW0ZXAvvu82LjFXT3NAg=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PLldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AtneQWQ==</latexit>

|�i
<latexit sha1_base64="jrAal0HYuQmChILR0gry2swJjQQ=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ac0oWy203bpZhN2N0KJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCalGwSU2DTcCO4lCGoUC2+H4dua3H1FpHssHM0kwiOhQ8gFn1FjJf/KTEfcVlUOBvXLFrbpzkFXi5aQCORq98pffj1kaoTRMUK27npuYIKPKcCZwWvJTjQllYzrErqWSRqiDbH7zlJxZpU8GsbIlDZmrvycyGmk9iULbGVEz0sveTPzP66ZmcB1kXCapQckWiwapICYmswBInytkRkwsoUxxeythI6ooMzamkg3BW355lbRqVe+iWru/rNRv8jiKcAKncA4eXEEd7qABTWCQwDO8wpuTOi/Ou/OxaC04+cwx/IHz+QNchZHk</latexit>

| i
<latexit sha1_base64="cGxyJaiWt8INcM6sJeyjVgpj840=">AAAB83icbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cK9gOaUDbbabt0s1l2N0KJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZeJDnTxvO+ncLa+sbmVnG7tLO7t39QPjxq6SRVFJs04YnqREQjZwKbhhmOHamQxBHHdjS+nfntR1SaJeLBTCSGMRkKNmCUGCsFT4HULFBEDDn2yhWv6s3hrhI/JxXI0eiVv4J+QtMYhaGcaN31PWnCjCjDKMdpKUg1SkLHZIhdSwWJUYfZ/Oape2aVvjtIlC1h3Ln6eyIjsdaTOLKdMTEjvezNxP+8bmoG12HGhEwNCrpYNEi5axJ3FoDbZwqp4RNLCFXM3urSEVGEGhtTyYbgL7+8Slq1qn9Rrd1fVuo3eRxFOIFTOAcfrqAOd9CAJlCQ8Ayv8Oakzovz7nwsWgtOPnMMf+B8/gBtiZHv</latexit>

| i
<latexit sha1_base64="cGxyJaiWt8INcM6sJeyjVgpj840=">AAAB83icbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cK9gOaUDbbabt0s1l2N0KJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZeJDnTxvO+ncLa+sbmVnG7tLO7t39QPjxq6SRVFJs04YnqREQjZwKbhhmOHamQxBHHdjS+nfntR1SaJeLBTCSGMRkKNmCUGCsFT4HULFBEDDn2yhWv6s3hrhI/JxXI0eiVv4J+QtMYhaGcaN31PWnCjCjDKMdpKUg1SkLHZIhdSwWJUYfZ/Oape2aVvjtIlC1h3Ln6eyIjsdaTOLKdMTEjvezNxP+8bmoG12HGhEwNCrpYNEi5axJ3FoDbZwqp4RNLCFXM3urSEVGEGhtTyYbgL7+8Slq1qn9Rrd1fVuo3eRxFOIFTOAcfrqAOd9CAJlCQ8Ayv8Oakzovz7nwsWgtOPnMMf+B8/gBtiZHv</latexit>

|0i
<latexit sha1_base64="mFbyg4gJW0ZXAvvu82LjFXT3NAg=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PLldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AtneQWQ==</latexit>

m = 2n
<latexit sha1_base64="Yl0kuQxnp5G+NNS2Ofnq8YNd4wY=">AAAB7HicbVBNSwMxEJ2tX7V+VT16CRbBU9mtBb0IRS8eK7htoV1LNs22oUl2SbJCWfobvHhQxKs/yJv/xrTdg7Y+GHi8N8PMvDDhTBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVBHqk5jHqhNiTTmT1DfMcNpJFMUi5LQdjm9nfvuJKs1i+WAmCQ0EHkoWMYKNlXxxXXuU/XLFrbpzoFXi5aQCOZr98ldvEJNUUGkIx1p3PTcxQYaVYYTTaamXappgMsZD2rVUYkF1kM2PnaIzqwxQFCtb0qC5+nsiw0LriQhtp8BmpJe9mfif101NdBVkTCapoZIsFkUpRyZGs8/RgClKDJ9Ygoli9lZERlhhYmw+JRuCt/zyKmnVqt5FtXZfrzRu8jiKcAKncA4eXEID7qAJPhBg8Ayv8OZI58V5dz4WrQUnnzmGP3A+fwBLPY5Y</latexit>

d1
<latexit sha1_base64="ZxRSfMfo+2sNpHSxJaUBxizQuic=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWw2m3bpZhN2J0Ip/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEph0HW/ncLa+sbmVnG7tLO7t39QPjxqmSTTjDdZIhPdCajhUijeRIGSd1LNaRxI3g5GtzO//cS1EYl6xHHK/ZgOlIgEo2ilh7Dv9csVt+rOQVaJl5MK5Gj0y1+9MGFZzBUySY3pem6K/oRqFEzyaamXGZ5SNqID3rVU0ZgbfzI/dUrOrBKSKNG2FJK5+ntiQmNjxnFgO2OKQ7PszcT/vG6G0bU/ESrNkCu2WBRlkmBCZn+TUGjOUI4toUwLeythQ6opQ5tOyYbgLb+8Slq1qndRrd1fVuo3eRxFOIFTOAcPrqAOd9CAJjAYwDO8wpsjnRfn3flYtBacfOYY/sD5/AHud42Q</latexit>

dn
<latexit sha1_base64="hbVpxu8fydrkxq+b2aLDsjgufhA=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWw2k3bpZhN2N0Ip/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAqujet+O4W19Y3NreJ2aWd3b/+gfHjU0kmmGDZZIhLVCahGwSU2DTcCO6lCGgcC28Hodua3n1BpnshHM07Rj+lA8ogzaqz0EPZlv1xxq+4cZJV4OalAjka//NULE5bFKA0TVOuu56bGn1BlOBM4LfUyjSllIzrArqWSxqj9yfzUKTmzSkiiRNmShszV3xMTGms9jgPbGVMz1MveTPzP62YmuvYnXKaZQckWi6JMEJOQ2d8k5AqZEWNLKFPc3krYkCrKjE2nZEPwll9eJa1a1buo1u4vK/WbPI4inMApnIMHV1CHO2hAExgM4Ble4c0Rzovz7nwsWgtOPnMMf+B8/gBK+o3N</latexit>

1
<latexit sha1_base64="TtIgPQprnJE4HSS++PuM3etxya8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptcvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPe+uMuQ==</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

Swap  
circuit  

of order

Figure 5.5: The swap circuit of order m used as a programmable projective measurement device.
It takes as input a state |φ〉 and the internal measurement outcomes are post-processed such that
the device outputs 0 with probability 1

m + m−1
m | 〈φ|ψ〉 |2 and 1 with probability m−1

m (1−|〈φ|ψ〉 |2).
The programmable resource is the state |ψ〉 and the process uses m−1 copies of this state as well
as n = logm ancillas.

Proof. For the swap circuit of order m, we have Pr[0, . . . ,0]= 1
m + m−1

m | 〈φ|ψ〉 |2 by Eq. (5.4),

so we can consider the whole circuit except the state |φ〉 as a black box in Fig. 5.2, and

post-process the measurement outcomes d as follows: if d = (0, . . . ,0), output 0, and output 1

otherwise. The setup now takes a single state |φ〉 in input and outputs 0 with probability

Pr[0]= 1
m+m−1

m | 〈φ|ψ〉 |2, and 1 with probability Pr[1]= 1−Pr[0]. We have |Pr[0]−(| 〈φ|ψ〉 |2)| ≤
1
m and when |φ〉 = |ψ〉, we have Pr[0]= 1= |〈φ|ψ〉 |2, hence this device performs a projective

measurement with error 1
m and meets the one-sided error requirement.

We now prove the optimality of this device in terms of resources, i.e., we show that any

device implementing a projective measurement with error 1
m and meeting the one-sided

error requirement cannot use less than m−1 copies of the reference state.

We consider a device that implements a projective measurement with error ε, with respect

to a reference state |ψ〉, using p copies of this reference state. This device takes as input

a quantum state |φ〉 and outputs 0 with probability Prφ[0] and 1 with probability Prφ[1]=
1−Prφ[0]. By Definition 5.2, the probability of outputting 0 satisfies |Prφ[0]− (| 〈φ|ψ〉 |2)| ≤ ε.
When the input state |φ〉 is orthogonal to the reference state |ψ〉, the probability Prφ,⊥[0] of
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outputting 0 thus satisfies

Prφ,⊥[0]≤ ε. (5.14)

On the other hand, we can use this device to perform an identity test of p + 1 states

|φ〉 , |ψ〉 , . . . , |ψ〉 (one copy of the state |φ〉 and p copies of the state |ψ〉): if the output 0

(resp. 1) is obtained we conclude that the states were identical (resp. different). This device

meets the one-sided error requirement, so by Theorem 5.1 it has error probability at least
1

p+1 + p
p+1 | 〈φ|ψ〉 |2. This error probability corresponds to the probability of outputting 0 when

the input states are different. In particular, when the input state |φ〉 is orthogonal to the

reference state |ψ〉, the probability Prφ,⊥[0] of outputting 0 thus satisfies

Prφ,⊥[0]≥ 1
p+1

. (5.15)

Combining both inequalities (5.14) and (5.15) we obtain 1
p+1 ≤ ε or equivalently p ≥ 1

ε
−1. For

ε= 1
m , this amounts to p ≥ m−1, which completes the proof.

�

Theorem 5.2 implies that given a large enough swap circuit and the ability to produce many

copies of a state |ψ〉, one can projectively measure any state with respect to the state |ψ〉 up to

arbitrary small error. This error scales as the inverse of the number of copies. The circuit can thus

be used as a programmable projective measurement device, where the programmable resource

is the reference state |ψ〉 whose number of copies can be adjusted to control the precision of the

measurement (Fig. 5.5).

The implementation of the swap circuit of order m is however challenging, due to the presence

of many controlled-swap gates. In order to lower the implementation requirements, we study in

the next section the linear optical Hadamard interferometer [Cre15, COR+16] and show that its

statistics can be efficiently post-processed to reproduce those of a swap circuit of order m, without

the need for ancillas. This comes at the cost that the device no longer has a quantum output,

which however does not matter for most applications. In particular, we show that the Hadamard

interferometer provides a simple linear optical platform for implementing the programmable

projective measurement that we have described.

5.2 Universal programmable projective measurements with
linear optics

The swap test has been shown equivalent to the linear optical Hong-Ou-Mandel effect [GECP13]

(see section 1.4.4), in the sense that one can use Hong-Ou-Mandel effect to perform a state

discrimination test between two partially distinguishable photons, whose statistics reproduce
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those of a swap test. Generalising this equivalence, we present a practical solution to our problem

with linear optics, using the Hadamard interferometer [Cre15, COR+16].

5.2.1 The Hadamard interferometer

In what follows, we consider optical unitary interferometers of size m which take as input one

single photon in a quantum state |φ〉 in the first mode and m−1 indistinguishable single photons

in a state |ψ〉, one in each other spatial mode (the spatial modes of the interferometers are

indexed from 1 to m). These states should be thought of as encoded in additional degrees of

freedom of the photons (e.g., polarisation, time bins). The output modes are measured using

photon number-resolving detection.

There exist complex amplitudes α and β and a state |ψ⊥〉 with 〈ψ|ψ⊥〉 = 0 such that

|φ〉 =α |ψ〉+β |ψ⊥〉 , (5.16)

where α = 〈ψ|φ〉 and |α|2 + |β|2 = 1. We have the following homomorphism property for single

photon states:

|1φ〉 = |1αψ+βψ⊥〉 =α |1ψ〉+β |1ψ⊥〉 , (5.17)

where for any state |χ〉, |1χ〉 is the state of a single photon encoding the state |χ〉. The single

photon encoding maps identity of quantum states to distinguishability of single photons. In

order to test the distinguishability of the photons, we look for detection events that do not occur

when the photons are indistiguishable. In that case, it suffices to compute the output statistics

separately when |φ〉 = |ψ〉 (indistinguishable case) and when |φ〉 = |ψ⊥〉 (distinguishable case) to

obtain the output statistics in the general case by linearity. The probability of detecting a photon

number pattern d = (d1, . . . ,dm) which does not occur in the indistiguishable case, or equivalently

that the kth detector detects dk photons for all k ∈ {1, . . . ,m}, is then

Pr(d)= |α|2Pri(d)+|β|2Prd(d)

= (
1−|〈φ|ψ〉 |2)

Prd(d),
(5.18)

where Pri(d)= 0 is the probability in the indistinguishable case and Prd(d) is the probability in

the distinguishable case. We thus have∑
d

Pri(d)=0

Pr(d)= (
1−|〈φ|ψ〉 |2) ∑

d
Pri(d)=0

Prd(d). (5.19)

Note that for any measurement outcome d = (d1, . . . ,dm), we have d1 + ·· · + dm = m since an

interferometer is a passive device that does not change the total number of photons. For any

interferometer of size m, we also obtain the following result:

Lemma 5.1. For any detection pattern d,

Prd(d)≥ Pri(d)
m

, (5.20)
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Proof. We consider optical unitary interferometers of size m which take as input one single

photon in a quantum state |φ〉 and m−1 indistinguishable single photons in a state |ψ〉,
one in each spatial mode, indexed from 1 to m. The output modes are measured using

photon number detection. A measurement outcome thus has the form d = (d1, . . . ,dm), with

d1 +·· ·+dm = m.

Recall that the permanent of an m×m matrix A = (ai j)1≤i, j≤m is defined by

Per(A)= ∑
σ∈Sm

m∏
k=1

akσ(k), (5.21)

where Sm is the symmetric group over {1, . . . ,m}. We now compute Pri(d) and Prd(d) for all

detection patterns d.

In the indistinguishable case, m indistinguishable photons, one in each mode, are sent

through a linear optical network described by an m×m unitary matrix U = (ui j)1≤i, j≤m. The

probability of a detection event d can be computed as (see, section 1.4.5 and [AA13])

Pri(d)= |Per(Ud)|2
d!

, (5.22)

where d! = d1! . . .dm! and where Ud is the matrix obtained from U by repeating dk times

the kth column for k ∈ {1, . . . ,m}.

In the distinguishable case, m−1 indistinguishable photons are sent in modes 2, . . . ,m

through a linear optical network described by an m×m unitary matrix U = (ui j)1≤i, j≤m,

along with one additional photon in the first mode in an orthogonal state. Since it is fully

distinguishable from the others, the additional photon behaves independently, hence the

probability of detecting the photon number pattern d for one distinguishable photon and

m−1 indistinguishable photons in input is

Prd(d)=
m∑

k=1
dk 6=0

Pri(d−1k) ·Pri(1k), . (5.23)

This last expression formalises the fact that the m−1 indistinguishable photons give a

detection pattern d−1k which, completed by the additional distinguishable photon in the

kth output mode, forms the pattern d. Developing this expression with Eq. (5.22) yields

Prd(d)= 1
d!

m∑
k=1

dk 6=0

dk|u1k Per(U1,d−1k )|2 (5.24)

where U1,d−1k is the matrix obtained from U by removing the first row, then by repeating dl

times the l th column for l 6= k and by repeating dk −1 times the kth column.
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In order to obtain more readable expressions, we define for all k ∈ {1, . . . ,m} and for any

detection pattern d,

pk(d)=


u1k Per(U1,d−1k )p
d!

if dk 6= 0,

0 otherwise.
(5.25)

Using the Laplace expansion of the permanent, the previous equations (5.22, 5.24) rewrite

Pri(d)=
∣∣∣∣∣ m∑
k=1

dk pk(d)

∣∣∣∣∣
2

, (5.26)

and

Prd(d)=
m∑

k=1
dk|pk(d)|2. (5.27)

Since
∑m

k=1 dk = m, we obtain, using Cauchy-Schwarz inequality with the complex vectors{√
dk

}
1≤k≤m

and
{√

dk pk(d)
}

1≤k≤m
,

Prd(d)≥ Pri(d)
m

, (5.28)

for any detection pattern d.

�

For all d we have ∑
d

Pri(d)=0

Prd(d)+ ∑
d

Pri(d) 6=0

Prd(d)= 1. (5.29)

Combining Lemma 5.1 with Eqs. (5.19) and (5.29) yields

∑
d

Pri(d) 6=0

Pr(d)≥
(

1
m

+ m−1
m

| 〈φ|ψ〉 |2
)
. (5.30)

This last expression is valid for any interferometer and can be used it to retrieve, in the context

of linear optics, the error probability bound for state identity testing under the one-sided error

requirement obtained in Corollary 5.1. Indeed, assume that d is a detection event such that

Pri(d) 6= 0, which could be a disjoint union of multiple detection events, used for an identity test:

if d is obtained we conclude that the states were identical (or equivalently that the photons

were indistinguishable), otherwise we assume that the states were different (or equivalently

that the first photon was distinguishable from the others). The one-sided error requirement

can thus be written as
∑

d,Pri(d) 6=0 Pri(d)= 1: indistinguishable photons always pass the test. For

different input states |φ〉 and |ψ〉, the error probability of the corresponding test is then given by∑
d,Pri(d) 6=0 Pr(d), which by Eq. (5.30) is lower bounded by 1

m + m−1
m | 〈φ|ψ〉 |2.

We now study a particular unitary interferometer, when the size m is a power of 2: the

Hadamard interferometer [Cre15, COR+16]. We show that it provides a simple implementation
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of the swap test of order m. For m = 4 spatial modes (Fig. 5.6), this interferometer is described by

the Hadamard-Walsh transform of order 2:

1p
2

(
H H

H −H

)
(5.31)

where H is a Hadamard matrix, see Eq. (5.1).
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Figure 5.6: Hadamard interferometer with 4 input modes. The dashed red lines represent
balanced beam splitters. The input states are one single photon in state |φ〉 and three single
photons in state |ψ〉, one in each mode.

In the general case, the Hadamard interferometer of order m is described by the Hadamard-Walsh

transform of order n = logm, which is defined by induction:

Hk+1 =
1p
2

(
Hk Hk

Hk −Hk

)
, (5.32)

with H0 = 1 and H1 = H. We can now state our main result linking the Hadamard interferometer

and the swap test of order m.

Theorem 5.3. The output statistics of the Hadamard interferometer of order m can be classically

post-processed in time O(m logm) to reproduce those of the swap test of order m.

Proof. Let us define

S = (si j)1≤i, j≤m =p
m Hn, (5.33)
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thus omitting the normalisation factor. We have

S =
p

2 H⊗·· ·⊗
p

2 H︸ ︷︷ ︸
n times

, (5.34)

where H is a Hadamard matrix. The rows of
p

2 H, together with the element-wise multipli-

cation, form a group isomorphic to Z/2Z, thus the rows of S together with the element-wise

multiplication form a group isomorphic to (Z/2Z)n. As a consequence, multiplying element-

wise all the rows of S by its ith row for a given i amounts to permuting the rows of S.

Let d = (d1, . . . ,dm) and k ∈ {1, . . . ,m} such that dk 6= 0. Let also Sd−1k be the matrix

obtained from S by repeating dl times the l th column for l 6= k and dk −1 the kth column.

For all i ∈ {1, . . . ,m}, one can obtain the matrix S1,d−1k (with the first row removed) from

the matrix Si,d−1k (with the ith row removed) by multiplying element-wise all rows by the

ith row and permuting the rows. Since the permanent is invariant by row permutation we

obtain, for all i ∈ {1, . . . ,m} and all k ∈ {1, . . . ,m1} such that dk 6= 0,

Per(Si,d−1k )= εik(d)Per(S1,d−1k ), (5.35)

where εik(d)= sik
∏m

j=1
(
si j

)d j . Let us define for all d = (d1, . . . ,dm)

π(d)=
m∑

i=1

m∏
j=1

(
si j

)d j . (5.36)

We use the Laplace row expansion formula for the permanent of Sd to obtain, for all

d = (d1, . . . ,dm) and all k ∈ {1, . . . ,m} such that dk 6= 0,

Per(Sd)=
m∑

i=1
sik Per(Si,d−d1k )

=
(

m∑
i=1

sikεik(d)

)
Per(S1,d−1k )

=
(

m∑
i=1

m∏
j=1

(
si j

)d j

)
Per(S1,d−1k )

=π(d)Per(S1,d−1k ),

(5.37)

where we used Eq. (5.35) in the second line. With the general expressions of Pri(d) (5.22)

and Prd(d) (5.24), this equation implies

mPri(d)=π(d)2Prd(d). (5.38)

With the Laplace column expansion formula for the permanent of Sd and the last line of

Eq. (5.37), we also obtain

m2Pri(d)=π(d)2Pri(d). (5.39)
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In particular, combining Eqs. (5.38) and (5.39),

m2π(d)2Prd(d)=π(d)4Prd(d). (5.40)

Now Prd(d) is non-zero for all d, since by Eq. (5.24) it is a sum of moduli squared of

permanents of (2n −1)× (2n −1) matrices, which in turn cannot vanish by a result of [SS83].

Hence the previous equation rewrites

mπ(d)=π(d)2. (5.41)

As a consequence, π(d)= m or π(d)= 0 for all d. Combining Eqs. (5.38) and (5.41) we obtain

π(d) 6= 0⇔π(d)= m

⇔Pri(d) 6= 0

⇔Prd(d)= Pri(d)
m

,

(5.42)

and thus
Pri[π(d)= m]= ∑

π(d)=m
Pri(d)

= ∑
Pri(d)6=0

Pri(d)

= 1.

(5.43)

We also obtain
Prd[π(d)= m]= ∑

π(d)=m
Prd(d)

= 1
m

∑
π(d)=

Pri(d)

= 1
m

.

(5.44)

We finally conclude by combining Eqs. (5.43), (5.44) and (5.19):

Pr[π(d)= m]= ∑
π(d)=m

Pr(d)

= 1
m

+ m−1
m

∣∣〈φ|ψ〉∣∣2 .
(5.45)

The post-processing (i.e., computing π(d)) can be done efficiently in time O(m logm) for any

detection pattern d = (d1, . . . ,dm). Indeed, let Sd be the m×m matrix obtained from S by

repeating dk times the kth column for k ∈ {1, . . . ,m}. The expression π(d) in Eq. (5.36) is the

sum of the product of the elements of each row of Sd. Since the entries of the matrix S are

only +1 and −1, π(d) = m if and only if the number of −1 on the rows of Sd is even for all

rows. The condition π(d)= m can thus be written as a system of m linear equations modulo

2. Since (Z/2Z)n is finitely generated by n elements, the m rows of Sd can be generated with
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at most n rows using element-wise multiplication, for any measurement outcome d. Hence,

computing the parity of the number of −1 on each row of Sd, which is equivalent to testing

π(d) = m, can be done by computing at most n = logm parity equations, with a number of

terms in each equation which is at most m.

A simple induction shows that a possible choice for the rows whose parity has to be tested

is the rows with index 2k +1 for k ∈ {0, . . . ,n−1} (the rows of the matrix being indexed from 1

to m).

�

Note that the group structure invoked in the proof is preserved under permutations, so Theo-

rem 5.3 also applies to the unitary interferometers described by permutations of the Hadamard-

Walsh transform.

The conclusion to be drawn from Theorem 5.3 is that as long as a state |ψ〉 can be encoded

using single photons, then one can perform a swap test of order m with respect to the state

|ψ〉 using the Hadamard interferometer of order m and an efficient classical post-processing of

the measurement outcomes. The post-processing consists in the following parity test: given the

measurement outcome d = (d1, . . . ,dm), where d1+·· ·+dm = m, construct the matrix Sd from the

matrix S =p
m Hn by keeping the kth column only if dk is odd. If the rows (2,3,5, . . . ,2n−1+1) of Sd

all have an even number of −1, output 0. Output 1 otherwise. This means that the post-processing

only requires the parity of the photon number in each output mode.

In particular, the photon number-resolving detectors can be replaced by detecting the parity

of the number of photons in each output mode. Detecting this parity can for example be achieved

with microwave technology [HBR07, VKL+13, SPL+14]. Also only m−1 detectors are necessary,

since the parity of the number of photon in the remaining mode can be deduced from the parities

of the other modes, given that the total number of photons is m. If only the parity is measured,

the discrimination test is non-destructive and the remaining single-mode state is a mixture of

either even or odd photon-number states, depending on the measured parity and the total number

of photons.

Using the argument developed in the proof of Theorem 5.2, by considering the m−1 photons

and the interferometer as a black box (Fig. 5.7) whose outcomes are post-processed as described

above, we also deduce the following result from Theorem 5.3:

Corollary 5.2. The Hadamard interferometer of order m can be used to perform a projective

measurement with error 1
m , using a classical post-processing of its measurement outcomes that

takes time O(m logm).

Interestingly, the unitary interferometers described by the Hadamard-Walsh transform and its

permutations are not the only unitary interferometers which can reproduce the statistics of

a swap test with efficient post-processing, and indeed we present a generalisation in the next

section. However, it is the simplicity of the Hadamard interferometer in terms of experimental
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Figure 5.7: The Hadamard interferometer of order m used as a programmable projective mea-
surement device. A single photon in the state |φ〉 goes through a linear interferometer along with
m−1 indistinguishable single photons in the state |ψ〉. The parity of the number of photons in
each output mode is measured and efficiently post-processed, such that the device outputs 0 with
probability 1

m + m−1
m | 〈φ|ψ〉 |2 and 1 with probability m−1

m (1−|〈φ|ψ〉 |2).

implementation that motivates our interest towards this interferometer. In particular, this

interferometer can be simply implemented with a few balanced beam splitters. A result by

Reck et al. [RZBB94] states that any m×m unitary interferometer can be implemented using

phase shifters and at most m(m−1)
2 beam splitters, possibly unbalanced. For the Hadamard

interferometer, less beam splitters are needed and no phase shifters:

Lemma 5.2. The m×m Hadamard interferometer can be implemented using m logm
2 balanced

beam splitters.

Proof. The size m is a power of 2, with n = logm. We prove by induction over n that there

exist P0(n), . . . ,Pn−1(n) permutation matrices of order m/2, such that

Hn =
n−1∏
k=0

Pk(n) (1m/2 ⊗H)Pk(n)T . (5.46)

Since multiplying matrices is equivalent to setting up experimental devices in sequence, and

given that H is the matrix describing a balanced beam splitter, Eq. (5.46) implies the result

we want to prove.

For n = 1, we have m = 2 and Eq. (5.46) is true with P0(1)= 11. For brevity, we define for all k

H(k) = 1k⊗H. (5.47)

Assuming that Eq. (5.46) is true for n, we use the recursive definition of the Hadamard-Walsh
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transform

Hn+1 = H⊗Hn, (5.48)

along with properties of the tensor product of matrices in order to obtain

Hn+1 = (Hn ⊗ 12)H(m)

=Q (12 ⊗Hn)QT H(m)

=Q

[
12 ⊗

n−1∏
k=0

Pk(n)H(m/2)Pk(n)T

]
QT H(m) (5.49)

=Q

[
n−1∏
k=0

(12 ⊗Pk(n))H(m)
(
12 ⊗Pk(n)T

)]
QT H(m)

=
n−1∏
k=0

[Q (12 ⊗Pk(n))]H(m)[Q (12 ⊗Pk(n))]T H(m),

where Q is a permutation matrix of order m and where in the third line we have used

Eq. (5.46). Setting Pk(n+1) = Q (12 ⊗Pk(n)) for k ∈ {0, . . . ,n−1} and Pn(n+1) = 1m proves

Eq. (5.46) for n+1, since these matrices are permutation matrices of order m. This completes

the induction and the proof of the result.

�

5.2.2 Group generalisation

Using the Hadamard interferometer requires the size parameter m to be a power of 2. This

requirement can be relaxed, possibly raising the experimental requirements at the same time.

Indeed, for any value of m, one can associate to any abelian group of order m an interferometer

of size m which gives the desired statistics. This is the object of the following result that uses the

invariant factor decomposition of an abelian group:

Theorem 5.4. Let G be an abelian group of order m. Then, there exists n ∈N∗ and a1, . . . ,an ∈N∗,

where ai|ai+1 for i ∈ {1, . . . ,n−1} and a1 · · ·an = m, such that the interferometer described by the

m×m unitary matrix

UG := 1p
m

Fa1 ⊗·· ·⊗Fan , (5.50)

where Fa = (e
2iπ
a (k−1)(l−1))1≤k,l≤a is the quantum Fourier transform of order a for all a ∈N∗, can

perform a 1
m -approximate projective measurement with a post-processing of its measurement

outcomes that takes time at most mn. The rows of FG :=p
mUG together with the element-wise

multiplication form a group isomorphic to G .

Proof. We use the notations of the theorem. The invariant factor decomposition of G gives

G ' (Z/a1Z)⊗·· ·⊗ (Z/anZ) , (5.51)
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where n ∈ N∗ and a1, . . . ,an ∈ N∗ are unique, satisfying ai|ai+1 for i ∈ {1, . . . ,n− 1} and

a1 · · ·an = m. Given that the rows of Fa together with the element-wise multiplication form

a group isomorphic to (Z/aZ) for all a ∈N∗, the rows of FG = ( f i j)1≤i, j≤m =p
mUG together

with the element-wise multiplication form a group isomorphic to G .

Since the group structure was the only argument invoked in the proof of Theorem 5.3,

the same conclusion can be drawn here, by following the same argument: for any detection

event d = (d1, . . . ,dm),

Pr[π(d)= m]= 1
m

+ m−1
m

∣∣〈φ|ψ〉∣∣2 , (5.52)

where

π(d)=
m∑

i=1

m∏
j=1

(
f i j

)d j . (5.53)

The group G is finitely generated by n elements, so n rows of FG are sufficient to generate

all its rows by element-wise multiplication. The condition π(d)= m can thus be checked in

time O(mn).

�

In particular, for G ' (Z/mZ), the corresponding interferometer is described by the (normalised)

quantum Fourier transform of order m, while for G ' (Z/2Z)n, we retrieve Theorem 5.3 and the

Hadamard interferometer.

5.3 Programmable projective measurements with coherent
states

The previous scheme for performing programmable measurements with linear optics requires

creation and manipulation of high-dimensional superposition states. In order to simplify the

experimental requirements, we adapt this scheme to an encoding of quantum states in coherent

states of light. Since coherent states are natural realisations of states produced by lasers, they

can be efficiently produced and manipulated experimentally. The coherent state scheme takes

as input a generic single-mode continuous variable quantum state, the test state, and m−1

copies of a coherent state in the program registers, and approximates the projective measurement

{|β〉〈β| ,1−|β〉〈β|} on the input state in a single run, using only threshold detectors. In particular,

we obtain a more faithful projective measurement using coherent states than using a single-

photon encoding.

In what follows, we introduce three different schemes for performing state discrimination

and programmable projective measurement with coherent states: the Hadamard scheme, the

merger scheme, and the looped merger scheme. Further, we give the proof for the optimality of

the coherent state projective measurement performed by all three schemes, under the one-sided

error requirement.
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5.3.1 Coherent state discrimination

The swap test discriminates between two unknown states. If the unknown states are coherent

states instead, then an analogous test can be performed by mixing the states on a balanced beam

splitter and measuring the lower output branch with a single-photon threshold detector (Fig. 5.8).
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Figure 5.8: Balanced beam splitter operation on input states |α〉 and |β〉. The second output mode
is measured with a single-photon threshold detector. The probability of obtaining a click relates
to the distinguishability of the two unknown coherent states.

A beam splitter maps the input modes creation operators {â†, b̂†} to the output modes creation

operators {ĉ†, d̂†} as

â† → 1p
2

(ĉ† + d̂†),

b̂† → 1p
2

(ĉ† − d̂†).
(5.54)

The input state at the beam splitter is

|α〉a ⊗|β〉b , (5.55)

where the subscripts denote the mode in which the coherent states enter the beam splitter. In the

absence of experimental imperfections, this yields the output state∣∣∣∣α+βp
2

〉
c
⊗

∣∣∣∣α−βp
2

〉
d

, (5.56)

for a balanced beam splitter. The probability of obtaining a click in the detector on the second

mode is given by

1−exp
(
−|α−β|2

2

)
= 1−|〈α|β〉|. (5.57)

We now consider the scenario when one receives a single copy of an unknown coherent state

|α〉 and the objective is to check wether if the test state is equal to the reference coherent state

|β〉. Here one has access to multiple copies of the reference state but is limited to just a single

copy of the test state. In the simpler case, the state discrimination can be performed with a
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single copy of the reference state, like in the previous section. This succeeds with a probability

given by Eq. (5.57). In this section, we prove that having multiple copies of the reference state

|β〉 increases the success probability of discriminating with the test state |α〉. For this, we first

provide a generalised interferometer construction, the Hadamard scheme, based on Hadamard

transformations, following the previous section. We then show how this interferometer can be

simplified, thanks to coherent state encoding and we introduce the merger scheme and the looped

merger scheme.

5.3.2 The Hadamard scheme

We consider the Hadamard interferometer over m modes, where m is a power of 2. The input is

now composed of coherent states:

|α〉1 ⊗|β〉2 ⊗·· ·⊗ |β〉m , (5.58)

where the subscript denotes the mode in which the coherent state enters the generalised inter-

ferometer. For brevity, we address this state as |αβ...β〉. All the output modes but the first are

measured with single-photon threshold detectors.

With Eq. (5.32), the Hadamard interferometer of order m is described by the Hadamard-Walsh

transform of order n = logm, which is defined by:

Hn = H⊗n, (5.59)

with H0 = (1) and H1 = H. The input coherent states |αβ . . .β〉 upon interaction with the interfer-

ometer of order m transform as,

|αβ . . .β〉 7→ Hn |αβ . . .β〉 = |δ1δ2 . . .δm〉 , (5.60)

where, with a simple induction, we obtain δ1 = α+(m−1)βp
m and δk = α−βp

m for k > 1. Thus the last

m−1 modes have the same probability of a click when measured with single-photon threshold

detectors. The probability Pr[;] that none of the m−1 detectors clicks is,

Prα,β,m[;]=
m−1∏
k=1

(1−Pr[click in kth mode])

=
m−1∏
k=1

[1− (1−exp(−|δk|2))]

= exp
(
−m−1

m
|α−β|2

)
= (| 〈α|β〉 |2)1− 1

m .

(5.61)

In particular, for all α,β ∈ C, Prα,β,+∞[;] = |〈α|β〉 |2, which corresponds to a perfect projective

measurement of the states |α〉 and |β〉. Writing x = |〈α|β〉 |2 the overlap of the test and reference

states, we obtain

Prx,m[;]= x1− 1
m . (5.62)
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Assigning to the event ‘none of the detectors clicks’ the value 0 and to other detection events (‘at

least one of the m−1 detectors clicks’) the value 1, we obtain a device whose statistics approach

those of a projective measurement, with

Prx,m[0]= 1−Prx,m[1]= x1− 1
m . (5.63)

With Theorem 5.3 and Eq. (5.4), for an m-mode input state |φψ . . .ψ〉 the corresponding statistics

with single-photon encoding are

Prx,m[0]= 1−Prx,m[1]= 1
m

+
(
1− 1

m

)
x. (5.64)

The single-photon encoding implies having m− 1 number-resolving or parity detectors. On

contrary, the encoding with coherent states requires m−1 single-photon threshold detectors.

Experimentally, this is relatively easier to implement. The test based on coherent state also

satisfies the one-sided error requirement: if the states are the same, then their trace distance

is 0 and hence the probability of having the detection event 1 is 0. Moreover, coherent state

encoding provides a more faithful projective measurement than single-photon encoding. Indeed,

the statistics produced by coherent state encoding are closer to the ones of a perfect projective

measurement. For any given value of the overlap x:

∀x ∈ [0,1], x ≤ x1− 1
m ≤ 1

m
+

(
1− 1

m

)
x. (5.65)

In particular, for a given size m, the maximal statistical gap with a perfect projective measure-

ment is,

eSP(m)= max
x∈[0,1]

∣∣∣∣[ 1
m

+
(
1− 1

m

)
x
]
− x

∣∣∣∣
= 1

m
,

(5.66)

for the single-photon encoding, and

eCS(m)= max
x∈[0,1]

∣∣∣(x1− 1
m

)
− x

∣∣∣
= (m−1)m−1

mm

∼ 1
e
· 1

m
,

(5.67)

for the coherent state encoding, which is lower than the single-photon encoding gap. This happens

because for the single-photon encoding no assumption is made about the states |φ〉 and |ψ〉, while

the states |α〉 and |β〉 are assumed to be coherent states. This additional information about the

states allows us to better approximate a perfect projective measurement with the same number

of input states. We show in the next section that there exists a simpler measurement setting

than the Hadamard interferometer, achieving the same performance in the test, due to coherent

state encoding.
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<latexit sha1_base64="Jf+RxYf6uV0qkB8QYUQM9IoKOqo=">AAACD3icbVA9SwNBEN2LXzF+RS1tDoNiY7iLgpZBG8sI5gNyIcxt5i5L9vaO3T0hnPkHNv4VGwtFbG3t/DduPgpNfDDweG+GmXl+wpnSjvNt5ZaWV1bX8uuFjc2t7Z3i7l5DxamkWKcxj2XLB4WcCaxrpjm2EokQ+Ryb/uB67DfvUSoWizs9TLATQShYwChoI3WLx57PwvDBCyTQzAOe9OHU81HDqDJxPAki5NgtlpyyM4G9SNwZKZEZat3il9eLaRqh0JSDUm3XSXQnA6kZ5TgqeKnCBOgAQmwbKiBC1ckm/4zsI6P07CCWpoS2J+rviQwipYaRbzoj0H01743F/7x2qoPLTsZEkmoUdLooSLmtY3scjt1jEqnmQ0OASmZutWkfTDTaRFgwIbjzLy+SRqXsnpUrt+el6tUsjjw5IIfkhLjkglTJDamROqHkkTyTV/JmPVkv1rv1MW3NWbOZffIH1ucPrd2dDw==</latexit>

����
↵ + 3�

2

�

<latexit sha1_base64="EMuBZJ2NM/vscflgweNKBkHlqpI=">AAACEHicbVBNS8NAEN34WetX1aOXYBEFoSStoMeiF48V7Ac0pUy2k3TpZhN2N0KJ/Qle/CtePCji1aM3/43bj4O2Phh4vDfDzDw/4Uxpx/m2lpZXVtfWcxv5za3tnd3C3n5DxamkWKcxj2XLB4WcCaxrpjm2EokQ+Ryb/uB67DfvUSoWizs9TLATQShYwChoI3ULJ57PwvDBCyTQzAOe9OGs4vmoYVSeWJ4EEXLsFopOyZnAXiTujBTJDLVu4cvrxTSNUGjKQam26yS6k4HUjHIc5b1UYQJ0ACG2DRUQoepkk4dG9rFRenYQS1NC2xP190QGkVLDyDedEei+mvfG4n9eO9XBZSdjIkk1CjpdFKTc1rE9TsfuMYlU86EhQCUzt9q0DyYbbTLMmxDc+ZcXSaNcciul8u15sXo1iyNHDskROSUuuSBVckNqpE4oeSTP5JW8WU/Wi/VufUxbl6zZzAH5A+vzByiRnUo=</latexit>

Figure 5.9: Merger scheme with 4 input modes. The input states are one tested state |α〉 and
three local states |β〉, one in each mode. The detectors are single-photon threshold detectors.

5.3.3 The merger scheme

By Lemma 5.2, the Hadamard scheme of size m uses m logm
2 balanced beam splitters and m−1

single-photon threshold detectors. We introduce a simplified scheme over the same number of

modes m, which only uses m−1 balanced beam splitters and logm detectors, and show that

it achieves the same performance than the Hadamard scheme. We refer to this scheme as the

merger scheme, since it merges identical input coherent states into an amplified coherent state in

the first output mode and the vacuum in all other modes.

For m = 4 spatial modes, this interferometer acting on modes {1,2,3,4} is described by the

following unitary matrix:

U4 =


1
2

1
2

1
2

1
2

1p
2

− 1p
2

0 0
1
2

1
2 −1

2 −1
2

0 0 1p
2

− 1p
2



=


1p
2

0 1p
2

0

0 1 0 0
1p
2

0 − 1p
2

0

0 0 0 1

×


1p
2

1p
2

0 0
1p
2

− 1p
2

0 0

0 0 1p
2

1p
2

0 0 1p
2

− 1p
2


= H1,3 × (H1,2 ⊕H3,4),

(5.68)

where Hi, j corresponds to the balanced beam splitter operation acting on modes i and j (where

the modes are indexed from 1 to m) and identity on the other modes (Fig. 5.9).
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The generalised merger interferometer is defined by induction:

Um = H1,m/2+1 × (Um/2 ⊕Um/2), (5.69)

where U1 = H0,1 = H is a Hadamard matrix. This induction relation is illustrated in Fig. 5.10.
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. . .

Um/2
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<latexit sha1_base64="ptXVNPS7Zlk/K36NYRuTS9wwa+4=">AAACA3icbVDLSgMxFM3UV62vUXe6CRbBVZmpgi6LblxWsA/oDCWTudOGZjJDkhHKUHDjr7hxoYhbf8Kdf2PazkJbDwROzrn3JvcEKWdKO863VVpZXVvfKG9WtrZ3dvfs/YO2SjJJoUUTnshuQBRwJqClmebQTSWQOODQCUY3U7/zAFKxRNzrcQp+TAaCRYwSbaS+feQFMGAip2aGmnieByIsLn276tScGfAycQtSRQWaffvLCxOaxSA05USpnuuk2s+J1IxymFS8TEFK6IgMoGeoIDEoP5/tMMGnRglxlEhzhMYz9XdHTmKlxnFgKmOih2rRm4r/eb1MR1d+zkSaaRB0/lCUcawTPA0Eh0wC1XxsCKGSmb9iOiSSUG1iq5gQ3MWVl0m7XnPPa/W7i2rjuoijjI7RCTpDLrpEDXSLmqiFKHpEz+gVvVlP1ov1bn3MS0tW0XOI/sD6/AEOhJht</latexit>n

<latexit sha1_base64="ptXVNPS7Zlk/K36NYRuTS9wwa+4=">AAACA3icbVDLSgMxFM3UV62vUXe6CRbBVZmpgi6LblxWsA/oDCWTudOGZjJDkhHKUHDjr7hxoYhbf8Kdf2PazkJbDwROzrn3JvcEKWdKO863VVpZXVvfKG9WtrZ3dvfs/YO2SjJJoUUTnshuQBRwJqClmebQTSWQOODQCUY3U7/zAFKxRNzrcQp+TAaCRYwSbaS+feQFMGAip2aGmnieByIsLn276tScGfAycQtSRQWaffvLCxOaxSA05USpnuuk2s+J1IxymFS8TEFK6IgMoGeoIDEoP5/tMMGnRglxlEhzhMYz9XdHTmKlxnFgKmOih2rRm4r/eb1MR1d+zkSaaRB0/lCUcawTPA0Eh0wC1XxsCKGSmb9iOiSSUG1iq5gQ3MWVl0m7XnPPa/W7i2rjuoijjI7RCTpDLrpEDXSLmqiFKHpEz+gVvVlP1ov1bn3MS0tW0XOI/sD6/AEOhJht</latexit>
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<latexit sha1_base64="7mYsSHbFjlcE7IqHtf57Y1TOxoQ=">AAAB6nicbVBNSwMxEJ34WetX1aOXYBE81d0q6LHoxWNF+wHtUrJptg1NskuSFcrSn+DFgyJe/UXe/Dem7R609cHA470ZZuaFieDGet43WlldW9/YLGwVt3d29/ZLB4dNE6easgaNRazbITFMcMUallvB2olmRIaCtcLR7dRvPTFteKwe7ThhgSQDxSNOiXXSgzyv9kplr+LNgJeJn5My5Kj3Sl/dfkxTyZSlghjT8b3EBhnRllPBJsVualhC6IgMWMdRRSQzQTY7dYJPndLHUaxdKYtn6u+JjEhjxjJ0nZLYoVn0puJ/Xie10XWQcZWklik6XxSlAtsYT//Gfa4ZtWLsCKGau1sxHRJNqHXpFF0I/uLLy6RZrfgXler9Zbl2k8dRgGM4gTPw4QpqcAd1aACFATzDK7whgV7QO/qYt66gfOYI/gB9/gC0wY1q</latexit>

Figure 5.10: General merger scheme of size m, with one copy of |α〉 and m−1 copies of |β〉: the first
output modes of two interferometers described by Um/2 are mixed on a balanced beam splitter.
Indexing the spatial modes from 1 to m, the 2k+1 output modes are measured with single-photon
threshold detectors, for k = 0. . .n−1.

Indexing the spatial modes from 1 to m, the 2k +1 output modes are measured with single-

photon threshold detectors, for k = 0. . .n−1. A simple induction shows that the output state in

the 2k +1 output mode is
∣∣∣ α−βp

2k+1

〉
. Hence, the probability that none of the n = logm detectors

clicks is given by

Prα,β,m[;]=
n−1∏
k=0

(1−Pr[click in the 2k th mode])

=
n−1∏
k=0

[
1−

(
1−exp

(
−

∣∣∣∣α−β
2

k+1
2

∣∣∣∣2))]

= exp

(
−

n−1∑
k=0

(
1
2

)k+1
|α−β|2

)

= exp
(
−m−1

m
|α−β|2

)
= (| 〈α|β〉 |2)1− 1

m ,

(5.70)
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thus retrieving the statistics obtained with the Hadamard scheme, using only n = logm detectors.

Moreover, a simple induction shows that the merger interferometer can be implemented with

only m−1 balanced beam splitters.

Noting the recursive character of the merger scheme, we present another possible implementa-

tion of the merger scheme using a looped beam splitter interaction, one single-photon threshold

detector and an active optical element, namely an active amplitude modulator (Fig. 5.11).

|↵i
<latexit sha1_base64="MNhi9+ia6+BJBNK68CK5aNTFUz0=">AAAB9XicbVBNS8NAEN3Ur1q/qh69BIvgqSRV0GPRi8cK9gOaWCbbSbt0swm7G6XE/g8vHhTx6n/x5r9x2+agrQ8GHu/NMDMvSDhT2nG+rcLK6tr6RnGztLW9s7tX3j9oqTiVFJs05rHsBKCQM4FNzTTHTiIRooBjOxhdT/32A0rFYnGnxwn6EQwECxkFbaT7Jw94MgRPghhw7JUrTtWZwV4mbk4qJEejV/7y+jFNIxSaclCq6zqJ9jOQmlGOk5KXKkyAjmCAXUMFRKj8bHb1xD4xSt8OY2lKaHum/p7IIFJqHAWmMwI9VIveVPzP66Y6vPQzJpJUo6DzRWHKbR3b0wjsPpNINR8bAlQyc6tNhyCBahNUyYTgLr68TFq1qntWrd2eV+pXeRxFckSOySlxyQWpkxvSIE1CiSTP5JW8WY/Wi/VufcxbC1Y+c0j+wPr8Adr5kr0=</latexit>
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AM

Figure 5.11: The looped merger scheme. The coherent pulse |α〉 is sent once, while at each loop
a new coherent pulse |β〉 is sent. An optical switch ensures a closed loop after the first pulse
|α〉 passes through. An amplitude modulator (AM) transforms the k-th pulse |β〉 to |

p
2k β〉, k

starting at 0.

This setup now uses an active optical element and a constant number of passive linear optical

elements and approximates a perfect projective measurement up to arbitrary precision. By

construction, the statistics of the setup after m−1 pulses |β〉 sent reproduce those of the merger

scheme of size m.

The three schemes discussed provide experimentally-friendly devices to perform a variety of

quantum information processing tasks using coherent states, ranging from state discrimination

to programmable projective measurements, in a non-destructive manner. These schemes are also

optimal for coherent state discrimination:

Theorem 5.5. The Hadamard interferometer and the merger interferometer are optimal for

coherent states discrimination, under the one-sided error requirement.

Proof. The proof extends results from [SZP+07]. We first start by deriving the optimal

POVM for discriminating coherent states under the one-sided error requirement.

Let {Π0,Π1} be a POVM for discriminating coherent states |α〉 and |β〉 under the one-sided

error requirement, when provided a single copy of |α〉 and m−1 copies of |β〉 (the proof

of [SZP+07] assumes m = 2). The operator Π0 corresponds to saying that the states |α〉 and
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|β〉 are the same, while the operator Π1 corresponds to saying that they are different. These

operators thus verify the following conditions:

Π0,Π1 ≥ 0, Π0 +Π1 = 1, (5.71)

and

∀α ∈C,Tr
[
Π1 |α〉〈α|⊗m]= 0, (5.72)

where the last condition is the one-sided error requirement. Integrating this condition over

C yields

0=
∫

d2αTr
[
Π1 |α〉〈α|⊗m]=Tr[Π1∆m] , (5.73)

where we have defined

∆m =
∫

d2α |α〉〈α|⊗m ≥ 0. (5.74)

Note that the condition in (5.73) is equivalent to the one-sided requirement in (5.72) because

the operators Π1 and |α〉〈α|⊗m are positive.

The operator m
π
∆m is actually a projector. This result can be obtained by writing the

state |α〉 in the Fock basis and an integration in polar coordinates, where α= reiθ, as follows:

writing

|α〉 = e−
|α|2

2

+∞∑
k=0

αk
p

k!
|k〉, (5.75)

we obtain

∆m =
∫

d2α exp[−m|α|2]
∞∑

k j ,l j=0
∀ j∈[m]

α
∑

j k j (α∗)
∑

j l j√
k1! . . .km!l1! . . . lm!

|k1 . . .km〉〈l1 . . . lm|

=
∞∑

k j ,l j=0

|k1 . . .km〉〈l1 . . . lm|√
k1! . . .km!l1! . . . lm!

∫ ∞

r=0
dr exp[−mr2]r1+∑

j k j+l j

∫ 2π

θ=0
dθ exp[iθ

∑
j

(k j − l j)]

= π

m

∞∑
k j ,l j=0

δ∑
j k j ,

∑
j l j

m
∑

j k j
2 m

∑
j l j
2

√
(
∑

j k j)!(
∑

j l j)!
k1! . . .km!l1! . . . lm!

|k1 . . .km〉〈l1 . . . lm|

= π

m

∞∑
p=0

∑
∑

j k j=p∑
j l j=p

m−p

√
p!

k1! . . .km!

√
p!

l1! . . . lm!
|k1 . . .km〉〈l1 . . . lm|

= π

m

∞∑
p=0

|χm
p 〉〈χm

p |,
(5.76)

where we have defined for all p ≥ 0,

|χm
p 〉 = m−p/2 ∑

∑
j k j=p

√
p!

k1! . . .km!
|k1 . . .km〉. (5.77)
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With the multinomial formula, we obtain 〈χm
p |χm

p 〉 = 1 for all p ≥ 0, and since the states |χm
p 〉

have exactly p photons, we have 〈χm
p |χm

q 〉 = δpq for all p, q ≥ 0. The states |χm
p 〉 thus are

orthonormal and with Eq. (5.76), the operator m
π
∆m is a projector.

By Eq. (5.73), the supports of Π1 and m
π
∆m are disjoint, and by Eq. (5.72) we have

Π0 +Π1 = 1, so the support of m
π
∆m is included in the support of Π0. The optimal POVM

{Πopt
0 ,Πopt

1 } for state discrimination minimises the error probability, hence with the one-sided

error requirement Πopt
0 must have minimal support, meaning that

Π
opt
0 = m

π
∆m =

+∞∑
p=0

|χm
p 〉〈χm

p | and Π
opt
1 = 1−Πopt

0 . (5.78)

Note that, with the same proof, this choice of POVM is also optimal in the generalised setting

where one is given one unknown generic state and m−1 unknown coherent states, and is

asked to test if all the states are identical or not.

We now show that the POVM {Πh
0 ,Πh

1 } corresponding to the Hadamard interferometer with

a threshold detection of the last m−1 modes is optimal for coherent state discrimination

under the one-sided error requirement, i.e., that

Πh
0 =Πopt

0 , (5.79)

where Πopt
0 is defined in Eq. (5.78). We have

Πh
0 = Ĥ†

nΠ
d
0 Ĥn, (5.80)

where Ĥn is the unitary evolution corresponding to the action of the interferometer of

order m defined in Eq. (5.59), with n = logm, and Πd
0 = 1⊗|0〉〈0|⊗m−1 is the POVM operator

corresponding to the event where none of the m−1 threshold detectors clicks. We obtain

Πh
0 = Ĥ†

n
(
1⊗|0〉〈0|⊗m−1)

Ĥn

=
+∞∑
p=0

H̃†
n
(|p〉〈p|⊗ |0〉〈0|⊗m−1)

Ĥn.
(5.81)
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For k = 1. . .m, we write a†
k the creation operator for the kth mode. For all p ≥ 0 we have

Ĥ†
n
(|p〉⊗ |0〉⊗m−1)= 1√

p!
Ĥ†

n(â†
1)p |0〉⊗m

= 1√
p!

(Ĥ†
nâ†

1Ĥn)p |0〉⊗m

= m−p/2√
p!

(â†
1 +·· ·+ â†

m)p |0〉⊗m

= m−p/2√
p!

∑
k1+···+km=p

p!
k1! . . .km!

(â†
1)k1 . . . (â†

m)km |0〉⊗m

= m−p/2 ∑
k1+···+km=p

√
p!

k1! . . .km!
|k1 . . .km〉

= |χm
p 〉 ,

(5.82)

where we have used Ĥn |0〉⊗m = |0〉⊗m, Ĥ†
nĤn = 1, Ĥ†

nâ†
1Ĥn = â†

1+···+â†
mp

m , the multinomial

formula, and Eq. (5.77). With Eqs. (5.78) and (5.81), this concludes the proof.

Given that the statistics obtained with the merger scheme and the looped merger scheme

mimic those of the Hadamard scheme, these schemes are also optimal for the same discrimi-

nation task.

�

While these device are relatively easy to implement, any implementation will suffer from ex-

perimental imperfections. In the next section, we investigate how such imperfections affect the

performance of the merger scheme, for m = 4 modes.

5.3.4 Experimental imperfections

In this section, we analyse the performance of the merger scheme in presence of experimental

imperfections. Our error model is the following, with three major sources of error: (i) the limited

detector efficiency and channel transmission loss, characterized by a parameter 0≤ η≤ 1, which

changes the coherent state |α〉 to |pηα〉 thus reducing the probability of obtaining a click using a

single-photon threshold detector by a factor η; (ii) the limited beam-splitter visibility 0≤ ν≤ 1,

which may lead to a click in the wrong detector, and (iii) the dark count in the detectors charac-

terized by a probability pdark. For our analysis, the click probability due to the coherent states

is of O(1) and thus significantly larger than the dark count probability pdark ∼ 10−8. The dark

counts can thus be safely ignored.

For m = 2, when the input |α〉, |β〉 is fed in an imperfect beam splitter, the transformation from
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η ν pdark
Exp. 0.9 (98.8±0.3)% (1±0.1)∗10−8

Table 5.1: Table illustrating the experimental parameters used in simulation of our results.
The dark-count rate, pdark, achievable with super-conducting detectors [SJZ+18]. The standard
values are set-up efficiency, η, and beam splitter visibility ν are from [KKD19].

input modes {â†, b̂†} into the output modes {ĉ†, d̂†}, is the following:

|α〉a ⊗|β〉b 7→
∣∣∣∣pν α+βp

2
+
p

1−ν α−βp
2

〉
c
⊗

∣∣∣∣pν α−βp
2

+
p

1−ν α+βp
2

〉
d

. (5.83)

The corresponding unitary transformation is

H′ = 1p
2

(
A B

A −B

)
, (5.84)

where A =p
ν +p

1−ν , and B =p
ν −p

1−ν .

We consider the case of m = 4 spatial modes (Fig 5.9), indexed from 1 to 4. We apply the

imperfect transformation on the input |αβββ〉. This results in

|αβββ〉 7→U ′
4 |αβββ〉 = |δ1δ2δ3δ4〉 , (5.85)

where from Eq. (5.68) we derive

U ′
2 = H′

1,3 × (H′
1,2 ⊕H′

3,4)

=


1
2 A2 1

2 AB 1
2 AB 1

2 B2

1p
2

A − 1p
2

B 0 0
1
2 A2 1

2 AB −1
2 AB −1

2 B2

0 0 1p
2

A − 1p
2

B

 ,
(5.86)

with A =p
ν +p

1−ν and B =p
ν −p

1−ν . We obtain δ2 = Aα−Bβp
2

, and δ3 = A2α−B2β
2 . Adding the

channel and detector losses η, the output is mapped as δk 7→p
ηδk, for all k.

Similar to the analysis without experimental imperfection, we detect the output modes 1

and 2 of the imperfect merger interferometer, with the coherent state input being |αβββ〉. The

probability that none of the two detectors clicks is given by

exp
(−η(|δ2|2 +|δ3|2)

)
. (5.87)

Assigning to the detection event no detector clicks the value 0, and to other detection events, i.e.,

at least one of the detectors clicks, the value 1, we obtain a device whose statistics approximate

those of a projective measurement.

When the states are the same, the completeness, which is the probability of not obtaining the

detection event 1 is

cexp
4 = exp(−2η(1−ν)(1+2ν)|α|2). (5.88)
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We observe that if ν= 1 (no imperfections), then cexp
4 = 1, thus we obtain perfect completeness.

For the imperfection values of Table 5.1, the value of cexp
4 is close to 1 for small |α|2 values.

The analogous completeness for m = 2 is

cexp
2 = exp(−2η(1−ν)|α|2). (5.89)

From Eq. (5.89) and Eq. (5.88), we observe that cexp
2 ≤ cexp

4 , which implies that the complete-

ness for the m = 4 scheme is less than the completeness for the m = 2 scheme. The reduction

in completeness probability for the m = 4 scheme is precisely what accounts for a lower fail-

ure probability when the local and reference states are different, which we detail in the next

paragraph.

If the states are different, the probability of obtaining the detection event 1 (soundness) is given

by:

Lemma 5.3.

sexp
4 = 1−exp

[
(4ν2 −1)|α−β|2 +4

[
(1+2ν)(1−ν)+2

√
ν(1−ν)

]
|α|2

+4
[
(1+2ν)(1−ν)−2

√
ν(1−ν)

]
|β|2

)]
.

(5.90)

Proof. When the states are different, the probability of obtaining the detection event 0

(failure probability) is

1− s4 = exp
(
−η

4
A

)
, (5.91)

where
A = 2

∣∣∣pν (α−β)+
p

1−ν (α+β)
∣∣∣2 + ∣∣∣α−β+2

√
ν(1−ν) (α+β)

∣∣∣2
= (1+2ν)|α−β|2 +2(1+2ν)(1−ν)|α+β|2 +8

√
ν(1−ν) (|α|2 −|β|2),

(5.92)

where we used (α−β)(α+β)∗+(α−β)∗(α+β)= 2|α|2−2|β|2. Using |α+β|2 = 2|α|2+2|β|2−|α−β|2
we obtain

A = (4ν2−1)|α−β|2+4
[
(1+2ν)(1−ν)+2

√
ν(1−ν)

]
|α|2+4

[
(1+2ν)(1−ν)−2

√
ν(1−ν)

]
|β|2.

(5.93)

�

The analogous soundness in m = 2 experimental imperfection scheme is

sexp
2 = 1−exp

[
−η

(
ν− 1

2

)
|α−β|2 −η

(
1−ν+

√
ν(1−ν)

)
|α|2 −η

(
1−ν−

√
ν(1−ν)

)
|β|2

]
. (5.94)

We then obtain:

Lemma 5.4. For all experimental parameters,

sexp
2 ≤ sexp

4 . (5.95)
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Proof. We have

sexp
2 = 1−exp

[
−η

(
ν− 1

2

)
|α−β|2 −η

(
1−ν+

√
ν(1−ν)

)
|α|2

−η
(
1−ν−

√
ν(1−ν)

)
|β|2

]
≡ 1−exp[−ηA2],

(5.96)

and
sexp

4 = 1−exp
[
−η

(
ν2 − 1

4

)
|α−β|2

−η
(
(1+2ν)(1−ν)+2

√
ν(1−ν)

)
|α|2

−η
(
(1+2ν)(1−ν)−2

√
ν(1−ν)

)
|β|2

]
≡ 1−exp[−ηA4].

(5.97)

Since the function x 7→ 1− e−x is increasing, it is sufficient to show that A2 ≤ A4 for all α,β.

Writing α= reiφ and β= teiψ, where r, t ≥ 0 and φ,ψ ∈ [0,2π], we obtain

A4 − A2 =
(1
4
+ν(1−ν)+

√
ν(1−ν)

)
r2

+
(1
4
+ν(1−ν)−

√
ν(1−ν)

)
t2

−2rt
(1
4
−ν(1−ν)

)
cos(φ−ψ).

(5.98)

This last expression is a polynomial of degree 2 in r, with a positive leading coefficient. Thus

if its discriminant is negative, then the expression is always positive. The discriminant is

∆= 4t2
[(1

4
−ν(1−ν)

)2
cos(φ−ψ)2 −

(1
4
+ν(1−ν)+

√
ν(1−ν)

)(1
4
+ν(1−ν)−

√
ν(1−ν)

)]
≤−6t2ν(1−ν)

≤ 0,
(5.99)

where the second line is obtained by using cos(φ−ψ)≤ 1. Hence for all experimental parame-

ters within the error model we consider, we have sexp
2 ≤ sexp

4 .

�

Hence, the experimental m = 4 scheme outperforms the m = 2 scheme in soundness for all

values of the noise parameters. On the other hand, the completeness of the scheme suffers from

experimental imperfections.
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5.4 Discussion and open problems

We have identified a connection between unknown quantum state discrimination and quantum-

programmable measurements. We have presented an optimal scheme for a programmable projec-

tive measurement device, and a linear optical implementation, with the Hadamard interferometer

and single-photon encoding, which is straightforward and efficient. This could for example be

used to design a photonic circuit which would act as a universal projective measurement device

for a broad range of potential applications from quantum information and cryptography to tests

of contextuality.

Our scheme can also be interpreted as an optimal swap test when one has a single copy of

one state, and m−1 of the other. We have chosen to phrase the problem in terms of m−1 copies

of the state |ψ〉. In principle we could have chosen any other encoding of the quantum input into

m−1 registers. The reason for this choice is twofold. Firstly it is part of the envisaged problem

setting—we imagine a device producing states encoding our measurement, for example these

could be the output of a computation. Secondly we do so in order to separate as much as possible

the resource of m−1 program systems and the process of translating them into a measurement.

In particular if one had any other encoding, for example into some entangled states, this encoding

process could be incorporated into the circuit representing the generic measurement apparatus.

In this sense the most quantum information that can be contained about the state |ψ〉 in m−1

systems is m−1 copies of the state |ψ〉—anything more can be done afterwards. This result also

provides a natural interpretation of the notion of projective measurement in quantum mechanics,

as a comparison between one state and several copies of another state using an interferometer:

in the macroscopic limit, when many copies of a reference eigenstate are available, we retrieve a

macroscopic classically programmable quantum measurement set up.

In order to reduce the experimental requirements, we have also presented an optimal pro-

grammable measurement scheme that projects the incoming single mode state in the test register

into a local coherent state basis of the program registers. Our scheme is implemented using

balanced beam splitters and single-photon threshold detectors. Threshold detectors with high

efficiency and ultra low dark counts are commercially available [SJZ+18]. Additionally, the

numbers of detectors needed is logarithmic in the size of the interferometer, which itself is com-

posed only of a linear number of balanced beam splitters. This implementation using coherent

states can act as a backbone in improving the performance of a range of quantum protocols

in communication complexity [BCWDW01, dB04], cryptography and computational regimes

[ABD+08, MKB05, WRD+06, HM13, EAO+02, LMR13].

For completeness, it would be interesting to characterise the full class of interferometers that

are optimal for state identity testing under the one-sided error requirement, as we only gave a

broad class of such interferometers using a group construction. It would be also interesting to

consider the influence of real experimental conditions in a more general setting.
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6
QUANTUM WEAK COIN FLIPPING WITH LINEAR OPTICS

Weak coin flipping is among the fundamental cryptographic primitives which ensure

the security of modern communication networks. It allows two mistrustful parties to

remotely agree on a random bit when they favor opposite outcomes. Unlike other two-

party computations, one can achieve information-theoretic security using quantum mechanics

only: both parties are prevented from biasing the flip with probability higher than 1/2+ε, where

ε is arbitrarily low. Classically, the dishonest party can always cheat with probability 1 unless

computational assumptions are used. Despite its importance, no physical implementation has

been proposed so far for quantum weak coin flipping.

In this chapter, we present a practical protocol for quantum weak coin flipping that requires a

single photon and linear optics only. We show that it is secure even when threshold single-photon

detectors are used, and reaches a bias as low as ε = 1/
p

2 −1/2 ≈ 0.207. We further show that

the protocol may display quantum advantage over a few hundred meters with state-of-the-art

technology.

This chapter is based on [BCKD20].

6.1 Weak coin flipping protocol with linear optics

Compared to weak coin flipping, where two mistrustful parties wish to remotely agree on the

outcome of a coin flip when they favor different outcomes, the cryptographic task of strong coin

flipping corresponds to the case where they want to agree on an unbiaised random bit when

they do not necessarily favor a particular outcome. Despite its name, strong coin flipping is less

general than weak coin flipping in the sense that optimal strong coin flipping protocols may be

designed which use weak coin flipping protocols as a subroutine [CK09].
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While quantum strong coin flipping protocols have been experimentally demonstrated [MTVUZ05,

BBB+11, PJL+14], no implementation has been proposed for quantum weak coin flipping. This

may be explained by two reasons. First, it is difficult to find an encoding and implementation

which is robust to losses: a dishonest party may always declare an abort when they are not

satisfied with the flip’s outcome. Second, none of the proposed quantum weak coin flipping

protocols [SR02, KN04, Moc04, Moc05, Moc07, ACG+16, ARW19, ARV19] translate trivially

into a simple experiment: they all involve performing single-shot generalized measurements or

generating beyond-qubit states.

We introduce a family of quantum weak coin flipping protocols, inspired by [SR02], which

achieve biases as low as ε= 1/
p

2 −1/2≈ 0.207. Our protocols involve simple projective measure-

ments instead of generalized ones, require a single photon and linear optics only, and need at

most three rounds of communication between the parties. The information is encoded by mixing

a single photon with vacuum on an unbalanced beam splitter, which generates entanglement

[MBH+13]: both parties may then agree on a random bit, while the entanglement is simultane-

ously verified. This encoding is very robust to noise, as the single photon need not be pure or

indistinguishable from other photons in any degree of freedom, save photon number. We also

use a version of our schemes to construct a quantum strong coin flipping protocol with bias

≈ 0.31. We further derive a practical security proof for both number-resolving and threshold

single-photon detectors, considering the extension to infinite-dimensional Hilbert spaces. Since

the presence of losses may enable classical protocols to reach lower cheating probabilities than

quantum protocols, we finally show that our quantum protocol bears no classical equivalent over

a few hundred meters of lossy optical fiber and non-unit detection efficiency.

In the honest protocol, Alice and Bob wish to toss a fair coin, with a priori knowledge that they

each favor opposite outcomes. Fig. 6.1 represents the implementation of the honest protocol,

which follows five distinct steps. Defining x ∈ [0, 1
2 ] as a free protocol parameter, these read:

• Alice mixes a single photon with the vacuum on a beam splitter of reflectance x.

• Alice keeps the first half of the state obtained, and sends the second half to Bob.

• Bob mixes the half he receives with the vacuum on a beam splitter of reflectance y =
1− 1

2(1−x) .

• Bob measures the second register of his state with a single-photon detector, and broadcasts

the outcome c ∈ {0,1}.

• The last step is a verification step, which splits into two cases. If c = 0, Alice sends her half

of the state to Bob, who mixes it with his half on a beam splitter of reflectance z = 2x. He

then measures the two output modes with single-photon detectors. He declares Alice the

winner if the outcome (1,0) is obtained. If c = 1: Bob discards his half, and Alice measures

her half with a single-photon detector. If the outcome is (0), Bob is declared winner.
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Figure 6.1: Representation of the honest protocol. The dashed boxes indicate Alice and
Bob’s laboratories, respectively. Dashed red lines represent beam splitters, with the reflectance
indicated in red. |0〉 and |1〉 are the vacuum and single photon Fock states, respectively. Curly
lines represent fiber used for quantum communication from Alice to Bob, or delay lines within
Alice’s or Bob’s laboratory, when waiting for the other party’s communication. Bob broadcasts
the classical outcome c, which controls an optical switch on Alice’s side. The protocol when Bob
declares c = 0/1 is represented in orange/green. The final outcomes are the expected outcomes
when both parties are honest.

6.1.1 Completeness

In what follows, we let the parameters x, y, z vary freely, and derive the relations these parameters

need to satisfy to enforce a honest protocol without abort cases. We show that for the specific

relations indicated above the protocol is fair, i.e., the probability of winning for each party is 1
2

when they are both honest.

Single photons are quantized excitations of the electromagnetic field, which are described

by the action of the creation operator onto the vacuum. Beam splitters act linearly on creation

operators and leave invariant the vacuum. More precisely, a beam splitter of reflectance r acting

on modes k, l maps the creation operators â†
k and â†

l of the input modes onto b̂†
k and b̂†

l , where(
b̂†

k
b̂†

l

)
= H(r)

kl

(
â†

k
â†

l

)
, (6.1)

with

H(r)
kl =

( p
r

p
1− rp

1− r −pr

)
. (6.2)
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Hence, the evolution of the quantum state over the three modes up to Bob’s first measurement

reads:
|100〉 →

(x),12

p
x |100〉+

p
1− x |010〉

→
(y),23

p
x |100〉+

√
(1− x)y |010〉

+
√

(1− x)(1− y) |001〉 ,

(6.3)

where the notation (r),kl indicates the reflectance of the beam splitter and the corresponding

spatial modes. The probability that Bob obtains outcome c = 1 when measuring the third register

thus is Pr[1] = (1− x)(1− y), while the probability of outcome c = 0 is Pr[0] = 1−Pr[1]. Setting

y= 1− 1
2(1−x) ensures Pr[0]=Pr[1]= 1

2 .

When c = 1, the state on modes 1 and 2 is projected onto |00〉, while c = 0 projects the state

onto
p

2x |10〉+p
1−2x |01〉. In the first case, the measurement performed by Alice outputs (0)

with probability 1. In the second case, the measurement performed by Bob outputs (1,0) with

probability 1 when

z = x
1− (1− x)(1− y)

= 2x. (6.4)

In that case, the probability that Alice (resp. Bob) wins is directly given by P(A)
h = Pr[0] (resp.

P(B)
h =Pr[1]). This shows that the protocol is fair, since Pr[0]=Pr[1]= 1

2 .

In the following, we make use of a simple reduction which allows us to simplify calculations in

the proofs:

Lemma 6.1. Let U = (H(z) ⊗ 1)(1⊗H(y)), with z > 0. For all density matrices τ,

Tr[(τ⊗|0〉〈0|)U†(1⊗|00〉〈00|)U]=Tr[(τ⊗|0〉〈0|)V †(|0〉〈0|⊗ 1⊗|0〉〈0|)V ], (6.5)

where V = (1⊗H(b))(H(a) ⊗ 1)(1⊗R(π)⊗ 1), with a = y(1−z)
1−(1−y)(1−z) and b = 1− (1− y)(1− z), and R(π)

a phase shift of π acting on mode 2.

Proof. The action of U on the creation operators is given by

U =


p

z
p

1− z 0p
1− z −pz 0

0 0 1




1 0 0

0
py

√
1− y

0
√

1− y −py



=


p

z
√

y(1− z)
√

(1− y)(1− z)p
1− z −pyz −√

(1− y)z

0
√

1− y −py

 .

(6.6)

Linear interferometers map product coherent states onto product coherent states, and, for
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all α ∈C, we have that U† |α00〉 = |β1β2β3〉, where
β1

β2

β3

=


α
p

z

α
√

y(1− z)

α
√

(1− y)(1− z)

 . (6.7)

We have V = (1⊗H(b))(H(a) ⊗ 1)(1⊗R(π)⊗ 1), with a,b ∈ [0,1], and R(π) a phase shift of π

acting on mode 2. The action of V on the creation operators is given by

V =


1 0 0

0
p

b
p

1−b

0
p

1−b −pb




p
a

p
1−a 0p

1−a −pa 0

0 0 1




1 0 0

0 −1 0

0 0 1



=


p

a −p1−a 0p
b(1−a)

p
ab

p
1−bp

(1−a)(1−b)
p

a(1−b) −pb

 .

(6.8)

For all α ∈C, V † |0α0〉 = |γ1γ2γ3〉, where
γ1

γ2

γ3

=


α
p

b(1−a)

α
p

ab

α
p

1−b

 . (6.9)

Since a = y(1−z)
1−(1−y)(1−z) and b = 1− (1− y)(1− z), we have b(1−a)= z, ab = y(1− z), and 1−b =

(1− y)(1− z), so (β1,β2,β3)= (γ1,γ2,γ3).

Then,

Tr[(τ⊗|0〉〈0|)U†(1⊗|00〉〈00|)U]= 1
π

∫
C

d2αTr[(τ⊗|0〉〈0|)U† |α00〉〈α00|U]

= 1
π

∫
C

d2αTr[(τ⊗|0〉〈0|)V † |0α0〉〈0α0|V ]

=Tr[(τ⊗|0〉〈0|)V †(|0〉〈0|⊗ 1⊗|0〉〈0|)V ],

(6.10)

where we used the completeness relation of coherent states 1= 1
π

∫
C |α〉〈α|d2α.

�

6.1.2 Soundness

We now derive the soundness of the protocol. Namely, we obtain the maximal winning probabilities

when Bob is dishonest and Alice is honest, and vice versa.

Lemma 6.2. Bob’s optimal cheating probability is given by

P(B)
d = 1− x. (6.11)
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Proof. Dishonest Bob should always declare the outcome c = 1 in order to maximize his

winning probability. The outcome of the coin flip is then confirmed if Alice obtains the

outcome 0 upon verification. Bob thus needs to maximize the probability of the outcome 0,

applying a general quantum operation to his half of the state. However, the probability that

the detector clicks is independent of Bob’s action. It is given by x, so that Bob’s winning

probability is upper bounded by (1− x). This upper bound is reached if Bob discards his half

of the state and broadcasts c = 1. Bob’s optimal cheating probability thus is P(B)
d = 1− x.

�

Alice wins when Bob declares c = 0 and the outcome of his quantum measurement is (1,0). The

most general strategy of dishonest Alice is to send a (mixed) state σ, while Bob performs the rest

of the protocol honestly. Assuming honest Bob has number-resolving detectors, we obtain the

following result:

Lemma 6.3. Alice’s optimal cheating probability when Bob has number resolving detectors is

given by

P(A)
d = 1− (1− y)(1− z). (6.12)
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Figure 6.2: Dishonest Alice. Alice aims to maximize the outcome (1,0,0): an outcome 0 on the
third mode means that Bob declared Alice the winner, while an outcome (1,0) for modes 1 and
2 means that Alice passed Bob’s verification. The reflectances of the beam splitter are given by
y= 1− 1

2(1−x) and z = 2x.

Proof. When using number-resolving single-photon detectors, any projection onto the n > 1

photon subspace leads to Alice getting caught cheating. Alice must therefore maximize the

overlap with the projective measurement |100〉〈100| only (Fig. 6.2).

Let σ be the state sent by Alice. Let U = (H(z) ⊗ 1)(1⊗H(y)), with z = x
1−(1−x)(1−y) . Alice

needs to maximize the probability of the overall outcome (1,0,0), which is given by

P(A)
d =Tr[U(σ⊗|0〉〈0|)U† |100〉〈100|], (6.13)

since Bob uses number-resolving detectors. By convexity of the probabilities, we may assume
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without loss of generality that Alice sends a pure state σ= |ψ〉〈ψ|, which allows us to write:

P(A)
d =Tr[U(|ψ〉〈ψ|⊗ |0〉〈0|)U† |100〉〈100|]

=Tr[(|ψ〉〈ψ|⊗ |0〉〈0|)U† |100〉〈100|U]

=Tr[〈ψ|⊗〈0|U† |100〉〈100|U |ψ〉⊗ |0〉].
(6.14)

We have:
U† |100〉 = (1⊗H(y))(H(z) ⊗ 1) |100〉

= (1⊗H(y))(
p

z |100〉+
p

1− z |010〉)
=p

z |100〉+
√

y(1− z) |010〉+
√

(1− y)(1− z) |001〉 ,

(6.15)

and therefore:

U† |100〉〈100|U =z |100〉〈100|+ y(1− z) |010〉〈010|+ (1− y)(1− z) |001〉〈001|
+

√
yz(1− z) (|100〉〈010|+ |010〉〈100|)

+
√

z(1− y)(1− z) (|100〉〈001|+ |001〉〈100|)
+ (1− z)

√
y(1− y) (|010〉〈001|+ |001〉〈010|) .

(6.16)

Substituting back into Eq. (6.14) then reduces to:

P(A)
d = 〈ψ|

(
z |10〉〈10|+ y(1− z) |01〉〈01|+

√
yz(1− z) (|10〉〈01|+ |01〉〈10|)

)
|ψ〉

= 〈ψ|
(p

z |10〉+
√

y(1− z) |01〉
)(p

z 〈10|+
√

y(1− z) 〈01|
)
|ψ〉

=
∣∣∣〈ψ|(pz |10〉+

√
y(1− z) |01〉

)∣∣∣2 .

(6.17)

Using Cauchy-Schwarz inequality then allows us to upper bound P(A)
d as:

P(A)
d ≤ ‖ψ‖2

∥∥∥(p
z |10〉+

√
y(1− z) |01〉

)∥∥∥2 ≤ (1− (1− y)(1− z))‖ψ‖2, (6.18)

which is maximized for ‖ψ‖ = 1. Hence we finally get:

P(A)
d ≤ 1− (1− y)(1− z). (6.19)

In order to find Alice’s optimal cheating strategy (i.e., the optimal pure state |φ〉 that

she must send to achieve this bound), we remark that the unnormalized state
p

z |10〉+√
y(1− z) |01〉 maximizes the expression in Eq. (6.18). Normalizing this state then provides

Alice’s optimal strategy, which is to prepare the state

|φ〉 :=
√

z
1− (1− y)(1− z)

|10〉+
√

y(1− z)
1− (1− y)(1− z)

|01〉 . (6.20)
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Hence,

P(A)
d = 1− (1− y)(1− z). (6.21)

In the case of a fair protocol, y= 1− 1
2(1−x) and z = 2x, so

P(A)
d = 1

2(1− x)
, (6.22)

and Alice’s optimal strategy is to prepare the state

|φx〉 := 2
√

x(1− x) |10〉+ (1−2x) |01〉 . (6.23)

�

Remarkably, the protocol is still secure even when Bob only uses single photon threshold detectors,

which is essential to the practicality of the protocol. Moreover, Alice’s optimal cheating probability

remains the same:

Lemma 6.4. Alice’s optimal cheating probability when Bob has threshold detectors is given by

P(A)
d = 1− (1− y)(1− z). (6.24)
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Figure 6.3: Equivalent picture for dishonest Alice. In the original dishonest setup of Fig. 6.2,
Alice aims to maximize the outcome (1,0,0). This is equivalent to Alice maximizing outcome 0
on spatial modes 1 and 3, independently of what is detected on mode 2. The outcomes indicated
correspond to Alice winning. The reflectance is b = 1− (1− y)(1− z).

Proof. Unlike the previous case, incorrect outcomes with higher photon number could still

pass the test: for n ≥ 1, the threshold detectors cannot discriminate between a |100〉 and

|n00〉 projection. We show in the following that this doesn’t help a dishonest Alice, and that

the strategy described previously for the case of number resolving detectors is still optimal

in the case of threshold detectors.

With the same notations as in the previous proof, Alice needs to maximize the probabil-

ity of the overall outcome (1,0,0), hence the overlap with the projector
∑∞

n=1 |n00〉〈n00| =
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(1−|0〉〈0|)⊗|00〉〈00|. This allows us to write:

P(A)
d =Tr[U(|ψ〉〈ψ|⊗ |0〉〈0|)U†((1−|0〉〈0|)⊗|00〉〈00|)], (6.25)

since Bob uses threshold detectors, where U = (H(z) ⊗ 1)(1⊗H(y)), with z = x
1−(1−x)(1−y) .

Linear optical evolution conserves photon number. Hence if Alice sends the vacuum

state, the detectors will never click. Removing the two-mode vacuum component of the state

prepared by Alice and renormalizing therefore always increases her winning probability.

Since we are looking for the maximum winning probability, we can assume without loss of

generality that 〈ψ|00〉 = 0, i.e.,

Tr[U(|ψ〉〈ψ|⊗ |0〉〈0|)U† |000〉〈000|]= |〈ψ|00〉 |2, (6.26)

So maximizing the winning probability in Eq. (6.25) is equivalent to maximizing

P̃(A)
d =Tr[U(|ψ〉〈ψ|⊗ |0〉〈0|)U†(1⊗|00〉〈00|)], (6.27)

given the constraint 〈ψ|00〉 = 0. We have

P̃(A)
d =Tr[U(|ψ〉〈ψ|⊗ |0〉〈0|)U†(1⊗|00〉〈00|)]

=Tr[(|ψ〉〈ψ|⊗ |0〉〈0|)U†(1⊗|00〉〈00|)U].
(6.28)

With Lemma 6.1 and Eq. (6.28), we may thus write:

P̃(A)
d =Tr[(|ψ〉〈ψ|⊗ |0〉〈0|)V †(|0〉〈0|⊗ 1⊗|0〉〈0|)V ], (6.29)

where V = (1⊗H(b))(H(a) ⊗ 1)(1⊗R(π)⊗ 1), with a = y(1−z)
1−(1−y)(1−z) and b = 1− (1− y)(1− z). Let

us now define:

|ψa〉 := H(a)(1⊗R(π)) |ψ〉 . (6.30)

The constraints 〈ψ|00〉 = 0 and 〈ψa|00〉 = 0 are equivalent, because the above transformation

leaves the total number of photons invariant. With Eq. (6.29) we obtain

P̃(A)
d =Tr[(|ψa〉〈ψa|⊗ |0〉〈0|)(1⊗H(b))(|0〉〈0|⊗ 1⊗|0〉〈0|)(1⊗H(b))], (6.31)

with the constraint 〈ψa|00〉 = 0. Maximizing this expression thus corresponds to maximizing

the probability of the outcome (0,0) when measuring modes 1 and 3 of the state obtain

by mixing the second half of |ψa〉 with the vacuum on a beam splitter of reflectance b =
1− (1− y)(1− z) (Fig. 6.3).

We now show that an optimal strategy for Alice is to ensure that |ψa〉 = |01〉. Let us write

|ψa〉 =
∑

p+q>0
ψpq |pq〉, (6.32)
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where we take into account the constraint 〈ψx|00〉 = 0. Then, with Eq. (6.31) we obtain

P̃(A)
d = ∑

p+q>0,p′+q′>0
ψpqψ

∗
p′q′ Tr[|pq0〉〈p′q′0| (|0〉〈0|⊗H(b)(1⊗|0〉〈0|)H(b))]

= ∑
q>0,q′>0

ψ0qψ
∗
0q′ Tr[|q0〉〈q′0|H(b)(1⊗|0〉〈0|)H(b)]

= ∑
n≥0,q>0,q′>0

ψ0qψ
∗
0q′ Tr[|q0〉〈q′0|H(b) |n0〉〈n0|H(b)] (6.33)

= ∑
n>0

|ψ0n|2| 〈n0|H(b)|n0〉 |2

= ∑
n>0

|ψ0n|2bn,

where we used in the fourth line the fact that H(b) doesn’t change the number of photons.

Since b ∈ [0,1], this shows that
P̃(A)

d ≤ b
∑
n>0

|ψ0n|2

= b,
(6.34)

since |ψa〉 is normalized, and this bound is reached for |ψ01|2 = 1, i.e., |ψa〉 = |01〉. With

Eq. (6.30), this implies that an optimal strategy for Alice is to prepare the state

|ψ〉 = (1⊗R(π))H(a) |01〉
=
p

1−a |10〉+p
a |01〉

=
√

z
1− (1− y)(1− z)

|10〉+
√

y(1− z)
1− (1− y)(1− z)

|01〉

= |φ〉 ,

(6.35)

where |φ〉 is the state that dishonest Alice needs to send to maximize her winning probability

when Bob uses number-resolving detectors (Eq. (6.20)). Her winning probability is then

P(A)
d = 1− (1− y)(1− z). (6.36)

We therefore recover the same result as for number-resolving detectors. Once again, if the

protocol is fair then y= 1− 1
2(1−x) and z = 2x, so

P(A)
d = 1

2(1− x)
, (6.37)

and an optimal strategy for Alice is to prepare the state

|φx〉 := 2
√

x(1− x) |10〉+ (1−2x) |01〉 . (6.38)

�

Alice’s cheating probability equals 1
2(1−x) for y= 1− 1

2(1−x) and z = 2x. In particular, for all values
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of x, we retrieve the property shared by the protocols of [SR02]: P(A)
d P(B)

d = 1
2 . Setting x = 1−1/

p
2 ,

we obtain a version of the protocol which is balanced, i.e., both players have the same cheating

probability 1/
p

2 . The protocol bias is then ε= 1/
p

2 −1/2≈ 0.207.

6.1.3 Strong coin flipping protocol

Following [CK09], we show that our family of quantum weak coin flipping protocols allows us to

construct a quantum strong coin flipping protocol:

Lemma 6.5. There exists a quantum strong coin flipping protocol achieving bias ε≈ 0.31 which

uses an unbalanced linear optical weak coin flipping protocol as a subroutine.

Proof. An unbalanced quantum weak coin flipping protocol can be turned into a quantum

strong coin flipping protocol using an additional classical protocol, as described in [CK09]. In

particular, let us consider a weak coin flipping protocol such that:

P(A)
h = p

P(B)
h = 1− p

P(A)
d = p+ε

P(B)
d = 1− p+ε,

(6.39)

for p ∈ [0,1] and ε> 0. Then, the corresponding strong coin flipping protocol has bias [CK09]

max
(

1
2
− 1

2
(p−ε), 1

2− (p+ε) −
1
2

)
. (6.40)

For our weak coin flipping protocol, we have:

P(A)
h = 1− (1− x)(1− y)

P(B)
h = (1− x)(1− y)

P(A)
d = 1− (1− y)(1− z)

P(B)
d = 1− x,

(6.41)

with the constraint z = x
1−(1−x)(1−y) (so that the protocol does not abort in the honest case,

Eq. (6.4)). Enforcing the conditions in Eq. (6.39), and optimizing over the corresponding

strong coin flipping bias implies

x = y2

(1− y)(1−2y)

z = y
(1− y)2

1− x
2
= 1

2− y− z+ yz
,

(6.42)
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which in turn give the values
x ≈ 0.38

y≈ 0.31

z ≈ 0.66,

(6.43)

by enforcing x, y, z ∈ [0,1], and a bias of ≈ 0.31, which is a lower bias than the best imple-

mented strong coin flipping protocol so far [PJL+14].

�

6.2 Experimental imperfections

6.2.1 Noisy protocol

We investigate how imperfect state generation, non-ideal beam splitters and single-photon

detector dark counts affect the correctness and security of the protocol. While we fixed the

parameter values to y = 1− 1
2(1−x) and z = 2x in the ideal setting, we now allow the three

parameters x, y, z to vary freely.

The vacuum/single-photon encoding is very robust to noise, in comparison to polarization or

phase encoding for instance: the only property that must be preserved through propagation is

photon number. This implies that photon indistinguishability and purity are not required in any

degree of freedom other than photon number. In this case, Alice may simply produce a heralded

single photon via spontaneous parametric down-conversion (SPDC) [Cou18], which generates a

photon pair: one may be used for the flip, while the other may herald the presence of the first one.

Given the photon-pair emission probability p, accidentally emitting two pairs at the same time

using SPDC occurs with probability p2. Since p may be arbitrarily tuned by changing the pump

power, p2—and therefore the probability of two photons being accidentally generated by Alice at

once—may then be decreased to negligible values.

Note that, in the case where Alice’s single photon source is probabilistic but heralded (as in

SPDC), she may always inform Bob of a successful state generation prior to his announcement of

c without compromising security. In what follows, we may therefore assume that both parties

have agreed on the presence of an initial state, and hence know when the protocol occurs.

Noise will therefore stem from the non-ideal reflectances of the beam splitters, and the non-

zero detector dark count probability pdc. For each party, these may affect the protocol correctness

in two ways: an undesired bias of the flip, and an added abort probability during the verification

process.

Deviations on the beam splitter reflectances x, y, and z will first change the honest winning

probabilities: these may be re-calculated by replacing the ideal reflectance r ∈ {x, y} with an

imperfect r′. As regards to honest aborts, a beam splitter with reflectance z′ instead of z may

be applied on the resulting state when c = 0. Noisy detectors may cause an unwanted abort
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corresponding to a click because of dark counts. However, with superconducting nanowire single-

photon detectors, this probability is typically very low, of the order of pdc < 10−8 [Had09].

We can therefore conclude that any source of noise may be incorporated in the security

analysis by simply replacing parameters x, y, and z with x′, y′, and z′. Furthermore, this source

of error will most likely be negligible with current technology. We therefore solely focus on the

more consequential effects of losses.

6.2.2 Losses: completeness

Losses can be due to the channel transmission and to non-unit delay line transmission and

detection efficiencies. We label ηt the transmission efficiency of the quantum channel from Alice

to Bob. We also define as η(i)
f the transmission of party i’s fiber delay, while η(i)

d denotes the

detection efficiency of party i’s single-photon detectors. Here, we assume the efficiencies of Bob’s

detectors to be the same, and that each party introduces a fiber delay whenever they are waiting

for the other party’s communication. The delay time therefore depends on the distance between

the two parties. We give a representation of the honest protocol with losses, in Fig. 6.4.

We recall a useful simple property, which we will use extensively in the following:

Lemma 6.6. Equal losses on various modes can be commuted through passive linear optical

elements acting on these modes.

This result was proven, e.g., in [BL10], and we give hereafter a quick proof.

Proof. One way to prove this statement is to use the fact that any interferometer may be

decomposed as beam splitters and phase shifters [RZBB94]. Then, losses trivially commute

with phase shifters, and are easily shown to commute with beam splitters. Indeed, consider

a beam splitter of reflectance t acting on modes 1 and 2. Its action on the creation operators

of the modes is given by

â†
1, â†

2 →
p

t â†
1 +

p
1− t â†

2,
p

1− t â†
1 −

p
t â†

2, (6.44)

while equal losses η on both modes act as

â†
1, â†

2 →
p
η â†

1,
p
η â†

2. (6.45)

Hence, the action of the beam splitter followed by losses is given by

â†
1, â†

2 →
p
η (

p
t â†

1 +
p

1− t â†
2),

p
η (

p
1− t â†

1 −
p

t â†
2), (6.46)

while losses followed by the beam splitter act as

â†
1, â†

2 →
p

t (
p
η â†

1)+
p

1− t (
p
η â†

2),
p

1− t (
p
η â†

1)−p
t (
p
η â†

2), (6.47)
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which is equal to the previous evolution.

�

(x)
<latexit sha1_base64="cDl5n9QF4L6hYKFliENWARBasvo=">AAAB6nicdVDLSgNBEOz1GeMr6tHLYBDiZdndLEm8Bb14jGgekCxhdjJJhsw+mJkVw5JP8OJBEa9+kTf/xtkkgooWNBRV3XR3+TFnUlnWh7Gyura+sZnbym/v7O7tFw4OWzJKBKFNEvFIdHwsKWchbSqmOO3EguLA57TtTy4zv31HhWRReKumMfUCPArZkBGstHRTuj/rF4qWeV6rOG4FWaZlVW3HzohTdcsusrWSoQhLNPqF994gIklAQ0U4lrJrW7HyUiwUI5zO8r1E0hiTCR7RrqYhDqj00vmpM3SqlQEaRkJXqNBc/T6R4kDKaeDrzgCrsfztZeJfXjdRw5qXsjBOFA3JYtEw4UhFKPsbDZigRPGpJpgIpm9FZIwFJkqnk9chfH2K/ictx7TLpnPtFusXyzhycAwnUAIbqlCHK2hAEwiM4AGe4NngxqPxYrwuWleM5cwR/IDx9gkNCo2n</latexit>

(y)
<latexit sha1_base64="+gnivrhQFlvvuxRGrPE+xgrywas=">AAAB6nicdVDLSsNAFJ3UV62vqks3g0Wom5Ckoa27ohuXFe0D2lAm00k7dDIJMxMhhH6CGxeKuPWL3Pk3TtoKKnrgwuGce7n3Hj9mVCrL+jAKa+sbm1vF7dLO7t7+QfnwqCujRGDSwRGLRN9HkjDKSUdRxUg/FgSFPiM9f3aV+717IiSN+J1KY+KFaMJpQDFSWrqtpuejcsUyL5p1x61Dy7Sshu3YOXEabs2FtlZyVMAK7VH5fTiOcBISrjBDUg5sK1ZehoSimJF5aZhIEiM8QxMy0JSjkEgvW5w6h2daGcMgErq4ggv1+0SGQinT0NedIVJT+dvLxb+8QaKCppdRHieKcLxcFCQMqgjmf8MxFQQrlmqCsKD6VoinSCCsdDolHcLXp/B/0nVMu2Y6N26ldbmKowhOwCmoAhs0QAtcgzboAAwm4AE8gWeDGY/Gi/G6bC0Yq5lj8APG2ycOj42o</latexit>

|0i
<latexit sha1_base64="mFbyg4gJW0ZXAvvu82LjFXT3NAg=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PLldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AtneQWQ==</latexit>

|1i
<latexit sha1_base64="HYi+qGuWADJ/vOJt8E+CnN5z0G4=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PHldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AuAKQWg==</latexit>

|0i
<latexit sha1_base64="mFbyg4gJW0ZXAvvu82LjFXT3NAg=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PLldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AtneQWQ==</latexit>

c = 0
<latexit sha1_base64="Uy9MdFDxecx5FgTFhLuFNYL9CY0=">AAAB6nicdVDLSgMxFM3UV62vqks3wSK4GjLTOrYLoejGZUX7gHYomTTThmYyQ5IRytBPcONCEbd+kTv/xvQhqOiBC4dz7uXee4KEM6UR+rByK6tr6xv5zcLW9s7uXnH/oKXiVBLaJDGPZSfAinImaFMzzWknkRRHAaftYHw189v3VCoWizs9Sagf4aFgISNYG+mWXKB+sYTsWg1VHA8i+wwh16sZgspu1fOgY6M5SmCJRr/43hvEJI2o0IRjpboOSrSfYakZ4XRa6KWKJpiM8ZB2DRU4osrP5qdO4YlRBjCMpSmh4Vz9PpHhSKlJFJjOCOuR+u3NxL+8bqrDqp8xkaSaCrJYFKYc6hjO/oYDJinRfGIIJpKZWyEZYYmJNukUTAhfn8L/Scu1nbLt3lRK9ctlHHlwBI7BKXDAOaiDa9AATUDAEDyAJ/BscevRerFeF605azlzCH7AevsEJduNuA==</latexit>

c = 1
<latexit sha1_base64="yMFa0MTRvhfG0LfaESgYnQQNPTo=">AAAB6nicdVDLSsNAFL2pr1pfUZduBovgKiRV1I1QdOOyon1AG8pkOmmHTiZhZiKU0E9w40IRt36RO//GSZuCih4Y5nDOvdx7T5BwprTrflqlpeWV1bXyemVjc2t7x97da6k4lYQ2Scxj2QmwopwJ2tRMc9pJJMVRwGk7GF/nfvuBSsVica8nCfUjPBQsZARrI92RS69vV12n5uZArnO2IIXiObPfrUKBRt/+6A1ikkZUaMKxUl3PTbSfYakZ4XRa6aWKJpiM8ZB2DRU4osrPZqtO0ZFRBiiMpXlCo5n6vSPDkVKTKDCVEdYj9dvLxb+8bqrDCz9jIkk1FWQ+KEw50jHK70YDJinRfGIIJpKZXREZYYmJNulUTAiLS9H/pFVzvBOndntarV8VcZThAA7hGDw4hzrcQAOaQGAIj/AMLxa3nqxX621eWrKKnn34Aev9C8fZjXc=</latexit>

Alice

Bob

0
<latexit sha1_base64="B/Tourtb0T7eIt9+44QDnhOOafM=">AAAB6HicdVDLSgMxFM3UV62vqks3wSK4GjJV1GXRjcsW7APaoWTSO21sJjMkGaGUfoEbF4q49ZPc+Tdm2imo6IGQwzn3cu89QSK4NoR8OoWV1bX1jeJmaWt7Z3evvH/Q0nGqGDRZLGLVCagGwSU0DTcCOokCGgUC2sH4JvPbD6A0j+WdmSTgR3QoecgZNVZqkH65QtwqyYCJe7EkueK5859UUI56v/zRG8QsjUAaJqjWXY8kxp9SZTgTMCv1Ug0JZWM6hK6lkkag/el80Rk+scoAh7GyTxo8V793TGmk9SQKbGVEzUj/9jLxL6+bmvDKn3KZpAYkWwwKU4FNjLOr8YArYEZMLKFMcbsrZiOqKDM2m5INYXkp/p+0qq535lYb55XadR5HER2hY3SKPHSJaugW1VETMQToET2jF+feeXJenbdFacHJew7RDzjvX4j5jMI=</latexit>

0
<latexit sha1_base64="+hRBjrHbikvKZ8zv813WVP3rULc=">AAAB6HicdVDLSgMxFM3UV62vqks3wSK4GjLTOra7ohuXLdgHtEPJpJk2NpMZkoxQhn6BGxeKuPWT3Pk3pg9BRQ9cOJxzL/feEyScKY3Qh5VbW9/Y3MpvF3Z29/YPiodHbRWnktAWiXksuwFWlDNBW5ppTruJpDgKOO0Ek+u537mnUrFY3OppQv0IjwQLGcHaSE00KJaQXauhiuNBZF8g5Ho1Q1DZrXoedGy0QAms0BgU3/vDmKQRFZpwrFTPQYn2Myw1I5zOCv1U0QSTCR7RnqECR1T52eLQGTwzyhCGsTQlNFyo3ycyHCk1jQLTGWE9Vr+9ufiX10t1WPUzJpJUU0GWi8KUQx3D+ddwyCQlmk8NwUQycyskYywx0Sabggnh61P4P2m7tlO23WalVL9axZEHJ+AUnAMHXII6uAEN0AIEUPAAnsCzdWc9Wi/W67I1Z61mjsEPWG+f6HCNBA==</latexit>

1
<latexit sha1_base64="vQ1v3i5z7fsUhIusqbtI9P7N5vs=">AAAB6HicdVDLSgMxFM3UV62vqks3wSK4GjLTOra7ohuXLdgHtEPJpJk2NpMZkoxQhn6BGxeKuPWT3Pk3pg9BRQ9cOJxzL/feEyScKY3Qh5VbW9/Y3MpvF3Z29/YPiodHbRWnktAWiXksuwFWlDNBW5ppTruJpDgKOO0Ek+u537mnUrFY3OppQv0IjwQLGcHaSE1nUCwhu1ZDFceDyL5AyPVqhqCyW/U86NhogRJYoTEovveHMUkjKjThWKmegxLtZ1hqRjidFfqpogkmEzyiPUMFjqjys8WhM3hmlCEMY2lKaLhQv09kOFJqGgWmM8J6rH57c/Evr5fqsOpnTCSppoIsF4UphzqG86/hkElKNJ8agolk5lZIxlhiok02BRPC16fwf9J2badsu81KqX61iiMPTsApOAcOuAR1cAMaoAUIoOABPIFn6856tF6s12VrzlrNHIMfsN4+Aen0jQU=</latexit>

(z)
<latexit sha1_base64="/Fb2YoGm9uiy74i+viQWnew73Ok=">AAAB6nicdVDLSgNBEOz1GeMr6tHLYBDiZdndLEm8Bb14jGgekCxhdjJJhsw+mJkV4pJP8OJBEa9+kTf/xtkkgooWNBRV3XR3+TFnUlnWh7Gyura+sZnbym/v7O7tFw4OWzJKBKFNEvFIdHwsKWchbSqmOO3EguLA57TtTy4zv31HhWRReKumMfUCPArZkBGstHRTuj/rF4qWeV6rOG4FWaZlVW3HzohTdcsusrWSoQhLNPqF994gIklAQ0U4lrJrW7HyUiwUI5zO8r1E0hiTCR7RrqYhDqj00vmpM3SqlQEaRkJXqNBc/T6R4kDKaeDrzgCrsfztZeJfXjdRw5qXsjBOFA3JYtEw4UhFKPsbDZigRPGpJpgIpm9FZIwFJkqnk9chfH2K/ictx7TLpnPtFusXyzhycAwnUAIbqlCHK2hAEwiM4AGe4NngxqPxYrwuWleM5cwR/IDx9gkQFI2p</latexit>

c
<latexit sha1_base64="0jIMiY3Xg6FeHydWT6UzrJgEy0o=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlJuuXK27VnYOsEi8nFcjR6Je/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSrlW9i2qteVmp3+RxFOEETuEcPLiCOtxBA1rAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHx7OM6w==</latexit>

⌘t
<latexit sha1_base64="kV/saPDUQYQEFqaJ+LdLkZMK1kY=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2m3btZhN2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnC/YgOlQgFo2ilVo8j7WO/XHGr7hxklXg5qUCORr/81RvELI24QiapMV3PTdDPqEbBJJ+WeqnhCWVjOuRdSxWNuPGz+bVTcmaVAQljbUshmau/JzIaGTOJAtsZURyZZW8m/ud1Uwyv/UyoJEWu2GJRmEqCMZm9TgZCc4ZyYgllWthbCRtRTRnagEo2BG/55VXSqlW9i2rt/rJSv8njKMIJnMI5eHAFdbiDBjSBwSM8wyu8ObHz4rw7H4vWgpPPHMMfOJ8/l2yPIw==</latexit>

⌘
(A)
d

<latexit sha1_base64="+dAH0uDafiJ83raXs/z9HEc05nA=">AAAB83icdVDJSgNBEO2JW4xb1KOXxiDEyzCT3VvUi8cIJgYyY+jpqSRNeha6e4Qw5De8eFDEqz/jzb+xswgq+qDg8V4VVfW8mDOpLOvDyKysrq1vZDdzW9s7u3v5/YOOjBJBoU0jHomuRyRwFkJbMcWhGwsggcfh1htfzvzbexCSReGNmsTgBmQYsgGjRGnJcUCRvn+XFs9Pp/18wTLPqo16tYY1qVu1anlBKraNbdOao4CWaPXz744f0SSAUFFOpOzZVqzclAjFKIdpzkkkxISOyRB6moYkAOmm85un+EQrPh5EQleo8Fz9PpGSQMpJ4OnOgKiR/O3NxL+8XqIGDTdlYZwoCOli0SDhWEV4FgD2mQCq+EQTQgXTt2I6IoJQpWPK6RC+PsX/k07JtMtm6bpSaF4s48iiI3SMishGddREV6iF2oiiGD2gJ/RsJMaj8WK8LlozxnLmEP2A8fYJ2a+Rkw==</latexit>

⌘
(B)
d

<latexit sha1_base64="YNq4jC+LQHXxBweJBoE5TX1Nlkc=">AAAB83icdVDJSgNBEO1xjXGLevTSGIR4GWayewvx4jGCWSAzhp5OT9KkZ6G7RghDfsOLB0W8+jPe/Bs7i6CiDwoe71VRVc+LBVdgWR/G2vrG5tZ2Zie7u7d/cJg7Ou6oKJGUtWkkItnziGKCh6wNHATrxZKRwBOs602u5n73nknFo/AWpjFzAzIKuc8pAS05DgMyGN6lhebFbJDLW+ZlpV6rVLEmNataKS1J2baxbVoL5NEKrUHu3RlGNAlYCFQQpfq2FYObEgmcCjbLOoliMaETMmJ9TUMSMOWmi5tn+FwrQ+xHUlcIeKF+n0hJoNQ08HRnQGCsfntz8S+vn4Bfd1MexgmwkC4X+YnAEOF5AHjIJaMgppoQKrm+FdMxkYSCjimrQ/j6FP9POkXTLpnFm3K+0VzFkUGn6AwVkI1qqIGuUQu1EUUxekBP6NlIjEfjxXhdtq4Zq5kT9APG2yfbNZGU</latexit>

⌘
(B)
f

<latexit sha1_base64="qhvIeO9jMofE1oe2i1TKal3kFLY=">AAAB83icbVBNS8NAEJ34WetX1aOXYBHqpSRV0GOpF48V7Ac0sWy2m3bpZhN2J0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZekAiu0XG+rbX1jc2t7cJOcXdv/+CwdHTc1nGqKGvRWMSqGxDNBJeshRwF6yaKkSgQrBOMb2d+54kpzWP5gJOE+REZSh5yStBInseQ9MPHrNK4mPZLZafqzGGvEjcnZcjR7Je+vEFM04hJpIJo3XOdBP2MKORUsGnRSzVLCB2TIesZKknEtJ/Nb57a50YZ2GGsTEm05+rviYxEWk+iwHRGBEd62ZuJ/3m9FMMbP+MySZFJulgUpsLG2J4FYA+4YhTFxBBCFTe32nREFKFoYiqaENzll1dJu1Z1L6u1+6tyvZHHUYBTOIMKuHANdbiDJrSAQgLP8ApvVmq9WO/Wx6J1zcpnTuAPrM8fWE+ROg==</latexit>

⌘
(A)
f

<latexit sha1_base64="jmlIq9543J1YkBrNn86akHDyr4c=">AAAB83icbVDLSgNBEJz1GeMr6tHLYBDiJexGQY9RLx4jmAdk1zA76U2GzD6Y6RXCkt/w4kERr/6MN//GSbIHTSxoKKq66e7yEyk02va3tbK6tr6xWdgqbu/s7u2XDg5bOk4VhyaPZaw6PtMgRQRNFCihkyhgoS+h7Y9up377CZQWcfSA4wS8kA0iEQjO0EiuC8h6wWNWuT6b9Eplu2rPQJeJk5MyydHolb7cfszTECLkkmnddewEvYwpFFzCpOimGhLGR2wAXUMjFoL2stnNE3pqlD4NYmUqQjpTf09kLNR6HPqmM2Q41IveVPzP66YYXHmZiJIUIeLzRUEqKcZ0GgDtCwUc5dgQxpUwt1I+ZIpxNDEVTQjO4svLpFWrOufV2v1FuX6Tx1Egx+SEVIhDLkmd3JEGaRJOEvJMXsmblVov1rv1MW9dsfKZI/IH1ucPVsmROQ==</latexit>

⌘
(B)
d

<latexit sha1_base64="YNq4jC+LQHXxBweJBoE5TX1Nlkc=">AAAB83icdVDJSgNBEO1xjXGLevTSGIR4GWayewvx4jGCWSAzhp5OT9KkZ6G7RghDfsOLB0W8+jPe/Bs7i6CiDwoe71VRVc+LBVdgWR/G2vrG5tZ2Zie7u7d/cJg7Ou6oKJGUtWkkItnziGKCh6wNHATrxZKRwBOs602u5n73nknFo/AWpjFzAzIKuc8pAS05DgMyGN6lhebFbJDLW+ZlpV6rVLEmNataKS1J2baxbVoL5NEKrUHu3RlGNAlYCFQQpfq2FYObEgmcCjbLOoliMaETMmJ9TUMSMOWmi5tn+FwrQ+xHUlcIeKF+n0hJoNQ08HRnQGCsfntz8S+vn4Bfd1MexgmwkC4X+YnAEOF5AHjIJaMgppoQKrm+FdMxkYSCjimrQ/j6FP9POkXTLpnFm3K+0VzFkUGn6AwVkI1qqIGuUQu1EUUxekBP6NlIjEfjxXhdtq4Zq5kT9APG2yfbNZGU</latexit>

⌘
(B)
d

<latexit sha1_base64="YNq4jC+LQHXxBweJBoE5TX1Nlkc=">AAAB83icdVDJSgNBEO1xjXGLevTSGIR4GWayewvx4jGCWSAzhp5OT9KkZ6G7RghDfsOLB0W8+jPe/Bs7i6CiDwoe71VRVc+LBVdgWR/G2vrG5tZ2Zie7u7d/cJg7Ou6oKJGUtWkkItnziGKCh6wNHATrxZKRwBOs602u5n73nknFo/AWpjFzAzIKuc8pAS05DgMyGN6lhebFbJDLW+ZlpV6rVLEmNataKS1J2baxbVoL5NEKrUHu3RlGNAlYCFQQpfq2FYObEgmcCjbLOoliMaETMmJ9TUMSMOWmi5tn+FwrQ+xHUlcIeKF+n0hJoNQ08HRnQGCsfntz8S+vn4Bfd1MexgmwkC4X+YnAEOF5AHjIJaMgppoQKrm+FdMxkYSCjimrQ/j6FP9POkXTLpnFm3K+0VzFkUGn6AwVkI1qqIGuUQu1EUUxekBP6NlIjEfjxXhdtq4Zq5kT9APG2yfbNZGU</latexit>

⌘t
<latexit sha1_base64="kV/saPDUQYQEFqaJ+LdLkZMK1kY=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2m3btZhN2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnC/YgOlQgFo2ilVo8j7WO/XHGr7hxklXg5qUCORr/81RvELI24QiapMV3PTdDPqEbBJJ+WeqnhCWVjOuRdSxWNuPGz+bVTcmaVAQljbUshmau/JzIaGTOJAtsZURyZZW8m/ud1Uwyv/UyoJEWu2GJRmEqCMZm9TgZCc4ZyYgllWthbCRtRTRnagEo2BG/55VXSqlW9i2rt/rJSv8njKMIJnMI5eHAFdbiDBjSBwSM8wyu8ObHz4rw7H4vWgpPPHMMfOJ8/l2yPIw==</latexit>

Figure 6.4: Representation of the honest protocol with losses. The dashed boxes indicate
Alice and Bob’s laboratories, respectively. Dashed red lines represent beam splitters, with the
reflectance indicated in red. The efficiencies of the detectors, are indicated in white. Curly lines
represent fiber used for quantum communication from Alice to Bob, or delay lines within Alice’s
or Bob’s laboratory. |0〉 and |1〉 are the vacuum and single photon Fock states, respectively. Bob
broadcasts the classical outcome c, which controls an optical switch on Alice’s side. The protocol
when Bob declares c = 0/1 is represented in orange/green. The final outcomes are the expected
outcomes when both parties are honest.

In the presence of losses, the protocol may also abort when both parties are honest, when the

photon is lost. We obtain the expressions for the honest winning probabilities P(A)
h and P(B)

h , and

hence the probability Pab of abort, in the presence of losses:

Lemma 6.7.

P(A)
h = ηtη

(B)
d

(√
xzη(A)

f +
√

(1− x)y(1− z)η(B)
f

)2

P(B)
h = ηtη

(B)
d (1− x)(1− y)

Pab = 1−P(A)
h −P(B)

h .

(6.48)
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6.2. EXPERIMENTAL IMPERFECTIONS

Proof. The honest winning probability for Bob is directly given by his chance of detecting

the photon (the photon gets to his detector and doesn’t get lost):

P(B)
h = ηtη

(B)
d (1− x)(1− y). (6.49)

On the other hand, Alice wins if the photon, starting from her first input mode, is detected

by Bob in the last step.

The evolution of the creation operator of the first mode during the lossy honest protocol

is given by:

â†
1 →

p
x â†

1 +
p

1− x â†
2

→
√

xη(A)
f â†

1 +
√

(1− x)ηt â†
2

→
√

xη(A)
f â†

1 +
√

(1− x)ηt y â†
2 +

√
(1− x)(1− y)ηt â†

3

→
√

xη(A)
f â†

1 +
√

(1− x)ηt y â†
2 +

√
(1− x)(1− y)ηtη

(B)
d â†

3

→
√

xη(A)
f ηt â†

1 +
√

(1− x)ηt yη(B)
f â†

2 +
√

(1− x)(1− y)ηtη
(B)
d â†

3 (6.50)

→
(√

xη(A)
f ηtz +

√
(1− x)ηt yη(B)

f (1− z)
)

â†
1 +

(√
xη(A)

f ηt(1− z) −
√
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f z

)
â†

2

+
√
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3

→
(√

xη(A)
f ηtzη(B)

d +
√
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1 +
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d â†

3.

In particular, the photon reaches Bob’s uppermost detector with probability

P(A)
h =

(√
xη(A)

f ηtzη(B)
d +

√
(1− x)ηt yη(B)

f (1− z)η(B)
d

)2

= ηtη
(B)
d

(√
xzη(A)

f +
√

(1− x)y(1− z)η(B)
f

)2

.

(6.51)

Finally, the protocol aborts for all other detection events:

Pab = 1−P(A)
h −P(B)

h . (6.52)

�

Note that the overall correctness does not depend on Alice’s detection efficiency η(A)
d , since the

declaration of outcome c depends solely on Bob’s detector and the verification step on Alice’s side

involves detecting vacuum.
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CHAPTER 6. QUANTUM WEAK COIN FLIPPING WITH LINEAR OPTICS

6.2.3 Losses: soundness

The soundness of the protocol is also affected by the presence of losses.

Dishonest Bob’s best strategy is to perform the same attack as in the lossless case, because

he has no control over Alice’s half of the subsystem. His winning probability is then given by the

following result:

Lemma 6.8. Dishonest Bos’s maximum winning probability is given by:

P(B)
d = 1− xη(A)

f η(A)
d . (6.53)

In a more general game-theoretic scenario, Bob’s best strategy will in fact depend on the rewards

and sanctions associated with honest aborts and ‘getting caught cheating’ aborts. In other words,

Bob has to minimize his risk-to-reward ratio. Maximizing his winning probability makes him run

the risk of getting caught cheating with probability xη(A)
f η(A)

d .

Dishonest Alice must still generate the state which maximizes the (1,0,0) outcome on Bob’s

detectors after his honest transformations have been applied. However, the expression for Bob’s

corresponding projector now changes, as there is a finite probability (1−η(B)
d )n that the n-photon

component is projected onto the vacuum. The 0 outcome on one spatial mode is therefore triggered

by the projectionΠ0 =∑∞
n=0(1−η(B)

d )n |n〉〈n|. The total projector responsible for the (1,0,0) outcome

then reads Π100 = (1−Π0)⊗Π0 ⊗Π0.

Lemma 6.9. Dishonest Alice’s maximum winning probability is given by:

P(A)
d =max

l>0

[(
1− (1− yη(B)

f )(1− z)η(B)
d

)l −
(
1−η(B)

d

)l
]

≤ 1− (1− y)(1− z).
(6.54)

The value of the upper bound in the second line is Alice’s cheating probability in the lossless case.

This shows that Alice cannot take advantage of Bob’s imperfect detectors or his lossy delay line

in order to increase her cheating probability.

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

(z)
<latexit sha1_base64="/Fb2YoGm9uiy74i+viQWnew73Ok=">AAAB6nicdVDLSgNBEOz1GeMr6tHLYBDiZdndLEm8Bb14jGgekCxhdjJJhsw+mJkV4pJP8OJBEa9+kTf/xtkkgooWNBRV3XR3+TFnUlnWh7Gyura+sZnbym/v7O7tFw4OWzJKBKFNEvFIdHwsKWchbSqmOO3EguLA57TtTy4zv31HhWRReKumMfUCPArZkBGstHRTuj/rF4qWeV6rOG4FWaZlVW3HzohTdcsusrWSoQhLNPqF994gIklAQ0U4lrJrW7HyUiwUI5zO8r1E0hiTCR7RrqYhDqj00vmpM3SqlQEaRkJXqNBc/T6R4kDKaeDrzgCrsfztZeJfXjdRw5qXsjBOFA3JYtEw4UhFKPsbDZigRPGpJpgIpm9FZIwFJkqnk9chfH2K/ictx7TLpnPtFusXyzhycAwnUAIbqlCHK2hAEwiM4AGe4NngxqPxYrwuWleM5cwR/IDx9gkQFI2p</latexit>

(y)
<latexit sha1_base64="+gnivrhQFlvvuxRGrPE+xgrywas=">AAAB6nicdVDLSsNAFJ3UV62vqks3g0Wom5Ckoa27ohuXFe0D2lAm00k7dDIJMxMhhH6CGxeKuPWL3Pk3TtoKKnrgwuGce7n3Hj9mVCrL+jAKa+sbm1vF7dLO7t7+QfnwqCujRGDSwRGLRN9HkjDKSUdRxUg/FgSFPiM9f3aV+717IiSN+J1KY+KFaMJpQDFSWrqtpuejcsUyL5p1x61Dy7Sshu3YOXEabs2FtlZyVMAK7VH5fTiOcBISrjBDUg5sK1ZehoSimJF5aZhIEiM8QxMy0JSjkEgvW5w6h2daGcMgErq4ggv1+0SGQinT0NedIVJT+dvLxb+8QaKCppdRHieKcLxcFCQMqgjmf8MxFQQrlmqCsKD6VoinSCCsdDolHcLXp/B/0nVMu2Y6N26ldbmKowhOwCmoAhs0QAtcgzboAAwm4AE8gWeDGY/Gi/G6bC0Yq5lj8APG2ycOj42o</latexit>

⌘d
<latexit sha1_base64="23TwF+b1xzy8kENnfehbPgBEiDg=">AAAB7XicdVDLSsNAFJ34rPVVdelmsAiuQtKHtbuiG5cV7APaUCaTaTt2kgkzN0IJ/Qc3LhRx6/+482+ctBVU9MCFwzn3cu89fiy4Bsf5sFZW19Y3NnNb+e2d3b39wsFhW8tEUdaiUkjV9YlmgkesBRwE68aKkdAXrONPrjK/c8+U5jK6hWnMvJCMIj7klICR2n0GZBAMCkXHrlfOq24ZZ8Qp1+oZqZYqRnFtZ44iWqI5KLz3A0mTkEVABdG65zoxeClRwKlgs3w/0SwmdEJGrGdoREKmvXR+7QyfGiXAQ6lMRYDn6veJlIRaT0PfdIYExvq3l4l/eb0EhhdeyqM4ARbRxaJhIjBInL2OA64YBTE1hFDFza2YjokiFExAeRPC16f4f9Iu2W7ZLt1Uio3LZRw5dIxO0BlyUQ010DVqohai6A49oCf0bEnr0XqxXhetK9Zy5gj9gPX2CfkEj2c=</latexit>

⌘d
<latexit sha1_base64="23TwF+b1xzy8kENnfehbPgBEiDg=">AAAB7XicdVDLSsNAFJ34rPVVdelmsAiuQtKHtbuiG5cV7APaUCaTaTt2kgkzN0IJ/Qc3LhRx6/+482+ctBVU9MCFwzn3cu89fiy4Bsf5sFZW19Y3NnNb+e2d3b39wsFhW8tEUdaiUkjV9YlmgkesBRwE68aKkdAXrONPrjK/c8+U5jK6hWnMvJCMIj7klICR2n0GZBAMCkXHrlfOq24ZZ8Qp1+oZqZYqRnFtZ44iWqI5KLz3A0mTkEVABdG65zoxeClRwKlgs3w/0SwmdEJGrGdoREKmvXR+7QyfGiXAQ6lMRYDn6veJlIRaT0PfdIYExvq3l4l/eb0EhhdeyqM4ARbRxaJhIjBInL2OA64YBTE1hFDFza2YjokiFExAeRPC16f4f9Iu2W7ZLt1Uio3LZRw5dIxO0BlyUQ010DVqohai6A49oCf0bEnr0XqxXhetK9Zy5gj9gPX2CfkEj2c=</latexit>

⌘d
<latexit sha1_base64="23TwF+b1xzy8kENnfehbPgBEiDg=">AAAB7XicdVDLSsNAFJ34rPVVdelmsAiuQtKHtbuiG5cV7APaUCaTaTt2kgkzN0IJ/Qc3LhRx6/+482+ctBVU9MCFwzn3cu89fiy4Bsf5sFZW19Y3NnNb+e2d3b39wsFhW8tEUdaiUkjV9YlmgkesBRwE68aKkdAXrONPrjK/c8+U5jK6hWnMvJCMIj7klICR2n0GZBAMCkXHrlfOq24ZZ8Qp1+oZqZYqRnFtZ44iWqI5KLz3A0mTkEVABdG65zoxeClRwKlgs3w/0SwmdEJGrGdoREKmvXR+7QyfGiXAQ6lMRYDn6veJlIRaT0PfdIYExvq3l4l/eb0EhhdeyqM4ARbRxaJhIjBInL2OA64YBTE1hFDFza2YjokiFExAeRPC16f4f9Iu2W7ZLt1Uio3LZRw5dIxO0BlyUQ010DVqohai6A49oCf0bEnr0XqxXhetK9Zy5gj9gPX2CfkEj2c=</latexit>

|0i
<latexit sha1_base64="mFbyg4gJW0ZXAvvu82LjFXT3NAg=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PLldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AtneQWQ==</latexit>

�
<latexit sha1_base64="uveq51XskeZ/BmBbyb/DEzkG8yU=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BLx4jmAckS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHdFCWfG+v63V1hb39jcKm6Xdnb39g/Kh0cto1JNaJMornQnwoZyJmnTMstpJ9EUi4jTdjS+nfntJ6oNU/LBThIaCjyULGYEWye1eoYNBe6XK37VnwOtkiAnFcjR6Je/egNFUkGlJRwb0w38xIYZ1pYRTqelXmpogskYD2nXUYkFNWE2v3aKzpwyQLHSrqRFc/X3RIaFMRMRuU6B7cgsezPxP6+b2vg6zJhMUkslWSyKU46sQrPX0YBpSiyfOIKJZu5WREZYY2JdQCUXQrD88ipp1arBRbV2f1mp3+RxFOEETuEcAriCOtxBA5pA4BGe4RXePOW9eO/ex6K14OUzx/AH3ucPna2PJw==</latexit>

Figure 6.5: Alice aims to maximize the outcome (1,0,0) by sending the state σ. The lossy delay
line is represented by a mixing with the vacuum on a beam splitter of transmission amplitude η f .
The quantum efficiency of the detectors is indicated in white.
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6.2. EXPERIMENTAL IMPERFECTIONS

⌘d
<latexit sha1_base64="23TwF+b1xzy8kENnfehbPgBEiDg=">AAAB7XicdVDLSsNAFJ34rPVVdelmsAiuQtKHtbuiG5cV7APaUCaTaTt2kgkzN0IJ/Qc3LhRx6/+482+ctBVU9MCFwzn3cu89fiy4Bsf5sFZW19Y3NnNb+e2d3b39wsFhW8tEUdaiUkjV9YlmgkesBRwE68aKkdAXrONPrjK/c8+U5jK6hWnMvJCMIj7klICR2n0GZBAMCkXHrlfOq24ZZ8Qp1+oZqZYqRnFtZ44iWqI5KLz3A0mTkEVABdG65zoxeClRwKlgs3w/0SwmdEJGrGdoREKmvXR+7QyfGiXAQ6lMRYDn6veJlIRaT0PfdIYExvq3l4l/eb0EhhdeyqM4ARbRxaJhIjBInL2OA64YBTE1hFDFza2YjokiFExAeRPC16f4f9Iu2W7ZLt1Uio3LZRw5dIxO0BlyUQ010DVqohai6A49oCf0bEnr0XqxXhetK9Zy5gj9gPX2CfkEj2c=</latexit>

⌘d
<latexit sha1_base64="23TwF+b1xzy8kENnfehbPgBEiDg=">AAAB7XicdVDLSsNAFJ34rPVVdelmsAiuQtKHtbuiG5cV7APaUCaTaTt2kgkzN0IJ/Qc3LhRx6/+482+ctBVU9MCFwzn3cu89fiy4Bsf5sFZW19Y3NnNb+e2d3b39wsFhW8tEUdaiUkjV9YlmgkesBRwE68aKkdAXrONPrjK/c8+U5jK6hWnMvJCMIj7klICR2n0GZBAMCkXHrlfOq24ZZ8Qp1+oZqZYqRnFtZ44iWqI5KLz3A0mTkEVABdG65zoxeClRwKlgs3w/0SwmdEJGrGdoREKmvXR+7QyfGiXAQ6lMRYDn6veJlIRaT0PfdIYExvq3l4l/eb0EhhdeyqM4ARbRxaJhIjBInL2OA64YBTE1hFDFza2YjokiFExAeRPC16f4f9Iu2W7ZLt1Uio3LZRw5dIxO0BlyUQ010DVqohai6A49oCf0bEnr0XqxXhetK9Zy5gj9gPX2CfkEj2c=</latexit>

⌘d
<latexit sha1_base64="23TwF+b1xzy8kENnfehbPgBEiDg=">AAAB7XicdVDLSsNAFJ34rPVVdelmsAiuQtKHtbuiG5cV7APaUCaTaTt2kgkzN0IJ/Qc3LhRx6/+482+ctBVU9MCFwzn3cu89fiy4Bsf5sFZW19Y3NnNb+e2d3b39wsFhW8tEUdaiUkjV9YlmgkesBRwE68aKkdAXrONPrjK/c8+U5jK6hWnMvJCMIj7klICR2n0GZBAMCkXHrlfOq24ZZ8Qp1+oZqZYqRnFtZ44iWqI5KLz3A0mTkEVABdG65zoxeClRwKlgs3w/0SwmdEJGrGdoREKmvXR+7QyfGiXAQ6lMRYDn6veJlIRaT0PfdIYExvq3l4l/eb0EhhdeyqM4ARbRxaJhIjBInL2OA64YBTE1hFDFza2YjokiFExAeRPC16f4f9Iu2W7ZLt1Uio3LZRw5dIxO0BlyUQ010DVqohai6A49oCf0bEnr0XqxXhetK9Zy5gj9gPX2CfkEj2c=</latexit>

(y)
<latexit sha1_base64="+gnivrhQFlvvuxRGrPE+xgrywas=">AAAB6nicdVDLSsNAFJ3UV62vqks3g0Wom5Ckoa27ohuXFe0D2lAm00k7dDIJMxMhhH6CGxeKuPWL3Pk3TtoKKnrgwuGce7n3Hj9mVCrL+jAKa+sbm1vF7dLO7t7+QfnwqCujRGDSwRGLRN9HkjDKSUdRxUg/FgSFPiM9f3aV+717IiSN+J1KY+KFaMJpQDFSWrqtpuejcsUyL5p1x61Dy7Sshu3YOXEabs2FtlZyVMAK7VH5fTiOcBISrjBDUg5sK1ZehoSimJF5aZhIEiM8QxMy0JSjkEgvW5w6h2daGcMgErq4ggv1+0SGQinT0NedIVJT+dvLxb+8QaKCppdRHieKcLxcFCQMqgjmf8MxFQQrlmqCsKD6VoinSCCsdDolHcLXp/B/0nVMu2Y6N26ldbmKowhOwCmoAhs0QAtcgzboAAwm4AE8gWeDGY/Gi/G6bC0Yq5lj8APG2ycOj42o</latexit>

|0i
<latexit sha1_base64="mFbyg4gJW0ZXAvvu82LjFXT3NAg=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PLldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AtneQWQ==</latexit>

{
<latexit sha1_base64="7jF/axiKQ50qck453cB+aS7CDO0=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh17WL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bH7plJxZZUDCWNtSSObq74mMRsZMosB2RhRHZtmbif953RTDaz8TKkmRK7ZYFKaSYExmb5OB0JyhnFhCmRb2VsJGVFOGNpySDcFbfnmVtGpV76Jau7+s1G/yOIpwAqdwDh5cQR3uoAFNYBDCM7zCmzN2Xpx352PRWnDymWP4A+fzB5zSjWk=</latexit>

1
<latexit sha1_base64="TtIgPQprnJE4HSS++PuM3etxya8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptcvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPe+uMuQ==</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

�
<latexit sha1_base64="uveq51XskeZ/BmBbyb/DEzkG8yU=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BLx4jmAckS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHdFCWfG+v63V1hb39jcKm6Xdnb39g/Kh0cto1JNaJMornQnwoZyJmnTMstpJ9EUi4jTdjS+nfntJ6oNU/LBThIaCjyULGYEWye1eoYNBe6XK37VnwOtkiAnFcjR6Je/egNFUkGlJRwb0w38xIYZ1pYRTqelXmpogskYD2nXUYkFNWE2v3aKzpwyQLHSrqRFc/X3RIaFMRMRuU6B7cgsezPxP6+b2vg6zJhMUkslWSyKU46sQrPX0YBpSiyfOIKJZu5WREZYY2JdQCUXQrD88ipp1arBRbV2f1mp3+RxFOEETuEcAriCOtxBA5pA4BGe4RXePOW9eO/ex6K14OUzx/AH3ucPna2PJw==</latexit>

|0i
<latexit sha1_base64="mFbyg4gJW0ZXAvvu82LjFXT3NAg=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PLldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AtneQWQ==</latexit>

|0i
<latexit sha1_base64="mFbyg4gJW0ZXAvvu82LjFXT3NAg=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PLldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AtneQWQ==</latexit>

(z)
<latexit sha1_base64="/Fb2YoGm9uiy74i+viQWnew73Ok=">AAAB6nicdVDLSgNBEOz1GeMr6tHLYBDiZdndLEm8Bb14jGgekCxhdjJJhsw+mJkV4pJP8OJBEa9+kTf/xtkkgooWNBRV3XR3+TFnUlnWh7Gyura+sZnbym/v7O7tFw4OWzJKBKFNEvFIdHwsKWchbSqmOO3EguLA57TtTy4zv31HhWRReKumMfUCPArZkBGstHRTuj/rF4qWeV6rOG4FWaZlVW3HzohTdcsusrWSoQhLNPqF994gIklAQ0U4lrJrW7HyUiwUI5zO8r1E0hiTCR7RrqYhDqj00vmpM3SqlQEaRkJXqNBc/T6R4kDKaeDrzgCrsfztZeJfXjdRw5qXsjBOFA3JYtEw4UhFKPsbDZigRPGpJpgIpm9FZIwFJkqnk9chfH2K/ictx7TLpnPtFusXyzhycAwnUAIbqlCHK2hAEwiM4AGe4NngxqPxYrwuWleM5cwR/IDx9gkQFI2p</latexit>

Figure 6.6: Adding losses on the third mode increases Alice’s winning probability.

⌘d
<latexit sha1_base64="23TwF+b1xzy8kENnfehbPgBEiDg=">AAAB7XicdVDLSsNAFJ34rPVVdelmsAiuQtKHtbuiG5cV7APaUCaTaTt2kgkzN0IJ/Qc3LhRx6/+482+ctBVU9MCFwzn3cu89fiy4Bsf5sFZW19Y3NnNb+e2d3b39wsFhW8tEUdaiUkjV9YlmgkesBRwE68aKkdAXrONPrjK/c8+U5jK6hWnMvJCMIj7klICR2n0GZBAMCkXHrlfOq24ZZ8Qp1+oZqZYqRnFtZ44iWqI5KLz3A0mTkEVABdG65zoxeClRwKlgs3w/0SwmdEJGrGdoREKmvXR+7QyfGiXAQ6lMRYDn6veJlIRaT0PfdIYExvq3l4l/eb0EhhdeyqM4ARbRxaJhIjBInL2OA64YBTE1hFDFza2YjokiFExAeRPC16f4f9Iu2W7ZLt1Uio3LZRw5dIxO0BlyUQ010DVqohai6A49oCf0bEnr0XqxXhetK9Zy5gj9gPX2CfkEj2c=</latexit>

⌘d
<latexit sha1_base64="23TwF+b1xzy8kENnfehbPgBEiDg=">AAAB7XicdVDLSsNAFJ34rPVVdelmsAiuQtKHtbuiG5cV7APaUCaTaTt2kgkzN0IJ/Qc3LhRx6/+482+ctBVU9MCFwzn3cu89fiy4Bsf5sFZW19Y3NnNb+e2d3b39wsFhW8tEUdaiUkjV9YlmgkesBRwE68aKkdAXrONPrjK/c8+U5jK6hWnMvJCMIj7klICR2n0GZBAMCkXHrlfOq24ZZ8Qp1+oZqZYqRnFtZ44iWqI5KLz3A0mTkEVABdG65zoxeClRwKlgs3w/0SwmdEJGrGdoREKmvXR+7QyfGiXAQ6lMRYDn6veJlIRaT0PfdIYExvq3l4l/eb0EhhdeyqM4ARbRxaJhIjBInL2OA64YBTE1hFDFza2YjokiFExAeRPC16f4f9Iu2W7ZLt1Uio3LZRw5dIxO0BlyUQ010DVqohai6A49oCf0bEnr0XqxXhetK9Zy5gj9gPX2CfkEj2c=</latexit>

⌘d
<latexit sha1_base64="23TwF+b1xzy8kENnfehbPgBEiDg=">AAAB7XicdVDLSsNAFJ34rPVVdelmsAiuQtKHtbuiG5cV7APaUCaTaTt2kgkzN0IJ/Qc3LhRx6/+482+ctBVU9MCFwzn3cu89fiy4Bsf5sFZW19Y3NnNb+e2d3b39wsFhW8tEUdaiUkjV9YlmgkesBRwE68aKkdAXrONPrjK/c8+U5jK6hWnMvJCMIj7klICR2n0GZBAMCkXHrlfOq24ZZ8Qp1+oZqZYqRnFtZ44iWqI5KLz3A0mTkEVABdG65zoxeClRwKlgs3w/0SwmdEJGrGdoREKmvXR+7QyfGiXAQ6lMRYDn6veJlIRaT0PfdIYExvq3l4l/eb0EhhdeyqM4ARbRxaJhIjBInL2OA64YBTE1hFDFza2YjokiFExAeRPC16f4f9Iu2W7ZLt1Uio3LZRw5dIxO0BlyUQ010DVqohai6A49oCf0bEnr0XqxXhetK9Zy5gj9gPX2CfkEj2c=</latexit>

(y)
<latexit sha1_base64="+gnivrhQFlvvuxRGrPE+xgrywas=">AAAB6nicdVDLSsNAFJ3UV62vqks3g0Wom5Ckoa27ohuXFe0D2lAm00k7dDIJMxMhhH6CGxeKuPWL3Pk3TtoKKnrgwuGce7n3Hj9mVCrL+jAKa+sbm1vF7dLO7t7+QfnwqCujRGDSwRGLRN9HkjDKSUdRxUg/FgSFPiM9f3aV+717IiSN+J1KY+KFaMJpQDFSWrqtpuejcsUyL5p1x61Dy7Sshu3YOXEabs2FtlZyVMAK7VH5fTiOcBISrjBDUg5sK1ZehoSimJF5aZhIEiM8QxMy0JSjkEgvW5w6h2daGcMgErq4ggv1+0SGQinT0NedIVJT+dvLxb+8QaKCppdRHieKcLxcFCQMqgjmf8MxFQQrlmqCsKD6VoinSCCsdDolHcLXp/B/0nVMu2Y6N26ldbmKowhOwCmoAhs0QAtcgzboAAwm4AE8gWeDGY/Gi/G6bC0Yq5lj8APG2ycOj42o</latexit>

|0i
<latexit sha1_base64="mFbyg4gJW0ZXAvvu82LjFXT3NAg=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PLldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AtneQWQ==</latexit>

{
<latexit sha1_base64="7jF/axiKQ50qck453cB+aS7CDO0=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh17WL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bH7plJxZZUDCWNtSSObq74mMRsZMosB2RhRHZtmbif953RTDaz8TKkmRK7ZYFKaSYExmb5OB0JyhnFhCmRb2VsJGVFOGNpySDcFbfnmVtGpV76Jau7+s1G/yOIpwAqdwDh5cQR3uoAFNYBDCM7zCmzN2Xpx352PRWnDymWP4A+fzB5zSjWk=</latexit>

1
<latexit sha1_base64="TtIgPQprnJE4HSS++PuM3etxya8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptcvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPe+uMuQ==</latexit>
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Figure 6.7: The losses η f are commuted back to Alice’s state preparation. The losses on input
mode 3 can be omitted since the input state is the vacuum.
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Figure 6.8: Alice aims to maximize the outcome (1,0,0) by sending the state σ. The delay line
efficiency η f is equal to 1.

Proof. The losses η correspond to a probability 1− η of losing a photon. These can be

modelled as a mixing with the vacuum on a beam splitter of reflectance η. We first show that

we can obtain Alice’s cheating probability by solving the case with perfect delay line, and

replacing the parameter y by yη f , independently of the efficiency ηd of his detectors.

The lossy delay line of efficiency η f may be modelled as a mixing with the vacuum on a beam

splitter of transmission η f .

Alice prepares a state σ, which goes through the interferometer depicted in Fig. 6.5, and

wins if the measurement outcome obtained by Bob is (1,0,0).

In particular, note that the outcome 0 must be obtained for the third mode. Hence Alice’s

winning probability is always lower than if the third mode was mixed with the vacuum on
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a beam splitter of transmission amplitude η f just before the detection (Fig. 6.6), since this

increases the probability of the outcome 0 for this mode.

Let us assume that this is the case. Then, by Lemma 6.6, the losses η f on output modes

2 and 3 may be commuted back through the beam splitter of reflectance y, acting on modes 2

and 3.

Since the input state on mode 3 is the vacuum, the losses on this mode may then be

removed (Fig. 6.7). In that case, the probability of winning is clearly lower than when the

delay line is perfect (Fig. 6.8), because Alice is now restricted to lossy state preparation

instead of ideal state preparation.

This reduction shows that Alice’s maximum winning probability when Bob is using a

lossy delay line is always lower than when Bob’s delay line is perfect, independently of the

efficiency ηd of his detectors.

Moreover, Alice’s maximum cheating probability and optimal cheating strategy may be

inferred from the case where Bob has a perfect delay line, as we show in what follows.

By convexity of the probabilities, Alice’s best strategy is to send a pure state |ψ〉 =∑
k,l≥0ψkl |kl〉. Let us denote by W the interferometer depicted in Fig. 6.5, including the

detection losses. Let us consider the evolution of Alice’s state and the vacuum on the third

input mode through the interferometer W . The creation operator for the first mode evolves

as
â†

1 →
p

z â†
1 +

p
1− z â†

2

→p
zηd â†

1 +
√

(1− z)ηd â†
2

=Wâ†
1W†,

(6.55)

while the creation operator for the second mode evolves as

â†
2 →

p
y â†

2 +
√

1− y â†
3

→√
yη f â†

2 +
√

1− y â†
3

→
√

y(1− z)η f â†
1 −

√
yzη f â†

2 +
√

1− y â†
3 (6.56)

→
√

y(1− z)η f ηd â†
1 −

√
yzη f ηd â†

2 +
√

(1− y)ηd â†
3

=Wâ†
2W†.

Hence, the output state (before the ideal threshold detection) is given by

W |ψ0〉 =W
∑

k,l≥0
ψkl |kl0〉

=W

[ ∑
k,l≥0

ψklp
k!l!

(â†
1)k(â†

2)l

]
|000〉
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=
[ ∑

k,l≥0

ψklp
k!l!

(Wâ†
1W†)k(Wâ†

2W†)l

]
|000〉 (6.57)

=
[ ∑

k,l≥0

ψklp
k!l!

(p
zηd â†

1 +
√

(1− z)ηd â†
2

)k

×
(√

y(1− z)η f ηd â†
1 −

√
yzη f ηd â†

2 +
√

(1− y)ηd â†
3

)l ]
|000〉 .

Now Alice’s maximum cheating probability is given by

P(A)
d =Tr[W |ψ0〉〈ψ0|W†(1−|0〉〈0|) |00〉〈00|]. (6.58)

Hence, the state after a successful projection (1−|0〉〈0|) |00〉〈00|, which has norm P(A)
d , reads[ ∑

k+l>0

ψklp
k!l!

(zηd)k/2[y(1− z)η f ηd]l/2(â†
1)k+l

]
|000〉 . (6.59)

When Bob has a perfect delay line (η f = 1) this state reads[ ∑
k+l>0

ψklp
k!l!

(zηd)k/2[y(1− z)ηd]l/2(â†
1)k+l

]
|000〉 , (6.60)

and its norm is the winning probability of Alice in that case. Hence,

P(A)
d [η f ,ηd, y, z]= P(A)

d [1,ηd, yη f , z], (6.61)

i.e., we can obtain Alice’s cheating probability by solving the case with perfect delay line, and

replacing the parameter y by yη f . In the following, we thus derive Alice’s optimal strategy

in that case.
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<latexit sha1_base64="23TwF+b1xzy8kENnfehbPgBEiDg=">AAAB7XicdVDLSsNAFJ34rPVVdelmsAiuQtKHtbuiG5cV7APaUCaTaTt2kgkzN0IJ/Qc3LhRx6/+482+ctBVU9MCFwzn3cu89fiy4Bsf5sFZW19Y3NnNb+e2d3b39wsFhW8tEUdaiUkjV9YlmgkesBRwE68aKkdAXrONPrjK/c8+U5jK6hWnMvJCMIj7klICR2n0GZBAMCkXHrlfOq24ZZ8Qp1+oZqZYqRnFtZ44iWqI5KLz3A0mTkEVABdG65zoxeClRwKlgs3w/0SwmdEJGrGdoREKmvXR+7QyfGiXAQ6lMRYDn6veJlIRaT0PfdIYExvq3l4l/eb0EhhdeyqM4ARbRxaJhIjBInL2OA64YBTE1hFDFza2YjokiFExAeRPC16f4f9Iu2W7ZLt1Uio3LZRw5dIxO0BlyUQ010DVqohai6A49oCf0bEnr0XqxXhetK9Zy5gj9gPX2CfkEj2c=</latexit>

⌘d
<latexit sha1_base64="23TwF+b1xzy8kENnfehbPgBEiDg=">AAAB7XicdVDLSsNAFJ34rPVVdelmsAiuQtKHtbuiG5cV7APaUCaTaTt2kgkzN0IJ/Qc3LhRx6/+482+ctBVU9MCFwzn3cu89fiy4Bsf5sFZW19Y3NnNb+e2d3b39wsFhW8tEUdaiUkjV9YlmgkesBRwE68aKkdAXrONPrjK/c8+U5jK6hWnMvJCMIj7klICR2n0GZBAMCkXHrlfOq24ZZ8Qp1+oZqZYqRnFtZ44iWqI5KLz3A0mTkEVABdG65zoxeClRwKlgs3w/0SwmdEJGrGdoREKmvXR+7QyfGiXAQ6lMRYDn6veJlIRaT0PfdIYExvq3l4l/eb0EhhdeyqM4ARbRxaJhIjBInL2OA64YBTE1hFDFza2YjokiFExAeRPC16f4f9Iu2W7ZLt1Uio3LZRw5dIxO0BlyUQ010DVqohai6A49oCf0bEnr0XqxXhetK9Zy5gj9gPX2CfkEj2c=</latexit>

(y)
<latexit sha1_base64="+gnivrhQFlvvuxRGrPE+xgrywas=">AAAB6nicdVDLSsNAFJ3UV62vqks3g0Wom5Ckoa27ohuXFe0D2lAm00k7dDIJMxMhhH6CGxeKuPWL3Pk3TtoKKnrgwuGce7n3Hj9mVCrL+jAKa+sbm1vF7dLO7t7+QfnwqCujRGDSwRGLRN9HkjDKSUdRxUg/FgSFPiM9f3aV+717IiSN+J1KY+KFaMJpQDFSWrqtpuejcsUyL5p1x61Dy7Sshu3YOXEabs2FtlZyVMAK7VH5fTiOcBISrjBDUg5sK1ZehoSimJF5aZhIEiM8QxMy0JSjkEgvW5w6h2daGcMgErq4ggv1+0SGQinT0NedIVJT+dvLxb+8QaKCppdRHieKcLxcFCQMqgjmf8MxFQQrlmqCsKD6VoinSCCsdDolHcLXp/B/0nVMu2Y6N26ldbmKowhOwCmoAhs0QAtcgzboAAwm4AE8gWeDGY/Gi/G6bC0Yq5lj8APG2ycOj42o</latexit>

|0i
<latexit sha1_base64="mFbyg4gJW0ZXAvvu82LjFXT3NAg=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PLldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AtneQWQ==</latexit>

{
<latexit sha1_base64="7jF/axiKQ50qck453cB+aS7CDO0=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh17WL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bH7plJxZZUDCWNtSSObq74mMRsZMosB2RhRHZtmbif953RTDaz8TKkmRK7ZYFKaSYExmb5OB0JyhnFhCmRb2VsJGVFOGNpySDcFbfnmVtGpV76Jau7+s1G/yOIpwAqdwDh5cQR3uoAFNYBDCM7zCmzN2Xpx352PRWnDymWP4A+fzB5zSjWk=</latexit>

�
<latexit sha1_base64="uveq51XskeZ/BmBbyb/DEzkG8yU=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BLx4jmAckS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHdFCWfG+v63V1hb39jcKm6Xdnb39g/Kh0cto1JNaJMornQnwoZyJmnTMstpJ9EUi4jTdjS+nfntJ6oNU/LBThIaCjyULGYEWye1eoYNBe6XK37VnwOtkiAnFcjR6Je/egNFUkGlJRwb0w38xIYZ1pYRTqelXmpogskYD2nXUYkFNWE2v3aKzpwyQLHSrqRFc/X3RIaFMRMRuU6B7cgsezPxP6+b2vg6zJhMUkslWSyKU46sQrPX0YBpSiyfOIKJZu5WREZYY2JdQCUXQrD88ipp1arBRbV2f1mp3+RxFOEETuEcAriCOtxBA5pA4BGe4RXePOW9eO/ex6K14OUzx/AH3ucPna2PJw==</latexit>

(z)
<latexit sha1_base64="/Fb2YoGm9uiy74i+viQWnew73Ok=">AAAB6nicdVDLSgNBEOz1GeMr6tHLYBDiZdndLEm8Bb14jGgekCxhdjJJhsw+mJkV4pJP8OJBEa9+kTf/xtkkgooWNBRV3XR3+TFnUlnWh7Gyura+sZnbym/v7O7tFw4OWzJKBKFNEvFIdHwsKWchbSqmOO3EguLA57TtTy4zv31HhWRReKumMfUCPArZkBGstHRTuj/rF4qWeV6rOG4FWaZlVW3HzohTdcsusrWSoQhLNPqF994gIklAQ0U4lrJrW7HyUiwUI5zO8r1E0hiTCR7RrqYhDqj00vmpM3SqlQEaRkJXqNBc/T6R4kDKaeDrzgCrsfztZeJfXjdRw5qXsjBOFA3JYtEw4UhFKPsbDZigRPGpJpgIpm9FZIwFJkqnk9chfH2K/ictx7TLpnPtFusXyzhycAwnUAIbqlCHK2hAEwiM4AGe4NngxqPxYrwuWleM5cwR/IDx9gkQFI2p</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

Figure 6.9: Alice aims to maximize the outcome (1,0,0) by sending the state σ. The quantum
efficiency of the detectors is indicated in white.
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(y)
<latexit sha1_base64="+gnivrhQFlvvuxRGrPE+xgrywas=">AAAB6nicdVDLSsNAFJ3UV62vqks3g0Wom5Ckoa27ohuXFe0D2lAm00k7dDIJMxMhhH6CGxeKuPWL3Pk3TtoKKnrgwuGce7n3Hj9mVCrL+jAKa+sbm1vF7dLO7t7+QfnwqCujRGDSwRGLRN9HkjDKSUdRxUg/FgSFPiM9f3aV+717IiSN+J1KY+KFaMJpQDFSWrqtpuejcsUyL5p1x61Dy7Sshu3YOXEabs2FtlZyVMAK7VH5fTiOcBISrjBDUg5sK1ZehoSimJF5aZhIEiM8QxMy0JSjkEgvW5w6h2daGcMgErq4ggv1+0SGQinT0NedIVJT+dvLxb+8QaKCppdRHieKcLxcFCQMqgjmf8MxFQQrlmqCsKD6VoinSCCsdDolHcLXp/B/0nVMu2Y6N26ldbmKowhOwCmoAhs0QAtcgzboAAwm4AE8gWeDGY/Gi/G6bC0Yq5lj8APG2ycOj42o</latexit>

|0i
<latexit sha1_base64="mFbyg4gJW0ZXAvvu82LjFXT3NAg=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PLldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AtneQWQ==</latexit>

{
<latexit sha1_base64="7jF/axiKQ50qck453cB+aS7CDO0=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh17WL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bH7plJxZZUDCWNtSSObq74mMRsZMosB2RhRHZtmbif953RTDaz8TKkmRK7ZYFKaSYExmb5OB0JyhnFhCmRb2VsJGVFOGNpySDcFbfnmVtGpV76Jau7+s1G/yOIpwAqdwDh5cQR3uoAFNYBDCM7zCmzN2Xpx352PRWnDymWP4A+fzB5zSjWk=</latexit>

1
<latexit sha1_base64="TtIgPQprnJE4HSS++PuM3etxya8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptcvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPe+uMuQ==</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

|0i
<latexit sha1_base64="mFbyg4gJW0ZXAvvu82LjFXT3NAg=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PLldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AtneQWQ==</latexit>

|0i
<latexit sha1_base64="mFbyg4gJW0ZXAvvu82LjFXT3NAg=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/ZA2lM120i7dbMLuRiixv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LejBP0IzqQPOSMGis9PLldReVAYK9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx28IScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE175GZdJalCy+aIwFcTEZPo96XOFzIixJZQpbm8lbEgVZcZmVLQheIsvL5NmteKdV6p3F+XadR5HAY7hBM7Ag0uowS3UoQEMIniGV3hzlPPivDsf89YVJ585gj9wPn8AtneQWQ==</latexit>

(⌘d)
<latexit sha1_base64="CFfamJN+PXRG6YI5vJcDsOMgFcU=">AAAB73icdVDLSsNAFJ3UV62vqks3g0Wom5Ckoa27ohuXFewD2lAmk0k7dDKJMxOhhP6EGxeKuPV33Pk3TtoKKnrgwuGce7n3Hj9hVCrL+jAKa+sbm1vF7dLO7t7+QfnwqCvjVGDSwTGLRd9HkjDKSUdRxUg/EQRFPiM9f3qV+717IiSN+a2aJcSL0JjTkGKktNSvDolCo+B8VK5Y5kWz7rh1aJmW1bAdOydOw6250NZKjgpYoT0qvw+DGKcR4QozJOXAthLlZUgoihmZl4apJAnCUzQmA005ioj0ssW9c3imlQCGsdDFFVyo3ycyFEk5i3zdGSE1kb+9XPzLG6QqbHoZ5UmqCMfLRWHKoIph/jwMqCBYsZkmCAuqb4V4ggTCSkdU0iF8fQr/J13HtGumc+NWWperOIrgBJyCKrBBA7TANWiDDsCAgQfwBJ6NO+PReDFel60FYzVzDH7AePsEp12Pug==</latexit>

(⌘d)
<latexit sha1_base64="CFfamJN+PXRG6YI5vJcDsOMgFcU=">AAAB73icdVDLSsNAFJ3UV62vqks3g0Wom5Ckoa27ohuXFewD2lAmk0k7dDKJMxOhhP6EGxeKuPV33Pk3TtoKKnrgwuGce7n3Hj9hVCrL+jAKa+sbm1vF7dLO7t7+QfnwqCvjVGDSwTGLRd9HkjDKSUdRxUg/EQRFPiM9f3qV+717IiSN+a2aJcSL0JjTkGKktNSvDolCo+B8VK5Y5kWz7rh1aJmW1bAdOydOw6250NZKjgpYoT0qvw+DGKcR4QozJOXAthLlZUgoihmZl4apJAnCUzQmA005ioj0ssW9c3imlQCGsdDFFVyo3ycyFEk5i3zdGSE1kb+9XPzLG6QqbHoZ5UmqCMfLRWHKoIph/jwMqCBYsZkmCAuqb4V4ggTCSkdU0iF8fQr/J13HtGumc+NWWperOIrgBJyCKrBBA7TANWiDDsCAgQfwBJ6NO+PReDFel60FYzVzDH7AePsEp12Pug==</latexit>| i

<latexit sha1_base64="cGxyJaiWt8INcM6sJeyjVgpj840=">AAAB83icbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cK9gOaUDbbabt0s1l2N0KJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZeJDnTxvO+ncLa+sbmVnG7tLO7t39QPjxq6SRVFJs04YnqREQjZwKbhhmOHamQxBHHdjS+nfntR1SaJeLBTCSGMRkKNmCUGCsFT4HULFBEDDn2yhWv6s3hrhI/JxXI0eiVv4J+QtMYhaGcaN31PWnCjCjDKMdpKUg1SkLHZIhdSwWJUYfZ/Oape2aVvjtIlC1h3Ln6eyIjsdaTOLKdMTEjvezNxP+8bmoG12HGhEwNCrpYNEi5axJ3FoDbZwqp4RNLCFXM3urSEVGEGhtTyYbgL7+8Slq1qn9Rrd1fVuo3eRxFOIFTOAcfrqAOd9CAJlCQ8Ayv8Oakzovz7nwsWgtOPnMMf+B8/gBtiZHv</latexit>

(z)
<latexit sha1_base64="/Fb2YoGm9uiy74i+viQWnew73Ok=">AAAB6nicdVDLSgNBEOz1GeMr6tHLYBDiZdndLEm8Bb14jGgekCxhdjJJhsw+mJkV4pJP8OJBEa9+kTf/xtkkgooWNBRV3XR3+TFnUlnWh7Gyura+sZnbym/v7O7tFw4OWzJKBKFNEvFIdHwsKWchbSqmOO3EguLA57TtTy4zv31HhWRReKumMfUCPArZkBGstHRTuj/rF4qWeV6rOG4FWaZlVW3HzohTdcsusrWSoQhLNPqF994gIklAQ0U4lrJrW7HyUiwUI5zO8r1E0hiTCR7RrqYhDqj00vmpM3SqlQEaRkJXqNBc/T6R4kDKaeDrzgCrsfztZeJfXjdRw5qXsjBOFA3JYtEw4UhFKPsbDZigRPGpJpgIpm9FZIwFJkqnk9chfH2K/ictx7TLpnPtFusXyzhycAwnUAIbqlCHK2hAEwiM4AGe4NngxqPxYrwuWleM5cwR/IDx9gkQFI2p</latexit>

Figure 6.10: The quantum efficiency are modelled as losses ηd on modes 1, 2, and 3, which are
then commuted through the interferometer, back to Alice’s state preparation. The losses on input
mode 3 can be omitted since the input state is the vacuum.
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|0i
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(⌘d)
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Figure 6.11: An equivalent picture for the first term P1 of Eq. (6.66). The term P1 is the probability
of the simultaneous outcomes 0 for modes 1 and 3.

Let σ be the state sent by Alice, and ηd the detector efficiency. Alice needs to maximize the

probability of the overall outcome (1,0,0) at the output of the interferometer depicted in

Fig. 6.9, hence the overlap with the projector:

Π
ηd
(1,0,0) =

[
1−∑

m
(1−ηd)m |m〉〈m|

]
⊗

[∑
n,p

(1−ηd)n+p |n〉〈n|⊗ |p〉〈p|
]

. (6.62)

By convexity of the probabilities, we may assume without loss of generality that Alice

sends a pure state σ = |ψ〉〈ψ|. Moreover, the imperfect threshold detectors of quantum

efficiency ηd can be modelled by mixing the state to be measured with the vacuum on a beam

splitter of transmission amplitude ηd followed by an ideal threshold detection [FOP05]. In

that case, this corresponds to losses ηd on modes 1, 2, and 3, followed by ideal threshold

detections. By Lemma 6.6, commuting the losses back through the interferometer leads to

the equivalent picture depicted in Fig. 6.10, where the losses on input mode 3 have been

omitted, since the input state is the vacuum.

In that case, Alice’s probability of winning is clearly lower than when the threshold
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detectors are perfect (Fig. 6.2), because she is restricted to lossy state preparation instead

of ideal state preparation. Let |ψ̃〉 be the lossy state obtained by applying losses ηd on both

modes of Alice’s prepared state |ψ〉. Alice’s winning probability may then be written:

P(A)
d =Tr[U(|ψ̃〉〈ψ̃|⊗ |0〉〈0|)U†(1−|0〉〈0|)⊗|00〉〈00|]

=Tr[U(|ψ̃〉〈ψ̃|⊗ |0〉〈0|)U†(1⊗|00〉〈00|)]−Tr[U(|ψ̃〉〈ψ̃|⊗ |0〉〈0|)U† |000〉〈000|],
(6.63)

where U = (H(z) ⊗ 1)(1⊗H(y)) is the unitary corresponding to the general interferometer of

the lossless protocol. By Lemma 6.1, we have

Tr[(τ⊗|0〉〈0|)U†(1⊗|00〉〈00|)U]=Tr[(τ⊗|0〉〈0|)V †(|0〉〈0|⊗ 1⊗|0〉〈0|)V ], (6.64)

for any density matrix τ, where V = (1⊗ H(b))(H(a) ⊗ 1)(1⊗R(π)⊗ 1), with a = y(1−z)
y+z−yz and

b = y+ z− yz, and R(π) a phase shift of π acting on mode 2. Hence,

P(A)
d =Tr[V (|ψ̃〉〈ψ̃|⊗ |0〉〈0|)V †(|0〉〈0|⊗ 1⊗|0〉〈0|)]−Tr[|ψ̃〉〈ψ̃| |00〉〈00|], (6.65)

where we used U† |000〉 = |000〉 for the second term. Setting |ψ̃x〉 = (H(a) ⊗ 1)(1⊗R(π)) |ψ̃〉
yields

P(A)
d =Tr[(|ψ̃x〉〈ψ̃x|⊗ |0〉〈0|)(1⊗H(b))(|0〉〈0|⊗ 1⊗|0〉〈0|)(1⊗H(b))]︸ ︷︷ ︸

≡P1

−Tr[|ψ̃x〉〈ψ̃x| |00〉〈00|]︸ ︷︷ ︸
≡P2

,

(6.66)

where we used |00〉 = (1⊗R(π))H(a) |00〉 for the second term P2.

Let us consider the first term P1. Since |ψ̃〉 is the state obtained by applying losses ηd on

both modes of the state |ψ〉, we obtain the equivalent picture in Fig. 6.11, where we have

added losses ηd also on mode 3, since the input state is the vacuum.

Let |ψx〉 = H(a)(1⊗R(π)) |ψ〉. With Lemma 6.6, commuting the losses ηd to the output of

the interferometer in Fig. 6.11, and combining the losses on mode 2 and 3 yields

P1 =Tr[|ψx〉〈ψx|Πηd
(0) ⊗Π

ηd(1−b)
(0) ], (6.67)

whereΠη

(0) is the POVM element corresponding to no click for a threshold detector of quantum

efficiency η (recall that this is the same as an ideal detector preceded by a mixing with the

vacuum on a beam splitter of transmission amplitude η). The same reasoning for the second

term P2 gives

P2 =Tr[|ψx〉〈ψx|Πηd
(0) ⊗Π

ηd
(0)], (6.68)

and we finally obtain with Eq. (6.66),

P(A)
d =Tr[|ψx〉〈ψx|Πηd

(0) ⊗ (Πηd(1−b)
(0) −Πηd

(0))]. (6.69)
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Let us write |ψx〉 =∑+∞
k,l≥0ψkl |kl〉. With the expression of the POVM in Eq. (6.62) the last

equation reads

P(A)
d = ∑

k,l≥0
|ψkl |2(1−ηd)k[(1−ηd(1−b))l − (1−ηd)l]

≤max
k,l≥0

(1−ηd)k[(1−ηd(1−b))l − (1−ηd)l]
∑

k,l≥0
|ψkl |2

=max
k,l≥0

(1−ηd)k[(1−ηd(1−b))l − (1−ηd)l] (6.70)

=max
l≥1

[(1−ηd(1−b))l − (1−ηd)l]

=max
l≥1

[(1−ηd(1− y)(1− z))l − (1−ηd)l],

where we used b = y+ z − yz. Let l0 ∈ N∗ such that maxl≥1 [(1−ηd(1−b))l − (1−ηd)l] =
(1−ηd(1−b))l0 − (1−ηd)l0 . This last expression is an upperbound for P(A)

d , which is attained

for ψkl = δk,0δl,l0 , i.e., |ψx〉 = |0l0〉. Thus, the best strategy for Alice is to send the state

|ψ〉 = (1⊗R(π))H(a) |ψx〉
= (1⊗R(π))H(a) |0l0〉 ,

(6.71)

where a = y(1−z)
y+z−yz , and her winning probability is then

P(A)
d = (1−ηd(1− y)(1− z))l0 − (1−ηd)l0 , (6.72)

when Bob has a perfect delay line. Recalling Eq. (6.61), the best strategy for Alice when Bob

has a lossy delay line of efficiency η f is to send the state

|ψ〉 = (1⊗R(π))H(a) |ψx〉
= (1⊗R(π))H(a) |0l1〉 ,

(6.73)

where a = y(1−z)η f
yη f +z−yzη f

, and l1 ∈N∗ maximizes (1−ηd(1− yη f )(1− z))l − (1−ηd)l . Her winning

probability is then

P(A)
d =max

l>0

[(
1− (1− yη f )(1− z)ηd

)l − (
1−ηd

)l
]

= (1−ηd(1− yη f )(1− z))l1 − (1−ηd)l1

= ηd[1− (1− yη f )(1− z)]
l1−1∑
j=0

(1−ηd) j(1−ηd(1− yη f )(1− z))l1− j−1

≤ ηd[1− (1− yη f )(1− z)]
l1−1∑
j=0

(1−ηd) j (6.74)

= ηd[1− (1− yη f )(1− z)]
1− (1−ηd)l1

1− (1−ηd)
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= [1− (1− yη f )(1− z)][1− (1−ηd)l1]

≤ 1− (1− yη f )(1− z)

≤ 1− (1− y)(1− z),

and this last expression is her winning probability when there are no losses.

�

Let us derive the value of l1 for which the maximum is achieved in Eq. (6.54). For this, we define:

r = 1−ηd(1− yη f )(1− z)

s = 1−ηd.
(6.75)

We then consider a λ1 ∈R∗+ which maximizes (rλ− sλ) for λ ∈R∗+. We have that:

d
dλ1

(rλ1 − sλ1)= 0⇔λ1 = loglog s− loglog r
log r− log s

, (6.76)

for strictly non-zero r and s. This allows us to deduce:

l1 =
{

bλ1c if rbλ1c− sbλ1c ≥ rdλ1e− sdλ1e

dλ1e if rdλ1e− sdλ1e ≥ rbλ1c− sbλ1c.
(6.77)

6.2.4 Quantum advantage

We now analyze the performance of our protocol in a practical setting, by enforcing three con-

ditions on the free parameters: the protocol must be fair, balanced, and perform strictly better

than any classical protocol. The latter condition is not required in an ideal implementation,

since quantum weak coin flipping always provides a security advantage over classical weak

coin flipping. Allowing for abort cases, however, may enable some classical protocols to perform

better than quantum ones. This is because increasing the abort probability effectively decreases

Alice and Bob’s cheating probabilities. We say that the protocol allows for quantum advantage

when it provides a strictly lower cheating probability than any classical protocol with the same

abort probability. This is obtained using the bounds from [HW11], which yield the best classical

cheating probability PC
d = 1−√

Pab for our protocol.

Condition (i): the first condition enforces a fair protocol, i.e., P(A)
h = P(B)

h . With Eq. (6.48), we

aim to solve for y as a function of x and z:

(i)⇔ ηtη
(B)
d

(√
xzη(A)

f +
√

(1− x)y(1− z)η(B)
f

)2

= ηtη
(B)
d (1− x)(1− y)

⇔ (1− x)
[
(1− z)η(B)

f +1
]

y+2
√

x(1− x)z(1− z)η(A)
f η(B)

f
p

y + xzη(A)
f − (1− x)= 0.

(6.78)
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We make the substitution Y =py in order to transform Eq. (6.78) into a second-order polynomial

equation. We then take only the positive solution (since y must be positive) which reads:

Y =

√
xz(1− z)η(A)

f η(B)
f −

[
(1− z)η(B)

f +1
][

xzη(A)
f − (1− x)

]
−

√
xz(1− z)η(A)

f η(B)
f

p
1− x

[
(1− z)η(B)

f +1
] . (6.79)

We may finally write:

(i)⇔ y= f
(
x, z,η(i)

f ,ηd,ηt

)
, (6.80)

where

f
(
x, z,η(i)

f ,ηd,ηt

)
=

(√
(1− x)

[
(1− z)η(B)

f +1
]
− xzη(A)

f −
√

xz(1− z)η(A)
f η(B)

f

)2

(1− x)
[
(1− z)η(B)

f +1
]2 . (6.81)

Note that y should be a real number, and hence we require that the expression under the first

square root of f
(
x, z,η(i)

f ,ηd,ηt

)
is positive, i.e.,

z ≤
(1− x)(1+η(B)

f )

xη(A)
f + (1− x)η(B)

f

. (6.82)

Furthermore, note that, for η(A)
f = η(B)

f = η f , y should be an increasing function of η f , and therefore

a decreasing function of d when η f = 10− 0.2
10 2d. Mathematically speaking, this is to prevent

y′(d) →∞ and y(d) > 1. Physically speaking, this condition ensures that, as the probability of

transmitting the photon (and of preserving it for verification) gets smaller, Bob should encourage

a detection on the third mode, which evens out the honest probabilities of winning.

Condition (ii): the second condition enforces a balanced protocol, i.e., P(A)
d = P(B)

d . With Eqs. (6.53)

and (6.54), this translates into the following expression for x:

(ii)⇔ x = g
(
y, z,η(i)

f ,η(i)
d

)
, (6.83)

where

g
(
y, z,η(i)

f ,η(i)
d

)
= 1

η(A)
f η(A)

d

[
1−max

l≥1
[(1−η(B)

d (1− yη(B)
f )(1− z))l − (1−η(B)

d )l]
]

. (6.84)

Condition (iii): we recall the general coin flipping formalism from [HW11], in which any classical

or quantum coin flipping protocol may be expressed as:

CF (p00, p11, p∗0, p∗1, p0∗, p1∗) , (6.85)

where pii is the probability that two honest players output value i ∈ {0,1}, p∗i is the probability

that Dishonest Alice forces Honest Bob to declare outcome i, and pi∗ is the probability that
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Dishonest Bob forces Honest Alice to declare outcome i. In this formalism, a perfect strong coin

flipping protocol can then be expressed as CF
(1

2 , 1
2 , 1

2 , 1
2 , 1

2 , 1
2
)
, while a perfect weak coin flipping

may be expressed as CF
(1

2 , 1
2 , 1

2 ,1,1, 1
2
)
. We may now express our quantum weak coin flipping

protocol in the lossless setting as:

CF
(

1
2

,
1
2

,
[

1
2(1− x)

]
,1,1, [1− x]

)
. (6.86)

In the lossy setting, note that the probabilities that Alice and Bob each choose to lose (i.e., p∗1

and p0∗, respectively), both remain 1. When Dishonest Bob chooses to lose, he may always declare

outcome 0 regardless of what he detects, which yields p0∗ = 1. When Dishonest Alice chooses to

lose, she may send a state |n〉 to Bob, and so:

p∗1 =Tr
[
H(y) |n0〉〈n0|H(y)I ⊗ (I −Π0)

]
= 1−Tr

[
H(y) |n0〉〈n0|H(y)(I ⊗Π0)

]
,

(6.87)

where Π0 =∑
l≥0(1−η)l |l〉〈l| and H(y) =

( py
√

1− y√
1− y −py

)
.

Now,

H(y) |n0〉 = H(y) (â†
1)n

p
n!

|00〉

= 1p
n!

(
p

y â†
1 +

√
1− y â†

2)n |00〉

= 1p
n!

n∑
k=0

(
n
k

)
y

k
2 (1− y)

n−k
2 â†k

1 â†(n−k)
2 |00〉

=
n∑

k=0

√√√√(
n
k

)
yk(1− y)n−k |k (n−k)〉 .

(6.88)

We thus obtain, by linearity of the trace:

p∗1 = 1− ∑
l,l′≥0

(1−η)l
n∑

k,k′=0

√√√√(
n
k

)
yk(1− y)n−k

√√√√(
n
k′

)
yk′(1− y)n−k′ Tr

[|k (n−k)〉〈k′ (n−k′)| |l′l〉〈l′l|]
= 1−

n∑
k=0

(1−η)n−k

(
n
k

)
yk(1− y)n−k

= 1− [
y+ (1−η)(1− y)

]n ,
(6.89)

which goes to 1 when n goes to infinity, for y< 1. Hence, in the lossy setting, the protocol becomes

a:

CF
(
P(A)

h ,P(B)
h ,P(A)

d ,1,1,P(B)
d

)
, (6.90)

where P(A)
d =maxl>0

(
1− (1− yη(A)

f )(1− z)η(B)
d

)l −
(
1−η(B)

d

)l
and P(B)

d = 1− xη(A)
f η(A)

d .
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Using Theorem 1 from [HW11], there exists a classical protocol that implements an information-

theoretically secure coin flip with our parameters if and only if the following conditions hold:


P(A)

h ≤ P(A)
d

P(B)
h ≤ P(B)

d

Pab = 1−P(A)
h −P(B)

h ≥ (1−P(A)
d )(1−P(B)

d ).

(6.91)

Our quantum protocol therefore presents an advantage over classical protocols if at least one

of these conditions cannot be satisfied. Since we are interested in fair and balanced protocols,

setting

Ph = P(A)
h = P(B)

h , and Pd = P(A)
d = P(B)

d (6.92)

allows us to rewrite (6.91) as:Ph ≤ Pd

Pab = 1−2Ph ≥ (1−Pd)2 ⇔ Ph ≤ 1
2 [1− (1−Pd)2].

(6.93)

Let us finally remark that for all x we have 1
2 [1− (1− x)2]= x− x2

2 ≤ x, so the first inequality above

is implied by the second. The system is thus equivalent to the second inequality:

Pab = 1−2Ph ≥ (1−Pd)2, (6.94)

provided that P(A)
h = P(B)

h = Ph and P(A)
d = P(B)

d = Pd.

In order to get a clearer insight into the meaning of quantum advantage, we express this condition

in terms of cheating probability: our protocol displays quantum advantage if and only if the

lowest classical cheating probability

PC
d = 1−

√
1−2Ph = 1−

√
Pab (6.95)

exceeds our quantum cheating probability PQ
d .

The three conditions may then be translated into the following system of equations, where we

define PQ
d = P(A)

d = P(B)
d : 

(i) P(A)
h = P(B)

h fairness

(ii) P(A)
d = P(B)

d balance

(iii) PQ
d < PC

d quantum advantage

(6.96)

Fig. 6.12 shows a choice of parameters obtained numerically for which the system in Eq. (6.96) is

satisfied, up to a distance of d km.
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Figure 6.12: Practical quantum advantage for a fair and balanced protocol: numerical values for
the lowest classical and quantum cheating probabilities, PC

d and PQ
d , are plotted as a function of

distance d in blue and red, respectively. Honest abort probability Pab (responsible for PQ
d being

lower than our ideal quantum cheating probability 1/
p

2 ) is plotted in magenta. Our quantum
protocol performs strictly better than any classical protocol when PQ

d < PC
d . We set η f = ηsη

2
t ,

where ηs is the fiber delay transmission corresponding to 500ns of optical switching time, and
η2

t = (10− 0.2
10 d)2 is the fiber delay transmission associated with travelling distance d twice (once for

quantum, once for classical) in single-mode fibers with attenuation 0.2 dB/km. We have ηd = 0.95
and z = 0.57.

6.3 Discussion and open problems

By noticing a non-trivial connection between the early protocol from [SR02] and linear optical

transformations, we answer the question of the implementability of quantum weak coin flipping,

and show that it is achievable with current technology over a few hundred meters. As the

distance increases, the issue of stability of the interferometric setup should also be taken into

account. Both parties require a set of beam splitters and single photon threshold detectors. State

generation on Alice’s side can be performed with any heralded probabilistic single-photon source,

for which photon indistinguishability and state purity do not matter. Only Alice requires an

optical switch, which is commercially available. Although short-term quantum storage is needed,

a spool of optical fiber with twice the length of the quantum channel suffices, and provides the

required storage/retrieval efficiency.

On the fundamental level, our results also raise the question of a potentially deeper connection

between the large family of protocols from [Moc04, Moc05, Moc07]—which achieves biases as

low as 1/6—and linear optics. Recalling that the protocol from [SR02], and hence our protocol, is

conjectured optimal for this family, its extension to many rounds should be necessary in order to

lower the bias. The optimality of the one-round protocol is crucial, as a recent result shows that

the weak coin flipping bias decreases very inefficiently with the number of rounds [Mil20].
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Guided by three general questions about the use of quantum information in existing

and upcoming technologies, this thesis has provided some answers in the context of

continuous variable quantum information theory and linear quantum optics.

Firstly, what leads to a quantum advantage?

We have considered the case of non-Gaussian states as a resource for outperforming classical

computing capabilities. Introducing the stellar formalism, we have characterised single-mode

non-Gaussian states by the number of elementary non-Gaussian operations needed to engineer

them [CMG20b]. Apart from providing insights about the structure of these states, we have seen

direct consequences of the use of our formalism for Gaussian convertibility of states, comparing

photon addition and photon subtraction, and cat state engineering [CRW+20].

We have studied classical simulation regimes for a variety of continuous variable and optical

quantum models [CMS20, CMG20a]. Our conclusions provide the minimum requirements neces-

sary for the development of beyond-classical quantum applications with these models. Bridging

the gap between classically simulable models and models universal for quantum computing, we

have shown that CVS circuits, which form a subuniversal family of optical interferometers relat-

ing to Boson Sampling with Gaussian measurements, are hard to simulate classically [CDM+17].

Secondly, how do we check the correct functioning of a quantum device?

We have developped a variety of certification and verification protocols for continuous variable

quantum states with single-mode Gaussian measurements. As a first step, we showed how to

perform efficient reliable tomography and fidelity estimation for any single-mode continuous

variable quantum state, under the assumption of identical copies, and with no assumption what-

soever [CDG+19]. Next, we showed how to obtain tight fidelity witnesses for a large class of

multimode continuous variable quantum states with analytical confidence intervals [CGKM20].

These fidelity witnesses in turn allowed us to derive a verification protocol for multimode states,

including the output states of Boson Sampling experiments, which was missing so far [EHW+20],

thus enabling an experimental demonstration of quantum supremacy with photonic quantum

computing.
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Thirdly, what useful advantages can we obtain from the use of quantum information?

We have considered various applications of quantum information and their implementation

with linear optics. We have analysed the task of discriminating two unknown quantum states in an

unbalanced setting, showing a connection with the concept of universal quantum-programmable

measurement. For these two tasks, we have introduced an optimal implementation with linear

optics and single-photon encoding [CDM+18]. To obtain a more practical setup, we have discussed

coherent state encoding which simplifies considerably the corresponding scheme [KCK+20].

Turning to quantum cryptography, we have proposed, using once again linear optics, the

first practical implementation of quantum weak coin flipping with information-theoretic security

[BCKD20], a building block for a variety of cryptographic applications. We have analysed the

robustness of our proposal to experimental imperfections and losses and showed that an experi-

mental implementation could display quantum advantage already with current technology.

We have given various open problems at the end of each chapter. Let us finish by considering

more general perspectives.

We believe that demonstrating verified quantum supremacy with photonic quantum comput-

ing using our fidelity witness protocol is a fascinating prospect, either for Boson Sampling or CVS

circuits. Given its efficiency, the verification protocol is already within experimental reach. This

would represent a milestone in the development of quantum technologies and fundamentally

demonstrate the different nature of quantum and classical computation.

Other immediate perspectives are the ongoing implementations of proof-of-concept experi-

ments for demonstrating the stellar rank with Gaussian measurements, performing quantum-

programmable measurements with coherent states and performing quantum weak coin flipping

with a single photon.

A natural outlook is to extend the answers to the three general questions above to contexts

other than continuous variable quantum information theory and to experimental platforms other

than linear quantum optics. The first half of the thesis makes extensive use of phase space

formalism. It would be interesting to see if similar results can be obtained for discrete variable

quantum information theory by considering analogous discrete phase space methods.

Ultimately, the interaction of various research topics relating to quantum information theory

leads to a deeper understanding of quantum advantages and enables the development of quantum

technologies.
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