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Introduction

Because they can often be solved exactly, integrable models are of great interest to physicists.
Some of these models directly describe realistic physical systems. But even when they do not,
they may still provide important insights into physical phenomena. In statistical physics, for
instance, a given universality class may contain one integrable model as well as some other,
more realistic systems. In that case, all these systems share the same critical exponents, and
it suffices to compute these exponents for the integrable model. In high-energy physics, on the
other hand, integrability may allow to probe the strongly coupled regime of some quantum
field theories, a feat that is in general extremely difficult to achieve. We will focus, in this
thesis, on various aspects of integrability related to a particular conformal field theory, the
so-called fishnet theory.

The rest of the introduction is organised as follows. We begin with a historical presen-
tation highlighting the main steps in the development of integrability. We then describe the
background to the works presented in this thesis, starting with a few specific objects and
techniques—T-systems, Q-systems, Q-operators, separated variables—common to many in-
tegrable models. After that, we briefly review the solution to the spectral problem of N' = 4
super Yang—Mills, where some of these techniques have found applications. We then give an
overview of most of the existing literature on the fishnet theory. Finally, we end with an
outline of the contents of the thesis.

Classical Integrability and Quantum Integrability

The first models for which integrability was defined were finite-dimensional classical Hamil-
tonian systems. Given such a system on a 2n-dimensional phase space M—a symplectic
manifold—we say that it is integrable in the Liouville sense if there exist n independent
functions Hi,..., H, such that H; = H is the Hamiltonian, and they all Poisson commute
with one another: {H;, H;} = 0. Any of these functions could equivalently be taken as the
Hamiltonian of the system, and together they constitute a set of (first) integrals of motion, as
they are all conserved under Hamiltonian motion. In that case, any level set, i.e. any set of the
form {x € M; H;(z) = h;} for some fixed h;’s, that is compact and connected is diffeomor-
phic to the n-dimensional torus {(ei?!,... el%r) € U(1) x --- x U(1)}, and, on this torus, the
angles evolve linearly with time: ¢; = wi(hi,...,hy). The equations of motion can moreover
be integrated by quadratures. Arnol’d [1] actually showed that, for such systems, one can
find symplectic coordinates (I1,...,In, ¢1,...,®n), such that I1,..., I, depend only on the
first integrals, and the angles are exactly the coordinates on the torus. These coordinates are
called action-angle coordinates.
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The next important step in the theory of classical integrable models originated in the
study of the Korteweg—de Vries (KdV) equation, a non-linear partial differential equation
originally obtained in the description of one-dimensional surface gravity waves on shallow
water. Korteweg and de Vries [2] proved that this equation admits progressive wave solutions
that are asymptotically constant, i.e. solitary waves. But it was only seventy years later that a
numerical study [3] showed the collective behaviour of these waves to be particle-like. Starting
from a configuration in which the waves are well separated, it appeared that they will first
interact (non-linearly) and mix, but at long times they eventually separate again and regain
their respective shapes and velocities, up to a phase shift. Such solitary waves are called
solitons. The initial-value problem for the KdV equation was solved [4] soon after, using a
method now called the inverse scattering transform. Inspired by this and the existence of an
infinite number of conservation laws [5], an interpretation of the KdV equation as an infinite-
dimensional classical integrable system was given in [6]. These methods turned out not to be
specific to the KdV equation but applicable to a vast array of non-linear systems [7, 8].

Ninety years ago, Bethe [9] solved an integrable quantum system: the XXX Heisenberg
spin chain. His method relies on an ansatz which is now known as the coordinate Bethe ansatz:
he first made an assumption on the form of the wave function depending on some complex
parameters, the momenta or, up to a reparametrisation, the rapidities. Then, he derived an
auxiliary set of equations, the Bethe Ansatz Equations (BAE), that these parameters should
satisfy for the wave function to be an eigenvector. The energy is the sum of the energies
associated to each momentum, thus giving a picture of the eigenstates as states describing a
certain number of pseudo-particles, the magnons.

Further progress then came from two-dimensional lattice models of statistical mechanics.
In 1944, Onsager [10] gave the exact solution of the two-dimensional Ising model. It was
followed, in the sixties, by the solutions to the planar dimer problem [11,12] and to the
six-vertex or ice-type models [13-16]. The latter were explicitly solved using a Bethe ansatz
for the eigenvectors of the row-to-row transfer matrices. Around the same time, a quantum
mechanical system of particles on a line interacting via a delta function potential, introduced
for bosons by Lieb and Liniger in [17], was also solved via a Bethe ansatz [17,18].

It was thanks to the works of both Baxter [19] and the physicists of the Leningrad
school [20-22] that a general framework, called the quantum inverse scattering method
(QISM), emerged. QISM can be used to formulate and solve integrable models, including
the Heisenberg spin chain studied by Bethe and (most of) the exactly solved two-dimensional
lattice models. At the heart of this new algebraic approach lies the Yang—Baxter equation, a
cubic relation on an object called the R-matrix or R-operator.

The QISM also found several applications to quantum chromodynamics (QCD). Firstly,
it was shown [23,24] that in the Balitsky—Fadin—Kuraev-Lipatov (BFKL) limit of QCD the
effective Hamiltonian exhibits integrability properties of a non-compact SL(2,C) spin chain.
Then, it turned out that solving the evolution equations governing the scale dependence
of certain correlation functions in QCD is equivalent to solving a non-compact Heisenberg
SL(2,R) spin chain [25-29]. Such spin chains are called non-compact because an infinite-
dimensional representation of the symmetry group, such as a principal series representation
of SL(2,C) with spins (s,5) = (0,1) for the case studied in [23,24], is associated to each
site of the chain. The quantum space in a non-compact spin chain is then some functional
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space. Accordingly, the operators—R-matrices, transfer matrices, etc.—are either differential
operators or they have an integral kernel.

Another application of integrability to high-energy physics is in one of the realisations
of the AdS/CFT correspondence [30-32]. It is indeed believed that type IIB strings in an
AdS5 x S° background are equivalent to the four-dimensional maximally supersymmetric
Yang—Mills theory (M =4 SYM), and that both are integrable in the planar limit (this last
conjecture is based on numerous results, starting with [33,34], see also [35-39] for detailed
reviews). In that case, integrability is a boon that permits to derive non-perturbative results
necessary to test a correspondence relating strongly coupled strings to the weakly coupled
gauge theory and vice versa.

Universality of T- and Q-Systems

It was first observed in [19,40,41] that the transfer matrices of some two-dimensional lattice
models of statistical mechanics provide a solution to a few bilinear difference equations. These
results were generalised in [42,43], where an infinite system of such equations was obtained.
It was also realised [43] that such a system can be defined for any simple Lie algebra g,
this is the T-system associated to g. It involves commuting objects, the T-functions Ty, ()
depending on a spectral parameter x, some positive integer s, and an index a labelling the
nodes of the Dynkin diagram of g. When g = A, = sl(r + 1,C), for instance, the T-system
simply reads [43-45]

T[l]T[_l] = Ta,s—l—lTa,s—l + Ta—i—l,sTa—l,s ) (001)

a,s*a,s

where for a function f and an integer k we define the function f¥ by f* (x) = f (3: + %)
In this particular example, the T-system coincides with the Hirota equation of soliton theory
[46], thus making a connection with classical integrable systems. There exist also T-systems
associated to Lie super algebras [47-50].

As it happens, T-systems turned out to be ubiquitous structures. They arise in the con-
text of cluster algebras, of the ordinary differential equations/integrable models (ODE/IM)
correspondence [51], and are also relevant for solving N' = 4 super Yang-Mills as we will
explain later on. In the case of compact spin chains, this is related to the representation the-
ory of Yangians and, more generally, of quantum affine algebras. In particular, for the latter,
the T-functions are g-characters [52], an analogue of usual characters for particular modules
introduced by Kirillov and Reshetikhin in [53]. The fact that these g-characters do satisfy
the T-system was proven for untwisted simply laced quantum affine algebras in [54,55], for
generic untwisted algebras in [56], and in [57] for the twisted case.

The T-system is not the only structure that is common to many integrable models: there
exist others like the Y- or Q-systems. We will not elaborate on the relevance of the Y-system
to integrability in this thesis, the interested reader could refer to [58] for a nice review of
the interplay between T- and Y-systems. The Q-system is another, equivalent, way to en-
code the spectrum of integrable models. It is a system of equations on a finite number of
functions/commuting operators, whereas there was an infinite number of T-functions. These
Q-functions are considered to be more fundamental objects than the T-functions as it is be-
lieved that the latter can all be simply expressed in terms of the former. The uncertainty in
the previous sentence comes from the fact that the study of Q-systems is far less developed
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than that of their T and Y counterparts. Until very recently, the Q-system was actually only
known for the Lie algebras sl(r 4+ 1,C) and their supersymmetric generalisation.

In the case of the A, symmetry algebra, which is both the simplest and best-understood
case, there are 2"t! Q-functions. They are labelled by subsets I of {1,...,7 + 1} and satisfy
relations of the form

+1] -1 —1] A+
Qi @y ~ Qo @ity < Q@) - (0.0.2)

As for the case of T-functions, these relations imply that the Q-functions are far from being
independent. It is actually possible to express all of them in terms of only r + 2 of them, a
convenient choice of the latter being Qy and Qy;. Moreover, owing to the so-called gauge
symmetry exhibited by the Q-system, it is in practice always possible to assume that two
of the Q-functions, say Qy and Q. ,41}, are trivial so that one often says that there are
only r independent functions. In turn, a solution of the T-system can be obtained for any
collection of r 4+ 1 functions by defining [44]

[a—s—2j+250(a—j)]
Tas 1<z’%e<tr+1 (Q{i} ) g (0.0.3)

where 0 is the Heaviside step function (it is 0 for negative arguments and 1 for non-negative
ones). The proportionality factor in the previous relation is a function that depends on the
model-dependent boundary conditions that one wants to satisfy.

Construction of Q-Operators

The Q-operators appeared for the first time in a work by Baxter on the eight-vertex model [59]
as operators satisfying

TQ = ¢ 1QP + ¢l (0.0.9)

where T is the transfer matrix and ¢ some fixed function. More generally, the fact that
solutions of the T-system can be expressed as determinants of shifted Q-functions, cf. (0.0.3),
dates back to [44]. But the Q-functions Qqsy were defined at the time as linearly independent
solutions of the finite-difference Baxter equation, also called the quantum spectral curve,

r+1
ST = 0. (0.0.5)

a=0

The direct, i.e. without having to resort to the T-functions, construction of the Q-operators is
highly non-trivial and was at first developed on a case-by-case basis for various models [60—67].

For spin chains with infinite-dimensional representations of sl(r 4+ 1,C) or GL(r + 1,C)
at each site, either a Verma module or a representation of the principal series, i.e. with
or without highest weight, the single-index Q-operators were then constructed in a series of
articles by Derkachov and Manashov, first for low ranks in [68-70] and then for arbitrary ranks
in [71-74]. They constructed the R-matrices intertwining these representations and showed
that they are naturally expressed as a product of r + 1 simpler operators. This property
survives the trace operation involved in the definition of the transfer matrices. As a result,
transfer matrices with infinite-dimensional representations in the auxiliary space are written
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as a product of r + 1 operators which are identified with the single-index Q-operators of
the model. Moreover, in the Verma module case, the determinant expression for the transfer
matrices with finite-dimensional auxiliary space is a consequence of the Bernstein—Gelfand—
Gelfand resolution [75].

Surprisingly, the construction of the Q-operators for the compact spin chains, including
the one originally solved by Bethe, only appeared later. Inspired by the construction done in
[63,64] for an integrable conformal field theory with U, (51(2)) symmetry, the authors of [76-79)]
solved this problem for spin chains with sl(n|m) symmetry. The 2" Q-operators satisfying
the Q-system (0.0.2) are constructed as transfer matrices with some infinite-dimensional
auxiliary spaces, even though the quantum space is finite-dimensional, that are representation
spaces of harmonic oscillator algebras. This involved finding hitherto unknown solutions of the
Yang—Baxter equation. These solutions are not representations of the Yangian because they
are degenerate; their analogues for quantum affine algebras actually correspond to the so-
called prefundamental representations of Borel subalgebras [80,81]. Independently of [76-79)],
a conceptually different approach, based on the coderivative method introduced in [82], was
successfully carried out in [83] for the construction of the Q-operators of the spin chains with
sl(n|m) symmetry.

Such explicit constructions of the Q-operators make transparent the regularity properties
in the spectral parameter of the operators and their eigenvalues. In the compact case, they
are all polynomials up to a trivial state-independent prefactor. For principal series represen-
tations, however, all the operators are meromorphic. Since, in that case, they are integral
operators, it suffices to examine their kernels to determine their asymptotic behaviour at in-
finity and the position and degree of their poles [67,84]. It appeared in several instances [85,80]
that the knowledge of these regularity properties and of the equations satisfied by the oper-
ators (Q-system or Baxter’s TQ-equation) is enough to find the eigenvalues. In the compact
case, for instance, even if it is straightforward to recover the (nested) Bethe ansatz equations,
the Bethe roots being roots of some of the Q-functions, the Q-system formulation of the spec-
tral problem appears to be much more convenient. It does not exhibit the usual drawbacks
of the Bethe equations, all its solutions are physical, and it is even possible to prove that it
is complete in some cases [37—89].

Another key feature of this approach to finding the spectrum is that it does not require
any knowledge about the form of the eigenvectors. In particular, it works in cases for which
more conventional methods like algebraic (or coordinate) Bethe ansatz are not applicable.
Non-compact spin chains based on principal series representations are typical examples of
such a situation.

Separation of Variables

The actual determination of the wave function of the eigenstates is also a very compli-
cated problem. One of the most promising approaches to this question seems to be the
technique of separation of variables (SoV) first promoted by Sklyanin, see [90] for a review.
For a classical system integrable in the Liouville sense, we say that symplectic coordinates
(P1, -+ sDnsq1, - - -, qn) are separated if there are relations of the form ®;(p;, ¢;, H1, ..., Hy,) =0
for all i € {1,...,n}. The quantum analogue [91] comprises two sets of mutually commut-
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ing operators: the separated variables {Xi,..., Xy} having simple joint spectrum, i.e. an
eigenvector common to all the X;’s is uniquely specified, up to multiplication by a complex
number, by its eigenvalues, and a set { Py, ..., Py} of operators which act as ladder operators
with respect to the separated variables. Moreover, we want that (left) eigenvectors of the X;’s
form a basis (z1,...,zy| of the Hilbert space in which the wave function of any eigenstate
|¥) (of the original Hamiltonian, transfer matrix, etc.) factorises according to

N

(1, .., an| V) = [ i), (0.0.6)

i=1

with each 1; a solution to some equation involving the conserved charges as coefficients. The
number N of separated variables, which can be seen as the number of degrees of freedom of
the quantum system, is a priori not easy to determine.

Sklyanin [91,92] managed to develop such techniques for the compact twisted inhomo-
geneous spin chain with GL(2,C) symmetry. His construction relies on an identification of
the separated variables with the operatorial zeros of a certain family B(z) of commuting
operators. He then sets P; = A(X;), where A(x) is a second family of commuting operators.
If the A and B families satisfy appropriate commutation relation, the shift property of the
P;’s is automatically satisfied. In the compact spin chain we just mentioned, A(z) and B(z)
are simply elements of the monodromy matrix, although one has to introduce twists and
inhomogeneities in order to ensure that the operators are diagonalisable and possess a non-
degenerate spectrum. Separated variables were subsequently found for non-compact models
with the same symmetry group [67,84,93,94]. Each 1; turns out to satisfy Baxter’s equation
(0.0.4) evaluated at the eigenvalues z; of X; and can be identified with a Q-function. It had
actually already been suggested in [95] that the Q-operators could be used, provided one has
some explicit expression for them, to construct a unitary transformation (change of basis)
going to the SoV representation. This proposal was verified in the non-compact models just
mentioned.

The situation is much more complicated for systems with higher-rank symmetry. First
of all, the identification of the A- and B-operator is far less clear. A proposal for them was
made in [96], based on a study of the classical case [97], for models with GL(3,C) symmetry.
However, even in the simplest compact GL(3,C) spin chain, this proposal does not seem to
be totally satisfying, as the shift properties of the P;’s are not verified. Significant progress on
this subject has only been achieved recently thanks to the works of several groups [98-100].

On the one hand, Maillet and Niccoli managed to circumvent the need for an explicit
construction of the A- and B-operator, and thus of the separated variables themselves, and
constructed SoV bases for integrable models associated with the defining representation of
GL(n,C) [99,101], the quantum affine algebra Uq(gA[(n)) [102], the Y (gl(n)) reflection algebra
[103], and the supersymmetric algebras [104] (with Vignoli). Their work is based on the
powerful observation that factorisation of the wave function is automatic if the covectors
(x1,...,zN| are obtained via the application of the conserved charges themselves on a fixed
reference covector. In the simplest spin chain with GL(2,C) symmetry [99], when all sites
carry the defining representation, the transfer matrix with defining representation in the
auxiliary space is enough to generate all the conserved charges: the number of separated
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variables coincides with the length of the chain, N = L, and one can define

L
(h1,..., bl oc (SITT TM(&) (0.0.7)
=1

for any (hy,...,hr) € {0,1}F, with &1, ..., £f the inhomogeneities (which should be in generic
position) and some reference covector (S|. We stress that the labels of the vectors are not the
eigenvalues of some explicit operators anymore, although in this simple case, if (S| is conve-
niently chosen, one can recover Sklyanin’s results [92] and the eigenvalues of the separated
variables are z; = & + 2h; — 1. Maillet and Niccoli proved that, for (S| generic enough, the
vectors (hi,...,hr| thus generated are linearly independent. For representations other than
the defining one, more transfer matrices are needed to generate the basis, but the result still
holds [105]. Furthermore, using fusion relations satisfied by the various commuting transfer
matrices, like the T-system, as well as the knowledge of their asymptotic behaviour, they were
able to give a precise characterisation of the spectrum of the various models they considered.
Their analysis is done for a very wide range of twist matrices, but in the particular case of
an invertible twist matrix with simple spectrum they show that the spectrum can essentially
be characterised by Baxter’s equation (0.0.5).

On the other hand, Ryan and Volin followed more closely Sklyanin’s approach and focused
on compact spin chains with GL(n,C) symmetry, first in the same rectangular representation
at each site [100], and then in arbitrary finite-dimensional representations [106]. They used
the proposal made in [98] for a polynomial B-operator B(z) that, when evaluated at the
momentum-carrying Bethe roots, could be used to create the eigenvectors of the model by
repeated application on a reference vector, just as in the GL(2,C) case. This B-operator is
explicitly expressed in terms of a sum of products of minors of the monodromy matrix, and it
had actually already appeared in [107]. Ryan and Volin first proved that the B-operator is, up
to a nilpotent term, given by a product of the generators of the Gelfand—Tsetlin subalgebra
of the Yangian [108]. This permitted them to show that the operator is diagonalisable and
to determine its spectrum. They further showed that the eigenvectors (z1,...,zn]| of B(x)
can be constructed, following [99], by application of various transfer matrices of the model,
shifted and evaluated at the inhomogeneities, on a suitably chosen reference state. For generic
representations at each site, the number of separated variables is N = w, and they are
labelled X,?j with @ € {1,...,L} and 1 < j < k < n — 1. The wave function of the model
factorises into a product of determinants:

({ai}|r) = H H det (aitaf) 0.08)

where ¢; is, up to a trivial normalisation, the eigenvalue of the Q-operators ()(;}.

The separation of variables is also a convenient approach to compute the norm of the
eigenstates and form factors, i.e. matrix elements of operators. The wave functions in the
SoV basis being indeed expressed in a particularly compact form, it seems natural to com-
pute such scalar products in this basis. However, the scalar product is defined in the original
basis. In order to express it in the SoV basis, one needs an additional piece of informa-
tion, the SoV measure, also called Sklyanin’s measure. It corresponds to the scalar products
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(x1,...,zN|y1, ..., yN), where |y1,...,yn) is a dual SoV basis that need not be equal to
((x1,...,zn])T. This measure has been known for a long time for models with SL(2,C) sym-
metry. For models with higher-rank symmetry, it has only started to be understood in the
past couple of years. An ingenious method relying on the Baxter equations satisfied by the
Q-functions allowed the authors of [109] to bypass the explicit construction of the SoV bases.
They obtained a determinant expression for the measure for a spin chain with the Verma
module of s[(n, C) of highest weight (—1,0,...,0) attached to each site. The same technique
was applied in [110] to the compact spin chain with the defining representation of GL(3,C) at
each site, a construction of the dual SoV basis was also presented. These results were further
extended in [111] to a particular family of Verma modules and new determinant expressions
for several form factors were derived. The SoV measure was also computed in [112] in terms
of a solution to some recursion relations for the same model as in [110].

Spectrum of N =4 SYM

The appearance of integrability in the planar limit of AV = 4 SYM dates back to the study
by Minahan and Zarembo [33] of the one-loop dilatation operator for operators in the SO(6)
sector, i.e. which are traces of products of the scalar fields. They showed that the dilatation
operator then coincides with the Hamiltonian of an SO(6)-invariant spin chain with the
spins in the defining representation. This notably means that the spectral problem can be
reduced to solving Bethe ansatz equations. The complete one-loop dilatation operator with
PSU(2,2|4) symmetry was then obtained in [113,114].

The one-loop dilatation operator only involves nearest-neighbour interaction, this is how-
ever no longer the case when one goes to higher loop orders: the range of the dilatation
operator grows with the loop order. The idea that the dilatation operator could be integrable
at all loop is due to [115]. It was realised in [116] that in order to determine the all-loop Bethe
ansatz equations one should focus on the scattering matrix of the excitations. This S-matrix
can be determined up to an overall phase—the dressing factor—from symmetry considera-
tions only; this was done in [117] and allowed to recover the Bethe equations proposed earlier
in [118]. The symmetry algebra is a centrally extended su(2|2) & su(2|2).

A physically equivalent S-matrix was shown [119] to describe the scattering of world-
sheet excitations in the AdSs x S° string sigma model. In that case, the S-matrix, up to
the dressing factor, follows from the assumption that the excitations are created by the
action of a Zamolodchikov—Faddeev algebra [120,121] and that they have centrally extended
s5u(2|2) @ su(2|2) symmetry.

An equation that the dressing factor should satisfy, the crossing equation, was proposed
in [122] based on the quantum group structure of the symmetry. The solution relevant to
N =4 SYM was conjectured in [123,124]. It was proven in [125] that this conjecture indeed
satisfies the crossing equation. At the same time, the solution to the crossing equation with
the minimal number of singularities in the physical strip was shown in [126] to coincide with
the conjectured dressing factor.

The Bethe equations thus derived, though valid at all loop orders, are only asymptotic
in the sense that they yield the conformal dimensions of infinitely long operators. Their
application to operators of finite length is valid only up to terms exponentially small in the
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length—the wrapping corrections. These corrections can be added one by one [127], they are
then called Liischer corrections because the expression of the leading correction in relativistic
quantum field theories was obtained in [128]. For integrable 1+ 1-dimensional field theories, it
is also possible to resum all these terms, the conformal dimension is then encoded in a system
of integral equations called the thermodynamic Bethe ansatz (TBA) [129]—TBA equations
were actually derived for the first time in [130] in the study of the thermodynamic limit of the
Lieb—Liniger model. The formulation of the TBA equations for integrable field theories relies
solely on the knowledge of the dispersion relation and the scattering matrix of the excitations
in a dual theory dubbed the mirror theory. The mirror S-matrix and the associated bound
states for strings in an AdSs x S° background were determined in a series of articles by
Arutyunov and Frolov [125,131-133], while the complete spectral equations appeared in the
form of the Y-system [134] before the TBA equations were formulated [135-137].

The solution to the spectral problem was later greatly simplified [138,139] by expressing it
in terms of a solution to a Q-system. This formulation is the most efficient way to determine
the spectrum and is known as the quantum spectral curve (QSC), it is nicely reviewed in
[38,39]. As we explained before, even if the Q-system is entirely fixed by the symmetry algebra,
psu(2,2(4) for AdSs/CFTy, the regularity properties of the Q-functions must depend on the
specifics of the model. In the case at hand, these properties are quite intricate and were also
worked out in [138,139] starting from the TBA and Y-system formulations. The Q-functions
have branch cuts whose positions are determined by the 't Hooft coupling, their asymptotic
behaviour is determined by the charges of the operator under consideration, and they satisfy
some sewing conditions relating different Q-functions and their monodromies around the
branch points. The QSC was then extended in [140] to describe deformations of N’ = 4 SYM.

Before moving on to the fishnet theory, let us emphasise that these progressive advances
in the solution to N’ = 4 SYM were deeply interwoven with similar progress on the string side
of the correspondence, such as the proof that the sigma model on AdSs x S° is classically
integrable [34], or the development of the classical spectral curve [141,142]. In particular,
the TBA, as developed in [129], should a priori only be applicable to the string theory but,
because of the correspondence, the same equations describe the spectrum of N’ = 4 SYM.
In the much simpler case of the fishnet theory, however, the TBA equations can be derived
directly from the conformal field theory as we will show in this thesis.

The Fishnet Theory

The integrability of planar N' = 4 SYM gives hope for an exact solution of this strongly
coupled field theory. Although this would be a remarkable achievement in itself, it would
also, in this case, deepen our understanding of the AdS/ CFT correspondence. It remains
nonetheless an arduous task and many results are still conjectural. It thus seems reasonable
to begin by studying simpler integrable theories.

The fishnet theory is a non-unitary quantum field theory of two N. x N, matrix complex
scalar fields X and Z interacting via a single quartic interaction vertex with coupling &2. It
was originally [143] obtained in four dimensions as a double-scaling limit (strong imaginary
twist and weak coupling) of the y-deformation of N' = 4 SYM, and was subsequently gen-
eralised to arbitrary dimension [144]. The main interest of this theory comes from the very
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simple structure of its Feynman graphs in the planar limit, i.e. N, — 400 but &? remains
finite. Owing to the chiral nature of the interaction, there are very few of them. What is more,
all those graphs are of fishnet type: the bulk of these diagrams is nothing but a piece of a
square lattice. This important restriction ensures that the theory is conformal if one includes
some specific double-trace counterterms [145] (see also [146] for an investigation of the spon-
taneous conformal symmetry breaking in the fishnet theory) that were already present in the
~-deformation of N'=4 SYM [147]. This property of the Feynman graphs also ensures inte-
grability of the theory. Zamolodchikov [148] had first observed this several decades ago when
he treated fishnet Feynman graphs on the torus as an integrable statistical physics system,
and was able to obtain the partition function in the thermodynamic limit. The Yang-Baxter
relation guaranteeing integrability being here an integral identity called the star-triangle re-
lation. It turns out that a more explicit connection can be made with some non-compact
conformal spin chains studied in [149]. One can indeed exhibit an integral operator which,
upon repeated application, yields all the graphs appearing in the perturbative expansion of
some correlators. This operator is then explicitly shown to belong to the conserved charges
of a non-compact spin chain [143, 150]. Being a non-compact spin chain with a higher-rank
symmetry, its solution is not yet known but is expected to be achievable through the methods
of Q-operators and separation of variables described above. This thesis will contain results
in that direction.

Even though we will only study the fishnet theory just described, let us mention that
several theories with a similar regular structure of their Feynman graphs have also been
proposed. Firstly, the double-scaling limit can be taken such that three fermions and three
scalars remain coupled [143]. In that case, the structure of the graphs is more involved [151]
and integrability is already much less apparent (although it was still visible at the level
of the graphs for an intermediate theory with three scalars and two fermions [151, 152]).
Then, a double-scaling limit of the y-deformed ABJM model [153, 154] was presented [155]
which contains three scalars interacting via a single sextic coupling, the bulk of the graphs
being pieces of a triangular lattice. This was further investigated in [156] where theories with
graphs based on a hexagonal lattice were also introduced. Finally, it was shown in [157] that
a theory of only two fermions and one scalar, which had appeared in [156], can be obtained
through the procedure of y-deformation followed by double-scaling limit applied to an N' = 2
superconformal field theory; the authors of [157] also studied integrability and conformality
of this theory.

Harking back to the square fishnet theory, the anomalous dimension of a few short oper-
ators, as well as some structure constants, can be determined exactly using integrability in
a relatively straightforward manner [144, 158, 159]—some four-particle scattering amplitudes
can also be computed [160]—but for most operators the result is still very hard to reach. When
dealing with the original four-dimensional fishnet theory, one can use the results obtained for
N =4 SYM from which it descends. It is, for instance, possible to take the double-scaling
limit in the asymptotic Bethe ansatz equations describing the conformal dimensions of long
operators, as was done in [155], or to take the limit directly in the twisted quantum spectral
curve as in [150]. This is however not possible for the fishnet theory in other dimensions, or
even in four dimensions, if one includes an additional anisotropy parameter. In such cases, it
seems that one needs to derive from first principles the relevant quantum spectral curve.
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The chirality of the interaction in the fishnet theory induces a dilatation operator which,
though integrable, exhibits properties very different from that of N'=4 SYM. In particular,
it is non-diagonalisable, and, as a consequence, there exist logarithmic multiplets. This was
first realised by Caetano [161] and further investigated in [150]. Moreover, it was noticed [162]
that the one-loop dilatation operator (of the fishnet theory and, more generally, of the theory
with three fermions and three scalars) coincides with the Hamiltonian of some “eclectic” spin
chains. The correspondence with a spin chain was done via a restriction to a certain class of
local operators (traces of products of scalars) as in [33]. In the usual Heisenberg spin chain,
the interaction is simply a permutation of two adjacent spins, whatever the state they are
in. In these eclectic spin chains, however, the interaction is still nearest-neighbour but only
some specific configurations can be permuted. The authors of [162,163] studied these unusual
chains in detail. They showed that the quantum inverse scattering method cannot be used
to find its eigenvectors, even though the Hamiltonian can still be obtained from a family of
commuting transfer matrices. Being non-unitary, it is not a surprise that the Hamiltonian
is non-diagonalisable, so the only thing one can hope for is to bring it to Jordan normal
form. It was nonetheless pointed out in [163] that the size and the multiplicity of the Jordan
blocks seems to be highly structured, thus giving hope for a systematic understanding of this
spectrum.

The simplicity of the fishnet theory also allowed a rigorous derivation of its holographic
dual. This was achieved by Gromov and Sever: they first showed in [164] that the strong
coupling dual of the theory is a classically integrable chain of point-like particles on the light-
cone in six-dimensional Minkowski space, which they named the fishchain model. They then
proceeded [165] to derive the dual at finite coupling by quantising this classical model for
a subsector of the operators in the fishnet theory. They eventually extended their construc-
tion to all operators [166]. The fact that the quantum fishchain lives in AdSs had already
transpired in [167].

Some of the planar integrals relevant to the fishnet theory had already been studied
extensively in the past. Such is the case, in four dimensions, of the ladder diagrams computed
in [168], or of the (one-)wheel graphs computed in [169], for instance. With the discovery of
the fishnet theory came new advances. On the one hand, the (massless) Yangian symmetry of
a vast class of single trace correlators of the theory, each given by a single Feynman graph, was
derived in [170,171] thus providing severe constraints on these integrals. A Yangian symmetry
for a class of Feynman integrals with massive propagators was then discovered [172, 173],
and an interpretation of these integrals as the scattering amplitudes in a massive version of
the fishnet theory was also derived [174]. On the other hand, several equivalent expressions
for a class of four-point integrals in four dimensions were given in [175], one of which can
be obtained rigorously from the integrability of an open non-compact spin chain [176,177].
These expressions were then used [178] to examine the thermodynamic limit of the four-point
integrals. The result was different from that obtained by Zamolodchikov [148] for periodic
graphs, thus showing a strong dependence on the boundary conditions. The same integrals
in two dimensions were also computed directly from integrability [179]. The results, both in
two and four dimensions, admit a remarkable determinant representation.
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Outline of the Thesis

The first chapter of this thesis will be devoted to a reminder of some well-known results
regarding quantum integrable models, and in particular compact spin chains. After a quick
presentation of the Bethe ansatz equations for the simplest XXX spin chain, the concepts
of R-matrix and transfer matrix are introduced. The fusion procedure, used to construct
new R-matrices starting from known ones, is exemplified in the GL(2,C) case. The simplest
R-matrices for symmetry groups of higher ranks are shown, and the appearance of nested
Bethe ansatz equations is explained.

We present, in the next two chapters, the fishnet theory and its connection with an
integrable non-compact conformal spin chain. We explain how the fishnet theory in four di-
mensions arose as a double-scaling limit of the y-deformation of N' = 4 SYM. The importance
of the chiral interaction for conformality of the theory is reviewed. Scalar principal series of
the conformal group, as well as the spin chains involving these infinite-dimensional represen-
tations, are described. We show that the graph-building operators producing the perturbative
expansion of some correlators are part of the conserved charges of the chain, thus exempli-
fying integrability of the theory. The solution to the simple case of a closed chain of length
two is also reviewed, thus providing the exact results for some conformal dimensions and
structure constants.

The diagonalisation of the graph-building operator related to the open spin chain is per-
formed in the fourth chapter. This is done in arbitrary dimension d [180], thus generalising
the known results in two and four dimensions. The eigenstates of the operator of length N
can be interpreted as N-particle states. There are infinitely many types of particles labelled
by integers [ > 0; they all live on a one-dimensional space and have an additional internal
O(d,C) symmetry: a particle of type [ transforms in the symmetric traceless representation
of rank [ of the group O(d,C). Though the order of the particles a priori matters in the
definition of the N-particle states, it is explicitly shown that the exchange of two particles
in a given state yields the same state up to mixing of the internal degrees of freedom. This
mixing is governed by the O(d, C)-invariant R-matrices acting in the tensor product of two
symmetric traceless representations. The N-particle states are also shown to be orthogonal
up to the symmetry just mentioned. These computations are based on explicit expressions
for the fused R-matrices that were not known before.

The graph-building operators can be seen as the (exponential of minus the) Hamiltonian
of the interacting particles. Because of integrability, the energy of an N-particle state is just
the sum of the individual energies. What is more, the scattering matrix can be extracted
from the asymptotic behaviour of the two-particle states; it contains a matrix part, which is
nothing else than the O(d, C)-invariant R-matrix, and a non-trivial scalar phase. From this
scattering data, one can write down TBA equations [181] for the dimensions of multi-magnon
operators of the type

Ogu(w) =Tr(XMZ7) 4 ... (0.0.9)

Those TBA equations are presented in the fifth chapter. From them one can immediately
extract the asymptotic Bethe ansatz (ABA) equations describing the dimensions of operators
in the limit J — +o00. The TBA is also explored at finite coupling, following the findings
of [167] in four dimensions. A correspondence with a two-dimensional non-linear sigma model
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in AdS441 is established.

After reviewing the A, Q-system for compact spin chains, we propose, in the sixth
chapter, a D, Q-system. Our proposal [182] is based on the recent construction [183] of
some Q-operators for the spin chain with defining representation of the orthogonal group at
each site. We also obtain several new expressions for the transfer matrices in terms of the
Q-operators. Some of these expressions are the analogues of (0.0.3) for A, symmetry and
constitute a quantisation of the classical Weyl character formula. Other expressions we pro-
pose for the transfer matrices seem to be a consequence of relations on infinite-dimensional
modules akin to the Bernstein—Gelfand—Gelfand resolution.

We summarise, in a brief conclusion, our main achievements, and we present a few possible
future directions of research. Finally, we include three appendices. We present, in the first
one, the conventions for Lie algebras used throughout the thesis. The basic integral relations
needed for the Feynman diagram computations are contained in the second appendix, as well
as the explicit computation of some of the Feynman graphs appearing in the fifth chapter.
And we provide, in the last appendix, additional information regarding the results of the
sixth chapter.

Our own results are all presented in the last three chapters (and the associated appen-
dices); these are based respectively on the following works:

e Mirror channel eigenvectors of the d-dimensional fishnets, arXiv:2108.12620 with Sergey
Derkachov and Enrico Olivucci.

e Thermodynamic Bethe Ansatz for Biscalar Conformal Field Theories in Any Dimen-
sion, Phys. Rev. Lett. 125 (2020) with Benjamin Basso, Vladimir Kazakov, and De-
liang Zhong.

o QQ-systems and Weyl-type transfer matrices in integrable SO(2r) systems, JHEP 02
(2021) with Vladimir Kazakov and Rouven Frassek.






Chapter 1

Compact Integrable Spin Chains

We review in this chapter some elementary facts about compact spin chains. We first explain
the coordinate Bethe ansatz on the simplest spin chain: the XXX Heisenberg spin chain with
GL(2) symmetry! originally studied by Bethe [9]. After having managed to write the Bethe
ansatz equations, we proceed to the construction of a family of operators commuting with
the Hamiltonian. This is naturally done in the framework of the quantum inverse scattering
method. We thus introduce Yang’s R-matrix and the Yang—Baxter relation. We also explain,
on this particular example with GL(2) symmetry, the fusion procedure used to construct
new solutions to the Yang—Baxter relation. We finally touch upon models with higher-rank
symmetry. In particular, we motivate, from the point of view of the coordinate Bethe ansatz
for the Heisenberg spin chain with GL(N) symmetry, the appearance of the nested Bethe
equations.

Several of the notions introduced here will be useful in the next chapters. Firstly, the
definition in Chapter 3 of the non-compact spin chain relevant to the fishnet theory requires
particular solutions of the Yang—Baxter equation. Then, the fusion procedure will be used in
Chapter 4 to give explicit expressions for some O(d)-invariant R-matrices. The eigenvectors
of the non-compact model solved in the same chapter will be shown to satisfy properties
analogous, if not identical, to those of the eigenvectors of the compact spin chain with GL(N)
symmetry solved here. Finally, the Q-system presented in Chapter 6 will be shown to include
the nested Bethe ansatz equations.

1.1 The GL(2) Heisenberg Spin Chain

We consider a discrete quantum system of L spins % on a chain with nearest neighbour

interactions and periodic boundary conditions. More precisely, the Hamiltonian is

L-1

H=L-> Py —Pr, (1.1.1)
=1

n order to shorten the notations, we denote by GL(N) the group of N x N invertible complex matrices.
The group of invertible real square matrices, which will almost never appear, will be denoted GL(N, R).

15
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and it acts on the quantum space (C?)®%. In the previous expression, P;; = Pj; for i # j
denotes the permutation of spins at sites ¢ and j without modifying the other spins:

Pij(U1®"'®Ui®"'®vj®"'®UL):Ul®"'®Uj®"'®vi®"'®vLa (1.1.2)

where all the v;’s are in C2. We introduce the usual spin operators at each site

5*;:12@...@ QR --®I, (1.1.3)

N | Qy

where I5 is the 2 x 2 identity matrix, the operator & appears only at the ith site and its
components are the Pauli matrices

01 0 —i 1 0
am—<1 O)’ Uy—<i 0), and az—<0 _1>. (1.1.4)

We will also denote by [1) and [|) the two vectors of the basis in which the Pauli matrices
are written. In terms of the spin operators, the Hamiltonian can be rewritten

= L
H:§—2251'51+1—251'SL- (1.1.5)
=1

The Hamiltonian commutes with the operator P of translation by one site
Pi@ - Quy) =0, Qv Q- Qup_q. (1.1.6)

Our goal is to diagonalise simultaneously these two operators, and to determine their spec-
trum.

We first remark that that there is a global GL(2) invariance: for any G € GL(2), we have
HG® -G =[P,G®---®G]=0. (1.1.7)

This implies that the Hamiltonian commutes with the associated representation of the Lie
algebra gl(2), and with the total spin S = Sk S; of the system in particular. Its spectrum
will consequently be degenerate.

There are two obvious eigenvectors, |1 ... 1) and || ... ), both having energy 0. We now
(arbitrarily) decide to call || ... ]) the vacuum and that M-particle states, for 0 < M < L,
will refer to linear combinations of states made of M spins up [1) and L — M spins down
[1). It is clear that M-particle states are exactly the eigenvectors of S, the z-component
of the total spin, with eigenvalue M — %, and that they are stable under the action of
the Hamiltonian. In order to shorten the notations we shall write |()) for the vacuum and
li1,...,ip) with 41,... iy distinct integers between 1 and L for the state made of M spins
up at sites 41,...,757 and spins down at the other sites.
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One-particle Sector One-particle eigenvectors of P are trivially found to be
L . . .
p) =D e [j) with e =1. (1.1.8)
j=1

These are also eigenvectors of the Hamiltonian:
Plp)=e"lp) and H|p)=2(1—cosp)|p) - (1.1.9)

We thus obtained L new eigenvectors, one of which (p = 0) has the same energy as the
vacuum and is actually in the same SU(2) multiplet:

0) = 5710) , (1.1.10)

where St = % is the usual ladder operator. The other new eigenvectors all have an

energy strictly higher than the vacuum.

Two-particle Sector We now look for eigenvectors of the form

pLp2) = Y. Upipe (G, k)[4, K) (1.1.11)
1<j<k<L

with the wave function given by
Dprpa (G, k) = €PITP2E .G (py, po) P14 (1.1.12)

This wave function in particular satisfies

¢P1,P2(j + 1vk) + wpl,pz(j - ]-a k) + wpl,Pz(jvk + 1) + QZ)p1,p2(jvk - 1)
= 2(cosp1 + cosp2) Yp, po (4, k). (1.1.13)

For |p1,p2) to be an eigenvector of P, the eigenvalue can only be e~i(P1+r2) and it is easy to
see that

Plp1,pa) = ¢ PP |py po) = TP = P2 = S(py, o). (1.1.14)
This is nothing but the appropriate periodicity condition on the wave function
17/)1717172(-]. - L, k) = ¢p1,p2(k7j) = ¢p17p2(j7 k + L) : (1-1-15)
The action of the Hamiltonian on |j, k) for 1 < j < k < L is given by
Hlj,k)y=4lj,k)— |7 —Lk)—|j+1L,k)—|j,k—1)—|5,k+ 1), (1.1.16)
if j+1<kand (j,k) # (1,L), and else by
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with the understanding that the chain is periodic (i.e. |j, L + 1) = |j,1) and |0, k) = |L, k)).
As a consequence, one can write

H |p1,p2) = 2(2 — cos p1 — cospz) [p1,p2)
L

+ Z (¢p1,p2(j + 17.] + 1) + ¢p1,p2(jaj) - 2¢p1,p2(j7j + 1)) ’.]7] + 1> ) (1118)
j=1

where we have used the property (1.1.13) and the condition (1.1.15). We thus get an eigen-
vector if the coefficients in front of |j,j + 1) in the second line vanish, this is equivalent

to L )
1+ eP1 +ip2 _9 elP2

1 + elpitip2 9 eip1

S(p1,p2) = (1.1.19)

Together with the condition (1.1.14) this equation restricts the values of et and e2. It is
possible to show that solving these equations would give % new eigenvectors, one of
which would be (proportional to) S% |@) (when p1 = po = 0) and L — 1 others would be

(proportional to) Sy |p) for p # 0 (when {p1,p2} = {0, p}).

Coordinate Bethe Ansatz Now that we have understood the form of the eigenvectors
for small number of particles, we are ready to propose an ansatz for an arbitrary number of
them: we look for M-particle eigenvectors of the form

Loy = D Ul dm) - du) (1.1.20)
J1<<jim

with the wave function given by
. M .
Yot inr) = . a(o) e Ln=aPowie (1.1.21)
cEG

for some coefficients a(o) to be determined (they will obviously depend on pg’s, but we do
not indicate it in order to lighten the notations). We will refer to the py’s as the momenta of

the particles. If we first require that |p1,...,par) be an eigenvector of P, then the eigenvalue
is necessarily e {1+ +PM) and the wave function must satisfy
1/’p<j17 e 7jM + L) = wp(ijjla e 7.jM—1) . (1122)

Assuming that the p,’s are generic, this entails that, for any permutation 7, the coefficients

must satisfy
a(t(12---M))

a(r)
where (12--- M) is the cyclic permutation 1+ 2+ -+ — M > 1.
If we now act on our ansatz with the Hamiltonian, we get

= e ilPr) | (1.1.23)

M

Hlpi,...,pm) = (Zé“(pk)) P, pM) (1.1.24)

k=1
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where (p) = 2(1 — cosp) and the last ellipsis stands for terms involving states containing
adjacent up spins. The cancellation of these unwanted terms imposes the values of the co-
efficients a(o). If we consider, for instance, the terms proportional to |j1,j1 + 1, j3, ..., Jm)
with the indices strictly ordered and such that only j; and j; + 1 are neighbours, then the
condition reads

wp(jhjlaj?n cee 7]M) + wp(jl + lv.jl + 17j37 s 7.7M) - pr(jlajl + 17j37 cee 7]M) . (1125)

This is in turn equivalent to

O — Slpaay o). (1.1.26)

for any permutation o, and with S the same function as in (1.1.19) for the 2-particle case. It
is easy to see that the following conditions must also hold:

a(o(jj +1))
a(o)

for any j strictly smaller than M. Since any permutation can be decomposed into a product
of elementary transpositions (jj+1), these conditions are already enough to determine all the
coefficients. The only question is whether it can be done in a consistent way: the decomposition
of a permutation in terms of elementary transpositions is not unique and as such there could a
priori be several ways of defining a(o) for a generic permutation. In order to show consistency,
one simply needs to verify that the two decompositions

= S(Po(j)s Po(j+1)) s (1.1.27)

(13) = (12)(23)(12) = (23)(12)(23) (1.1.28)
lead to the same prescription for a((13)). It is immediate, both decompositions give

a(13) (1+ elP2+ips _9 eip3)(1 + elp1tips fgeipa)(l 4 elPrtipz 9 eip2)

a(ld) (1 + ep2+irs —2eip2) (1 4 eiP1Fips —2 ipr) (1 + b1+ —2cip1) (1.1.29)
As a consequence, we obtain, for an arbitrary permutation o,
alo) _ 1 + ePe) TiPo(k) —2 elPo(i)
a(ld) (o) I1 11 o tioe 905 (1.1.30)

j<k
where €(0) is the signature of the permutation. It can be shown that such coefficients also
guarantee the cancellation of all the other unwanted terms (when more than two up spins are
adjacent). One should notice, however, that these conditions are generically not consistent
with the periodicity of the wave function expressed in (1.1.22) or (1.1.23). Consistency requires
the momenta of the particles to satisfy the so-called Bethe ansatz equations

M M iy 4ip i
Lo 1 + ePetiPi —2 elPi
Lp; _ N — M+1
e = — H S(pkapj) - (_1) H 1 + eiPetiP; 9 eipk (1131)
k=1 k=1
for all j in {1,..., M}. Since everything is algebraic in the exponentials €7, it is common to
introduce the rapidity v through
1 . w4+
u= cot<p) et =12 (1.1.32)
2 2 (T
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The energy of an excitation and the scattering matrix are then given by

1 ug —up +1

m , S(pl,pQ) = S<u1 — UQ) = (1133)
4

e(u) =

U2 — Ul — i ’
and the Bethe equations read

Uj—i-% r Muj—uk—i-i
—F :—Hi (1.1.34)

kzluj—uk—l

1.2 R-Matrix and the Yang—Baxter Equation

We present here a purely algebraic way of constructing models that generalise the Heisenberg
spin chain from before. We begin with the simple case of the Heisenberg spin chain and then
proceed to present models based on higher-rank symmetry groups.

1.2.1 GL(2)-Invariant R-Matrix in Defining Representation

For x a complex number, let
R(z) =2zl @la+P (1.2.1)

be an operator acting on C?> ® C?, P being the permutation operator. We shall refer to z as
the spectral parameter and to R as the R-matrix. Introducing, for 1 < 4,5 < 2, the matrices
e;; with a single non-zero coefficient, equal to 1, at the i-th row and the j-th column, one can
write

P = €ij & €j; and R(U) =zlbh®l+ eij & €ji , (1.2.2)

where summation is understood with respect to repeated indices. This R-matrix is GL(2)
invariant since for any 2 x 2 matrix G one has

[R(z),G®G]=0. (1.2.3)
We also point out for further use that R is invertible with inverse given by

- zlho I, — P R(—x)

-1 _
R (x) 21 T 21 (1.2.4)

and that Lol P
R(£1) = F2 (2’@;) = TP, , (1.2.5)

where Py are the orthogonal projectors onto (anti)symmetric tensors.
We now remark that, if we define three operators on C?> @ C? ® C? in the following fashion:

ng(:c) =2 L +Ppu=cshblb®Il,+ €ij €4 ® I, (1.2.6)
Rgg(x) =2 L@ +Pys=0hbbLbLh+Ih® €ij & €ji , (1.2.7)
ng(az) =2 L +Pis=zhLb bl + eij & IL® €ji (1.2.8)
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then they satisfy the Yang—Baxter equation

Riz(2)Rus(z + y)R23(y) = Ras(y)Rus(z + y)Riz(2) - (1.2.9)

The proof is straightforward and goes as follows, one expands both sides and notices that,
after some trivial cancellation of the terms cubic and quadratic in the spectral parameters,
this is equivalent to

x (P13Pa3 + P12P3) + y (P12Pa3 + P12P13) + P12P13Pos
= 7 (Pa3P12 + P23P13) + y (P13P12 + Pa3P12) + PasPi3Pr2 . (1.2.10)
This last equation holds because the permutations satisfy
Py3Po3 = Po3lP1o = P1oP13 and  P1oPog = PosPi3 = Pi3Pia. (1.2.11)

Let us now introduce L + 1 copies of C2, we denote them Vo, V1, ..., Vr. The quantum
space of our model will be H =V; ® --- ® V, while Vg will be called the auxiliary space.
We define Rg 1, (z) = 2 1d +Pyj, for £ > 1. Let the fundamental monodromy matrix be

M(z) = Ror(z) ... Roz(z)Ro1(z) = (égg ggi;) , (1.2.12)

where the matrix structure acts in the auxiliary space, while A(z), B(x), C(z), and D(x) are
operators on H. Let the fundamental transfer matrix be its trace over the auxiliary space:
T(x) = Tro(M(x)) = A(z) + D(x) . (1.2.13)

If we introduce a second auxiliary space V) = C? and define a second monodromy matrix
M'(z) = Ryp(x) ... Rya(z)Ro1 (), then the following equation holds:

Ro,o (z — y)M(z)M'(y) = M'(y)M(2)Ro0 (z — y) - (1.2.14)

The proof consists in noticing that Rg; and Ry commute when j # k, and in applying
repeatedly the Yang—Baxter equation (1.2.9) for the R-matrix:

Roo ( — y)M(z)M'(y) = Roo(z — y)Roz(z)RoL(y) - - - Roa(2)Ror2(y)Ro1 () Ro (y)
= Roz(y)RoL(z)Roor (z — y) - .- Roz(z)Ror2(y)Ro1 (7)Ror1 (y)
= Ror(y)Ror(z) . .. Ro2(y)Roz(7)Ror1 (¥)Ro1 (7)Roo (7 — )
= M'(y)M(z)Roo/ (x — y) . (1.2.15)

Multiplying both sides of (1.2.14) with Raol, (x — y) from the right and taking the trace with
respect to both auxiliary spaces, we immediately get

T(x)T(y) = T(y)T(x). (1.2.16)
If we write

L
T(z) = 22"+ tjah 7, (1.2.17)
j=1
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with t; an operator on H, the previous commutation relation is equivalent to
[tj,tx] =0 forall j,k in {1,...,L}. (1.2.18)

Let us now take a closer look at the coefficients t;. It is clear that

L
t1 =Y Tro(Pox) =L (1.2.19)
k=1
is trivial. The next coefficient is
ta= Y Tro(PoPok) = > Pj. (1.2.20)
1<k<j<L 1<k<j<L

Expressing t5 in terms of the spin operators qu at the different sites we see that it is nothing
else than the Casimir operator for the global s[(2) symmetry:

ty=S8-S+=——1L. (1.2.21)
On the other hand,
tr, = T(O) = Tr() (]P)OL .. .Pgl) = P12P23 .. -PL—LL = P, (1222)

with P the operator of translation by one site (1.1.6). This is a direct consequence of the fact
that
]P)OL--'POI :P12P23...PL_1’LPLO. (1223)

Similarly, one has

L
tr_1=T'(0) = T (IP’OL . Por.. .IP’01)
k=1

L-1
=Pos...Proin+ Y Pro . Pooipyr - Proip+Pro. . Proopoy, (1.2.24)
k=2

where the hat over Py means that this operator is omitted from the product. It is then easy
to check that

L
traP =Y Pupp1+Pu=L-H, (1.2.25)
k=1

where H is exactly the Hamiltonian (1.1.1) of the GL(2) spin chain. Since P~! = T~1(0),
this can be rewritten

H=L-T0)T'0)=L-(InT)(0). (1.2.26)

Since [T(z), T(y)] = 0 implies [T(z),T'(y)] = 0, we have in particular [T(x), H] = 0. This
means that we have found a whole family of operators commuting with H; such operators
are called (conserved) charges.
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1.2.2 GL(2)-Invariant R-Matrix in Symmetric Representations

We now use the so-called fusion procedure [184,185] to construct new R-matrices that satisfy
a cubic relation similar to the Yang—Baxter relation (1.2.9). These R-matrices will be used
to obtain new transfer matrices commuting with the fundamental one defined above.

Let S'(C?) be the vector space of rank-I symmetric tensors in 2 dimensions; it is in
particular generated by vectors of the form v @ --- ®@ v = v® for v € C2. For any = € C, we
now define R(WY (z) : C? ® SY(C?) — C? ® SY(C?) in the following way:

st [RUD@ o] = (o4 250 ) (o)t w) + s )t o)), (1220)

with v, w, s, and t all in C?, and where v-w = viw; is the natural inner product on C2.
Equivalently, we could have written

l

1-1
RO @) e C] s = (“” + 2) Vil + kzl Uik G (1.2.28)

where C' is a symmetric tensor of rank [. The first term corresponds to the identity operator
while the sum corresponds to the analogue of the permutation operator (we have to sum in
order to get a symmetric tensor). Notice that R(MY = R. For any two spectral parameters
and y, the following relation holds between operators on C? ® C? ® S'(C?):

| N N N
Ria(2)R5Y (@ + 9)RYEY () = R ()RS (@ + y)Raa(z) . (1.2.29)

The indices indicate as before on which of the three spaces the operators act non trivially. In
order to prove this, let us first show that the new R-matrices satisfy the fusion relations

R4 <a: — é) R (x + ;) v @ wdlHD = <x + -l ; l> R(l’l+1)(x)v ® w1 (1.2.30)

Before proving this relation, let us emphasise that it does not imply that the operators
themselves are proportional, as they are not even defined on the same spaces: R(31) (l’)R(l’l) (y)
acts on C? ® C? ® S'(C?) whereas R4 () acts on C? @ S'+1(C?). What it means is that
the restriction of the first one to C? @ S*1(C?) ¢ C? ® (C? @ S!(C?)) is proportional to the
second one. It is fairly easy to check using the explicit form (1.2.28) for the R-matrix:

R(LY (a; — l)R(l’l) (:z: + 1) v @ w®lHD
2 2

l
_ p1) _
R (”““ 2)

!
= (;v + 22_l> [(x - é) v @ w2 4 Z wBH) g 4 @ w®(l_k)]
k=0

l
(x + 22_l> v w43 PN gy @ w®<l’“)]
k=1

_ <x L2 ; l) RO (2)y @ w0+
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Now that we have the fusion relations, we can use induction to prove the Yang-Baxter relation
(1.2.29). It holds for [ = 1 because it is then exactly equation (1.2.9) from before. Assuming
that it is verified for some [ > 1, we can write, for Z some element of C? @ C? @ S!T1(C?),
ng(x)R%’lH)( )R(l J1+1) ()2
1,1 1,0 1,1 1,1
Riy" (e +y— 4R (z+y+ 1) R (y—§) RS (v+ ) .
(o) (%)
1,1 1,1 1,1
Rip” (o +y—5) Riy” (v = 5) Rig! (s 4y + )R (w+3)
(z+y+ %) (v+ %)
R (e )R (Y (e D o)
= Rig(x)Z
@+y+ )( )
1,1 1,1

<x+y+21)( %ﬂ

= R%JH)(?J)R%JH)(JE +y)Ri2(z)Z

= ng(x)

= R12(IL‘)

Rig(x)Z

On the first and last lines we have operators acting on C? ® C? ® S'T!(C?), on all the
intermediate lines we have operators acting on a larger space, C? ® C2 ® C? ® S'(C?), which
contains the previous one, so that we can still act on Z. The indices of the R-matrices
indicate the factors on which they act non-trivially, 3’ being the third copy of C? while 3"
stands for S'(C?). We have used the fact that R-matrices with different indices commute
among themselves, and, in going from the third to the fourth line, that the Yang—Baxter
relation holds for rank-1 and rank-l symmetric tensors.

We use these newly obtained R-matrices to construct new transfer matrices. The proce-
dure is similar to the one for the fundamental transfer matrix save that the auxiliary space
Vo is now taken to be some S'(C2). More precisely, for any positive integer [, we define

Ty(z) = Tro [R(Ll(;”(x)...R%”(@R%”( )] . (1.2.31)

Of course, T; = T. The Yang—Baxter relation (1.2.29) ensures that these new transfer ma-
trices commute with the original one:

[T(2), Tu(y)] = 0. (1.2.32)

They thus also commute with the Hamiltonian and give some new conserved charges. One
could actually show that they commute among themselves

[Ty(2), Te(y)] = 0. (1.2.33)

This requires constructing some R-matrix R() and showing that it satisfies the Yang-Baxter
equation with R4H and R(l’l/), but we will not do it here.
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1.2.3 Higher-Rank Symmetry

Until now, we have only considered a model with GL(2) symmetry. It is however possible
to exhibit R-matrices, that is to say solutions of the Yang—Baxter equation, with different
symmetry groups. Let us present here the R-matrices in the defining representations of the
classical groups.

« For the complex general linear group GL(N), the only invariant operators on CV @ C¥
being the identity and the permutation operators, the R-matrix is the same as in the
N = 2 case, namely

RELN) (1) = z1d 4P (1.2.34)

It is sometimes referred to as Yang’s R-matrix since it appeared for the first time in
Yang’s study [18] of the extension of the Lieb—Liniger model to distinguishable particles.

e For the orthogonal group

O(N) = {M € GL(N) | MM =1y}, (1.2.35)
there is one more invariant operator, K, defined by Kﬁfj = 6;,4,07172, Tt satisfies
K?=NK, PK=KP=K. (1.2.36)

The R-matrix is then given by

RO (z) = 2(z 4+ k) Id+(z + k)P — 2K, (1.2.37)
where Kk = % It is sometimes referred to as the Zamolodchikovs’ R-matrix since it
was found in [120].

o For the symplectic group (in that case N is even)

0 I
Sp(N) = {M € GL(N) | 'MSM = S} with §= (_IN g) : (1.2.38)
2

there exists also a third invariant operator K defined by 7511322 = Siyiy S7192, Tt satisfies

K? = NK, PK=KP=-K, (1.2.39)
and the R-matrix is given by [186]
RN () = (2 + &) Id +(z + &)P — 2K, (1.2.40)
where K = w

In each case, the R-matrix that is given is a solution of the Yang-Baxter equation

RY, (2)RY3(z + y)RE5(y) = R (1) RT3 (z + y)Ri,(x) . (1.2.41)
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Once we have a solution, we can multiply it by an arbitrary scalar function R(z) — f(x)R(z)
and get another solution. But if we only look for solutions of the Yang—Baxter equation, such
prefactors are inconsequential. They become relevant, however, when the R-matrix is actually
the S-matrix of some quantum field theory because then there exist other constraints on the
S-matrix, such as unitarity or crossing symmetry, that can only be satisfied thanks to some
properly chosen scalar prefactor.

We have also seen that, once we have a solution of the Yang—Baxter equation, it is
interesting to look for new R-matrices, acting in different representations of the symmetry
group, consistent with the original one. More precisely, we look for a representation p of the
symmetry group on a vector space V and an operator RY?(x) on C¥ ®V which is G-invariant:

vGeg, [RI(2),Gep(@)] =0, (1.2.42)
and satisfies the Yang—Baxter equation
R (2)RTY (z + y)RSY (v) = R (y)RE (@ + y)RYx(x) | (1.2.43)

where as usual the indices indicate on which of the three factors in CN @ CN @V the operators
act non trivially. When G = GL(INV), there exists such an R-matrix for any representation p,
it suffices indeed to imitate the definition of the permutation operator in terms of generators,
P =e;; ®ej;, and to set

RGL(N),p(x) = zld+e;; ® EJPZ. , (1.2.44)

0
where Eji

are the images of the generators in the representation p. If we consider in particular
the irreducible representation p; on S'(CY), it is clear that this definition coincides with the
one given earlier in (1.2.28) (the formula for N > 2 being exactly the same as the one for

N = 2) up to a shift:
1—
REL(N).m (ZC + 2l> _ R(l’l)(l‘). (1.2.45)

For the other groups, it is not that easy and the R-matrices actually exist only for some
specific representations, the Kirillov—Reshetikhin modules [53], of the associated Yangian or
extended Yangian. We also point out that such R-matrices, acting in the tensor product of
two different representations, are sometimes called L-matrices.

We can then go on and look for G-invariant R-matrices acting in two representations p
and p’ different from the defining one. In that case, all the Yang—Baxter equations that can
be written should hold:

N ! A

R%” (2)RT” (x +y)RSY " (y) = RS ()R (x + y)RTY” (x) (1.2.46)

for any three representations for which the R-matrices have been constructed.

In the following, whenever possible without ambiguity, and in order to simplify notations,
we will refrain from indicating the symmetry group of the R-matrix. The three R-matrices
presented at the beginning of this subsection would thus all be denoted R(z).
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1.3 Nested Bethe Ansatz Equations

1.3.1 The GL(N) Heisenberg Spin Chain

We now consider the Heisenberg spin chain with a higher-rank symmetry group. The Hamil-
tonian is still given by (1.1.1) but it is now defined on H = (C™)® for some N > 3, i.e. the
symmetry group is now GL(N).
Vectors of the form v®¥ for arbitrary v € CN are still eigenvectors with zero eigenvalue.
If {e1,...,en} is an orthonormal basis, then we define the vacuum |0)) = e%@,L. Turning our
attention to excited states, the first thing to notice is that, in contradistinction to the N = 2
case, there are now several ways of inserting excitations at a given site: there are N —1 flavours
represented by eq,...,en_1. If i1,..., iy are distinct integers between 1 and L and aq, ..., aps
are all between 1 and N —1 (not necessarily distinct), we will write |i1,...,in),, ,,, for the
state with eq, at site i; and ey at all the other sites. If C' € (CNV=1)®M is a rank-M tensor,
then we define
C-lig,... ip) = C4M

iy i)y 0y - (1.3.1)

One-particle eigenstates are of the form
L . . .
p;C) => e C-|j) with =1 (1.3.2)
j=1

and C an arbitrary vector in CV~!. They satsify H |p;C) = 2(1 — cosp) |p; C) = &(p) |p; C).
For a higher number of particles, we generalise the ansatz (1.1.20)-(1.1.21) and look for
eigenvectors of the form

J1<--<jm
with a wave function given by

(it g C) = Y € Xk et §(5)C (1.3.4)

oeG s

where C is a rank-M tensor, and S(o) : (CN=1)®M 5 (CN-1)®M are operators to be deter-
mined. Once again, one can derive two types of conditions on these operators by requiring
that |p1,...,pa; C) be an eigenvector of both P and H. The first of these are periodicity
conditions, they are

P(N_l)wp(jla e 7.jM + L7 C) = wp(jM7j17 cee 7jM—1; C) 9 <135)

where PV-1 ig the analogue of P acting on (CN=1H®M "If the momenta are in generic
position, this is equivalent to

S((1--- M)o)C = ePotant pIN-D§(5)C (1.3.6)

for all permutations o € &js. The second conditions are, as before, much more cumber-
some to write explicitly because there are many unwanted terms that arise when acting on
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Ip1, ..., pa; C) with H. Considering those that involve |j1, j1 + 1,73, ..., jar), with the indices
strictly ordered and such that only 71 and j; + 1 are neighbours, one obtains the condition

wp(jlajlvj:b cee 7]M7C) + wp(.jl + 1aj1 + 17j3a cee 7]Ma C)
= (Id + ng_l))wp(jlﬂjl + 1,73, Jms C) ) (137)

where }P’g_l) is the permutation operator acting on vectors with N —1 components (not to be
confused with IP’%V) = Py, appearing in the Hamiltonian). Inserting the form of the ansatz, one

. . . L .
sees that both sides are linear combinations of functions empo_l(lﬁpa_l(?)mﬂZk:3pff‘1(k>j’“.

For any permutation o, there is exactly one other permutation, namely (12)o, for which
the same function appears. Grouping those terms together, and after some straightforward
algebra, one shows that

$((12)0)C = S12(p0- 111, Po-1(2))8(0)C (135)
must hold. We have introduced the two-body S-matrix
V (7 — PP Y — (e —1)(ePs 1)
which, in terms of the rapidities u; = 5 cot(%), reads more simply
(N-1) . (N=1)p /-
. . u; — uj)P —-i Py Ri(u; — u;
Sij(pi,pj) = SU(UZ - Uj) = ( ]) J = J ( ( ])) (1.3.10)

ui—uj+i i(ui—uj)—l ’

where we have recognised the GL(N — 1)-invariant R-matrix (1.2.34). We point out that the
S-matrix is unitary

v v

Sij(pj: pi)Sij(pispj) = 1d. (1.3.11)

It is clear that, besides (1.3.8), the operators S(¢) have to satisfy similar conditions for

which (12) is replaced with any (kk + 1) for k € {1,..., M — 1}. All these conditions can be

satisfied at once if we define the operators in the following way: if 0 = (k1k1 +1) - - (kik; +1),
then we set

g(U) = Sk1k1+1 e éklkzl—i-l ) (1.3.12)

where it is understood that the arguments of Skk“ depend on the operators to the right of
it. Because the S-matrix is unitary (an equation which now reads S;;S;; = Id) and satisfies
Yang—Baxter relation, this definition is unambiguous. One has for instance

S((13)) = S12(p2, p3)S23(p1, p3)S12(p1, P2) = S23(p1, p2)S12(P1, P3)S23 (P2, p3) - (1.3.13)

Furthermore, with this definition, one can write

v

S(0)S(7) = SPr-1(1)s - - - s Pr—1(ar); O)SP1s - -, 2ar5 T) = S(p1, - . ., pars 07) = S(o7), (1.3.14)

where, one last time, we have displayed the explicit arguments of the operators. In particular,
this means that our putative eigenvectors satisfy

’pla - PM; C) - ‘pa*1(1)7 <y Po—1(M)3 S(U)C> (1315)
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for all permutations o € & ;. It turns out that for this choice of operators S(o), and if (1.3.6)
holds, then

M
Hp1,....,pm;C) = (Z 5(]%)) p1s- .o C) (1.3.16)
k=1

The periodicity conditions (1.3.6) for permutations that are powers of (1---M) can be
rewritten using the explicit form of S((1--- M)), they are then equivalent to

Skr—1(uk — ug—1) - Sg1 (g — u1)Sgar(ug — uar) -+ - Skr1(ur — ugp1)C = e PO (1.3.17)
for all k € {1,..., M}, with S;; = P{¥ VS, This is nothing but requiring that C be an
eigenvector of the GL(N — 1) inhomogeneous spin chain of length M with transfer matrix

T(ui,...,up;u) = Tro [Soar(w — war) ... Sor(w — uqg)] . (1.3.18)
It indeed trivially holds that

T(ut, ..., unsug) = —Sge—1(up — ug—1) - - Spr(ur — v1)Sear(ur — unr) - - - Sgr1 (Up — Ugs1) -
(1.3.19)

In that way we managed to reduce our original problem to a simpler one since the new
spin chain is shorter and has a smaller symmetry group. The natural way to proceed is to
make a new ansatz for C, similar to (1.3.3) and (1.3.4), and to repeat what has just been
done. The only new feature is that one now needs to compute the eigenvalue of the transfer
matrix T'(uq,...,up;w) in order to write the conditions (1.3.17) requiring it to be equal to
up+3

shall not explain it here and only present the resulting Bethe equations.

e"iPel — . This can be achieved through the so-called algebraic Bethe ansatz, we

1.3.2 Transfer Matrix Eigenvalues

The authors of [187] found expressions for the transfer matrix eigenvalues valid for more
general GL(r + 1)-invariant spin chains. Let us give them here for completeness. The spin
chain is of length L with quantum space H = V1) ®---® V1), where V} is the space of the
finite-dimensional irreducible representation with highest weight A\ = :;rll Ai€; (see Appendix
A.1 for an explicit description of the weights, roots, etc.). We also introduce a (constant)
diagonal twist matrix D = Diag(ry,...,7,+1) and some inhomogeneities z1,...,x. The

transfer matrix of interest is the one with the defining representation in the auxiliary space:
T(x1,...,zr;2) = Tro {DRgz(L) (x —xp)--- Rgf(l) (x — ml)] ) (1.3.20)

with RP*(z) = 21d +e;; ® Ef} the GL(r+1)-invariant R-matrix acting on C" ® V) mentioned
in Section 1.2.3. The first thing to notice is that, in contradistinction to what we have studied
in the previous chapters, the presence of a twist breaks the global GL(r + 1) symmetry down
to the centraliser of the twist matrix D. For twists in generic position, this is simply the
Cartan subgroup of diagonal matrices.
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The transfer matrix eigenvalues are characterised by r polynomials g, () = ]_[JK:“1 (T—Yay),

and given by?

[ 1] (z)
T(z1,...,c052) =T xl—i—)\
1 1 H [+1] (;U)
r L la+1] [a 2] L [r+2]
i Qo1 (T)qa ~(z) @ @ ()
+ 37 [T — i+ A =g e o [T =2+ N T (13:21)
= = Qo1 (T)qa () i=1 qr ()

where ¢l*! () =¢q (x + g) The roots of the polynomials, called Bethe roots, have to satisfy
the Bethe equations

L 2 -1
T2 0y — T+ >\( 2 —1 qﬁ ](yl,j)qéﬂ} (y1,5)
D 4 -1 2 -1
et Ve m A -8 0 Wag) e (Vo) gt Wa) (1.3.23)
Tatt i3 yag — 2+ AT — ¢ @ Wa)dh P e g)al ] (vay)
for2<a<r—1land1<j <K, and
Dy -1 2

B R A’(") 5 aam)et ) i< K,. (1.3.24)

Tt iy — 2+ A =2 P d  (wny)

It is notable that, even though this is not how they were obtained, these equations can be
recovered from the final form (1.3.21) of the eigenvalue solely by requiring it to have no pole.

Since the transfer matrix commutes with the (global) action of the Cartan subgroup
of GL(r + 1), its eigenvectors have definite weights. For the eigenvector associated to the
eigenvalue (1.3.21), the weight is given by

r+1
A= Z)\ — Y (Ko — Ka-1)ea, where Ko=K,41=0. (1.3.25)
a=1

This can be read off from the behaviour of the transfer matrix when x — +o00. On the one
hand, the definition as the trace of the twisted monodromy matrix indeed implies that

r+1 L
T(zy,...,zp;2) = zX Tr(D) + &1 (ZTa aa—Tr(D)Z@) +..., (1.3.26)
i=1

where E;; = Yk, Ef‘j(i) are the generators of the global action of GL(r + 1). On the other
hand, the asymptotic behaviour of the function (1.3.21) is simply

r+1
T(xy,...,xp;x) = 27 Te(D) + 25~ 1<ZT (Z)\’)—FKQ 1— )— ZCL‘Z>
a=1 =1
(1.3.27)
Matching the previous two equations gives exactly the weight (1.3.25) for the eigenvector.

2The roots of [187] were called u ), ours differ from theirs by a constant shift: y,, j= u(a) + 3.



Chapter 2

From N = 4 Super Yang—Mills to
The Fishnet Theory

We are going to review, in this chapter, the derivation of the fishnet theory in four dimensions
as a double-scaling limit of the N/ = 4 superconformal Yang-Mills (SYM) theory, and its
generalisation to arbitrary dimension. The rudiments of N' = 4 SYM recalled in the first
section, as well as much more information on this theory, can be found in numerous references
such as the thesis [35] and the review [36]. The content presented in the last two sections is
also reviewed in [188].

2.1 N =4 Super Yang—Mills

2.1.1 Fields and Lagrangian

N =4 SYM [189,190] is a gauge theory with gauge boson A, six real scalar fields ¢,, and
four Weyl spinors 1,. All these fields are in the Lie algebra of the gauge group which will be
taken to be SU(N,), they are thus N, x N, traceless Hermitian matrices. They have, however,
different transformation properties under a gauge transformation U(x) € SU(N.). Namely,
the fermions and scalars transform in the adjoint representation, but the gauge boson does
not:

Om = U U™, g = U U, Ay UA U —ig Y0, U) U, (2.1.1)

where we have introduced a dimensionless coupling constant g. We define the covariant deriva-
tive D, on any field W by

D,W = 8,W —ig[A,, W]. (2.1.2)

This in turn serves to define the field strength F' as the commutator of two covariant deriva-
tives:

[D,, D)W = —ig[Fy,, W] < Flp = 0,4, — 0,4, — ig[A,, A,]. (2.1.3)

31
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It transforms in the adjoint representation of the gauge group. We can now write the La-
grangian of the AV = 4 super Yang—Mills theory:

2
£YM =-"Tr <;F“VF;U/ + D'ud)mDugbm - %[d)ma ¢n] [d)mv ¢n]
+ 2095 Dyt — igoaac (¢, 5] — igT 08 (B, wg]> , (2.14)

where ¢ is the totally antisymmetric tensor of su(2) with £'2 =el2 = = 1,and o#, g*, c™, o™ are
the chiral projections of the gamma matrices in four and six dimensions (see Appendix A.2.2
for an example of a construction of such matrices). They satisfy the following relations:

o’ + oV" = gto” 4+ Vot = 2V 1y, (2.1.5)
oG - o"E™ = Mo + o™ = 26" 1, (2.1.6)

where we recall that I,, denotes the n x n identity matrix.
The equations of motion are

D" Dyom = 9°[én, [¢" bm]] + 9 00 (W Y} + —a%saﬁ{zﬁwg}, (2.1.7)
D, F* = ig[¢y,, DF¢™] — iga™ a5{¢d7waﬁ}’ (2.1.8)
B D g = iga™ =B, ng] ' (2.1.9)

The action is simply the integral of the Lagrangian density:

1
Sym = —5— [ Lymlg=1d*z (2.1.10)

gYM

It will prove convenient to define A = g2, N, and to rescale the fields W +~ AW such that
the action becomes

Syn = Nc/ﬁ;/M[g = \d'z. (2.1.11)

2.1.2 Symmetries

There is a global SU(4) symmetry, called an R-symmetry: the fermions transform in the
defining representation, the gauge boson transforms in the trivial one, whereas the scalars
transform in the defining representation of SO(6,R) (remember that SU(4) is the universal
cover of SO(6,R)). More precisely, the Lagrangian is unchanged if we perform the following
substitutions:

Yo = Uy, ¢% U;lﬂ/;bv Pm > O(U)mnPn (2.1.12)
where U € SU(4) is arbitrary and O(U) is the (unique) element of SO(6,R) such that
U*o™UT = 6"O(U) i,

It can be shown that the theory is also invariant under the action of the N’ = 4 super
Poincaré algebra generated by P, for translations, M,, for Lorentz transformations and
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sixteen supercharges (% and Qaa. In particular, the supercharges generate the following
transformation:

[Q%, ] = ot (2.1.13)
{Q5: v} = —%Uﬁﬁ”ﬁ”%&? Fu, + %gsg@’f!ai“[ém, "], (2.1.14)
{Q4,¥3} = ool Dug™ | (2.1.15)

[Q Au] = o0 (2.1.16)

Furthermore, the classical scale invariance of the action (all fields are massless and the
coupling is dimensionless) survives at the quantum level [191]. In other words, the beta
function vanishes, meaning that the theory also has conformal symmetry, which introduces
a dilatation generator as well as four special conformal transformation generators. Joined
with the previous supercharges, these conformal generators imply the existence of sixteen
new supercharges. All these symmetries combine into the full symmetry algebra of N' = 4
super Yang-Mills: psu(2,2|4). Apart from the Lorentz and internal symmetries, which are
manifestly realised in the quantum theory, the generators of the superconformal algebra
receive quantum corrections and as such depend on the coupling constant.

2.1.3 The Planar Limit

It was shown by 't Hooft [192] that if one considers the following limit of the theory
Gy =0, N.— 400, \=giyNe fixed, (2.1.17)

then only the Feynman graphs with planar topology survive, i.e. those graphs that can be
drawn on the plane without crossing lines. This comes from the fact that the planar topology
is the one that maximises the number of closed gauge index loops for a given number of
vertices. Let us repeat here the short derivation of this fact. First of all, one should notice
that because all of the fields transform under the adjoint representation of SU(N.), they
carry two gauge indices. A propagator always identifies the two indices of one field with the
two indices of another. A trace involving more than two fields, on the other hand, identifies
the indices of one field with those of two different fields. The interaction vertices correspond
to such traces.

Let us only consider correlation functions of local gauge-invariant operators, meaning that
we consider operators that are products of traces of products of fields and covariant derivatives
of fields. Now, each closed index loop of the graph will contribute a factor Zficl d;; = N¢ while,
because of the form of the action, each propagator comes with a factor N, and each vertex
with a factor V.. Consequently, if a given graph contains L index loops, P propagators, and
V vertices then the corresponding factor will be NJ+V=F But the Euler relation states that

L+V-P=20-2G-T, (2.1.18)

with C' the number of connected components of the graph, G the minimal genus of a surface
on which the graph can be drawn without lines intersecting, and 7" the number of traces in
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the operators (7" is the number of vertices that do not contribute a factor of N.). This means
that the leading contributions come from graphs for which each connected component has
planar topology.

In view of the overwhelming evidence (see [35-39], and references therein), there is no
doubt that N'=4 SYM is integrable in the planar limit. However, the origin of this integra-
bility is not completely clear yet.

2.2 The y-Deformation of ' =4 SYM

2.2.1 Definition

The deformation of N'=4 SYM we are about to define dates back to [193-195].
We first group the six real scalars into three complex scalars. If the matrices ¢ and ¢"™
are conveniently chosen, one may do it in the following way:

p1=¢1 +ig2, w2 =0¢3+igs, p3= 5+ igs. (2.2.1)

The weight vectors qp = (¢k, %, ¢5) of each of the fundamental fields B with respect to the
internal su(4) symmetry are given by

B sy s s | Al @2 g3
as |+ -2 -5 +3[0[1 0 0O
% | -3 +3 -3 43|00 1 0
| -5 -3 +5 +3|/0]0 0 1

Roughly speaking, the Lagrangian of the v-deformed theory is obtained by replacing all
products BC' of two fields with a *-product defined by

B *C = e298Mc BC, (2.2.2)
where
ap Nac = —det(ap,qc,y) and v = (71,72,73) - (2.2.3)
It reads (see [147] for instance)
1 0% 1 w, ot 7 Ta [
Ly = =NeTr (F" Fuy + 5D"0} Dy’ + 095Dy ) + Lint (2.2.4)

with
Ling = Neg Tr ( - 1ol o Hek @Y + g plplptyd

_ e*%’Y{ @Z)jg(?j?/}l + e%’y‘; 17[;4gpj17[;j + ifz’jk G%E]’km%-; wkSOiwj
i _iT . ie. = 1,J
— 27 wM}wj +e 2% %’90}1/14 + lejjp €29k ¢k903¢]) , (2.2.5)
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where summation over doubly and triply repeated indices is understood and contraction of
two undotted/dotted spinors is done through €*?/e¢%#. The combinations ’yji of the twists
that appear in the Lagrangian are defined in the following way:

13t 1ts 2Emn
NE = — . o =— , Y= — . (2.2.6)
2 2 2
Notice that the twists 71, 72, and 73 have to be real for the Lagrangian to be Hermitian.
When they take arbitrary (real) values, all the supersymmetry is broken but the theory seems
to remain integrable [39, 158], provided one includes some specific counterterms [147]. Part

of the supersymmetry can be restored if we take particular values for the twists.

2.2.2 The Double-Scaling Limit

The authors of [143] proposed a double-scaling limit of the v-deformed theory that simplifies
the theory while seemingly preserving integrability. The limit is defined by

g—0, ~j—ioco, suchthat & = e 3 g remains fixed (2.2.7)

for all 1 < j < 3. Notice that unitarity has been broken when the twists were taken to
be imaginary. As mentioned in Introduction, this makes the dilatation generator not diago-
nalisable anymore [150, 161, 162], and the presence of non-trivial Jordan blocks implies the
existence of logarithmic multiplets of operators.

In that limit, the gauge boson A completely decouples from the rest of the fields, and
only some of the quartic and Yukawa interactions are preserved:

1 o
Ly =—N.Tr <28"g018#g0’ + Wlauam/)a) + Loy int (2.2.8)
and

Loy ing = NeTr [5%@590;@2903 + 53@:2901@3901 + 53%@180;@1902 + iv&&3 (Y311 + l/;?’(PMQ)

—H¢EEmem+i%%j%Hv&&wwmm+&%ﬁﬁ] (2.2.9)

Now that the gauge boson has decoupled, U(N,) is only a global (flavour) symmetry.

2.3 The Fishnet Theory

2.3.1 Lagrangian and Feynman Rules

If one sets two of the coupling constants &1, &2, £3 to zero in the previous model, the fermions
as well as one of the scalars decouple, and only one quartic interaction between two complex
scalars remain [143]:

L=-N.Tr |9, X0"X +0,20"7 - (4ne)?x1 2T x 2] | (2.3.1)

where we have renamed and rescaled the fields and the coupling. We recall that X and Z are
N, x N, matrices.
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X X‘i‘ X —_————— X‘i’ F(S) 47671'7%~
(o) (z—y)20
Zm————yl g ——e—1z L@ 4o f

() (z—y)2

(4) 562

Figure 2.1: Feynman rules for the fishnet theory (2.3.2). On the left we show the double line
notation taking into account the matrix indices of the fields, indices are conserved along a
line. The other two columns describe the simplified rules, valid in the planar limit. In that
case, the arrows are mainly there to remind us of the chirality of the interaction.

This theory was then generalised in [144] in arbitrary dimension d and with an additional
deformation parameter ¢ such that 0 < § < 521 in the following way:

£ = —N.Tr [xY(=0,0")° X + 21(~0,0")Z — (4m)22 X1 21X 7] | (2.3.2)

where

S:g—é, (2.3.3)

and we now work in Euclidean signature so that (—d,0")® can be understood as the operator
of multiplication by (p?)® in Fourier space. In position space, this becomes

4oT (€ 4+ o d
[(~8,0")° f](x) = (3 +) /(x_f@) Sy (2.3.4)

In the deformed theory, the two scalar fields have different bare dimensions: § for X and
0 for Z.

Feynman Rules The free propagators are given by

8,10 (0)
(X5 () X (y))o = NC457r§]];(<l5)(x 7 (2.3.5)

001 (8

(ZD)ij (@) Za(y))o = ——= (9) . (2.3.6)
N A2 (6)(x — )20

The propagators and the single interaction vertex are represented in double-line notation in

Figure 2.1.
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Figure 2.2: Three quartic interactions: we (arbitrarily) decide that the one on the left cor-
responds to Tr(X AP Z), present in the Lagrangian, whereas the one on the middle cor-

responds to Tr (Z TXtZX ) absent from the Lagrangian and thus forbidden. The one on the

right is then associated to Tr(X tZztzXx ) and is also forbidden, in particular it shows that
black and red lines should really cross one another and cannot simply graze.

From now on we will work in the planar limit
N, — 400, &2 fixed. (2.3.7)

This means, in particular, that we will only consider planar Feynman graphs. For correlation
functions of trace operators, in that limit, the dependence on N, appears only as an overall
trivial factor (cf. Subsection 2.1.3). We can thus drop the double-line notation and use a
simplified version of the Feynman rules as depicted in Figure 2.1.

2.3.2 Mass and Coupling Renormalisation

When drawing Feynman graphs for the fishnet theory, the main point to remember is that,
because the fields are complex matrix fields and because there is only one allowed interaction
vertex, the lines can only cross in a very specific way, see Figure 2.2.

Let us investigate the possible running of the mass and of the coupling constant. If we
first consider the possible corrections to the propagator, one can easily convince oneself that
the only allowed planar contributions are those depicted on the left of Figure 2.3. There is
one graph at each order of the coupling constant. And it is easy to see that they all have the
same dependence on the flavour indices and on the number of flavour such that

+0o0
(X)35() Xia(w) = {(X )i ) K)o + 292K (Z " Gl — y>> . (238

¢ m=1
with G,,, that depends neither on £2 nor on N,.. There exists a similar expression for Z fields.
Recalling that the free propagator is itself only of order N1, we see that, in the planar limit,
there is no mass renormalisation. When N, is finite, however, the functions G,, need to be
taken into account and, since they involve propagators between two coinciding points, this

requires regularisation.

Concerning the coupling constant, one realises that it is impossible to draw planar Feyn-
man graphs that would renormalise it. However, even though the coupling £? does not rumn,
the theory is not automatically conformal. It was indeed proven that some double-trace
couplings are perturbatively generated [145]. As a consequence, in order to renormalise the
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X Xt X O Xt

Figure 2.3: Diagrams with an arbitrary number of concentric circles separating the two points
would generate the mass if they were not suppressed in the planar limit. The right diagram,
on the other hand, would not be suppressed but is not allowed because it involves a forbidden
interaction vertex, indicated here with a blue circle (if one had reversed the arrow on the
black circle, the blue circle would have been around the other intersection).

theory, one should include the corresponding counterterms from the start, this means adding
the following terms to the Lagrangian!

Lo = of [T(XX) Tr(XTXT) + Te(22) e (21 21) ]
~ o3 Tr(X2)Tr(x121) — a3 Te(X21) Te(2X1) . (23.9)

Let us first notice that, because of the U(1) x U(1) symmetry associated with the multiplica-
tion by a phase of the fields X and Z, the counterterms have to contain the same number of
fields X and X' and, separately, the same number of Z and Z'. Then, it is also important to
remark that, for the new couplings to be dimensionless, one should set a? = 0 when § # %.
We now present the results of [144] and [158] concerning the renormalisation of these
couplings. One can show that there exist two fixed points for this theory given by

(a1, 03, 03) = (a3(€7),6%,€) or (ad,a3,03) = (a2(£),€%,€) (2:3.10)
where o are the two roots of the beta function for a?:
B = a(€?) + afb(€?) + aje(€?) . (2.3.11)

The coefficients a, b, and ¢ were determined perturbatively to order O(¢!4) for the original
fishnet theory, i.e. (d,0) = (4, 1), using dimensional regularisation for the following two-point
correlation function

(Te(X%(2)) Tr((XH2(0))) - (2.3.12)
The resulting perturbative expansion for a2 is

2 4 6
3
ol =4i> — > Fi 3

‘65510 19512
9 9 Ty !

14
s o T OE. (2.3.13)

+ &8+

!These counterterms are enough if the fields are traceless. If this is not true one should include additional
multi-trace counterterms such as Tr(X) Tr(XTZTZ) [147].
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Though these counterterms have to be included, and the new couplings have to take
specific values depending on &2, for the theory to be truly scale invariant, in the following,
we will not have to take them into account. They are indeed suppressed in the planar limit
with respect to the original interaction vertex. They will thus not contribute to the specific
correlation functions we shall be interested in. We stress that these couplings are in general
relevant in the planar limit—after all, the results presented above were obtained in that
limit—but that there still exist some correlators to which they do not contribute.






Chapter 3

Non-compact Conformal Spin
Chain

We will present, in this chapter, the integrable spin chain relevant for the fishnet theory in
dimension d > 2. The symmetry group is the Euclidean conformal group, and the repre-
sentations under consideration are infinite-dimensional principal series representations. We
begin with the construction of the model using the relevant R-matrix. We then explain, in
Section 3.3, how it naturally arises when considering two-point correlation functions in the
fishnet theory. The last section is devoted to a presentation of the solution in the simple case
of a chain of length 2.

3.1 Scalar Principal Series Representations

3.1.1 Definitions and Representation Theory Results

Let us consider the Lorentz group in d 4 2 dimensions with metric 7, = Diag(1,...,1,-1),
where the indices take values 1,...,d + 1,0. it is given by

O(d+1,1) = {M € GL(d+2,R) | 'MnM =} . (3.1.1)

It is well-known that the (global) Euclidean conformal group in d dimensions is isomorphic
to the subgroup
ONd+1,1)={MeO(d+1,1) | My >1} . (3.1.2)

This subgroup has two connected components: the one containing the identity is the sub-
group SOT(d + 1,1) of matrices with unit determinant, and the other contains the inversion
I = Diag(1,...,1,—1,1). At the level of the generators, the isomorphism is realised via the
following identification:

Lij = X5, Pi=Xpo+ Xigy1, Ki=Xj0—Xig41, D= Xogs1, (3.1.3)

where X, = n(eu — €,,) are the natural generators of so(d + 1,1) while L;;, P;, K; and D
are the generators of rotations, translations, special conformal transformations and dilations.

41
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Here and in the following we assume that Latin indices i, j, k, etc. take values between 1
and d, whereas Greek indices u, v, p, etc. take values between 0 and d + 1. It is clear that
special conformal transformations decompose into the successive application of an inversion,
a translation and another inversion, "% = Ie? % I since this holds at the level of the
generators. The quadratic Casimir invariant is

X, X" = L;ijL;j — PK; — K;P; — 2D* . (3.1.4)

The scalar principal series representations [196, 197] pa are characterised by a complex
number A, called the conformal dimension, and defined on the space

Va = L2 (RY, (1 + 2?)2Rel®)~dgdy) (3.1.5)
The different elements of the conformal group act as expected:
o rotations {pA (ewijLij) f} (z) = fe~wirl” ),
translations [,oA (ebipi) f} () = f(x =),
dilations (a > 0) {pA (aD) f] (z) = 5 f (%),

inversion [pa (1) f)(z) = s F(5).

In general, these representations are not unitary, but there exists an invariant inner prod-
uct in two important cases:

e unitary principal series: A = % + iv with v real, and the representation is unitary for
the usual inner product on L?(R9).

e complementary series: 0 < A < d, and, in this case, the representations are unitary for
a new inner product defined by

_ 1 f(@)*g(y) dpqd
(f.9) = . (A - g) / o y)Q(d_A)d dy. (3.1.6)

The prefactor is important, it is there to cancel the poles of (w—y)*2(d*A) and to ensure

positivity of the inner product. When A = %, for instance, the latter reduces to that
of L?(R%), which is consistent with the fact that we are in the unitary principal series
with v = 0. Representations of the complementary series naturally arise in the study of
the fishnet theory, as we shall explain below.

For the reader familiar with the notion of discrete series representations, we point out
that the conformal group does not have any when d is even. For odd d, none of these unitary
representations appear in the scalar principal series.

The only equivalence between the principal series representations are between represen-
tations pa and pg_a when —A ¢ N, A —d ¢ N. The intertwining operator Ga : Vg_a — Va

is given by ra) ) d
_ y a4y
O = 7~ ) / . (3.1.7)
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These equivalent representations are moreover irreducible. When n € N, however, the space
V_,, contains a finite-dimensional subspace of polynomials stable under the action of the
conformal group. On the other hand, V;i, contains an infinite-dimensional invariant sub-
space on which the conformal group acts unitarily (one of the exceptional series of unitary
representations).

As follows from the explicit expression for the representations, the generators of the
conformal group act as first-order differential operators:

pa(Ki) = 2xi(A + x;0;) — 220,
where we have also denoted pa the representation of the Lie algebra. For unitary represen-
tations, these generators are anti-Hermitian. The quadratic Casimir invariant is

pa(Xpu)pa(X™) = 2A(d - A). (3.1.9)

This is in accordance with the fact that representations A and d — A are equivalent.

Other Principal Series Representations The most general principal series representa-
tions of the conformal group are labelled by the highest weight A\ of an irreducible finite-
dimensional representation of SO(d,R), and a complex number A. The representation space
is [196,197]

Vaa =V, ® L (Rd, (1+ g:?)?Re(A)—dddx) , (3.1.10)

where V is the space of the representation of the orthogonal group.

The scalar representations considered above obviously correspond to the trivial repre-
sentation, A = 0, of SO(d,R). For all A, the representations are unitary when Re(A) = %,
those constitute the unitary principal series. In the last section of this chapter we will need
representations of the orthogonal group on symmetric traceless tensors, i.e. A = le1, we will

then write V; A in place of Vi, A.

3.1.2 R-Matrices and Star-Triangle Relation

We begin with the so(d, C)-invariant R-matrix acting in C¢® V', with V the 2L%_dimensional
space of spinor representations (cf. Appendix A.2.2 for a reminder of the relation between
gamma matrices and spinor representations) of the orthogonal algebra [198]:

1
R®)(z) = z1d —5Lig @ il (3.1.11)

where L;; = e;; — ej; are the generators of the orthogonal algebra, and the superscript (s)
stands for spinorial. Let us prove that it satisfies indeed the Yang—Baxter relation

Riz(2)R{3 (z + »)RE (1) = RS ()R{F (2 + y)Raz(x) (3.1.12)

with Ri2 given by (1.2.37).
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This equation relates two polynomials in x and y, it suffices to verify that it holds for
each coefficient. It is non-trivial only for the coefficients of the monomials z2, zy, and z. Let
us consider the coefficients of 22, one has to show that

éLz‘j ® Lit @ [Yi, villve, n] — (k + P = K)Ig ® Lij ® [, 5]
= %Lij ® Lit @ [ M) [Vir 5] — 1o ® Lij @ [yi, 5] (k + P —K), (3.1.13)
where k = g — 1. It suffices to remark that
P-K=—Ly® Ly, (3.1.14)

]

and to use the fact that L;; and [%T% satisfy the same commutation relations to write

1
zLij ® L @ [Vis v4)s vk )] = Lt © [Lij, Lig) @ [vi,75) = =4 Lij © Lji @ [k, 7], (3.1.15)

which is equivalent to (3.1.13). The computation is similar for the coefficient in front of xy.
For the coefficient in front of x, however, one has to prove that

1
g(fﬁ +P —K)Lij @ Lig @ [vi, %]k 1] — 6PLa ® Lij @ [v3,7;]

1
— éLU ® L ® [’yk,’yl”%,’yj](ﬁ +P— K) +rlg® Lij ® [%‘,’yj] P=0. (3.1.16)

The terms involving % clearly compensate one another. For the others, we first write

— kPI;® Li; ® [vi, 5] + £1a ® Lij @ [, 7] P
=2k (—eg ® el @ ['}’i,’)/j] +e; Qe ® [%,’yj]) . (3.1.17)

We then look at

K K
_gLij ® L @ [y, v5) vk ) = —5 ¢ ®en® [Vi> ¥illves il (3.1.18)
1
=—5ei ®ea® (Ve vil ks 1] (3.1.19)
=2Kei; ® ey @ [vj, ) + 2(1 +2r)K, (3.1.20)

where we used vy v, = —2r7; and Yy = 2(k — 1)y + 465. Similarly, one has

1
gLis ® L ® [V Vil [7i5 Vi) K = 2K €45 @ exy @ [, k] — 2(1 + 20)K. (3.1.21)

Finally, we can add the previous results and write

1 K
glii®Lue [Yi> vl [k Y] K = L@ lu® [vis 3l vk, ]
— kPL;® Li; ® [Vi, 73] + £La ® Lij ® [vi, 73] P =2k Lij ® Ljp® [V, Vi), (3.1.22)
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which, according to (3.1.15), cancels out exactly the remaining two terms of (3.1.16).

It is also possible [198,199] to construct an R-matrix R):() acting on V@V, and satisfying
the Yang Baxter relation both on C* @ V ® V and on V ® V ® V. This R-matrix is not as
simple as those we have seen before and, since we do not need it for what follows, we do not
give its expression.

Let us remark that, in even dimension d, the space of the spinor representation is reducible,
see (A.2.19), and the R-matrix actually decomposes into two smaller matrices:

RO (z) = (R(H(x) 0 ) , (3.1.23)

0 R ()
with 1
R (z) = z1d —5Lij ® (0i0) — 0;01) (3.1.24)
and
RO)(z) = 2 1d —éLij © (3105 — 6;01). (3.1.25)

For the sake of brevity we will, for the moment, restrict ourselves to even dimension d = 2r,
r is the rank of the orthogonal algebra.

The so(d+ 1, 1)-invariant R-matrices acting in the tensor product of the defining and the
spinor representations, or in the tensor product of two spinor representations, are obtained
in a similar fashion. We only need a representation of the Clifford algebra Clg;11(R). Let us
construct one starting from the one we used for Clg(R):

0 .
[i=0, @7 = <% %) , (3.1.26)
for 1 <i<d, and

0 _1 :[27‘
ilyr 0

O igz®12'r71

Tann =0y ®lr = ( 0, ® Iy 0

> , To=i0,®0, ® Iy :<

(3.1.27)
Using the notations of Appendix A.2.2, one has I'; = mg12(7i), Tar1 = 7ar2(Vare), and
I'o = img42(vd4+1) so that {I',,I',} = 27, holds indeed. These matrices are of the form

r,= (iou 20“) , with 2,5, + 5,5, =%5,5, + 5,5, =21, I. (3.1.28)
We are now ready to present the R-matrix acting on V ® Va, it is given by [149]
1 R(+A) (y 0
R(&A)(u) =u-— g [FH’FV] ® pA(X/W) = ( 0 ( ) R(—»A) (’LL) ’ (3'1'29)
where both blocks are of size 2". One of them is
1 _ _
RO (y) = u — 5 (zuzy - zyzu) ® pa(XH) (3.1.30)

1 \0i0;—0;0i _ ; AP
<pA(ng) 1 pa(D) ipa(P;)o; ) (3.131)

2 —ipa (K)o PA(Lij)Mj%W + pa(D)
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with now each block of size 271,

The R-matrix R(A1:42) acting on VA, @V, and satisfying the Yang-Baxter relation with
R(+21) and R(+22) was constructed in [149]. Tt is an integral operator, and its action on
® € Vp, ® Vp, reads

ArLA A1LA A%y dy,
[R4189) ()] (21, 22) = /R( 082 sy, walyr, o) (w1, ) — (3.1.32)
with kernel given by
F(u+4+w)1“(u+g—w)
R(Al,Ag) . — 42u 2 2
(w1, 22|y1, y2) I'(—u—w) T (—u+w)
1
X —5—— . _ ., (3.1.33)
.’Eig <) (2 — yl)Q(u+57w) (21 — y2)2(u+§+w)y%£ +¢)
where d A+A A=A
C = 5 — % and w = % (3134)

Let us point out that we conventionally decide to include a factor 7~% in the integra-
tion measure over d-dimensional variables. This is done so as to remove all factors of 7 from
the kernels of most of the operators we shall consider in the following. There is one no-
table exception: the identity operator on functions of L variables now has a kernel given by
[1Ey 720 (z; — s).

We first notice that, when Ay = Ay = A, i.e. w = 0, the R-matrix reduces to the
permutation operator for some specific value of the spectral parameter: R(22) (0) = P. This
is because

lim ¢ =

50 (g — 239 ;E 5D (x —y) (3.1.35)

ol | NI

as distributions.
Let us now show that the R-matrix satisfies the inversion relation

R(A142) ()R (A1:82) (_y) = Id (3.1.36)

and the Yang-Baxter relation on VA, ® VA, ® Va,. In terms of kernels, the latter is equivalent
to

3 1d
Aq,A Aq,A: Ag, A >_,d%;
/R&f’ 2 (s a1, walz1, 22) RYGVY (w4 03 21, sy, 23) R 2 (05 22, 23y, ) g —
T2
3 1d
Ag,A A1,A: Aq,A > _1d%%;
:/Réf’ (v w9, w3)20, 23) R (utv; 1, 23021, 53 RIY™ 2)(U3217Z2!y17y2)m1737d2
T2
(3.1.37)

Before going further, let us present two well-known integral relations [200-205] that will
be used repeatedly in many a computation in this thesis. They are proven, together with
several other useful formulae, in Appendix B.1.



3.1. SCALAR PRINCIPAL SERIES REPRESENTATIONS 47
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Figure 3.1: Conventions for graphical representation of the integrals involving only propaga-
tors with arbitrary weights, examples of the chain and star-triangle relations.

o Chain relation (a and b are complex numbers)

/ w8l Ag(@)Ao(b)Ao(d —a—b) (3.1.38)

(x — 2)20(z —y)2b (z — y)z(a+b—g)

Using the limit (3.1.35), one sees that the particular case a + b = d is actually a
representation of the delta distribution:

ngddz d
| G = g = Ao Aol s e ). (3.1.39)

o Star-triangle relation, valid for a + b+ ¢ = d,

5 ddw Ag(a)Ap(b) Ag(c)
5 = = = - - . (3.1.40)
(w—a)?(w —y)?(w —2)%  (z—y)%(y — 2)%(z — 2)?
We use the following notations:
d I'(a) 1
a=— — d A =t =— 141
a=5-a an o(a) Ma) ~ Ao(@) (3 )
The proof of the inversion relation is then a direct consequence of (3.1.39) and reads
d?zd?
/R(Al’A2)(U; w1, @)1, 2) ROV (s 21,z o) — o
T
1
= Ao(—u + w)Ag(—u — w)Ag(u + w)Ag(u — w) P ETEraNsToeTa
Z12 Y12

" / 79d% 2, d% 2
(:L'2 _ zl)2(u+%—w) (ZL'l _ 22)2(u+%+w)(z2 o y1)2(—u+g—w)(zl _ y2)2(—u+%+w)

2\ ut¢
= (;2) 746D (21 — y1)6 D (29 — yo) = 796D (21 — y1)0D (22 — yo) .
12
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Xa X2
X X,
X3 X3
—_—
Y1 N \ 2
Y3 3 X1 X3
Y2 Y2
Xy %
*3 X3 Y3 Y1
Xy Xq
Y2
— /
V3 Y3
V1 ¥,
V2 Vs

Figure 3.2: Graphical representation of the proof of the Yang—Baxter relation (3.1.37), each
drawing is obtained from the previous one applying the star-triangle relation (3.1.40). The
line indices have not been displayed for clarity, but they indeed coincide on the rightmost
drawing, so do the proportionality constants coming from the star-triangle relation. This
graphical proof first appeared in [67], where the d = 2 case was studied.

In the following, in order to avoid writing explicitly all the integrals, we will follow a
widespread convention and represent them as Feynman graphs as is explained in Figure 3.1.
The kernel of the R-matrix, for instance, would then just be a square while the proof of the
Yang-Baxter relation (3.1.37) is shown in Figure 3.2.

3.2 The Spin Chain

Thanks to the R-matrices described in the previous section, it is possible to construct an
integrable spin chain in which each site carries a scalar principal series representation of the
conformal group. Let L be the length of the chain and A; be the conformal dimension at
site 4, the quantum space is thus H = VA, ® - -+ ® Va, . The transfer matrices with spinorial
auxiliary space are

Te(u) = Tre (RS2 () RG (W) | (3.2.1)

with the trace taken over a finite-dimensional space, whereas the transfer matrices
AA AA
Ta(w) = Tra (REH () - RES (W) (3.2.2)

involve a trace over an infinite-dimensional one. We recall that, because of the various Yang—
Baxter relations satisfied by the different R-matrices, all these transfer matrices commute
with one another.
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Since R[():E’Ai)(u) =u—1%,5,pa,(X*), the transfer matrix T is a polynomial in u of
degree L, and its coefficients are differential operators:

L
To(u) =2"u"+ > ul My, (3.2.3)
k=1
with
Tr( S0 S0 S Sy
tig = Z ( i )pAik(XNka)...pAil (k) (3.2.4)

1<ii < <ixg<L

One can show, using the explicit construction we gave of the matrices ¥, and ¥,, that they
satisfy the following trace identities:

Tr(EMf]V) =2, Tr(zuiyzpi,,) = 2 [l — TMppTlve + Moo - (3.2.5)

As a consequence, the first two coefficients are

L

tig=—2"2Y pa,(XH,)=0 (3.2.6)
=1

and
tra=—-2""2"3 " pa,(X")pa,(Xuw)
1<i<j<L
L
= —2r 4 (Z%(XW> (ZpA >+2T 3ZA d—2A;), (3.2.7)
=1 =1

which is, up to a constant, none other than the quadratic Casimir element for the represen-
tation of the conformal algebra on H.
The transfer matrix T, on the other hand, is an integral operator. Its kernel is

(AA AA
TA(U Llyew- xL|y1)"'ayL /R L)(’UJ;u)]_,l‘L’u)L’yL)...’]?/(()2 2)(u;w3’x2|w27y2)
L qd
AA d%w;
x RE (wwa, wrfwr,y) [~ (3:2.8)
i—1 T2

where wy 11 = wy. This kernel is depicted in Figure 3.3.

Isotropic Case When all sites carry the same representation, i.e. A; = A for all 4, it is
possible to define a Hamiltonian with nearest-neighbour interaction. Making use of the fact
that R(22)(0) = P, we define

L
H=(InTx)( ZH”H, (3.2.9)

with [149]

IS

HY =Py RO(0) = 2m(a) + a2 (000,000, ) sy

[SIIsH

)
; . (3.2.10)
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Ty T3 T2 I

Y4 Y3 Y2 Y1

Figure 3.3: Kernel of the monodromy matrix R((LAL’AL)(U) . -R((ﬁ’Al)(u) for a spin chain of

length L. = 4. For clarity, only some of the line indices have been written, any other index
is equal to one already written up to A4, Ay — A;. The kernel of the transfer matrix Tx is
obtained by tracing over the auxiliary space, i.e. setting xg = yo and integrating over it (with

a factor W_%).

3.3 Integrability of the Fishnet Theory

We now return to the fishnet theory and consider the two-point function

Gy(z) = <Tr<ZJ (0)) Tr((ZT)J @))) . (3.3.1)

If J > 3, the only graphs contributing to this correlator in the planar limit are the globe graphs
shown in Figure 3.4. The important thing to notice is that these graphs can be constructed
iteratively if we introduce the graph-building operator F ;5 with kernel [143, 144]

1
FJ,5(3317-~-an’ylv-‘wa): N (332)

Ly (i — yi) 2 (ys — yig1)®

represented in Figure 3.5. The perturbative expansion of the correlator is indeed given by

Gr) = 7 (A@)

T d
A0 2 26

X FY ($7"‘7$|y17‘-'7yJ) J dy;
1+a:2J‘SZ§2’f/ R 1%, 333
k=1 Y1 Yy i=1 T2

where, for a given k > 1, the integral corresponds exactly to the globe graph with £ magnons
wrapping around the poles. The overall factor of J comes from the different ways of con-
tracting Tr(Z J ) and Tr((ZT)J ) in a planar way. The previous equation is only a formal
equality and requires regularisation since the integrals are all divergent. There is indeed an
ultraviolet divergence in the globe graphs that comes from the integration regions near the
origin and the point z. In other words, Fﬁ’a(xl, ooy xglyt, ..., yy) diverges when all the z;’s
go to the same point = for £ > 1, and the previous integral has an extra divergence in the
region y; — 0. If we work in dimensional regularisation, the dimension becomes d — 2¢ and
we replace &2 with p=2¢€2, for some mass scale p, in order to keep the dimensionless £2. The
divergences are then reduced to a pole in the integrals at e = 0. We also have to renormalise
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Figure 3.4: Example of a globe graph (left) that appears in the perturbative expansion of
Ge(x), and of its amputated version (right), a wheel graph. The North and South poles
correspond to positions 0 and x respectively. The divergent part of the globe graph is 2/(z%)°
times that of the wheel graph. A similar drawing with two wrappings can be found in [143].

the operators: Tr (Z‘]) — VZ(€,§) Tr(ZJ). Since the theory is conformal, the renormalised
two-point function G ;r = ZG; should have a limit, when € — 0, of the form

Cy(§)

lim Gy p(z) = 2278 (12210

(3.3.4)

The function v is the anomalous dimension of the operator Tr (Z J ), whereas C; is a normal-

isation constant. Using the fact that G; depends on j solely through p=2¢€2, it is standard

2
to show that, in the minimal subtraction scheme, necessarily Z(e, §) = exp(%) for some

€
function Zq, and (&) = —£22(£2).

It was noticed in [144, 150] that the graph-building operator is actually part of the con-
served charges of the spin chain constructed in the previous sections. Let us indeed consider
a chain of length J with a conformal dimension at each site A = §. The transfer matrix with
auxiliary conformal dimension 6 has a pole at u = —%, and a direct application of (3.1.35)
shows that the behaviour close to this pole is dominated by the operator I ;s according to

T; (—Z + e) ~ Lj when € — 0. (3.3.5)
(r(5))

Since § and 4 are both real and between 0 and %, we are considering representations of the

complementary series. In order to compute the anomalous dimension 7, one would have to

diagonalise F ;5. What we have just observed is that this problem is the same as solving

a non-compact conformal spin chain. Apart from J = 2, a case that we treat in the next

section, this remains highly non-trivial and the solution is not known at the moment.
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Figure 3.5: Kernels of the graph-building operators Fg 5 (left) and A, 5 (right).

In the next two chapters, we will instead consider another family of graph-building oper-
ators. We first point out that since all the information we want is contained in the ultraviolet
divergence of the globe graphs, it is equivalent to look instead at the wheel graphs, see Fig-
ure 3.4. F ;s allows to construct all such graphs with a given number J of spokes, but one
can also introduce [179] some operator A 5 that builds the graphs with a given number N
of circles. The wheel graph with J spokes7and N circles is thus formally given by the two
(divergent) expressions

J N 4 ddyz'
Tf(%,s) :/FJ,(s(O,--.’OIyl,---,yJ)H r (3.3.6)

i=1 T

The operator A N, acts on V?ﬁ; with a kernel given by
2

1
Ayvi(xy,...,zN|yt, .- yn) = _
N,
e s (@i — )P (21 — i)

-, (3.3.7)

for g = 0, see Figure 3.5.

While F ;5 was associated to a closed spin chain, these operators rather correspond to an
open one. They turn out to be easier to handle: it is possible to diagonalise them, and, from
this, one can extract all the information required to formulate the thermodynamic Bethe
ansatz equations for the conformal dimensions ;. This will be the subject of the next two
chapters. Based on the situation in 2 dimensions, we believe that the diagonalisation of A NG
is an important step towards the solution of this non-compact spin chain via separation of
variables. Indeed, when d = 2, the conformal group is SL(2,C) and the eigenvectors of A 5
have already been known for some time [206]. They actually correspond to the eigenvectofs
of the operator A appearing in the 2 x 2 monodromy matrix, and they are very similar to the
basis of separated variables [67]. The situation is however much less clear in higher dimensions
for the moment.
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3.4 The J =2 Case

If the spin chain contains only two sites, then the only non-trivial coefficient of Ty is the
total Casimir operator. In other words, the conformal symmetry alone is enough to determine
the eigenvectors of the model: the decomposition of the quantum space into eigenspaces of
the chain is the same as the decomposition into irreducible representations of the conformal
group.

For any real v and integer [, there exists an equivariant map H
V, iy cf. (3.1.10), with kernel given by

by 5 Y) from Vi_s ®V4_s onto

Al

2\ 7 I
¢TI (o2, o) = 125 < 296122 ) {C' (JU;O - ‘”;0)] : (3.4.1)

Z12 \ T10%20 Li9  Tap

where ¢ € C? is some reference null Vector (C2=0),(® =(®---®( is a symmetric traceless
tensor of rank [, (- x = (#z,, and A = § 4 4+ jv. The kernel also admits a representation as a
conformal three-point function

H(ly (xo|z1,22) = (Tr(Z(21)Z(22)) O A(20)) , (3.4.2)

for some operator O; o with scaling dimension A and spin /. These projectors satisfy the
orthogonality relations [196]

d d
l 1 d xld xI9
/C@l/ 5, ) (whlar, x2) (B ElV(Sd 5(zolar, z2) —

21 i , ,
= m;; (50 — Y7359 (w00 ) (T - ! + )3 + ') [Cny (o) T - ¢*1) | (3.4.3)

where the measure is

__er(g+or(g_1+uQr(g_1—hQ

pi(v) = XN ED) : (3.4.4)

. 2
+ l—211/>
+

(-

(C~77—2C’fc#)l

2A )

and one has

NA+DI(d—-A-1)
P(d—A+1-1)T(§-A)

(3.4.6)

There are two terms in the orthogonality relation because the representations (I,A) and

(I,d — A) are equivalent. The intertwining operator between these representations is [196]

ki(A) =

[Gaay (@)C] 1™ = k(D)

X

Gun)  Via-a —Via, (3.4.7)
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with kernel given above. When [ = 0, this is exactly the operator G introduced in (3.1.7).
The projectors onto these two equivalent representations are related by the application of the
intertwining operator according to [207]

Gy 1 3.4.8
waytss ) s (3.4.8)
or, in terms of kernels,
d,./
l,— d%x 1 Ly
/ (G (oo ) Ty (i, w0) | - =30 = ——n® T (wolar,20), (3.4.9)
' T2 a(v) ’

where 72 = 0. In a CFT, the kernel of the operator G(1,d—n) s also used to define the nonlocal

“shadow operator” (51,d, A associated to a rank-I symmetric traceless operator O; o [208]. In
other words, if the projector is the three-point function (3.4.2) then

[Ga—ny Y] (wol21, 22) = (Te(Z(21) 2 (22))Or.a—a (0) - (3.4.10)

Furthermore, it is known [196] that for 6 > % (remember that the fishnet theory was defined

for 0 < 9§ < g) the tensor product Vs ® Vs decomposes only into unitary principal series

representations, i.e. one has the following completeness relation:

d i) dv

d
7T22

1 +°° e T (L)
/ /Haa (wo|z1, 22) - Hd 5,d— s(@olyr, y2) —4
= 796D (21 — )0 D (29 —y2). (3.4.11)

Even if, from conformal invariance, we know that there exists an eigenvalue T(l V)( )eC
such that ) ) »
Hdié,d—dTAo (u) = TAE) (U)HdL57d_5 ) (3.4.12)

there is no simple expression for this eigenvalue in general. We recall that Ao denotes the
(arbitrary) conformal dimension of the auxiliary space. However, when Ag = § and u — —d
it is much simpler to compute the eigenvalues f(v) of Fy 5, they are given by

—d4o+ ) (-4 40+ 52)

o(
fil) = 4309

: — (3.4.13)
PS5 o) (Y -0+ 1Y)
Let us now apply these results to the computation of
G(z1, 22, 23, 24) = (Tr(Z(21) Z(22)) Tr(ZT(xg)ZT(gm))) . (3.4.14)

Since the anisotropic case ¢ # ff considered here is almost identical to the isotropic case con-
sidered in [144,158,159], the rest of the section is simply a review of some of the computations
of these articles.

If 0 is in generic position, then there is no counterterm contributing to this four-point
function, and all the graphs are of wheel type. This is similar to what was considered in the
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€1 €3

Z2 Tq

Figure 3.6: One of the graphs appearing in the expansion of G(x1,x2,x3,x4). The vertical
lines have weight 2§ because they contain two magnon propagators. The same graph with
1 < x9 should also be considered.

previous section, but now the points are split, see Figure 3.6. As a consequence, if § > %,

there is no divergence and we can directly make use of the fact that the sum is of geometric
type:

A0(8))” F
_ 0 2 \26 2,0
G(z1, 72,23, T4) = <4S7T§ ) (x34) [1 — §4F2,51 (1, 22|23, 24) + (21 > 22) . (3.4.15)

Inserting the completeness relation allows us to write

Fos
1 —&Fy5

(23)% X /+°° p(v)
2 —00 fl_l(y)_€4

X /Hfsfisy)(mothﬁz)‘Hg’yé),d5(9503337374)

(a3,)% [

1 (21, 22|23, 24) =

d%zy dv

o8 2m

(3.4.16)

The projectors clearly satisfy (1‘%4)251_[&1 Vé)d s(xolrs, x4) = Hgsy) (xo|xs, z4) and the parity

property H((Sl;;’) (xolzo, 1) = (—1)lH§l6V (zo|z1,22), so that only even spins contribute to the

full correlator, which becomes

2+OO Pzz
G(IE1,$2,$3,$4) - ( po d) / 4
2 oo f2l

< / 1 (olr, 2) - 12 (|, 24)

ddl'o dv
a5 2n’

(3.4.17)

The integral over x is called a conformal partial wave and can be expressed as a sum of
two conformal blocks [196,208,209]:

T o oy 10 (gl dlzo (=207 (90,0 (w,v)  gaa-na)(u,v)
/Ha,s (zo|z1, 72) H55 (zo|zs, 74) T @) (cl(u)kl(u) + - V)>
(3.4.18)

with ¢, k; defined in (3.4.5) and (3.4.6) respectively, A = ¢ + iy, and the conformal blocks
behave as N
ga,a)(u,v) ~u"2 (1 —o)', when w—0,v—1. (3.4.19)
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The two conformal invariants are

_ $%25'3§4 _ 1’%435%3 (3.4.20)
=732 .2 =732 .2 - =3
L13L94 T13To4
We thus have o )
u,v
G(21,72,23,74) = —5 355 » (3.4.21)
(95%237:234)6
with
2lA , V) du
G(u,v) = < ) / pan(v) 5 (3.4.22)
e o fa' (v 54
and

() = 2m(v) :(_1l1“(g+l)1“( +11/*1>F(7*1V+Z)F2(%+ )
(—=2)la(v)ki(v) T ()T (4 +iv+1-1)T2 (44 152)

(3.4.23)

When u — 0, because of the asymptotic behaviour (3.4.19) of the conformal blocks, one

can close the contour in the lower half-plane and compute the integral by residues. The result
is of the form

—+o00
V=) 0(221,A)9(21,A)(U, v), (3.4.24)

=0 A

expected of the correlation function of four identical scalar fields in a conformal field theory.
Each term of the sums represents the total contribution of a multiplet with a primary of spin
20 and conformal dimension A, and C(y a) are the structure constants appearing in the OPE.

There are poles coming from the conformal blocks, from the measure py;, and from the
denominator. However, the first two series of poles are spurious as they are independent of
the model and only come from conformal symmetry. We thus expect that they cancel, and
this is what happens, as we shall now explain. The conformal block g;a) has a pole at
A =1+d—1—2n for integer n such that 1 < 2n < [ with residue given by [210,211]!

T n
9J(ll+d—1—2n+e) ™ %g(lan,lerfl) ) (3.4.25)
with o ,
1)+ 1! d+1—n—2), 1
P = @dtl-n-2) ( n) . (3.4.26)
(nt)2( =)t (4 +l—n) (d41-n-1) \ 2 /Ju

n

The contribution of all these residues to the integral in G is thus

= 9(20—2n,20+d—1) ( ( d))
— n : 2n+1—-21 — =
Z Z 21,2 fz_ll (1 (2n t1_9— %)) _ 64 Hor {1 n 5

=0 1<2n<21l
“+00 +00
n d
== rarionon g(” Htonta-1) porvon (1(1-20=5)) . (3.4.27)
R —2l—d)) — ¢4 2
=0 n=1 f21+2n 5

!'We have used the convention of [212] for the definition of the conformal block; it does not coincide with
the definition in [211]: gg‘ff) = 2'gthe™ The residues get modified accordingly.
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On the other hand, the only poles of the measure y; in the lower half-plane Im(v) < 0 <
Re(A) > % are simple poles located at A = d + [+ 2n — 1, for integer n > 1, and it is
straightforward to check that the residue is given by

d n,zn . d
I, (—i (2 +1+2n— 1) + e) ~ im%mﬁn (1 <1 —1— 2)) . (3.4.28)

Consequently, the contributions from the residues of the conformal blocks and the measure
combine to give

+00 +o00 d
> raon2ng@n it 2ntd—1)H2i+2n (i (1 - 20— 2))

=0 n=1
1 1

o P S ey o ey v

because the eigenvalue (3.4.13) satisfies

(i (e rrzn)) = s (11 ). 3490

Because the conformal partial waves (3.4.18) form a basis of the space of four-point functions
of scalar operators with given conformal dimension, the form (3.4.22) of the four-point func-
tion is specific neither to the correlation function we are considering nor to the fishnet CFT.
In the general case, the same expression (with a some over all spins, not only even ones) will
hold if (fy, L) — 4~ is replaced with some appropriate, model-dependent, function. The
cancellation of the spurious poles should thus be universal, and this was proven in [212,213].
For the fishnet theory, this cancellation was detailed in [159].

-1
Eventually, the only poles left are those found at the solutions of ( fé?;’y)) = ¢* which,

in terms of the scaling dimension A = % + iv of the exchanged operator, reads

3.4.29)

P(E+1+5)T(5+1+%52)
D(=6+1+5)0(=0+1+%52)

= A3(0)¢*, Re(A) >

(S

(3.4.31)

When 26 ¢ N, there are infinitely many, generically complex, solutions to the previous equa-
tion. They can easily be determined perturbatively because, when &2 = 0, they are situated
at the zeros of the left-hand side:

(~1)" 1T (20— § + 20+ 1)
niT (4 +20+n)T (25 —n)

Ay =26+ 20+ 2n + 2A3(5)¢* +0(€%), (3.4.32)

for I and n in N. When 26 = m € N, the left-hand side becomes a polynomial of degree
2m (actually, a polynomial of degree m in v?), and there are only up to m solutions with
Re(A) > 4.
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Finally, let us consider the solution with the smallest possible real value, i.e.

d

W b (25 B 5)
TN
r (5) r (25)
It is associated to a scalar operator of bare dimension 2§. It also determines the leading
asymptotic behaviour of the four-point function when v — 0. This solution is thus the
conformal dimension of Tr(Z?). We now remark that, when § — %, the previous expansion

of Ag o manifestly fails. Going back to (3.4.31) for I = 0 and putting § = % there, one realises
that [144]

Ao = 20 — 243(0)¢ +0(£8). (3.4.33)

d oz i) v (4)]
A070 - 5 + d + 3 (d
r(s) s (s)
where 1) = 1% This agrees with the fact that for § = % the counterterms should be taken into

account: the two possible solutions correspond to the two different values of the coupling a4,
which, as we explained in Subsection 2.3.2, starts at order £2.

+ 0, (3.4.34)



Chapter 4

O(d) R-Matrices and
Graph-Building Operators

The content of this chapter and of Appendix B.1 reproduces most of [180], up to some changes
in presentation, notably regarding the figures. Appendices B and E of the article have not
been included in this thesis, since they correspond to very recent work done by S. Derkachov
and E. Olivucci respectively.

The main goal of this chapter will be to find a complete basis of eigenvectors of the
graph-building operators A 5 for arbitrary N. An interpretation of these eigenvectors as
N-particle states in some O(d)—invariant theory describing infinitely many massless particles
will emerge. The theory in question will have one type of particle for each integer [ € N,
and such a particle will transform in the rank-I symmetric traceless representation of the
orthogonal group. In the spirit of [176, 177, 179], we shall investigate possible applications
to the computations of some fishnet four-point correlators such as those studied in [175].
However, because the scattering matrix between the particles will be, up to a scalar phase,
the relevant O(d)-invariant R-matrix, we shall need some efficient representation of these
matrices. This is what we will begin with, presenting new explicit representations of O(d)-
invariant solutions to the Yang—Baxter relation. Of particular interest to us will be integral
representations of these matrices.

4.1 O(d)-Invariant R-Matrices

For [ € N, we denote by V; the (complex) vector space of symmetric traceless tensors of rank
[, in dimension d. We shall denote its dimension by d;. We will sometimes refer to [ as the
spin.

As explained above, this section contains explicit expressions for the R-matrices Ry, g,
acting in the tensor product V;, ®V;,, and satisfying the Yang-Baxter relation in V;, ®V;, @V,
for arbitrary Iy, l2,l3. Our starting point will be the Zamolodchikovs’ R-matrix [120]

, .
VO eVI@Vy, [Rit(uw)C™ = —— [uCM + i — —

u+ i u+i%52

cr,5m | (4.1.1)

59
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In a first part, we apply the fusion procedure [184,185] to the construction of the general
R-matrices Ry, ;,. The fusion procedure was used for the calculation of R-matrices Ry 2, Ry 3
and Ry o by N. MacKay [214], and for R;; by N. Reshetikhin [215], we therefore generalise
their results. We will then argue that there exist equivalent integral representations of these
matrices. Those integral representations can be used to give direct proofs of the unitarity
of the R-matrices, and of the Yang—Baxter relation. And they will be used extensively in
the next section as they also allow to prove symmetry properties of the eigenvectors of the
graph-building operators under the exchange of particles.

The equivalence of the two expressions for Ry, ;,—the integral representation and the
representation obtained directly by fusion procedure—is far from obvious. The proof is very
technical and we do not reproduce it here, but it is in Appendix B of [180]. Finally, we should
note that the spectral decomposition for the general R-matrices R;, ;, was actually obtained
thirty years ago by N. MacKay [214,216]. His result is in some sense complementary to both
our expressions and we check their equivalence in the case of Ry .

4.1.1 From Fusion

We show in this subsection that the R-matrix acting on V;; ® V;, is given by the following
matrix elements

(iu+ %)11 11!

®l ®l2 R Q1 ) 3 = 74
SEE [ itz ()G @ } (iu - h;zg) k>OZ;L>O knl(ly — k —n)l(ly — k — n)!
h k+n£m’in(/l1,l2)
k n
: @ 47711 C2l 775) 2 : = 77; 1C2)z (G- )2, (41.2)
(m + %) (—m + %)
k n

where all contractions of tensor indices, abbreviated with a dot, are done using the Euclidean
metric 0, and (1, (2,71, and 7y are four null vectors in C?: one has for instance

E=0G"G=qul =¢bum =0. (4.1.3)

We also use the Pochhammer symbol

X

T+l o .
(a); = T - [[(a+k). (4.1.4)

k=0

The proof of (4.1.2) is done in two steps. We first apply fusion to increase one of the
spins, keeping the other equal to 1. In that case, the previous formula contains only three
terms and reads

I —
Gond [RLZ(U)@ ®77§®l} = u+111+1 [ (U —1i 5 1) G Gl - o)
2

=
i e m) ] @Ls)
id+é_3 1M G2 12N - 12 . 1.

+il ¢ mam - Gl - )t —
U+
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Equivalently, we could have written, for C' € Vi ® V;,

1 -1 : 2
Ry (u)C] " = — L (u i ) Cm g 3T i
[R1(w)C] ut Gt 2 >
u— 1l 1 l 1 S
S Z N O, o S g, (416)
e > [d+1=3 o
u+1i = U1 Gtk

iy

Before proving this last formula, we point out that, when u = i*5= + , it reduces to the

orthogonal projector Pgl;r ) onto Vi41 € V; ® V;. This is important because it justifies why
the fusion procedure gi{fes new solutions of the Yang—Baxter relation. A proof of this fact
goes as follows: first, one notices, from (4.1.6), that Ry ; ( l+1> C' is symmetric traceless in all
I+1 indices. After that, it is enough to remark that its contraction with any other symmetric
traceless tensor C’ € V. is given by C” - C.

The proof is made by induction, (4.1.6) clearly holds for [ = 1, so we assume that it holds
for some [ > 1. Let us show it for [ 4+ 1, where the fusion procedure states that

il i
PR,y <U - ) Ry ( 2> PULY =Ry (u). (4.1.7)

We remind the reader that, because of the Yang—Baxter equation, the left projector is useless
and could be removed. Consequently, applying the left-hand side to C € V1 @ V;,1 C V1 ®
V] ® V; gives

il i VL 1 il i HVL Vil
- D - -2 ol
2 u+i%5" 2 2

i Vv V41 u — il i pPPV2: V41
+1i {Ru <u + 2) C] - de}H {Rl,l (u + 2) O} ML (4.1.8)
2

We now use equation (4.1.6) to write the second term in the right-hand side as

i VY2 V4 1 1—2 +1
R:[,l w4 — C _ s u—i CVU“/?"'VH-l + i Z CVjuyl...yj...l,H_l

2 u+it2 2

2 j=2
= 2 I+1
—i u—i%" Z SYLVi CPHPV2 Vj Vitl 1 Z SVive CPMPVI"'Vj"'Vk RIEN]
w4+ ld-i-l 2 u -+ id+l—2 )
j=2 2<j<k<I+1

(4.1.9)

and, using the fact that C is symmetric traceless in the last [ 4+ 1 indices, the third term is

i pPV2 V41 u—i=2) (g 4+ i9=l=2
{Rl,l (u + ;) C} = Eu " 1”223 E“ " 1“223 CPPva L (4.1.10)

Putting everything together we straightforwardly recover (4.1.6) for Ry ;41 (u).
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We now turn our attention to the general case of two arbitrary spins, i.e. Equation (4.1.2).
It suffices to prove it for I; < la, which we shall do by induction on I; for given ls. We have
just verified it for I; = 1. If we assume it holds for some [; < lo — 1, one just needs to use
fusion,

2
<®ll+1 ® 7I®l2 Rll+17l2 (U) £®I1+1 ® 775812 ) (4'1'11)

lll
Shtl gt Ry, 15 (U + ) Ry, ( > Fhtl @

to compute Ry, 41, (u). In the previous equation, the product of the two R-matrices is taken
in V;,. In order to compute this product, one may insert a resolution of the identity of V,
between the two matrices. More explicitly, if {C};}1<j<q, is an orthonormal basis of V; (for

the inner product (C,C") = C}; , C'M# = C* - ("), one can write

GEMH @0t - Ry gy (a) Ry (0) G5 @0y
d,
=Y ent [Ryu(@)E" @ Cn| G0 Ch, - [Rin®)eon™] . (4.112)

According to formulae (4.1.5) and (4.1.2), for Ry, and Ry, ;, respectively, we can thus
write

i ily
TS N S P

2
oy le=b=1
(), 3 i) (Gm) (m - G)"(G - )
_ Ltlatl kKind(ly — k —n)l(la — k — n)! (4 3=b=l=d) (_j, 4 8=
(lu 2 )ll+1 kimar, B )l ) (1u+ 2 )k( T )”
dl2 lC : ®(l271)
: o 1 (G, - G@ny )
S (e ont . m)[( G (G, m5™) + S
j=1 2
16 o (CFy, - G @S2
N C2 772'( j,lggjlil 175 ) . (4.1.13)
iy + ==52—=

The only additional formulae needed are

S o om0 (O 05" = (- Q) (- )" ()T (4.114)
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and
diy o Nk=1(0 . rAn—=1(, . \la—k—n—1
S (R ecnant . 0u) (O, gon V) = el Gl )
=1
(lo—k—=n)n-CC-mG -m+nC-Cm-mC-m+kG-Cn - -n
201, g ly — k —n)k k
—m[(z— —n)nim -G+ (e —k—n)kn -GG -+ knl -G -

(4.1.15)

The first one is trivial since 752 € V;, and {Cj1. }1<j<a, is an orthonormal basis of V;,. The
second one is a consequence of

diy l2

fireepe ®(l2—1 1 . "
chllz " (Cuy - Comy T ))_E PN
=1
2 Y
- R T LR TR TR 4.1.16
d+2(ly — 2) Z ¢ 2 T2 T2 Y’ my |, ( )

1<i<j<la

which is the orthogonal projection of { ® ngz)(lrl) €eVi®V,_ qyontoV, CV;®V,,_4, as we

already explained at the beginning of this section (recall that this projector is nothing else
than Rle_l (1%2))
Using these formulae, we can compute the sum over d;, appearing in (4.1.13):

dy,

D ( Sk @ (B g pPlzk=m) ]lz)l<1 G2 (Chpy - 15™)

Jj=1

* la—1 * lo—1
LC-m2 (CFy, oY) LG -m2 (Cy, -G @ng V)
" —iu 4+ =t i i 4 3thl=d
2 2

~ (2 ) (2 - )" (- )R ) 11—y
a (—iu + 1—557—12) (iu + Lf—d) (G- G2)(m2 -m) (_W + — + n)
X (i“Jr?hLll;lQ_dJFk) + (- G)(n2- Q)(l2 — k —n) (iu+3+l1;l2_d+k>

+(m - G- )2 —k —n) (—iu + # + n) ] o (4.1.17)

Plugging it back into (4.1.13), the only thing left to do is to rewrite the sum > ..,
into a sum Y 4, ;4 1- The terms contributing to a given pair (k’,n’) come from (k,n) €
{(K',n)),(K'—1,n"),(K',n’—1)}. When (k,n) = (k’,n’), the contribution (without the tensors)
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is
A L+1—k —n iy + Sthol=d 4
k’!n’!(h +1—kK — n/)!<lg — Kk — n/)! iu+ % (iu + 3_l1512_d)k/ (—iu + 1_lé_l2)n/ ’
(4.1.18)
when (k,n) = (K —1,n/), it is
;115! K 1
N/ B NS A N NS AT I 3+lhi—lx—d (. 3—11—lo—d . 1—1—1 )
k‘.n.(ll—l-l k n).(lg k n).1u+7122 (lu—l— 122 )k/_l (—1u—i— é z)n/
(4.1.19)
and when (k,n) = (kK',n’ — 1), it is
11!l n’ fu + 3thgl=d 4
_ — _ _ : 3+lhi—la—d /. —l{—lo— . = :
KWl + 1=k —n/)l(lp — k' — n/) iy 4 3thzl=d (m+ 3=l d)k, (_1u+ 1=y lz)nl
(4.1.20)
The sum of the previous three terms is
I1 + 1)ls! 1
(bt DU, (4.1.21)

E'Wn/\(ly +1 =k —n/)l(lo = k' —n')! (iu 4 3—11512—d)kl (—iu N 1—15—12) ’

n/

thus proving formula (4.1.2) for (I; 4+ 1,12).

Extension of (4.1.2) to Symmetric Tensors We now want to compute z®1 @ y® .
[Rh,lz (u)¢®h ® n®l2] when ¢2 = 7% = 0 but 22 # 0 and y? # 0. Since Ry, 5, (u)(®h @ n®'
belongs to Vi, ® Vy,, only the symmetric traceless parts of 2!t and y®2 are needed. Let us
call X; the symmetric traceless part of z®!, it is given by

3]

(z?)? :
le“'m _ Z — H SHig iy, H ot (4.1.22)
p=0 (2 - l - §)p 2p {il,jl} ----- {Zp,]p} k=1 Z¢{117]1 ----- ipvjp}

where, for a given p, we sum over the i possible ways of forming p pairs among [

1!
1—2p)!pl2P
elements. We can thus write
2 @y - Ry, (u)C @12 = Xy, @Y, - [Rey g (w)CE @20 (4.1.23)

and then apply (4.1.2).
Let us start with only one vector that is not null : o = 0 but y? # 0, we have

(iu_}_%)ll Z (—11)kn(—12)k1n

. l1+1 In!
(lu— 1-52)11 k0 kin!

o (e (a- OB (i, - 0®F @ (¥ g yPemhm) - (4.1.20)

(i + L;rd)k (—iu+ 24=t2)

a® @y . [Rh,lz (W) ® 77®l2} =

n
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We then use the explicit expression for Y;, to compute

1] 2
O oS (=F)atp(=n)g-b(n +k —la)g— (y°)?
Y, _a®k®<®n®n®(lz k—n) _ q q
2 = ald!(q —a —b)! (2 ly— ,)

(o Q) o m)P(C )T - )P0 b(y - QT (y e taThTTa L (4.1.25)

which implies

o @ y® - [Ry, 1, ()¢ @ 77®l2
_@+%U

NGETS A G (C-n) (W) (a-y)" Uy - QN Iy )N K
20 (21— g) (i =g g )

1

1)ate( ll)K+N+a (—)KiN

—q)lalbl(q —a —b)!

q M”""N
//\ \\/ M

(4.1.26)

)K+(1+b—q (

where we have changed summation indices from k,nto K = k+qg—a—band N = n+b.
Recalling the Gauss identity

3 (—n)k(wk _ (v—u)n (4.1.27)

one can perform the sums over a and b:

Z (—1)q+a(—l1)K+N+a—q 1
ol ald!(q —a —b)! (iu + 4415&)1{%&6—:} (—iu + #)N_b
B ) ¢ (~h)KkiNtaq(S+h+b—K—N- 1)q_a
(iu_f_W)K (—iu‘f‘#)]\]a:o al(qg — a)!
d
(~l)en-q (1 (2-t-g)
- ! I o 2-1h -1 (4.1.28)
B <1u—|— ER )K (—1u+ 2 2)]\1
One eventually gets
; lo—1 Iy
1u + 22 L I— 2 J -1 —1 -N
a®l ®y®l2 . {thb (u)<®l1 ® 77®l2} _ ( — >l1 ( 1)K+A'7;{( 2)5\}#']\[( )q
(m— 1—52>l1 q=0 K,N>q Q'( _Q)‘ :
2\q A1+ N-K K CoNK—=a(,, . A\NN—q(,, . \lo—N—-K
L W)ie-¢) (=)™ (- (a-y) 9y - ON Iy - m) (41.29)

21 (ot 15 (i 2
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The same procedure allows one to compute %1 ® y®'2 . [thb (u)¢® @ 17®12}: we Now
have to insert

Xl1 . y®(K*Q) ® C®(l1+Q*N*K) ® 77®N

l

_
Ve

]

I
H M

Z ( K+ q)Qp—a—b—2c(N + K~ — Q)b+c(_N)a+c ($2)p(y2)piaibic
e 2p—a=b=cqlplel(p —a — b — ¢)! (2 - %) 9p

p
> <y . n)a(y . C) (C . n)c(x . y)K—q-i-Qc-‘ra-‘rb—Qp(x . C)h-l—q—N—K—b—c(x . 77)N—a—c ) (4.1'30)

After the change of summation indices ¢ = g+p—a—b—c, k=K +c,n= N+p—a—c the
sums over a, b and ¢ can be performed through repeated application of the Gauss identity
(4.1.27). One eventually obtains

CL’®Z1 ® y®l2 . [Rll l2 C@ll ® n®l2]
L

l
2

a (iu l1+l2>l o S plgl(k —p—q)n!

(@?)P(y?) (- QMR (@ )" TP (C ) (- y) TPy - Q) Uy ) P
s ), (i |

(iu—l— la— ll) L?l l
N 2 1) kfn— q( 12>k+nfp<_n)p(_n)q
2P
>

X (4.1.31)

4.1.2 Spectral Decomposition

The spectral decomposition of the R-matrix was computed by N. MacKay [214,216]. Since
it is clear from our expression (4.1.2) that the completely symmetric traceless tensors are
eigenvectors with eigenvalue 1, the normalisation is fixed, and MacKay’s result reads

sd+l1+Hla—2— 2¢g n -ll+lg+272q

u—1i u—1

. D) D) (li+l2—2n,n—m)

Ry, 1, (u) = Z H w4 (HhFb=2-2 H w4 Lt +2=2g P, ,
0<m<n<min(ly,l2) p=1 2 q=1 2

(4.1.32)
where P is the projector onto the subrepresentation of V;, ® V;, with highest weight
niwi + ngwg, the w,’s being fundamental weights (see Appendix A.2.1). When one of the
spins is equal to one, the previous decomposition reads

("1: 2) .

41 sd+1—3 l+1
0  w—i N T A (1-1,0)
Ry (u) =P 4 22 pl + P . 4.1.33
171( ) 1,0 w1 1451 1,1 u+id+éf3 w i z451 1,1 ( )

Let us check that this coincides with the expression (4.1.6) for the R-matrix. We first introduce
some operators P, K1, and Ko, in terms of which the R-matrix reads

1
Rig(u) = IESY l(u —1
2

—1 o u—itg 1
)Id—i_rp_l'u,—i—idJré3K1+u+id+é3’<:2 . (4.1.34)
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We have already explained that Pgljl’g) =Ry, (1”71) In terms of the new operators, this

becomes 1 0
(1+1,0)
P =—|I - . 4.1.
L z+1{d+7) d+21—2(K1+K2)} (4.1.35)
We claim that the other two projectors are
(1-1,1) 1 1 }
P =——|I1d— — 2K - (- DK 4.1.36
(M = [P g e - - k) (4.1.36)
and 1
P = d+ 20— 4K —2K,] . 4.1.37
It is clear that IF’gljrl’O)+Pg{;1’1)+1["§l,;1’0) = Id, and that (4.1.33) is equal to (4.1.34). It remains

to check that they are indeed orthogonal projectors; this is a tedious but straightforward
computation that we do not show here.

4.1.3 Integral Representation

For ¢(? = 7% = 0 but 22 and y? arbitrary, one has

{Rll,lz(_i)‘)c(gh & 77®12:| ' (x®l1 b2y y®l2>

l1+12_
R PO o) @ dhadl
- ll,l2( ) log U _ li+ly d ) ( oL )
(z—= 2(M+2 )(Z_y)Q(,\+ L )(Z_U)Q(d e
where
D(1—btl XN)Tr (145822 )T (d—14 b2 )
2 2 2
Fi,(A) = ( ) ( ) ( ) (4.1.39)

D (14 gl - AT (S -1 - A) D (1 - bd )

Though we will not prove! here that this integral formula coincides with (4.1.31), we
will still perform a few consistency checks. The first one is to restrict ourselves to the case
r? = y? = 0, and we show right below how to recover exactly (4.1.2) in this case. Other
checks consist in assuming that these integrals define indeed an operator on V;, ® V,,, and
then verifying that unitarity and the Yang-Baxter relation hold, which we do in the next
subsection. Of course, if these integrals are actually homogeneous harmonic polynomials in x
and in g, then the restriction to null vectors characterise them uniquely. And we don’t have
to verify the Yang-Baxter relation because the R-matrices constructed from fusion satisfy
it automatically. It is nonetheless interesting to do so because it is not clear that we can
perform all the usual manipulations on them. The integral over v is indeed not convergent,
and it is actually a representation of a certain sum of derivatives of delta functions. The
simplest example of such an integral would be (3.1.39), for x = 0 and y = v, in which we
naively perform an inversion z — % and v — -5 to obtain

a §(d) (%)

d
7 z2d%
/ (o —o)la) Ao(a)Ao(d — a)m2 —5= (4.1.40)

!The proof is very technical and can be found in Appendix B of [180].
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Once we have done this neither the left-hand side nor the right-hand side is well-defined but
we understand it as equivalent to the integral before the inversion. In order to apply it to
specific wave functions in the next section, we will actually only need representations of the
R-matrices before the inversion. Namely, we will use

l21 li2
. x w ®h Y w ®l2 ;L'Q()‘+T)y2()‘+7)
{Rll,lz(_l)‘)ggﬂl ® 77®12} . [(12 — u)2) ® <y2 - 2) = Fll,lz (/\)

L2572 -1)
) [ (3 - ) . - (% )}ZQ ddzddy
-

(z —w) 5
X / (z — I)2(A+%1) (z — y)2(,\+1172) (2 — U)2(d—1+¥_,\)v2(1_$+/\) =

2(2+
(4.1.41)

Integral Formula for Null Vectors When 22 = 42 = 0, one can perform the integral
over z using Symanzik’s trick [217]: if the parameters a1, ..., ay satisfy S8 aj = d, then it
holds that

2
722,] ? ]( 1 J)

d N

7 2d% 1 e Y ey ek N et

TTES 1 (2 — ap) 2o - T, T(ax) /]RN N d H o day, (4.1.42)
B - (Zk:1 ’Ykak) k=1

where the parameters 71, ...,y can be chosen arbitrarily, as long as v; > 0 and they are
not all zero. In our case, N = 4 and we choose three of the parameters to be 0 whereas the
last one is set to 1, we thus obtain

2(A+2L) (2 — y)Q(,\+%2)z2(1J1§l2 -)) (2 — v)z(d71+“§l? -X) 78

/ P(A+8) T (A+ )0 (1 g — M) (d— 14 D52 - 2) ga,
(

! ! 11+l 14+l 4
)‘Jr%*la)”rl?z*l —A5E N g2 e—Li% (z—y)?—a1(z—v)*—az(y—v)®—azv? H da
1 2 4 k

= / « « « a 4
Ri k=1

3
()P ($ - 1) T (1= b5 M) T (1 - R )

- (y — U)2(g+ll_1)(x — 1))2(g+12_1)1)2<1_¥_)‘) (;1; — y)z(l_w%lz_‘—)‘)

(4.1.43)

As a consequence, when = and y are null vectors, the formula (4.1.38) reduces to

P($40-1)0(§+0-1) (A+b3l)1 (A - bit)

[Ru (¢ @ 0oy = —— (A -+ =2 ) 1 (34 g T (3 + Bgh)

<=y / Lk d (4.1.44)

UZ(I_A_ZDQLZQ)(y — 1))2(g+11—1)(x . U)2(g+l2—1) W% ‘

This is now perfectly well-defined. This new identity can be proven as follows. After having
stripped the right-hand side (RHS) of the (z,y)-independent prefactor, it can be represented
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as (it is important to notice that one can only impose 22 = y? = 0 after having taken the
derivatives):

A= V)" (- Va)® W2 (521 4y
RHS = (z — y2(r2522) (€ Vy d _
(i), (-0, e

sy D(A+ EBRR) (V) (0 V)"
el (§ 44 1) T (§+1p —1) T (1- A - bgl)

—(z— y)2(—>\+

2411 +lg—d
pun +1-§2

—A-i 4o 2 2 2
X /[071]3 oy (cvog)? {alagy + arazz® 4+ asoz(z — y) }
X 0(1 —ag — ag — ag)dagdasdas
r (—)\ + ‘diQBZrlz) min(ls f2) I1115! (x—y
()P ()T (1A k) 2 kNGBl (2
T (A + 4—d+211+l2)
[ (A+4=th=t 1 )

BN P YL B T W e |
X 0y fa% Og

)2k

x (¢ )" / (¢ (ary + az(y — )" (0 - (a1 + ag(z —y))) "
[0,1]3
5(1 — ] — g — Oég)dOéldOéQdOég .
Since a1 + a9 + a3 = 1, one can write
Wk
(¢ (my+asly—o)™F =" < 1m >((1 —ag)-y)"(—az( - )R (4.1.45)
m=0
and
lo—k = l2 —k n lo—k—n
(- (anz +as@ =) = 3 (77 (1 = aghn- o) (—azn - p) L (4.1.46)
n=0

The integral that then appears is of the form

/[0 » a?_lag_lag_l(l —a)™(1—a3)"0(1 — a1 — as — az)dagdasdas

~ I'(a) i zn: (m) (Z) (—l)p"'qrr(b +p)T(c+q)

s \p (a+b+c+p+q)

. m o oL+ p)a+d+p)n
_r(a)r(c)p; <p>(_1) T(a+b+c+n+p)

~T@re Y (’;) (Ve D (1)

where we used the Gauss identity (4.1.27) in the form Y7_; (7) (—1)I£Egig = F{é’i)r) (B—A),.

In our case, the parameters actually are a = —X\ + #, b= X+ % —n, and ¢ =
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A+ bf — . In particular, a + b = 1 — n so that (a +b+p), = (1 +p—n), = 0 unless
p = n, and one of the formulae above for the integral shows that it vanishes unless m > n.
Similarly, a + ¢ = 1 — m so that we also need n > m. In the end, the integral is

11+l I+l I+l
-T2 A2 1 A2
/ ay P a,  ? ag  ? (1—a2)™(1—a3)"0(1l —a; —as—ag)daydasdas
[0,1]3

T (=A+ 2=t 1 (A + byl

= G (4.1.48)
() (o 50
Putting everything together yields (we also use (z — y)? = —2z - y)
d—2—1,—1 L+l
— (_1)l1+12I‘ (_)\‘F%)F(A‘i‘ 1;2) Z ll'lg'(xyén)k

P(§40-1)T(§+0L—1) (A+532) et Fl 0 — k=)l =k —n)!
DA+ESEE) gy
T (A +2gte ) (A + 2=t
[ (—A+ =2l o (A4 bl )1 (3 4 )
P($+h-1)0 (4+1-1) (A+b3l)1 (A - bft)

x [Rzl,zz(—ik)éwl ®77®12] (@B @ y®2) . (4.1.49)

X (C . x)h—k—n(n . y)lz—k‘—n

4.1.4 Properties of the R-Matrices

Unitarity The representation (4.1.2) clearly shows that the R-matrices are symmetric and
transform simply under complex conjugation:

tRll,lz = Rll,lz ) Rll,lz (u)* = RllJz(_U*) . (4'1'50)

From the integral representation, on the other hand, it is easy to see that the inverse is
obtained by changing the sign of the spectral parameter

Ry, i (U)Rll,b(_u) = Idll ® Idl2 . (4.1.51)

With the help of the two previous relations, this amounts to saying that the R-matrix is
unitary when u is real.

The proof of unitarity goes as follows. We first use twice the integral representation to
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write
{Rll,b (i)‘>Rll,12 <_i)‘)c®ll ® 77®12} : <m®ll ® y®12)

[Riy 1o (—IN)CEH @ 0] - ((y — 0)®! @ (& — v)®2) ddzddy

=Fp, (=X
1.0 ( )/ (o x)Q(i/\erTl) (- y)g(,HhTz)zg(lJlglz ) (5 U)z(dfu%H) md

1
= Fp 1, (=) Fp (A
ll,lz( ) ll,l2( )/ (s — $)2(_/\+z271) (- y)2(_/\+1172)22(1_l14512 +>\) (2 — U)Q(d_1+11;lz _,_)\)
C-(x—v—v)(n-(y—v—2))"k d?2’'d%'d?zd%
(' 4+ v — )2 (o g — )2 R) 20205228 (o )2(a-14752 ) e |
(4.1.52)

After the change of variables (v/,2') — (v — v,2’ — v), the integral over v reduces to an
application of (3.1.39). This produces 6 (z — 2/) which allows us to perform the integral
over 2/, we get

{thb (AR, 4, (N ® n®lz} (2 @ y®l2)

B F(l——llgl2 +)\)F<d— 1—|—% —A) / (- (z—v")a(n-(y—v)e d%'d?s
r (d+z§+l2 1 A) r (1 _ ltlptd 4 A) 2(1-85a ) (2 - U,)Q(dflJrll;le)\) md

= /(C (=) (- (y =) 26D NN = (¢ x) i (n-y)2. (4.1.53)

We have once more used (3.1.39).

Crossing Symmetry From the explicit representation (4.1.2) of the R-matrix, one imme-
diately deduces the crossing property

LRy, (iH _ u) _ (—iu + %)h (iu — %)
1,l2 2 (—iu+%)l (iu+%)
1

DRy, 1, (u), (4.1.54)

Iy

where ¢ denotes transposition in V;, only.

Yang—Baxter Relation The fusion procedure being a way to construct new solutions of
the Yang—Baxter relation, we know that the expression (4.1.2) satisfies it. It is however also
possible to show it directly for the integral representation as we now explain. We want to
show that, for arbitrary null vectors ¢, n, and 6, we have

Rl1,l2 (_i)‘)Rll,ls(_i()‘ + M))RZ2,l3(_iM)C®ll ® 77®l2 ® 6®13
= Rlz,l:s (_iu)Rh,b(_i()‘ + U))Rh,lz(_i)‘)C@ll ® 7l®l2 ® 9®13 . (4'1'55)

It suffices to verify that the scalar product with any vector of the form z®h @ y®l2 © 2®!3
for z, y, and z real, is the same for both sides. After taking the scalar product and using
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the integral representation (without writing the scalar prefactors Fy,;.), the left-hand side
becomes

[thlz(_i)‘)Rll,l:«x (_i()‘ + M))RZQ,ls(_iM)C@)ll & 77®l2 & 9®l3] : 37®l1 ® y®l2 & Z®l3
x / [Ryy 15 (A + )Ry, 15 (—ip)¢®H @ 92 @ 9%5] - (y — 0)*1 @ (2 — v)®2 @ 295 dwd ™y

(w — 2)20FF) (1 — )2 B) 2 (152 3) (o — )2(d-14+752 ) md
~ / 7 4d%wd %
2(A+121) (w — y)2(,\+1172)w2(1—11§2 =) (w — v)2(d—1+¥—,\)
. [Rh,h(—w)c@h @1 0] - (2~ )P @ (2 — )2 @ (y—v =) dhulddy!
(0 —y+ U)Q(A+u+l371) (' — 2)2(/\+u+1173)w/2(1—%—x—u)(

w' — v/)Q(d—l-&-%—)\—u) d
7 4d%pd%

’ / (w — )20 ) (1 — 2OV H) 2075

_)‘) (fw — U)Q(d_l"'#_)‘)
7 4q% %

(w' —y+ v)Q(“’“%) (1w — 22Ot 5) 2 (1= A )

w' — )Q(d*1+l1+l3 —A—p)
V(- (g =0 = ) (v — o)
(w" 4+ v — m)Q(“+%) (w" +v+v — y)Z(u—&-lz%)w//Q(l—l?'gl?’ —p)

(o2 )

dddwdd
W e e T e

W*dddw/ddv/
X

(' — y+ 02O (o — ) (e ) 2 (P o) (g (a4 )
y (C-(z=v)r(n-(y—v' =v")2(0- (z—w ))13 =A% d%"
(w// _ x)2(u+l372) (,w// 1 — y)Q(,LLJr%‘) (w,, _ 1))2( )( v//)2(d71+%7“) .

(4.1.56)

At the last step we have simply performed the change of variables (w”,v"”) — (w” —v,v" —v),

so that the integral over v is now computed by a simple application of the star-triangle
identity. At the same time, we find it convenient to define Z = z — y, and to perform the
change of variables (w,v") — (y — w’,y — v’). We obtain

[Rllyb(_i)‘)Rll,ls (_i()‘ + ﬂ))lelg(_i,u)C@ll ® 77®l2 & 9®l3] : -75®l1 ® y®l2 & Z®l3

I +1 l Iy +1
= FMQ(>\)Flhl3()\+u)ﬂ27l3(ﬂ)Ao<d— 14 =2 - 2 _)\> Ao<>\+u+ 32’1) Ao(l _ 2 ; 3 _M)

% / 7 2d?
(w — 2)2OF250) (1 — )20+ 552)  2(195220) (g 215555242

» 7% d%’
(" — )2 (23] (g — 2200 52) (g 2(1=850 )

w — U/)Q(d—l-l—%—)\—u)
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X "

x v’
Lyl v
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o
0 Vv e— 0 V e ()
y z y zZ

Figure 4.1: The denominators of the integrands of (4.1.57) (on the left) and of (4.1.58) (on

the right) are both proportional to the one in the middle. Keeping track of the proportionality
constants shows that (4.1.57) = (4.1.58).

21
2

| o

(C X (2 4 ’U/))ll (77 . (v/ _ U//))IQ (9 . (x _ ,U//))lg, W_dddw”ddv”
(w// _ x)Q(u+l3gl2) (w// o /U/)Q(M_"_l2gl3)(w . w/)Q(%—l-‘rﬂ) (w// _ v//)2(d—1+l2;l3 _M> .

(4.1.57)

X

Similar manipulations for the right-hand side of the Yang—Baxter relation give
[Rlz,l:s (_iu)Rll,ls (_i()‘ + ﬂ))thlz(_i)‘)C@ll ® 77®l2 ® 9®l3] L ® y®l2 ® 2

o +1 l I +1
= thlQ(>\)Fll,z3(/\+u)ﬂz,l3(u)z40(d— 1+ 2 . 3 —M) Ao<>\+u+ ;3) Ao<1 _ 4 ; 2 _ )\)

" / 3 ddw
w? 5 (w — 22055 (- 20555 0) (g qgry2(1- 55 0)
W_dddw”ddv”
(w” — :c)Q(’\J““Jrlggll ) (w — w’)Q(w_k_“)w”Z(l—#—/\_“) (w” — v”)2<d_1+$—/\_“)
(€ G+ (n- (v = v")2(0 - (2 — v"))ls m—dddu'ady!
(w' — v,,)2(A+l2;’1 ) (w — 2)2(,\+11;2)(w B w,,)g(w_ux) (! — U,)2(d—1+¥—x) '
(4.1.58)

Notice that the numerators of the integrands of the last two formulae are the same, and
that these do not involve w, w’, and w”. Consequently, if we can prove that the integrals over
these three variables coincide, then we are done. This is actually a straightforward application
of the star-triangle identity as depicted in Figure 4.1.

X

X

Additional Property For ¢ and n two null vectors, it holds that

(4—!1—12—d +/\)

2 ity (;2)2)
(4—11—12—d - )\)

2 L1+l

11 +lo+2—d
X [thb(_i)\)g@h ® n®l2] . v®(l1+12)x2(71 Z 7)\) . (4159)

(C-V)i(y- v)%ﬂ(%”‘) —
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In order to prove it, one first needs to compute y®(1+2). [thb (—iN)C®h @ n®l2} for arbitrary
y. We use equation (4.1.38) to write (after having performed the integral over z using the
star-triangle relation)

N\&.

o) (4255 - 1) (14 g 1)
eV (1+’1“2—A)r(%_1_@
xy2(‘“lé“2u)/ (C-(y=0)"(n-(y—v) do

1+l l l F(
y®( 1+12) | {thb(_i/\)cf@ 1 ®77® 2} _

252y () o
min(ly,l B B
_ iz) Ily! Oy OV y )= g
ENl, — k) (g — k) ok (y _ Lt Al l-d) N
2 (1 )(2 ) 9 ()\ 122)k</\+ 122 )k

It is interesting to notice that this last formula is more difficult to obtain starting from the
expression (4.1.31) for the R-matrix, as it requires knowing the somewhat mysterious identity

la=ly
()\ T )11 (=l + E)n—q(=l2 + k)n—p(—n)p(—n)q _ (2\)k
(A - Lo L pameo  plal(k—p—g)lni2ra (—A+2h7) ok (A byl
p<|3 ] a<[F]
p+aq<k
(4.1.61)
which should hold as long as k£ < min({y, l2).
Returning to the proof of (4.1.59), we can write
min(l1,l2)
I +la+2—d 11115]
R —i\)®h ®l2 |, wo(li+l2) 2(f7)‘) = 12 2
|: l1,l2( 1 )C @n i| \Y% Z ];) k‘(ll —]C) (l2 —]C) ( C 77)

(205 (A + S=2p=0)
()\+ 4711;2%)19

min(l1,l2) min(ly,l2)— ll'l2‘211+12_k_j

= Z Z k(L —.k — s —k—j)! (C W)k“(C )ll i 3(77 x)bikij

2—1y—ly—d 2 —1 4—11—1ly—d
X‘/EQ(#HHJ S ):;)—kz(—z )—d < 1 2 2 +k+‘j_)\>
(A—F%)k

11+lp+2—d
Atettl k-1)

E(C- V) E (- vk

X

li+l2—k—j

<4 —h—ly—d A) minlil2) g 1ahe—p
2 hte =g Pl —p)il2 = p)!
)P (( . =P (. 2)l2—Dp 21y —ly—d
% (C 77) (C f)l l (TId :E) x2(%+p—>\) ) (4162)
(=)
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On the other hand, one has

- in(l1,l2) i+l
Lty t2—d Llpl2htle—p 41—l —d
) ()2 g2 () Z 2 < 1—l2
(CV) (V) - = pl(ly —p)!(la — p)! 2

x (¢C-m)P(C- :):)ll_p(n . x)lQ—pxz(%ll;lrd”*A) , (4.1.63)

+p+ A)
li+l2—p

and, since

(% +A>

= li+12

+p+A)z L (M ’ (4.1.64)
1+l2—p 3 +)\

4—1 —ly—d
(5
P
equation (4.1.59) does hold.

Let us define an operator Qy, 4, (u) : V;, ® V;, — S1+2(C?) that takes values in the space
of symmetric tensors of rank I; + 2 in the following way:

2(l1+l22+d—2_iu) ‘ I ‘ Iy 2(l1+122+2—d+iu)
[@11 L (U)C®l1 ®77®12} ®ite) _ T (C-V)*(n-V)2x (4.1.65)
, 9li+l2 (4—[1—l2—d + 1U)
2 l1+l2
or, equivalently, using (4.1.63),
min(l1,l2) 11— lo—
{(O)h lg(U)C®ll 2 n®l2i| L ®it) 21: 2 [1!15! (xQC )P(C - ) P(n - z)leP .
, = p!(lh —p)!(l2 — p)! op (L;z—dﬂu)
p
(4.1.66)
The property (4.1.59) we presented above is now written in a concise manner as
@h,lz (u) = @l1,l2(_u)Rl1J2 (u) : (4'1'67)

We also point out that Oy, ;, naturally arises in the generalisation of the chain relation:

7l2

/ a (lwl) Ct (\w zl) ddd = Ay, (a) A, (b) Ay 41, (d — a — b)

w2a( - x)% T2

Op1,((a+b+1—d))C ® Cy] - x®it)
Skl 2(a+b+l)1)+lz—d) | - (4.1.68)
T 2

4.2 Diagonalisation of Graph-Building Operators

4.2.1 Construction of the Eigenvectors

From now on and until the end of this chapter, forgetting momentarily about the fishnet
theory, we consider § € iR. We will only perform analytic continuation in § at the end. This
choice is only motivated by the fact that the inner product in the unitary principal series is
simpler than in the complementary series (cf. Subsection 3.1.1), and this slightly simplifies
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some of the formulae that follow. We also introduce some reference point 2o € R? (one could
set it to 0 for instance).

For N € N* and u € C, let Qn(u) be the operator acting on functions ® of N variables
as

q)(ylw"?yN) ﬁ ddyk‘
(e — 20)2 (Y — 24-1)%° = 72

u)P T1y...,T =
[Qn (u)®] (21 N) /Hévﬁz?cﬂ

N qdyp dd

where xgi11 = Tk — k11, and we have

DN | Sn
N | O

+iu so that a+ﬁ+5:§. (4.2.2)

—1u, B: 2

o =
Let us recall our convention: because we want to include 7~ % in the integration measure
d
over space-time, we define |z) such that (z|y) = w2d(z — y). This way, if & and ¥ are two
functions of N variables, then the inner product is defined by

N ddxk
<<I>\\Il)—/<<b|x1,,x]v> <JJ1,...,.’L’N‘\I/>H d
k=1 T2
N d
d%x
:/@*(xl,...,xN)\Il(xl,...,a:N) [ —2. (423)
k=1 T2
As a consequence, one can write
1
<.’L’1,...,LL‘N’QN(U)|y1,...,yN> = (424)

TTess @1 (ke — )2 (g — wp—1) 7

for the kernel of the graph-building operator. It is graphically represented in Figure 4.2.
We point out that, when 2y = 0, the graph-building operator A 5 is part of the family
of operators just defined since

QN (12) =Ays- (4.2.5)

The operators moreover commute for different values of the spectral parameter,

[Qn(w), Qu(u')] = 0. (4.2.6)

The proof is exactly the same as the one in two dimensions that appeared in [206], for instance,
though similar computations were already present in [67]. But we show it in Figure 4.3
nevertheless, for completeness. Many computations in this section are way too lengthy to be
spelt out entirely, so we will mostly content ourselves with pictures presenting the main steps.
In particular, the various proportionality constants will never appear on these pictures, but
we have always made sure that they agree with the results stated in the thesis.



4.2. DIAGONALISATION OF GRAPH-BUILDING OPERATORS 7

Xa
a
& Ya
B
X3
a
s V3
B
X2 X
a
5 Y2
B
X1
a
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Figure 4.2: Kernels of the graph-building operator Q4(u) (on the left) and of the operator
IT}°(u) (on the right)

Figure 4.3: Proof of the commutation property of the family Q4(u) of operators. The first
drawing on the left is the kernel of Q4(u)Qa(u’). We first rewrite the kernel of Qq(u’) in
its second form (see Figure 4.2). The green arrow stands for repeated application of the
star-triangle identity (3.1.40), starting with the transformation of a triangle into a star. This
effectively exchanges u and v’ as we wanted.
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We shall construct recursively eigenvectors of Qu. Since these operators commute with
global rotations and dilations, the eigenvectors of the first one are immediately found to be
C(z — xg
(g 0 = — L = Ll) , (4.2.7)
(x —x0)"\7" 72

where
u; = (u1,l1) e Cx N, C(y)=CM-Fuy, . Y, s (4.2.8)

and C' belongs to the space V;, of symmetric traceless tensors of rank ;. One has

Qi(u) [ur; C) = Qu, (ufur) [ur; C) (4.2.9)
where the eigenvalue, which follows from (B.1.11), is

Qu(ulu') = Ag(a)Ay(@) Ay(B + B') . (4.2.10)

For N >1,ue Cx N, and C € V;, we now define some operator C - ﬁN(u) acting on
functions of N — 1 variables and returning functions of IV variables:

{C-ﬁN(u)Q} (21,...,25) = [Ao (1—06—;)A0 <5+;>}N—1

C((:el—zo _ yrm)

X / xz1—x0)? (y1—20)2
(e — wy—1)2=2) TN g — w) 2073 (2, — wy_y)?(F2)
P ye ey _ N-1 d4 da
Nt 2(iy+1d+l_ ij 2 20-5-1) II ka ?j’“ . (4.2.11)
k=1 (yk B wk) 2 (yk - wk—l) 2) 1 w2 T2

with wg = zg. The scalar prefactor is merely here for convenience, including it in the definition
of I n(u) simplifies the form of the symmetry property and inner product of the eigenvectors
that we will later show. These integrals are ill-defined if [ > 0, they should be understood
as analytic continuations. It would nonetheless seem that we can perform on them all the
usual manipulations (like those presented in Appendix B.1). The operator I ~(u) is of course
independent of the tensor C', but it is symmetric traceless in its [ indices. It is important to
notice that, because of (B.1.4), the dependence on the tensor can be rewritten as a derivative
if we introduce another operator:

C - Tin(u) = Lﬁ)ﬁﬂfy(u). (4.2.12)

2 (5 B 5)1

The kernel of this last operator is represented in Figure 4.2.

It follows from the relation (see the different steps of a proof, in the case N = 3, in Figure
4.4)

QN<U,)CN . f[N(uN) = QIN (U‘UN)CN . ﬁN(uN)QN_l(u) (4.2.13)

that eigenvectors of A ~(u) are given by

]ul, ... ,uN;Cl Q@ CN> =Cy - ﬁN(uN) Oy - ﬁQ(UQ) |u1;C’1> R (4.2.14)
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Figure 4.4: Sketch of a proof of relation (4.2.13) when N = 3. The first drawing is the kernel
of the left hand-side of (4.2.13), whereas the last one is the kernel of the right-hand side (for
clarity, we did not display the operator C(Vy)|w,—z, acting on each drawing even though it
does). We indicate with colours the manipulations needed to pass from one drawing to the
next. A red arrow means that we apply identity (B.1.5). The blue dot on the first drawing
signifies that we perform the integration. Keeping track of all the proportionality factors, one
eventually gets (4.2.13).



80 CHAPTER 4. O(d) R-MATRICES AND GRAPH-BUILDING OPERATORS

with arbitrary C; € V;,. One has indeed

N
QN(U) |u1, N B C> = H Qlk(u|uk) \ul, R | T C> (4.2.15)
k=1

for an arbitrary tensor C' € Vi, ® --- ®@ V.

4.2.2 Symmetry Property

Using the integral representation of the R-matrix, it is possible to show the following com-
mutation relation for N > 1:

C- ﬁN+1(u1) ® ﬁN(UQ) = [Sll,lQ (u1 - UQ)C] : ﬁN+1(u2) & ﬁN(U1) s (4.2.16)

where C' € V;, ® V,,, the tensor product notation concerns only the finite-dimensional tensor
spaces V;, and V;,, and the scattering matrix is given by the fused R-matrix up to a scalar
phase:
I+ . d .
ZH/I’(l—i—%—lu)F(ﬁ—l—t—%—lu)
D1+ 2 4 iu) T(4 — 1+ B i)
Let us define, for any permutation o € Sy, the operator S(uj,...,uy;o) acting on
Vi, ® - ®@V;,. We first set

Sprr(uw) = (-1)

Rl,l’ (u) . (4.2.17)

S(uy,...,uyn;id) =1d;, ® --- ®1dy,, , (4.2.18)
then, if o is a transposition of the form (kk + 1) for k € {1,..., N — 1}, we define
S(uy,...,uy; (kk+1)) =1d, ®---®Idy,_, @Sy, 1, (U1 —up) @Idy, , @ -@1dy, . (4.2.19)
We then require that
S(ay,...,un; (kk 4+ 1)o) = Sla_l(k)7la_1(k+l) (Ug=1(k41) — Uo—1(k))S(u1, ..., un;0)  (4.2.20)

for any k£ € {1,...,N — 1} and any permutation o. In the previous formula, we use the
(natural) convention that S, ;; (u) can be seen to act on V;; ®---®@ V), by being trivial on all
the V;, for m ¢ {4,7} (when acting on V;, ® --- ® V;, there is no difference between Sy,
and Slj,li). Since any permutation can be decomposed into a product of transpositions of the
form (kk + 1), this is enough to define S(uy,...,uN;o) for all ¢ € &y. Furthermore, there
is no ambiguity in this definition because R;; satisfies the Yang-Baxter equation.

The eigenvectors satisfy the following symmetry property: for any permutation o € Gy,
one has

ug, ..., un; C) = U101y, - - Up-1(); PoS(u, - .. ,uN;cr)C’> , (4.2.21)

where P, : V), ®--- @V, — Vlfl(l) K- ®V5071(N) is the canonical isomorphism. We point
out that this symmetry property is exactly the same as Equation (1.3.15) for the compact
GL(N) spin chain studied previously. However, since we are now considering a model in
infinite volume, the tensor C' and the rapidities can be chosen arbitrarily.
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4.2.3 Inner Product

The inner product for length one is trivially computed to be

* _ 1 _ d
(w; Clu;C") = / o x20()5€+(§+z+:ﬁ0)) ! dx =d(u-u)(C|C"), (4.2.22)
(z — o) ) w2

where §(u —u') = §pd(u — u'), and
dn I 2=ty

(I =m Sd-1 C*(n)C’(n)W—% - IMC;1..~uzC/M1"'Hl (4.2.23)
2

is the inner product we choose on V.
Using the integral representation (4.1.38) of the R-matrix and crossing symmetry (4.1.54)
(and assuming u’ # u), it is possible to show the commutation relations

1
[(u —u')?+ 7(1_1)2} {(u —u)2+ W}
v (28 (u—u)C@C' - (z — 20)®' @ (y — x0)®"
(l’ — :L‘())Q(BJF%)(@/ — $O)2(5/+%)

(z|C"- T (w)C - Ta(u) |y) =

(4.2.24)

and, for N > 2,
(28 (u— u/)C @ C'] - Ty_1(u) @ I _, (0
[ = w2+ E] [ — w2 4 2D

C' Tl (0)C - Tiy(u) = (4.2.25)

This last relation is exemplified in Figure 4.5.
From this and the symmetry property of the eigenvectors, we deduce

Yocay o1 0y — wp) (CIPS(ul,. .., uly;0)C")
M(u1>"'7uN)

(ui,...,un;Cul,...,uy; C") =

Y

(4.2.26)

where

plar,-ouy) = ] [(Uj—uk)2+(lj;lk)j [(Uj—uk)2+(d_2+lj+lk)2

1<j<k<N 4
(4.2.27)
Let us understand this formula in the case N = 3: we are computing
(ur,uz,u3;C1; ® Cy ® Csluy, uy, uz; C) @ Cy @ Cy)
= (uy; Cy| Cy - T (ug) Cs - T (113) C4 - T (1) C - o (uh) [uh; CF)
- / (2] Co - 1T (ug) O - I1] (u3) O - Tl (u) O3 - Tha(u)) |y)
(o ! (2 — d,.qd
x Cilz = 20)Chly = xo) od%y  (4.9.98)

~ 3! i 7Td
(z — x0)2(5;+%) (y — 330)2(61+ 21)
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Figure 4.5: Sketch of a proof of relation (4.2.25) when N = 4. The first

drawing gives the kernel of the left hand-side of (4.2.25) upon multiplication by
C <(yyll__joo)2 - (1;“__;500)2>C” (( ;11__;)0)2 - (;:;00)2) and integration over v (divided by wg).

we multiply by the same factor the kernel associated to the last drawing
and integrate over v we recognise the integral expression for [[R;p(u — «/)C ®
4 ((a:1—xo w—zg . _Y1—Tg w—xg

w0~ w=z0) (r—w0)Z (w—xo)Z)‘ At each step, we first perform the integration

(blue dot) and then take the horizontal line down (green arrow). Keeping track of all the
proportionality factors one eventually gets (4.2.25).
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If we assume that ug # uf, us # u), and ug # uj, then, thanks to the above formulae, one
can write

(ur,uz,u3;C1; ® Cy ® Csluy, uy, uy; C) @ Cy @ Cy)
x / [tQSngZ (uf — ug)tsglé’l?) (ufy — UB)tSSlg,m (u —uz)Cy @ Cy @ Cy ® C’;} (2525 2;9)
Ci(z — 20)C1(y — x0) d?zddyd?z

o o . (4.2.29)

X

. <~ g+l PO e 3d
2(Br+a5s) o(Bd+ ) 2(Beae )
x y z

Then, since the integrals over x, y and z are of the form of (4.2.22), this simplifies into

(ur,uz,u3;C1 @ Cy ® C3lul, uj, us; O] @ Ch ® Cy) o §(uy — uj)d(ug — uh)d(ug — uy)
X <03 ®Cy ® CllSlé,lg (ug — ) Sy y (us — uy)Sy 1 (up — up)Ch @ Cy ® C§,> . (4.2.30)

Thanks to the delta functions, the prefactor is actually exactly p(uy, ug, uz)~!. It remains
to notice that

Sty (u — u5)Sy y (ug — uh)Syy gy (uh — uy) = S(u, uy, uz; (12)(23)(12)) = S(uy, uh, ug; (13))

(4.2.31)
because of (4.2.20). On the other hand, when uz # u}, ug # ub, and uy # uj, formula
(4.2.26) also reduces to

<u17 U2, u3; Cl & 02 ® 03’11,1’ 11,2, ugv Ci ® Cé ® Cé> = /’L(ula us, u3)_1
X 8(u; — uz)d(ug — uy)d(ug — u}) (C5 @ Cy ® C1[S(u], uh, us; (13))C1 @ Cy ® C5) .
(4.2.32)

The other terms of (4.2.26) appear when requiring, following (4.2.21), that the full result for
the inner product be invariant under

lur, uz, u3;C1 ® G2 @ C3) — ’uo'_l(l)v U,-1(2), Up-1(3); PoS(un, uz, u3;0)C1 @ G2 @ 03>
(4.2.33)
for all the permutations o € &3. This whole procedure is easily generalised to arbitrary N.

4.2.4 Completeness

Let {Cyn1}1<m<q, be an orthonormal basis of V; for the inner product defined in (4.2.23) (d;
is the dimension of V;). We postulate that, for any N, the following resolution of the identity
holds:

p(ag,...,un)
Z Z /'”/N' (1,...,zn|at, ..., un; Cy gy @ @ Cryy iy
0<l <+o0 01y <+oo '
1<my <dy, 1<my<dy

N N
d
X (ul, - ,uN;thll XX CmN,lN|y17 .. .,yN> H du = H 7T§(5(£L'k — yk) . (4234)
k=1 k=1
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T4
M
—
T T3 N x Y
T2 0

Figure 4.6: Feyman graphs investigated in Section 4.3 in the case (M, N) = (3,4). We call
Gg\i’i\),(xl,xg, x3,x4) and I](\j’f\),(x,y) the integrals represented by the graphs on the left and
on the right respectively. All the vertical (or ending on xs, x4, or 0) segments have weight d,

whereas all the horizontal (or ending on x1, z3, z, or y) ones have weight .

The power of 7 in the right-hand side comes from the fact that we have defined |x) such that

(xly) = 725 (x —y) (see beginning of Section 4.2). This completeness relation is easily verified
in the case N = 1, but much less clear when N > 1.

4.3 Basso—Dixon Diagrams

In this section, we investigate the possible application of these operators to the computations
of some fishnet Feynman integrals presented in Figure 4.6. Up to a trivial normalisation
factor, the Feynman graph of the left panel has an interpretation as a four-point correlator
in the fishnet theory:

G\ (w1, w2, 73, 24) o <T1" (XN(:E1)ZM(:U2)XTN(963)ZTM(:r4))> : (4.3.1)

Because of the conformal invariance of the integral, it is equivalent to compute the integral
associated to the right panel of the figure. A simple change of variables indeed shows that

(d,s) 1 (d8) (T14  To4 T34  Tog

Gy (@1, 22,23, 24) = Iyl 5= |- (4.3.2)
’ 2 2 2 \IN& x2 x2, x2 x2
(25,)M0 (27423, 14 24 34 24

In turn, the integral I](\;i[’?\), is almost a matrix element of the M + 1-th power of the graph-

building operator A NG = QN (i%), one just has to be careful when sending all the external
points to the same value x:

N
d,0 Nd ~
I](W,]\)/(x? y) =m?2 <.%', s 7'7;’ (H xlz(sl,i) A%}-l ’yv s 7y> ’ (433)
i=1
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where we have set g = 0. It thus seems natural to use the completeness relation to try to
express these integrals in a simpler form. This was successfully achieved in two dimensions
in [179] and in four dimensions in [176,177]. We will now see that for other dimensions the
result is actually more complicated, and nice expressions are not as readily obtained.

As seen above, the eigenvalue of Qun (ig) factorises into a product Hi\;l Qi (uy) of

—iu) D (9545 +iu)

(4.3.4)

4.3.1 Ladder Diagrams

We first give the expressions for the so-called ladder diagrams [168,169,218,219] in arbitrary
dimension:

T (Ql) +oo 2] d— d—2 9\ 1u

(d.8) _ 2 + 2 (%) / 3 41 du

Iy = PN Z: 1—9 C (cos @) - Qi (u) o (4.3.5)
(z323)2 1=0 1

where @ is given in equation (4.3.4), C’l(“ ) are Gegenbauer polynomials of degree [, and
cosf = w3 - x4/|x3||xs|. We assume d > 3.

The integral is straightforwardly computed by residues, but the eigenvalue Q; generically
has infinitely many poles. However, when § is a positive integer, Qfl is a polynomial of
degree 20 and there is a finite number of poles. In the simplest case, i.e. § = 1, one has

Qu)™t =T (%) (u® + (I + (d — 2)/2)?/4) and performing the integral yields

2M k!(—21nr)2M_k ~+00 (d—2 rl+%

) SEC
1) 2 o)
e = (@2a) 5 55 MUk — M)'2M — k)! & G eost) (z + d?)’f , (436)

with r = /2% /3.
When d is even we also have the following property of the Gegenbauer polynomials
d—2Y ,(%2) g 47

r(2>q (x) = 2%

d—4

dr =2

o (w)} . (4.3.7)

bzt

Consequently, for even d > 2, we can write (z = rel?)

ddo (g o9\ "ML d— _
fan _ 27 r(%?) 47 [LM(Z,Z)}
M1 — 9

: : 4.3.8
(2323) = dcosf 5 Le —e i ( )
where we have introduced the ladder function Ly, defined for M > 0 by [168,220]
2M —\12M—
_ El[—1In(zz))?M—* . o
L = E L —-L 4.3.
(2 2) e M!(k—M)!(QM—k)![ i(z) = Lik(2)] (4:39)

with Liz(z) = 329 Z—Z the polylogarithm of order &.

n=1
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4.3.2 Two-Layer Diagrams
)

Inserting the resolution of the identity in the expression of I](\ﬁl[:g , it becomes

- ¥ Q, ()@, ()] M1 L2

0<ly<+oo 0<lg<+o0o
1<m ) <dy; 1<ma<dy,
~20 226 . .
X <a?3, 1‘3’ Ty \ul, uo; Cm1,11 & Cm2712> <111, ug; Cm1,11 & Cm2712 ]w4, $4> duidus . (4.3.10)

One can show that

(13, 23] 23523 a1, u2; C) = Ao(6) Ay, (61) A, (G2)

)

41_%+iu21 ill-i-lz / C(p7p) eip~a:3 ddp
x§<2a1—%+1) p2(1+11;l2 +i“21) W%
(4.3.11)
A1 Siuz i+l / C(p,p) e dip
(251-4+1) 214552 Hiun) 7
(4.3.12)

Both of these equations can be rewritten using the operator Qy, ;, introduced in (4.1.66), the
first one becomes for instance

(i uai €) = Ao (5 +) A (5)Au(52)

2

(23, 23] 23937 [u1, u2; C) = Ao(6) Ay, (61) A, (G2)

[0y, 4, (ug — ur)C] - 25 )

fL‘g) (al+a2+¥)

x (1) A (1 + dugg) (4.3.13)

If we want to proceed without using the operator Oy, ;, we have to remark that, necessarily,
whatever orthonormal basis of symmetric traceless tensors we chose,

d r(4)@+d-2) i3y [
Comn i (0)C2 4(q) = Halie T (pq> . 4.3.14
mZ:1 ,l(p) m,l(Q) 27r(d—2) ‘p’ ‘q‘ ! ‘qu| ( )
We can thus rewrite I](\Zl,:g) as
2
d
o T(E) [ 40 ()@, (1)) 142
M2 2 x§(2a1—g+1)xi(251—%+1)
13 (i+la+d—2)2] (2 +d—2)(2ly +d—2)
2 | 12 2
X Uizt [Um + 1 (d—2)2
(%) p-q (%) p-q
p2(IHi(uz—u1)) g2(1+i(ur —u2)) md (2m)2 - e

If we expect that the integral can be recast as a determinant and hope to generalise this
to an arbitrary number of layers, it is possible that this last formula is the most convenient
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one. If we however want to perform the integrals over p and ¢, we may proceed as follows:
one first expands the product of two Gegenbauer polynomials according to

min(ly,l2)

(“)(p'CJ) (“)(p-Q) (452 (p-q>
oz (2ot (B4 a, 1ymCy 5 (L) (4.3.16)
h pllgl/ " pllq] mzz:o Pt m2m A p|q]
with
d—2 d—2 d—2
_ (ll + 1y — 2m + %)(ll + 1y — Qm)' (T)m (T)ll_m (T)l2_m
Alyla,m = d—2y, | | 7Td—2 (d=2)1y 415 —m -
(ll g —m+ ?)m(ll o m>(l2 o m) (T)l 1 (d - 2)11+l2—2m
1 2—m

(4.3.17)

d—2
Then, one uses the fact that C’( ) (%) is a spherical harmonic with respect to both p
and ¢ (see equation (4.3.14)) to compute the integrals over these variables using (B.1.7):

(ﬁ) p-q

5 .

Cl (|p||(I|) eip-a:g—iq-z4 ddp ddq
pQ(l—iulg)q2(1+iU12) 7Td

I+d—2 | ; 2 (452 .
T (552 +iee) a7 ()
—4 = e (43.18)
r ( 2 4 iU12> "L‘S(gi +1“12)x4(§7 —iu1z)
Consequently, one can write
J 2 i(u1+uz)
Iﬁz Z/( 3) [Qu, (1) Quy (ug)] "
2(2323)° Il Tq
y +l12 .2 +(11+12+d—2)2 (20 +d —2)(2ly +d — 2)
uiy 4 | "2 4 (d —2)2
x mir%’b) e b D [P (cos) T2 (4.319)

with a3 - x4 = |z3||z4] cos 6. Using the operator Qy, j,, this can actually be written in a more
concise way:

i(ur+tug)

72
17y = Z / ( 3) (Qu (1) Qi (ug) M2
353954 I1,lo Xy

» +l o2 (li+le+d—2)2| (2l +d—2)(2y+d—2)

htltd—2 2
‘F (% + ““2) ‘ (O 15 (121)' O gy (wr2)25 2] - 2 duyduy (4.3.20)

r (M%H + iu12) (lza||za])ir+t2 (2m)2
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Notice that since Qy, 4, goes from V;, ® V;, to S1+2(C%) we can only multiply it with its
transpose. This is what happens here where we need matrix elements of O, 4, (u21)' Oy, 1, (u12)
Shitle(Cd)y — Shtlz(C?). Neither of the previous two expressions for I](\f[l’g) seem to be very
convenient, but we do not know how to simplify them at the moment. 7

The limit d — 2 is seemingly singular but one should remember that the Gegenbauer
polynomials for [ > 0 tend to 0 in this limit so that

204+d—-2 (452
Vi e N, WC’I (COSH) 5;5 1 +6l’0

coslf. (4.3.21)

Thus, for min(ly,l2) > 0, one has

(2[1 +d— 2)(2l2 +d— 2)
(d—2)?

(d72

<9
al1,lz,mCll+lr2m(COS 0)

(;5 2 {5m,0 cos(ly +12)0 + 5m,rnin(ll,l2) cos(l; — 12)0} . (4.3.22)

In the end, I](\fl’g) is finite (as it should be) and, using the additional symmetry Q; = Q_;
valid for | € Z when d = 2, one can extend the sum to (l1,ls) € Z? so that

(2,0) 1 i(l1+12)0 <$§>i(UI+U2) M+2 |, 2 13, | dugdus
189 - ;Y e [(5 Q1 (1) Qi (u2)] [u +] .
M2 2(x323)° (I1,12) €22 3 1 : P4 (2n)?

(4.3.23)
This coincides with the result of [179].
When d = 4, the dependence on u of the sum over m disappears and the sum is then
simply

(1418 _ o=ill+1)8) (ol +1)6 _ o-ila+1)6)

Cl(ll) (COS 0)01(21) (COS 0) - (eie _ e*i@)?

(4.3.24)

Noticing that @ = QQ_;_o when d = 4, we can keep only one of the four terms from the
equation above, if we extend the summation to (I1,l2) € Z2. We thus obtain (we have also
replaced [; with a; =1; + 1):

1 1 .
173 = s D maze @)
’ 2(55%33421)6 (el —e ! ) (a17a2)ez2

9\ i(uitusz)
X/(%) [Qm—l(ul)Qaz—l(uQ)]MJrQ

Ty

2 aiy 2
U79o + Uq9 +

4

(a1 + a2)2‘| duqdus
4 (2m)2
(4.3.25)

When 6 = 1, this was found in [175], see also [176,177].
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The next case we could investigate is (d,0) = (6, 1), the formula (4.3.19) then reads

i(ui+us2) [UQ + liz} [U12 + (11 +12+4)? }
(6,1) _ 4
I]\S'; - ZL'3ZB4 ll 12/ < ) |:(u + (l1+2) ) (u + (12+2) )j|M+2 (ll + 2)(l2 + 2)

+1)(lL—m+1)(le—m+1)(1 +1lo —m+3)
(ll+lg—2m+1)(l1+l2—2m+3)

du1 dUQ

(2m)?

The integrals are rather easy, at least when M is not too large, but the sums seem to be quite
tedious to perform.

(ll + 1y — 2m—|—2)2

2
U19o + 4

C’l(lzib_2m(cos 0) (4.3.26)

We hope that the example of IJ(\fIl:g) shows clearly the difficulties arising when trying to

compute Basso—Dixon integrals in arbitrary dimension.






Chapter 5

Thermodynamic Bethe Ansatz for
Fishnet Theories

Most of the content of this chapter is the same as that of [181] up to minor changes in pre-
sentation. The only two significant additions are the proof of the asymptotic behaviour of the
two-particle states in Subsection 5.1.2 and the computations of the two-magnon anomalous
dimension in Subsection 5.4.2 and Appendix B.2. This second work was done in collaboration
with De-liang Zhong.

We propose here thermodynamic Bethe ansatz (TBA) equations for the dimensions of
multi-magnon operators of the type

Ospr(w) = Te(xM27) + ... (5.0.1)

in the fishnet theory (2.3.2), in arbitrary dimension d and for an arbitrary anisotropy param-
eter 6. The mixing matrix of such operators is entirely defined by multi-wheel or multi-spiral
planar Feynman graphs [143,155], such as those in Figure 5.1. These integrals have attracted a
considerable interest in the literature as examples of explicitly calculable multi-loop Feynman
graphs [150,169,175,179,221].

In the case of the original fishnet theory, i.e. when (d,d) = (4, 1), these TBA equations can
be obtained by taking the double-scaling limit of the full TBA system of twisted N = 4 super
Yang-Mills [150, 155,222]. We no longer have this luxury when we deal with the theory in
arbitrary dimension, which does not have its SYM “parent”. In this case, to arrive at the TBA
equations we shall rely on the direct fishnet graph computations as well as a certain intuition
borrowed from the d = 4 case. We will then derive the asymptotic Bethe ansatz (ABA)
equations, valid in the limit J — oo, and test them against explicit fishnet-type Feynman
integrals computations.

5.1 Graph-building Operators and Scattering Data

The TBA construction relies on the knowledge of the asymptotic data, dispersion relation
and factorised S-matrix, that characterise the integrable structure of the fishnet graphs. In
planar N/ = 4 SYM, these were determined using supersymmetry and crossing symmetry

91
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Figure 5.1: Specimens of planar fishnet graphs contributing to the anomalous dimensions of
multi-magnon operators (central points) with black and red lines representing propagators of
Z and X fields, respectively. Left panel: Multi-wheel graph renormalising the ground-state
operator with M = 0. The graph can be obtained by iterating the graph-building operator
A N=—35 shown here in bold face. Right panel: Multi-spiral graph contributing to the mixing
of excited-state operators with here M = 3 magnons inserted at the origin.

[117,122-124]. We cannot follow these steps for the fishnet theory in arbitrary dimension d
for lack of symmetries, but we can read off the scattering data directly from the graphs. In
fact, the information can all be obtained from the wheel graphs shown in Figure 5.1 (left)
and corresponding to the local operator (5.0.1) with M = 0, referred to as the vacuum state.
General results for the excited states with M # 0 will be given in a subsequent section.

The S-matrix that is required here is the one controlling the scattering of magnons in
the “open string channel” or mirror kinematics. The idea is to treat the X propagators
along the angular direction in Figure 5.1 as magnon excitations moving radially along the Z
propagators. Geometrically, this mirror 1-dimensional system emerges from the decomposition
R? = R, x S9! with r = e’ € R, being the distance to the origin, ¢ the mirror position,
and with the sphere S?~1 giving rise to an internal O(d) symmetry.

Mirror magnons evolve in this picture through the action of the graph-building operator

ﬂ TI'_d/2ddyi

Al an) = [ lonem) N (5.1.1)

’ i1 (i — )2 (2 — yi)®

with g = 0. We recall that it acts on N-magnon wave function ¢ € V?ﬁs where Va_ ¢
3 2

is a representation of the conformal group that is part of the scalar complementary series,
cf. Section 3.1. Clearly, any wheel graph can be obtained by iteration of a graph-building
operator, see Figure 5.1. The significance of these operators in the fishnet theory was unveiled
in [179] in the particular case d = 2. We show below how their diagonalisation, which was
explained in the previous chapter, provides the scattering data for the magnons for general d.
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5.1.1 Magnon Dispersion Relation

We saw in the previous chapter that the eigenvectors of Ay 5 are parametrised by N pairs
uy = (ug,lr) € RxNand a tensor structure C' € V;, ® ---® V), , where V; is the vector space
of symmetric traceless tensors of rank [. The eigenvalue is then @, (u1) ... Qi (un) with

DD (§+ 5 +iu) D (5 + 5 —iu)
PO (%2 + 5 +iu) T (452 + 5 —iu)

Qu(u) = (5.1.2)

The quantity Q;(u) is the weight of propagation of a magnon with rapidity v and spin [, it
naturally defines the magnon energy ¢; through

~InQ;. (5.1.3)

This way, the energy of an N-particle eigenstate is the sum of the individual energies. The
momentum conjugate to the (radial) position o is p;(u) = 2u, as can be read off directly from
the expression of the one-particle eigenstates

(z|u; C) = & =C (x) e(_%_‘swi“)”, (5.1.4)

£2(8+3) kd

where 3 is defined in (4.2.2) and C(z) = CH*Fig, ... xy,.

5.1.2 Magnon S-Matrix

In order to determine the magnon S-matrix, we need to examine eigenstates with more than
one particle. The simplest case is that of two-particle eigenstates whose expression we now
recall

Ao(l—m—ll)Ao(ﬁl—Flj)/ 1

2(51-3) (- 1) 2@t

2b T1p
T Zg.
% C (m% 562 ’:Ua) dda:addxb
( dHl ) (1+1 ul—u2)+ fa— ll) wd

(x1, 22Uy, ug; C) =

, (5.1.5)
ab
where z;; = x; — x;j, the parameters o and ( are defined in (4.2.2), C € V|, ® V;, and

Clzyy) = CH Mgy oy Yoy - Y, - (5.1.6)

We claim that the asymptotic behaviour of these eigenstates in the limit 23 — 400, with 22
remaining finite, is given by the sum of two plane waves, one incoming and one outgoing:

Kl1,l2 (Uh U2) [ei(p101+p202) C <l‘1 -T2)

2)+5 21| |22
)

(w1, x2|ur,u2; C) ~ 5
(5”1%

. X X
+ el(P201+P102) [Sll,lz(u17u2)c] (erw ’1‘1|> ] , (517)
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where p ; }
K, (ui,u2) = fi,(u2) A (2 + iugg + 21> Ay, (1 +iuge — 21) (5.1.8)
is just an overall prefactor, whereas the S-matrix is of the form
Ji(u
Sy (u,v) = () S (u—v)Ryp(u—v). (5.1.9)
fv(v)

The dynamical factors are

T(1+ 5 — i) (4 + 5 +iu

Sy ) )T ( )
’ (15 i) 0 (g + 5 — i) T (1 i) T (14 558 — i)

and ~
_ AulB) _F(%+é—iu)1‘<%+g+%_iu>
flw) =30 = P(§+4+iu)T (44 §+4+iu)’ (5.1.11)

and R; s is the O(d)-invariant rational R-matrix investigated at length in Section 4.1.

The first thing to point out is that the S-matrix S; ;; appearing here is different from S;
that appeared in the previous chapter, see (4.2.17). This is completely natural, as the latter
depends on the normalisation of the eigenvectors whereas the former does not. Moreover, the
symmetry of the eigenvector

|111, ug; C> = ‘U.Q, ui; P(lZ)Sh,lz (u1 - UQ)C> (5.1.12)
is consistent with the conjectured asymptotic behaviour, since it holds that

Klg,ll (u25 Ul)

S UL — U9) . 5.1.13
Kll,lg(ulau2) ll7l2( 1 2) ( )

Sl1,lg (u17 Ug) —

We are not able to prove the asymptotic behaviour (5.1.7) for arbitrary values of the spins
and tensor structure, but we have checked it in two particular cases: when both spins are
equal to one and the tensor is arbitrary, and when both spins are arbitrary and the tensor is
completely symmetric traceless. Let us explain the computation in the second situation. It is
done using the method of expansion by regions [223].

Symmetric Traceless Tensors 1If C' € V; 4;, C V;, ® V;,, then the integral over z, can
be performed in the expression for the eigenvector using (B.1.11) so that

yr2lug, ug; ) = -
(z1, 221,025 C) Z (Bi+2—p)

() Do ) g i 5
p=0

2
Ty

o (xl; \%Z) d?a,
X Z(Bl—l—l) 2(d1+i) 2(0&2—}—2) % 3 (5114)
Lop 2 Z1p 2 z, 3)
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D) (e a)) — (YLl 4
where O )(a:,y) =C Xy Ty Y g - Yhy g

2
We now want to expand this function when % — 400 up to and including the order
1

O(zy 28 ). In each integral, we have to consider contributions coming from two regions of
integration: x; close to x2, or x; close to 0 and z1. For the p-th term of the sum, the dom-
inant contribution from the first region is obtained by replacing x%l with x%, it is of order

O(x;2(6+%)

term:

), so that in our order of approximation we only need to keep it for the p = 0
@ . T

ll> C (i )

2 x?ﬁlxgﬁz

C ( Ty . o )
[z1]? |z2]

261, 262
Ty Ty

d . l .
(w1, z2|u1,02; C); ~ fi, (u2) Ay, (2 + iugp + 21) Ay, <1 +iugg —

= Kll,ZQ(ul,uQ) (5.1.15)

where we have once again applied (B.1.11).
The contribution from the second region is more difficult to compute. The dominant

_9o(f_ 2
contribution for each term of the sum is indeed of order O(x, (5-3 )), so that we actually
need the first l» subleading contributions to each integral. This is done through the following
expansion involving Gegenbauer polynomials:

+ -
. Zoo('x"')"c,iﬁ”%)(”“)
20h-3)  2(A-3) |22 |22 ||
2

Tap n=0
o0 15)
13 (|$b|)n - 5 ) (452 ((x2-a
L (Y S (b)) (2 g
x;(ﬁl—%) 7;) 2] qz;; ! 2 #0\ Jaa [
with
(% +n— 2q> (@)n—q (a - %)
fnqla) = ! (5.1.17)
’ d=2 (4) !
z \2/),,4
d—2
We have expanded in terms of |1:b|"07(L z) (I ;22”22 ‘> because those are harmonic in z;. We

can thus compute the integral over xy, it gives

x (;2) xTo T, min n—
/ O (ws ) Cnty (Biy) day _ 1 (ZQf %) <l2 +p>
) i(azﬂ-%) T2 xi(@ﬁ-ll;n) o k

2_kf(d2+%+n—q—k>l“(a1—%+/<:>F(iu12+%+p—q_k)
" F(Oé2+l§2+p—Q)F(d1+%)F(%+iu21+%+n—Q)

d—2\\ (k) .
X (Cfl_gq) (“ T ) Olk=l2) ( o1 T2 ) . (5.1.18)

2|24 1] [l
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If we now plug equations (5.1.16) and (5.1.18) into the expression for the eigenvector, we
observe that we can perform the sum over p. It is of the form

l1
) <ll>(—1)ple,q,k(p), (5.1.19)

p=0 p
with
(a2+%+p)r(iU12+%+p—q—k)

az+ % +P*Q) I (iulz +hzh 4 pt 1)
(5.1.20)
a polynomial of degree 1 — 1, unless ¢ + k£ > [1. On the one hand, if P, ;5 is of degree

l1 — 1, then the sum over p automatically vanishes. On the other hand, since we look for a
%)

(lat+p)---(at+p+1-Fk)

r
Pll,q,k(p) = k! r

result valid at order O(z; >
g+ k <n—q<n <, and the only contributions that survive the summation over p are
those for ¢+ k = [y, which is equivalent to ¢ = 0 and k& = n = [;. This miraculous cancellation
ensures that the leading contribution coming from the second region of integration is also of

, we can restrict ourselves to n < [1. As a consequence, we have

order O(CL‘;ZB). The sum over p is thus equal to

b (1 —iuiz + %)l
) » (=1)PPy 00 (p) = L. (5.1.21)

: lQ—h)
— e + “5—
p=0 ( 12 2 l1+1

Finally, we notice that

- = C; 2 =271 - = . 5.1.22
Juo (61 2 h | 22|y g I ( )

Putting all the pieces together, we obtain the following contribution from the second region
of integration

(1 —iuyg + 12511)11 I (d+l§+l2 +iug; — 1) C(li—l2) (L z2 )

[z1]? |2

(z1, x2)ur,ug; C)pp ~ fi, (w1)

(ium + L;ll)lﬁ»l r (7‘1‘”5“2 + iu21> 227225
(h=l2) (1 . o
fuu (wa) Cht) (s )
= Ki 1, (wr, u2) T—=8i 1, (w1 — u2) ~ (5.1.23)
v Jio (uz) "1 220220

This is in perfect agreement with our claim (5.1.7) since completely symmetric traceless
tensors are eigenvectors of the R-matrices with eigenvalue 1, as can be seen from the expression
(4.1.2) for instance.

As mentioned before, we have also been able to explicitly reproduce Ry ;, the method
being the same as for the case we just presented, we do not show these computations. For
d = 2, the eigenvectors of A 5 were found in [206] (see also [179]) and we checked that their
asymptotic behaviour allows one to recover exactly the full S-matrix (5.1.9)-(5.1.11). As a
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final remark, for d = 4 isotropic fishnets (6 = d), we verify agreement with the conjectured
S-matrix of the N' =4 SYM theory [124,125] at weak coupling in the mirror kinematics!. In
fact, our analysis is the first field theory derivation of this mirror S-matrix.

5.2 TBA for Ground State

We turn to the scaling dimension A of local operator O ;. It is encoded in the divergent sum
+00

Z ="y N mr () (5.2.1)
N=0

of the (divergent) wheel graphs with a given number J of spokes. The idea of the TBA is to
interpret this sum as a partition function for the mirror theory in the thermodynamic limit.
In the one-dimensional picture, the scaling dimension corresponds to the free energy of a
system of magnons at temperature 1/J and chemical potential In &2, where J is the length
of the operator and ¢ the coupling constant of the fishnet theory (2.3.2). The factorisation
of the S-matrix allows one to compute exactly the free energy at any J and £. Following the
well-known saddle-point procedure [129, 130,224, 225], it takes the form

A= Jé—Z/—H)opg(u)ln(l—I—Yu(u))du, (5.2.2)

50/ - 2

where pj(u) = 2, and the Y-functions Y7 ; describe the distribution of energy per magnon,
with [ € N labelling the different types of excitations/symmetric traceless representations of
O(d).

The latter Y-functions are part of a larger family of functions {Y,;} needed to account
for the matrix degrees of freedom. For the sake of simplicity, we shall restrict ourselves to the
simply laced case, corresponding to even dimensions d > 2. Hence, a € {1,...,r} labels the
nodes of the D, Dynkin diagram, with » = d/2 + 1 and incidence matrix I,p.

The Y-functions themselves are determined by an infinite system of non-linear TBA equa-
tions. Denoting L,; = In(1 + Y, ;), these equations take the form

In Y17l =C—Jg+ Z ICl,l’ * Ll,l’ + Z Ku/ * L2,l’ , (5.2.3)
>0 '>1
for the massive nodes (a =1, 1 > 0), where g, = —In @y,
C=Jng — i /W[iau In fi(u)] Ly l(u)% (5.2.4)
1=0 /o0 s

and the x operation denotes the convolution on the real axis:

+oo dv
Fro= [ flu-vgw)s. (5.2.5)

!The comparison with the dressing factor of [124] is not immediate since the latter was written in the
physical kinematics. One should first perform an analytic continuation to the mirror kinematics, as was done
in [125], before taking the weak coupling limit. The computation of this limit is explained in Appendix B.1
of [222] for instance.
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For the remaining, auxiliary, nodes for spin excitations (a > 1, [ > 1), the equations are

In YaJ = — Z Iv{ul * La,l’ + Z Z Ku/ * Lb,l/ s (526)
=1 b Iap #0121

where we introduced Kl,l’ =K1+ Kp 1, with symmetric kernels K and K defined by

Kip(u) = =10, InSpp(u), (5.2.7)
and
(l+l/_1)/2 2]
Kpo(u)= > el (5.2.8)
J=(I=[+1)/2 J

Finally, let us stress that the kernels obey the universal asymptotics

Kip(u) =2Inu? + O (i) (5.2.9)

at large rapidity. Consequently, the scaling dimension (5.2.2) controls the asymptotics of the
main Y-functions,
InYy; ~—Alnu®, when |u| — +oo. (5.2.10)

The auxiliary Y-functions are, on the other hand, asymptotically constant at u — oo.

5.3 Dual TBA and Y-System

The TBA equations above give us a good handle on the scaling dimension at weak coupling,
which is when the massive Y-functions are small, and the equations are solvable iteratively.
They are also very useful for the study of fishnet graphs at large order, that is when the
coupling constant approaches its critical value [148, 167]. Close to this point, the lightest
(I = 0) mirror magnons condense, driving the system towards a new phase with gapless
excitations. This is analogous to the transition from ferro- to antiferromagnetic order for
compact spin chains in a magnetic field. It relates to the continuum limit of the fishnet graphs
and to their correspondence with two-dimensional o-models with AdS target space. This
correspondence, which was first discussed in [167] for d = 4, also holds in higher dimensions.
Namely, there is a dual set of TBA equations looking like that of the familiar O(d+2) o-model
in a finite volume J except that, instead of the standard relativistic dispersion relation, we
should use the one dual to (5.1.2).

The duality is established by means of the familiar particle/hole transformation. It in-
volves the operator 1 — Kp(g42), which solves the equation

(1= Kopo) * (1 —Kor2) =1, (5.3.1)

with 1 the identity operator and with Ko as in (5.2.7). Straightforward algebra gives

. 2mu
Ko(d+2)(u) = —18u In SO(d+2) (d) s (532)
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with the well-known O(d + 2) S matrix [120]

(R () ) 2)
SO(d+2)(9)__F(1—Qifr)l“(éJr;i)F(}lJr;i)F(;Jr}l—2&)’ (5.3.3)

hinting at the dual o-model interpretation.
Applying the operator 1 — Kp(442) to (5.2.3) for [ = 0, we get the dual equation for the
scalar node:
InYio=JE — Kooy *Lio— > KiixLiy, (5.3.4)

>1

with L] o = In (1 + Yljol), and the new driving term

cosh (2”7“) + cos (”j))
E(u) =In (5.3.5)
(cosh (2”7“> — oS (%‘S)

is identified as the dual energy. As for the higher harmonics, equations (5.2.3) for [ > 0, they
can be rewritten

Yy =-KpxLig— Y KyyxLiy+ Y KyxLyy. (5.3.6)

'>1 '>1

The absence of driving terms in these equations indicate that the full symmetry is linearly
realised in the dual picture. In fact, if not for the energy, the equations (5.3.4) and (5.3.6),
as well as the ones in (5.2.6) which stay untouched, are identical to those for the O(d + 2)
o-model.

The non-compactness of the model is seen in the fact that the spectrum is gapless. This
is made clearer after introducing a dual momentum P, obtained via a Wick rotation and a
reflection? § — 4. It yields

d
P(u)=—iF (u + i) , (5.3.7)
4 |6—>5
resulting in the following dispersion relation
E 5 P
sinh? 5= tan? (?) X sin? 3 (5.3.8)

as in the case of a massless particle on a square lattice. It becomes relativistic at low energy,
FE ~ cP, that is when the continuous o-model description applies, with the anisotropy being
absorbed in the speed of light c.

In the dual TBA equations, the fishnet coupling &2 disappears. It is now captured by the

o-model energy
oo du

Esyq(A,J) = —/ 1,00uP (u)

—00

. (5.3.9)

2The reflection is needed because the square lattice is not invariant under a Z rotation when there is

2
anisotropy.
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which, as it turns out, can be expressed as

2
Esa(A,J) = Jln 2, (5.3.10)
Cc
with - -
o [q -6t __ ot —ot __ Lot dt
ne? = / Gory¢ —CFe —o|\ & (5.3.11)
0o |2 (I—-etH(1+e2) t

the critical coupling, in agreement with Zamolodchikov’s formula [148], up to the normal-
isation of the coupling constant. This match for any § and d is yet another check for our
expressions.

Lastly, let us note that the TBA equations (5.3.4), (5.3.6) and (5.2.6) can be brought, by
inverting the kernels, to the Y-system form:

YaJrlYal — Hg:l(l + Y}Ll)lab
Ya,l—l—lYa,l—l (]- + Ya,l—i—l)(l + Ya,l—l) ’

(5.3.12)

for all nodes with 1 < a <r, [ > 1 (with the convention that Y, o = oo for a > 1), while Y] o

satisfies
1+ L 1+ 1
Y11 Y1)’

1 2 1 1
_— = 14+ —- 1+ ——
r—1 1—r H k —k
Y1[,0 ]Yl[,O ! L:1 ( Y;[—]k—l,l) ( Y;[—k]—l,l)
(5.3.13)

with the shorthand notation f[¥! (u) = f (u + 1%) This agrees with the Y-system equations
of the O(2r) sigma model [226].

5.4 Excited States and Asymptotic Bethe Ansatz

The TBA equations can be generalised to the states with an arbitrary number of magnons
by the usual trick of the contour deformation [227,228]. The multi-magnon operators O s,
associated to spiral graphs shown in the right panel of Figure 5.1, are made out of scalar
magnons (I = 0) and obtained by exciting the corresponding Y-function. Most of the formulae
stay the same, if not for the energy (5.2.2) and the equations (5.2.3) that receive additional
driving terms. In particular, the anomalous dimensions

v = A — (J§ + M) (5.4.1)
of the multi-magnon states read
M oo du
Y = Z 21Uy, — Z/ w)Ly y(u) — (5.4.2)
m=1 >0 27T

with the first term in the right-hand side coming from the logarithmic poles at Y7 o(uy,) = —1.
The latter conditions are the exact Bethe ansatz equations, which reduce at large J and for
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sufficiently weak coupling to the ABA equations

M
1= ¢ =0 TT So0(uj, wr) - (5.4.3)

k=1
k#j

In this case, since all spins [,I’ = 0, the R-matrix trivialises. It should be supplemented with

the trace cyclicity condition
M

[] et =1. (5.4.4)

J=1

This generalises the 4D ABA equations of [155] to any dimension d and any anisotropy.

5.4.1 One Magnon

As an example, in the simplest M = 1 case, the ABA equation predicts that the anomalous
dimension is given by (2iu — ¢), where u is the solution to £2e~0(") = 1. Expanding u
perturbatively in ¢2 around the classical value —ié /2, we find the one-magnon anomalous
dimension

22 W)+ @) -y () -v()
@y

which agrees with the direct field theory computation.

YM=1 = — +0(¢%), (5.4.5)

5.4.2 Two Magnons

Let us now test our ABA prediction against direct Feynman graphs computation for operators
with two magnons. Since we will only have results through third-order in £2, we can restrict
ourselves to J = 3. In this case, we only need to consider mixing among the following two
operators,

Or=Tr (X22%), Oy=Tr (XZX2?) . (5.4.6)

Once we take interactions into account, these operators will receive quantum corrections.
We will keep the name O, for the bare operators, while OF will refer to their renormalised
counterpart. For definiteness, we will use dimensional regularisation in d — 2e dimensions and
the minimal subtraction scheme. We also replace £ with ;i ~2¢¢2, for some mass scale fu, in
order to keep the dimensionless £2.

The renormalisation procedure will absorb all the divergences. For our purpose, we focus
on a particular set of observables, namely, the form factors among those two operators. Recall
the definition of a form factor: it is the overlap between an operator O, and an asymptotic
state 5. In our case, we consider only two-point form factors

Gap(p1,p2) = (vac| Oa(0) |B; p1,p2) (5.4.7)

where |3;p1, p2) is the asymptotic state in momentum space with respect to the operator Og,
and pp,p2 are the momenta associated to the magnon lines. We can obtain the expression
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r1T I T1 X1 oo 00 00 X0 p1 D2
1 | | '
Yy \ Yy h Yy
x Z /W\ ‘ Z
o o To Xo o o To o o o X0 o

Figure 5.2: Form factor Ga1 at O(£%): we start from the two-point function (Og(x¢)O1(x1)),
then send 1 — oo and amputate propagators (dashed lines) that are connected to infinity.
Finally, we attach e®P1¥*P2% to the two magnon lines, for simplicity we drop the dashed lines.

from the two-point function by amputating it and associating momenta to the magnon lines,
see Figure 5.2.
When p; = —ps = p, the bare form factor takes the following form:

2 (0 L 4, —ae (D1 12 6, —6c( I3 112 8
G(p,—p) =L+ &2u~% + ol + € 21 +0 5.4.8
(p p) 2 g w Il Il f w 1'2 1'12 &. 2 1'271 1'1[2 (5 ) ( )
where I4’s are Feynman integrals computed in Appendix B.2. The total sum of subscripts
describes the order of these integrals, I3 and I; o are, for example, three-loop integrals.
The general procedure for renormalising composite operators is the following: we first
introduce renormalised operators

Og = 2,305 (5.4.9)

as linear combinations of the bare operators (there is a summation over 3). Then, the renor-
malised form factor is related to the bare one via

Gag,r(p1,p2) = (vac| O () |B;p1.p2) = ZanGap(p1,p2) - (5.4.10)

In the minimal subtraction scheme, Z,3 is of the form

E g g _ o Zad
Zop = 0, 2k z zW =N 2P 4.11
B s+ kzz:lf af af ]221 eJ (5 )

Because G depends on the mass scale solely through p=2¢¢2, and Z does not depend on it,
but depends on &2, taking the derivative of (5.4.10) with respect to u keeping 1 =2°¢? (as well
as p? and ¢) fixed reads

0GR €2 0GR

€0z
+2€Z 8 2

= 2e =
2
20 nos

:2—7
G 6M8§2

Z71Gg. (5.4.12)

€

€,p? .62 €p €

Now, since G has a finite limit when ¢ — 0, the limit of the previous equation is

im 0GR
e—001n p

= —2y ll_r)r(l) Gr, (5.4.13)

€,p%,&2
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with the matrix of anomalous dimension given by

0Z

27 -1 2 1 (2

=—-£°1 —Z = ¢ Z 4.14
1= —€lim (5527) = —2i(6), (5.4.14)
where Z; = Z,‘;ﬁ? €2k (1) s the residue at e = 0. One should also notice that, because v is
finite, all the coefficients for negative powers of € in the Laurent expansion of G%Z ~1 vanish.
More precisely, this means that taking the limit was not necessary, as Z should satisfy

0z _zz
082 €

. (5.4.15)

Because this is a differential equation on matrices, it cannot be integrated. However, it does
imply that the coefficients in front of e~ for k > 2 are completely determined by Z.

5.5 Discussion and Prospects

We presented TBA equations for the exact spectrum of arbitrary multimagnon operators in
the fishnet CFT in any spacetime dimension d. These operators form an important class of
local operators of the theory and contain all of the information about the mirror dynamics.
There are other types of operators worth being studied, including spinning operators (i.e. with
derivatives) and the conjugate scalars ZT, XT. While it should be possible to include the
former within the excited state TBA formalism, the latter are more elusive, and relate to the
logarithmic property of the fishnet CFTs [150, 162].

The most efficient form of the TBA equations is expected to be given by Baxter’s equa-
tion. It would be good to derive them for generic d and for a general local operator. This
program is already quite advanced in d = 4 case [150, 166], but not for other dimensions.
Our TBA equations should help filling this gap by providing important information about
the analyticity conditions and so-called quantisation conditions specifying the solutions. The
Baxter equation formulation would also be instrumental for a thorough study of the corre-
spondence between fishnet graphs and non-compact sigma models, or to reveal relationships
with string-bit models in AdS [164-166]. Because integrable structures such as Baxter’s equa-
tion are expected to be universal, we will investigate in the next chapter a simpler model
based on the same symmetry.

Another interesting direction concerns the generalisation of our TBA equations to fishnet
theories supported on triangular and hexagonal lattices, or dynamical fishnet like the one
found in the context of the 3-coupling strongly twisted version of N' = 4 SYM theory [143,151].






Chapter 6

T-System and Q-System for SO(2r)
Spin Chains

The results of [182] are presented in this chapter. Apart from Section 6.1, the content of the
chapter is the same as that of the article without the introduction and appendices, up to
minor changes in presentation. In Appendix C of this thesis, we have collected Appendices
D, F, and G of the article.

The goal of the article was to develop the Q-system formalism for integrable systems with
D, symmetry. We thus considered a very simple spin chain with such a symmetry, and we
used the explicit construction of some of the Q-operators to formulate a proposal. We also
obtained different expressions for the T-functions in terms of the Q-functions. In the first
section, we shall first review the results for compact spin chains with A, symmetry. This will
permit a clear comparison with the analogous results we found in the D, case.

6.1 A, Spin Chains

6.1.1 T-System

Let us consider, as in Subsection 1.3.2, a GL(r + 1) spin chain of length L with quantum
space H = V 1) ® --- ® Vy1z), where V) is the space of the finite-dimensional irreducible
representation with highest weight A = Z:ill Aiei—see Appendix A.1 for an explicit de-
scription of the weights, roots, etc. We also introduce a (constant) diagonal twist matrix
D = Diag(7,...,7r+1) and some inhomogeneities x1,...,zr. The commuting transfer ma-

trices are defined for arbitrary auxiliary representation py with highest weight \ as
(L) (1)
Tx() = Tro |pA(D)RGE (2 — 2p) . R (w = 21)| (6.1.1)

with R the GL(r + 1)-invariant R-matrix on V) ® V. The first thing to notice is that,
in contradistinction to what we have studied in the previous chapters, the presence of a twist
breaks the global GL(r + 1) symmetry down to the centraliser of the twist matrix D. For
twists in generic position, this is simply the Cartan subgroup of diagonal matrices and, in
this case, the spectrum of the transfer matrices is simple. We also point out that, up to a

105
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trivial rescaling of the transfer matrices, we can (and will) always assume that

r+1
det D= [[ 7 =1. (6.1.2)
k=1

Let us clarify a little bit how to construct the various R-matrices involved in the definition
of the transfer matrices. We start from the defining representation in the auxiliary space, i.e.
A = €1, and, following (1.2.44), we set

RA (2) = 21d + e, @ B . (6.1.3)

The R-matrices for other auxiliary spaces are then constructed via fusion [184, 185], see
also [45], without extracting trivial zeros. We have for instance

RZ=AY () = R (w - ;) R (a: + ;) (W) (6.1.4)

and
Re1tez A (z) = Rgzlﬁ)‘@ (x + ;) Rg}i’/\(i) <a: — ;) (Id_;P)O’O/) : (6.1.5)
We saw indeed in Subsection 1.2.2 that when A = ¢, the R-matrices with symmetric

auxiliary spaces contain trivial zeros that can be extracted. More generally, when A = ¢
all the R-matrices constructed using fusion will be given by Equation (6.1.3) above up to a
trivial polynomial prefactor. This is however generically not the case when the representation
at site 7 is different from the defining one. That is why, in order to treat all cases at once, we
choose not to discard these potential trivial zeros.

Because of the fusion procedure used to construct the R-matrices, the transfer matrices
are far from being independent: they satisfy numerous relations. Of particular interest are
the transfer matrices TQ,S = TAa,s associated to rectangular representations

a
/\a,s:Zsei:swa for a€{l,...,r}, seN". (6.1.6)
i=1

It is well known that they satisfy the A, T-system [43-45] (also called Hirota’s bilinear
equation [46])
T([I;]TLTS” =Tos+1Tas—1+ Tar1sTa—1,s for ae{l,...,r}, se N". (6.1.7)

The boundary conditions are

Q[_r+1+s]
Ta,O = TO,S = 1, TT-'F].,S == 62?7"‘1‘1—5] y (618)
0
where we have introduced
r+1 L ]
Q=112 Zu@ =TI (z-2+2{+1-a), (6.1.9)
a=1 i=1
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and we write f (%] for the function f (] (x)=7f (.1‘ + g) This bilinear equation clearly ensures
that any T, s can be expressed in terms of T, 1, the resulting expressions date back to [229,230]
and read o

Tos = 133‘25 (Tgi;:f;”) for any @ > 0 and s > 0. (6.1.10)
For s > 0, we have conventionally set T s = 0 for a > r + 1 or a < 0. This formula is proven
by induction. It holds trivially when s = 1. If we assume that it holds up to some s € N*, then
it suffices to use the Hirota relation (6.1.7) at (a, s) to express Ty ¢11 in terms of Tq41 5, Tq s,
and Ty s—1. The result then reduces to the Jacobi identity on determinants: if M is a square
matrix of size N > 2, and if I and J are subsets of {1,..., N}, we write M/ ; for the matrix
obtained by removing the rows ¢ for ¢ € I and the columns j for j € J, it then holds that

det M det M{LN},{LN} = det M{1}7{1} det M{N},{N} — det M{l},{N} det M{N},{l} . (6.1.11)
In our case, N = s+ 1 and the coefficients of M are M; ; = Tgij:zfz].

The transfer matrix T) can be seen as the quantum analogue of the usual character y.
Since the leading coefficient of the transfer matrix is actually exactly the character, it is

customary to call the limit 2 — 400 classical. In that limit, Equation (6.1.10) reduces to the
(second) Jacobi-Trudi formula for characters of GL(r + 1) (Schur polynomials):

Xa,s = det (Xa+j—i1) (6.1.12)

1<4,j<s

where Xa,s = X),..-

Solution in Terms of Q-Functions Let Qqy,...,Q 41} be arbitrary functions. If, for
a€{0,...,r+ 1} and s € Z, we define [44]

77157

= det
' 1<i,j<r+1

(Q[{o;}—s—Qj-‘r%@(a—j)}) , (6.1.13)
where 6 is the Heaviside step function (it is 0 for negative arguments and 1 for non-negative
ones), then we obtain a solution of the Hirota equation (6.1.7). This fact is a direct application
of a Pliicker identity, also called Sylvester’s lemma: if M and N are two matrices of the same

size with columns M, ..., M,y1 and Ny,..., N,11 respectively, then the following identity
holds! for any k € {1,...,7+ 1},

r+1
det M det N = > [My,..., My_1, Nj, Myy1,. .., Myii]
=1
|N1>'"7Nl—1aMk7Nl+17"',NTJrl" (6114)

In the case at hand, M = 7;[21} = (Cats—1s--,Cs—a41,C—g—s-1, ..., Ca—s—2r—1), With C}

J J
the transpose of (Q[{l]}, .. ’Q[{T]‘Jrl})’ and N = (Caqs-3,.+.,Cs-q-1,C—g—5-3,...,Cq_s-2,—3)
We use here another notation for determinants: if M is a p X p matrix with columns Mj, ..., M, we write

det M = |M1,...,Mp|.



108 CHAPTER 6. T-SYSTEM AND Q-SYSTEM FOR SO(2r) SPIN CHAINS

have many columns in common, so that if we decide to exchange M| = Cyys—1, only two
terms survive in the sum (when [ = a or [ = r + 1), and they give exactly what we want.
This solution of Hirota’s equation also satisfies

7;’8 :O’ for se {_Tv'”7_1}7 (6115)
and
Too =0, Tos=¢l7, Ty =gl (6.1.16)
where »
_ —2j
¢= 1<i%‘e<tr+1 <Q{i} ) ’ (6.1.17)

The previous form of a solution of the T-system is actually generic. Let us indeed imagine
that we have at our disposal 7T, s satisfying (6.1.7) with boundary conditions (6.1.16) for some
unspecified ¢. Let {Q{l}, e ,Q{H_l}} be a basis of solutions of the difference equation

r+1

S (-ne7 g = o, (6.1.18)

a=0

Linear independence? of the Qs implies that the Casoratian det1<; j<r+1 (Q[{;}Qj ]) is non-
zero and equal to ¢ up to multiplication by a periodic function. Upon redefinition of one of
the functions, say ()1}, we can always assume that this periodic function is a constant equal
to one, and thus

det (Q[{;fﬂ) — . (6.1.19)

1<i,j<r+1

We then rewrite the difference equations as a linear system of r 4+ 1 equations:

r+1
0 Quy = > Mya(—1)" T, with My, = Q. (6.1.20)
a=1

Cramer’s inversion formula and the condition (6.1.19) immediately results in (6.1.13).

6.1.2 Q-System

We have seen that it is always possible to express all the T-functions in terms of r+1 auxiliary
functions Qy1y, ..., Q{41}- In the spin chain model we introduced earlier, it turns out that
this even holds at the operatorial level.

It is actually possible [77,79] to construct 2"*! operators Q;, labelled by subsets I of
{1,...,7 4+ 1}, commuting among themselves and with the transfer matrices and satisfying
the following so-called QQ-relations, or Q-system: if |I| < r — 1, and if 7 and j are not in I,

then
T, — T4
\/TT]‘J QrQrufigy - (6.1.21)

2For solutions of a difference equation, linear independence means that there is no vanishing linear combi-
nation with 1-periodic coefficients.

+1 -1 -1 +1
Q[]U{]i}Q[IU{]j} - Q[]U{]i}Q[IU{]j} =
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The construction of these operators involve new singular solutions of the Yang-Baxter rela-
tion, the operators themselves being analogues of transfer matrices built from these singular
R-matrices. It is conventional to represent the various QQ-relations on a Hasse diagram, see
Figure 6.1 for the r = 2 case: each Q-operator is attached to a vertex of a hypercube and each
face represents one of the relations. We define the level of the Q-operator Q; as the order |I|
of the set I.

Q12,3
Q1,2) Q1,3 Q2,3
Q1) Q2 Q3
Qo

Figure 6.1: Hasse diagram for the Ay Lie algebra, taken from [182].

The first thing to notice is that, if we have such operators (or functions if we consider
their eigenvalues on a particular eigenstate), then they can all be expressed in terms of Qg
and Qg; through Casoratians:

B [ke+1—20]
Qi = YT T) T dehisenst G (6.1.22)
B yeensbie H1§a<b<k (Tia _ Tib) éc:—ll Qgﬂ—ﬂ] y

where i, # i if a # b. This is once again a trivial application of the Jacobi identity (6.1.11).

Regularity Properties For the spin chain we are considering, the regularity properties of
the Q-operators are known [79]. The two operators Qp, Q1. 41} are trivial and given by

Q@ =1Id and Q{l,...,TJrl} = Q@ Id, (6.1.23)

where () is given in Equation (6.1.9). All the other Q-operators are non-trivial, but they
are polynomial up to a fixed scalar prefactor. More precisely, for any eigenstate of the chain,
there exist r 4+ 1 integers m, such that

L r )
miemen =3 S0 —a0) (6.1.24)

i=1a=1
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and

L r )
mr=>m-% 3 Q-2 =0, (6.1.25)

el 1=1 a=r+42—|I|

and the eigenvalue of Qr is of the form

= <H7f> ( ﬁl 53"“””(96)) a1(@) (6.1.26)

icl a=r+2—|I|
where ¢ = HJ Lz — z]I) is of degree mj.

The Bethe ansatz equations can be recovered from the Q-system and the regularity prop-
erties of the Q-functions. Let ¢ € &,41 be a permutation, we define Iy = 0 and I,
{o(1),...,0(a)} for 1 < a <r+1. Wealsolet, for 1 < a <7, I, = {o(1),...,0(a—1),0(a+1)}
be the only subset of order a such that I, # I, and I,_; & I G Ioyq. The QQ-relation for
Io_1,1,,1,, and I, shifted by il and evaluated at a root zj of ¢z, (and thus of Qy,) then
yields

To(a) — To(a 1
iQIa(ZJIa + 1)Q,~a(,z;a) — MQIG_I ( Io 4 >Q1a+1 < o 4 2) . (6.1.27)

To(a)To(a+1)

Using the form (6.1.26) of the eigenvalues, the ratio of the two previous equations can be
rewritten

j —r— Iy Ia I,

oty 1 24— w A+ e (50— ) (5 Dan (57 - 3)

To(a) =12 — @i+ D (Zf“ + 5) ar, (21 = Dz, (Zf" + %)
(6.1.28)
For o(a) = r 4+ 2 — a, these are exactly the Bethe equations (1.3.23). It is now clear that
there are actually |&,41| = (r + 1)! different formulations of them, one for every choice of
the permutation o. There is, however, a better formulation of these equations, which we shall
refer to as the Wronskian form of the Bethe equations. It consists simply in writing (6.1.22)

for Qq1,...,4+1) = Qj using the explicit form of the Q-functions:

(%)
T—2i+ Ao +1— a)
det a_bq[r+2 2b] _ H — 7 H H (
1<a,b<r+1 ( {a} ) 1<a<b<r+1 S (a: x4 /\gll 11— a)

. (6.1.29)

where the right-hand side is now an explicit polynomial. Alternatively, we could have solved
the Q-system in terms of the Q-functions Qm at level r, the corresponding Wronskian
condition is

L 7’+1F(37—x,+)\() ’”J2r3—a)

b [r+2-2b]\
1<a‘flz%tr+1( Taly )‘ 11 ) [T 11 )

+3
1<a<b<r+l i=1a=2 T’ (1' —T; + )\a 7“2 — (I)

(6.1.30)

The degrees of the polynomials on the right-hand sides are not the same so it seems reasonable,
when solving them, to choose the equation of lowest degree. In any case, neither of these two
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reformulations exhibits any of the drawbacks of the usual (nested) Bethe equations: all the
solutions are physical. It was even shown that, when all sites are in the defining representation
(in which case (6.1.29) is the most convenient one since it is only of degree L), these equations
are actually complete [88,89]: the number of solutions is the dimension of the quantum space.
This alternative method of finding Bethe roots was proposed in [231] and further extended
in [39, 86, 140].

The transfer matrices in rectangular representations are given in terms of the Q-operators

by

2+a—s—2j+2s0(a—j o 52t 258
deti<ij<ri (Q[rgr +a—s—2j+2s0(a J)]) detici jerst (Q[vj+ +a—s—2j+2s0(a J)])

Ta s = {Z} _ {’L} |
| Micecpersr (e =) Q([ﬁais} deti<i j<rtt (QP{T}FHW#%})

(6.1.31)

6.2 A D, Spin Chain

6.2.1 Transfer Matrices for Symmetric Representations

We consider a spin chain of length L in which each site carries the defining representation
of the complex orthogonal group in 2r dimensions. The quantum space is thus (C?>")®%. For
convenience, we take the complex orthogonal group to be defined by

O(2r) = {M € GL(2r) | 'MIM = J} , (6.2.1)

where J is the matrix with 1 on the antidiagonal and 0 everywhere else: J;; = d;12,41. This
choice corresponds to a simple similarity transformation with respect to the usual one. We
will also make extensive use of the following notation:

i=2r+1—1. (6.2.2)
With this convention for the orthogonal group, the R-matrix (1.2.37) becomes
R(z) = z(z + k) Id+(z + k)P — 2K (6.2.3)

with ]K = €jj X €’

The R-matrix (6.2.3) allows to construct the fundamental transfer matrix T = Ty, i.e.
with the defining representation in auxiliary space, containing the Hamiltonian of the spin
chain. It is also convenient to introduce the symmetric generalisations T s at this point. The
required R-matrices are the ones given in (4.1.5)-(4.1.6). Up to a constant shift, they can be
written

ﬁ(:L') = 221d +$fij R eji + Gij & €45 (6.2.4)
with 1 1
K
Gij = §fkjfz’k + §f¢j 1 ((n —1)® + 2Ks + 32) 8ij - (6.2.5)

We also remind the reader that x = r — 1. We have introduced here the generators f;; of
$0(2r) obeying the commutation relations

Ufig, fr] = Oifur — Suwfinn — Oju firy + Safirw (6.2.6)
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with f;; = —fji. We stress that the formula for the Lax matrix only holds for symmetric
representations pg, with generators acting on the highest weight state |hws) as follows:

polfi)hws) =0, for i<j,  py(fi) lhws) = sdy; [hws) | (6.2.7)

and where s € N for finite dimensional representations. In such a representation, the genera-
tors satisfy the characteristic identity

2r

S (ps(fig) = 0i5) (ps(fir) + $053) (ps (frr) — (s + 26)6) =0, (6.2.8)
k=1

see also [232] for a recent discussion of such constraints. A realisation of the generators f;;
for general s in terms of oscillators can be found in [183]. The defining representation s = 1
can be realised via

fij = e,'j — ej/i/ . (629)

We then recover the R-matrix (6.2.3) up to a shift, £(z) = R(z — %).
As usual, the first space in (6.2.4), with generators f;;, serves as our auxiliary space, and
the quantum space is built from L copies of the second one. The transfer matrix constructed

from this monodromy is defined by
T1s(z) = Trs [ps(D) L1 () Lo() - - Li(2)] (6.2.10)

where £;(z) denotes the Lax matrix acting non-trivially on the i-th spin chain site, and the
trace is taken over the representation with generators f;;. We further introduced a diagonal

twist matrix D = Diag(r1,..., 7,7, ... ,71_1) € O(2r), i.e. the 7’s are arbitrary complex
parameters. In an arbitrary representation, the twist matrix becomes

p(D) = [T w2V (6.2.11)
k=1

The Hamiltonian of the spin chain is obtained from the fundamental transfer matrix T
by taking the logarithmic derivative at the permutation point

L
H=(InT) (g) =S Hipr. (6.2.12)
=1

The Hamiltonian density is obtained from the logarithmic derivative of the R-matrix at the
permutation point. It reads

Hizyr = 7' (1d-K + m@)i o (6.2.13)

and Hp 141 = DLHLlDzl, where Dj, stands for the twist matrix acting only on the L-th
site.
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Figure 6.2: Dynkin diagram for D, Lie algebra.

6.2.2 Diagonalisation of T} ;

As discussed above, the fundamental transfer matrix T = T ; contains the nearest-neighbour
Hamiltonian and higher local charges. It has been diagonalised in [233] using the functional
Bethe ansatz and in [234] using the algebraic Bethe ansatz, see also [235] for a different
nesting procedure and [236] for the trigonometric case. One of the key observations is that
the transfer matrix can be written as

T(z) =Ty(x)+T_(x), (6.2.14)
where the two terms are related via
tTi(fx)LHTi_l =T+(x). (6.2.15)

We note that the twist only slightly modifies the derivations of the spectrum of the transfer
matrix in [234]. Following the same logic as in this reference, we find the contributions of T4
to the eigenvalues of the transfer matrix:

][Ci(lk—ﬂr?)} q[i(kfrfl)]
- k

[£(k—r)] [E(k—r+1)]° (6216)
k1 qk

s
1- -1 q
T = q([) r]qg } Zlel
k=1

with, as before, the notation ¢!*!(z) = ¢(x + k). The first Q-functions along the tail of the
Dynkin diagram are then given by

qo(z) =", qa(x) = H(x—zj(»a)), I1<a<r—2. (6.2.17)
j=1

Here, gy does not depend on any Bethe roots and plays a role similar to that of the Q-function
for the full set in A-type, cf. (6.1.23). The last two Q-functions factorise:

o1 =sps_,  qr=sy s (6.2.18)

where sy are the Q-functions that correspond to the spinorial nodes (see Appendix A.2.2 for
the definition of the fundamental spinorial representations). They are polynomials of degree
m+4 in the spectral parameter

se(z) = [[(a— 2. (6.2.19)
j=1
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It immediately follows that the last term in (6.2.16) reduces to the more familiar form

g 1 - S 7
IR (6.2.20)
&G G 55+

Each of the Q-functions ¢; for j € {1,2,...,r—2} and s is attached to a different node of the
Dynkin diagram, see Figure 6.2. Examining the asymptotic behaviour of the transfer matrix
and its eigenvalue, as in Subsection 1.3.2, one sees that the magnon numbers are determined,
for a state with given weight A, through

Ao =mg—mg—q1 for 1<a<r—2, N_y=my+m_—my_2, A\ =mi—m_, (6.2.21)

where my = L is the length of the spin chain.

From the definition of the Hamiltonian (6.2.12) and the eigenvalue equation (6.2.14) of
the transfer matrix, we obtain the energy formula. The eigenvalues of the Hamiltonian are
parametrised by the Bethe roots and read

o od(-3) 4l o 0m 1 1
) e o ElT )

As for the first fundamental representation of A-type, the energy eigenvalues only depend on
the Bethe roots at the first nesting level.

6.2.3 QQ-Relations from Bethe Ansatz Equations

The Bethe equations can be read off from the eigenvalue equation of the transfer matrix

o] 1] r q%—r+2}qm4rfl] qV—k—Q]qV7k+1

_ -] Ir— —14k-1 k k—1 k

T= q0 40 Z Tk [k:—’l‘] [k—T+1] + Tk [T’—k} [T‘—k‘—l} 5 (6223)
k=1 Qg1 i Qg1

which is obtained by combining (6.2.14) and (6.2.16). Demanding that the transfer matrix
be polynomial and the Bethe roots be distinct imply the Bethe equations: they correspond
to the vanishing of the residues. They are conveniently written in terms of Q-functions as

- I P P
e e B e N | , 1<k<r-3, (6.2.24)
Tk g F
k—19k k+1 /) p=pk)
—1] [+2] [-1] [-1
_Tre1 0305y s (6.2.25)
2 \gllegsi st ) o)
J
[-1] [+2]
1 dr_o54
_ _ a2 : (6.2.26)
Tr=1Tr gt ysly 2]) )
[~1] [+2]
Tr o q7.723_
= qitéls”l)x_z_ | o2
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Along the tail of the Dynkin diagram, cf. Figure 6.2, we infer the same QQ-relations as

in the A, case,
Tk — Tk+1 Tk ~ Thtl —~
Y k-19k+1 = 7(1;{6];6 - \/7% Q;ja (6.2.28)
VTkTk+1 Tk+1 Tk

where ¢ and g are two different Q-functions at the same level of the Hasse diagram. The
form of the eigenvalue equation (6.2.23) is unchanged by such transformation. The apparent
difference with (6.1.21) is due to the fact that we have only written here the equation for the
polynomial part of the Q-functions (i.e. without including the scalar factor common to all
eigenvalues). As before, the Bethe ansatz equations can be restored by shifting the argument of
the QQ-relation by i%, evaluating at a root of g, and dividing one of the resulting equations
by the other. At the fork of the Dynkin diagram, the (r — 2)-th node, the QQ-relation takes

the form
T2 Tl Tr=2 4 ~— Tr—1 _ g
BV i R | Py —\ : 6.2.29
g st \/:qr—2qr—2 7y 22 ( )

At the spinorial nodes 4, the QQ-relations are

Tr1Tr — 1 NI 1 .
r—2 = \/Tr—1TpSL 84 — —(——8, 5, (6230)
i V i
Tr—1 — Ty Tr—1 — T, o
“——Lg o=,/ ——s"5 — | ——s_5". (6.2.31)
Tr—1Tr Tr Tr—1

These QQ-relations for spinorial nodes have appeared in [237] in relation to the ODE/IM
correspondence [51] and recently in [238].

6.2.4 Basic (Extremal) Q-Functions

A construction of the Q-operators corresponding to the ends of the Dynkin diagram was
recently proposed in [183], we shall briefly review it here. It was inspired by the isomorphism
As ~ D3, admits the asymptotic behaviour expected from (6.2.21) and has been checked by
showing some functional relations for r = 4 in some examples of finite length. All functional
relations in the next section will be consistent with the proposed Q-operators and will have
been verified explicitly for several examples of finite length.

First Node We construct 2r operators Q; with 1 < ¢ < 2r corresponding to the first node
of the Dynkin diagram. The Lax matrix needed is of the size 2r x 2r with oscillators as entries
and of degree two in the spectral parameter. It reads

1 1 1
2422 —r—ww)+ ZWJt\TthJW oW — §WJ%%J —iv’thv’v

L(z) = —2w + %J%%Jw oo — Jww] | —JW . (6.2.32)

—%thw - 1
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The Lax matrix above contains 2r — 2 oscillators arranged into the vectors w and w as follows
w = (ag,...,a,,a,,...,a), w = fay,...,a,a.,...,ay). (6.2.33)

They obey the standard commutation relations
[a;,a;] = d;5 . (6.2.34)

The matrix J is the same as in (6.2.1) except it is here of size 2r — 2. The Q-operator Qq is
defined as the regularised trace over the monodromy of the Lax matrices (6.2.32) which is, as
usual, constructed by taking the L-fold tensor product in the matrix space and multiplying
in the auxiliary oscillator space:

Qia) =T DL oo oL (6.2.35)

The twist matrix D in the auxiliary space depends on the parameters 7;, cf. (6.2.11) for the
transfer matrix. In the case of the Q-operator Qq it reads

- C\Ni o\ N
D= H (7'2-7'1 ) (Ti 7] ) , (6.2.36)
i=2
with the number operator IN; = a;a;. The regularised trace is defined by
—~ Tr(DX)
Tr(DX)= —————~. 6.2.37

Because of the Yang—Baxter relation, Q; belongs to the family of commuting operators. For
L =1 for instance, all the conserved charges are diagonal and the diagonal elements of Q1 (z)
are

r -1
(Ql(fﬂ))n:ﬁx[fﬂﬁz<1+ L + k 1)

=2 T — Tk L — T

r 1 h ! 2r — 3
+ — -+ + k — + )
k§2<(7—1_7—k)(7_1_7_k1) 2(11 — ) 2(71—7k1)> 4 ]

(6.2.38)
. I .
Q@)= |r—5+—""1, 1<i<r, (6.2.39)
2 -7
(Qi(x)),; = 1F m—i—l— T r<i<2r—1 (6.2.40)
X 1 9 ™ — Ty ) S y /N
(Ql(x))Q'r'Qr = 7—1m . (6241)

In general, one can use Q1 to define the remaining 2r — 1 Q-operators at the first funda-
mental node. For that purpose, we introduce the orthogonal matrix

r
Bl] = Z (ek/k/ + 6kk) + ey + ey + €55 + €ji (6242)

k=1
k#i,j
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with 1 < # j < r. It is the matrix of the permutation (ij)(i'j’). It follows from the O(2r)
invariance of the R-matrix that the Q-operators defined via

Qi(z) = (B;; ®...® By;) Qu(z)(B; @ ... ® Byy) L i=2..r (6.2.43)

T1>Ty

and
Qi(z) = (J®...0J)Qu(x) (J®“'®J)‘n—w{1 , i=r+1,...,2r (6.2.44)

also belong to the family of commuting operators. Up to the exponential prefactor, we shall
identify the g-function ¢; with the eigenvalues of the Q-operator Q, but we could have chosen
any other single-index Q.

Spinorial Nodes Let us now present the Q-operators corresponding to the spinorial nodes
=+ of the Dynkin diagram in Figure 6.2. The Lax matrix of interest is

L) = [-=L-2220 g I (6.2.45)

where each block is of size r x r. This Lax matrix involves @ pairs of oscillators [a;;, ay) =

010 the submatrices A and A are of the form

ay T ajy 0 —Qpp o TApip 0
_ 0 —ajo : 0 a,_
A — 12 , A. — rir—1
a,_1, 0 - : —ay; 0
0 —&p_1 v —ayy 0 as T ar1

(6.2.46)
As before, we define one Q-operator as the trace of the monodromy built out of the Lax
matrix L above as

S(x)=(r-m)? T DI @l e, o L] (6.2.47)
Here we introduced the twist in the auxiliary space via
D= J[ (rm)™®. (6.2.48)
1<i<y<r

The remaining Q-operators at the spinorial nodes are obtained through a similarity transfor-
mation involving

r

B(a) = % > (1 + @) (Byy + Ey) + (1 — i) (Ei + Eir)) (6.2.49)
=1

with a; = 1, combined with an inversion of some of the twist parameters: we define
Sg(z) =(B(@)® ... B(d@))S(x)(B(Ad)®...® B(&))‘Ti_),r;"i , (6.2.50)

labelled by & = (a1, . .., ar) with a; = £1. B(@) is the matrix of the permutation [];., —_1(jj').
By construction the 2" operators S5z commute with one another and with all the transfer ma-
trices. We choose to identify s with S . _41,+1) up to the exponential prefactor.
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6.3 The D, Q-System

We introduce in this section the Q-system. It has been verified at small finite length using the
construction that we just reviewed. In total we have 3" — 2"~ 42 Q-functions, see Figure 6.3
and Figure 6.4 for r = 3,4 examples.

6.3.1 Description

The QQ-relations along the tail of the Dynkin diagram have a structure similar to those for
A,, but the labelling of single-index functions is different. We shall say that a subset I of
{1,...,2r} is acceptable if for all 1 < k < r, the integers k and k' = 2r — k + 1 do not both
belong to I. In particular, an acceptable set cannot have more than r elements: |I| < r. A
Q-function Q7 is associated to each acceptable I, and these functions satisfy the relations

Ty — T

\/TT]] QuQufijy > (6.3.1)

where 7; = 7,1, {i,4'}N{j, 7'} = 0, J is acceptable of order at most  —2 and does not contain
i,i',7 or j/. We have excluded here the case where k and k" are contained in the same set,
as the Q-functions defined this way would not have the expected asymptotic behaviour. For
the D, spin chains under consideration, the Q-operator of the empty set can be conveniently
fixed as

1] (1] IR
Qi Qo ~ Qoo @oogy =

Qp(x) = z*, (6.3.2)

though such a choice for a generic D, Q-system can be changed via a gauge transformation,
see below in this section.

As discussed in Subsection 6.2.2, the Q-functions @ with [I| =r — 1 or |I| = r factorise
into spinorial Q-functions. More precisely,

Qiryooniir 1} = Sitrosip 1,0} i iv 1,00} 2 (6.3.3)

and

Qpivin) = 5511’],“}55{}”“} . (6.3.4)

The set notation for the Q-operators S; can be mapped to the notation Sg of the previous
section as follows: to an acceptable set I of order r we associate & such that, for 1 <i < r,

ai:{ 11 if iel (6.3.5)

-1 if el

We thus obtain a one-to-one correspondence between Sy;, ;1 and Sz as defined in (6.2.50).
We further remark that the polynomial structure of the spinorial Q-functions allows to de-
termine them from the quadratic relations (6.3.3) and (6.3.4).

In total, there are
2k (;) (6.3.6)
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S0 S_p

St Sy - St - S St - Sy S+ S -

Q1 Q2 Q3 Qy Qo Qv

Qp

Figure 6.3: Hasse diagram for Ds. In a particular gauge, the functions at the first and last
level nodes can be chosen as in (6.3.17).

Q-functions Qr at level k. At the last two levels, the Q-functions split according to (6.3.3) and
(6.3.4) such that (6.3.6) remains valid for 1 < k < r — 2, while 2 - 2"~ spinorial Q-functions
S distinguished by [[;_; oy = +1 are assigned to the (r — 1)-th and r-th spinor node,
respectively.

Let St and S denote two Q-functions labelled by some acceptable sets I and J verifying
1INnJ|=r—2,ie.

I={i1,...,ip—9,ip_1,ir} and  J={i1,... ,0p_2,%0_1,%0}. (6.3.7)

It follows that they must belong to the same node of the Dynkin diagram. Among them, we
have the QQ-relations

S}H]SB_H _ SE_HS([]H] — T 0, (6.3.8)

which relate the spinorial Q-functions to the last Q-functions on the tail of the Dynkin
diagram, i.e. at the (r — 2)-th node. Notice that for each Q-function of level r — 2 there are
two ways to obtain it from spinorial Q-functions, e.g.: when r =4, I NJ = {1,3} can come
from {I,J} = {{1,3,2,4},{1,3,7,5}} or from {1, J} = {{1,3,2,5},{1,3,7,4}}. This relation
allows us to resolve the last two levels and to represent the Q-functions on a diagram similar
to the A, Hasse diagram, see Figure 6.3 and Figure 6.4 for the cases D3 and Dy respectively.
Let us note that the D3 Hasse diagram of Figure 6.3 is (up to a gauge transformation setting
Qg to 1) the same as the A3 one, this is not surprising since the two algebras are isomorphic.
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N

0_

++++ ++—+—+— ——+ —++——++ S == A aF 4= M <k 4F =3¢ ’/\ =qFaraF —++———_+
NONR S i Nl
NS
X< ;}{;" RN 3 > Jf’\*\ﬁ} X
XIS TNOONES SENS NRNSY
PR oe e ST NS S SN S

Figure 6.4: Hasse diagram for Dy. Here, the level 1 and level 2 Q-operators Q; are abbre-
viated by their index set I. The third level contains the spinorial Q-operators Sz which are
abbreviated by &. Finally, we have Qg (denoted by 0)) at the lowest level and Sy j (denoted by
(1) at the highest level. These are proportional to the identity and can be fixed via (6.3.17).

The D4 Hasse diagram, on the other hand, is new and gives a clear idea of the higher-rank
picture.

Using the QQ-relations in (6.3.1) we can express all Q-functions @7 in terms of Casoratian
determinants of single-index ones. We find

B [k+1—2b]

(m)k 1 |Q{ia} ‘k (6.3.9)
=Tk o

0

Qfiy,.ix) =
{31,000k} H1<a<b<k (Tia — Tib) H;cz—ll Q

where i, # iy, iq # i, and 7; = Ti,_l for ¢ > r. Similar formulae exist in terms of spinorial
functions: if I is an acceptable set of order k < r — 2 and the indices igy1,...,i, are such
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that I, = IU{ig41,...,0r} is acceptable of order r, then one has
S[T—k—l] S[r—k—?)] o S[l-i—k—r]
IOl ke D TU{ ikgasenin} TO{dy | yikg2sennsin}
[r—k—1] [r—k—3] [1+k—r]
TO{ikg1 sy e} D TU kg1, greensin} TO{ikg1 il goeensin}
A k1 [r—k—1] [r—k-3] o [1+k—7]
0 (\/73k+1 T, s}kﬂik+1wnirfldi} ’SIU{ik+1w~Jr71J4} ‘SIU{ik+1w~Jr71J§}
I pu—
R “k— “k—1-21
kt1<a<per (Tiy = Tia) 1=k 2£ﬂ7 ]
- s

(6.3.10)

Gauge Transformation The Q-system as written above corresponds to a particular choice
of gauge. In order to describe this gauge freedom, we draw inspiration from the r = 3 case,
see Appendix C.1. One needs to introduce two new Q-functions S, 3. Equations (6.3.1) and
(6.3.3) remain unchanged while (6.3.4) and (6.3.8) become

Qr=-5s s g (6.3.11)

and A .
sittlglt _ gt gl — 7\/717_71; Q1r7 Se(1).0 + (6.3.12)
where I = {i1,...,i,} and J = {i1,...,iy—9,4._;,i.} are acceptable sets of order r and we

define €¢(I) = []i_; a; = e(@), with & associated to I according to (6.3.5). These QQ-relations
remain unchanged if one applies the gauge transformation, depending on three arbitrary
functions ¢, g4+ and g_, given by

[+3] [-1] [+3] [-1]
9+ 9- g— 9+
S-i—,(l)"_> - S+$a S—ﬁkﬁ““‘ijfs_ﬁ, (6.3.13)
T ST
2,
Sarr =98 i (@) =+, (6.3.14)
g+9-
R
Sg — *7[;]95& if (@) =—, (6.3.15)
9-9+

[+|I|+3—7‘] g[_|I|+3—T]

r—1—|1 I|+1—r
QI — [r—3—|1]] [7.737‘1”9[ | ”g[l | ]QI (6316)
9+ 9-

for I acceptable. In this chapter, we work in the spin-chain gauge
Qp(z) =2, Siglx)=1, (6.3.17)

and the Q-functions are polynomials in the spectral parameter up to twist-dependent expo-
nential prefactors.
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6.3.2 Wronskian Form of the Bethe Ansatz Equations

We investigate here a possible Wronskian relation on 7 + 1 Q-functions which could serve for
finding the Bethe roots and, eventually, the energy of the state. We call it the Wronskian
BAE, in analogy to the very useful Wronskian BAE (6.1.29) for the A, spin chains.

We propose to use for this purpose the equation (6.3.10) when I = (:

[r—1] [r—3] o [1—r]
~[{11,112], ir} J[['Lll,g?,...,ir} H/ED]’JT}
5{11,742’ ir) S{Zl 22’ in} e S{il,ig,.‘.,ir} _ H1<a<b<7» (sz Tza Q H ST 1— 2l]
- ~ ; (V)"
[r—1] [r—3] o [1—r]
{i1siv_1,iL}  itip_1,il} {i1,sir—1,i.}

(6.3.18)
where we recall that I, = {i1,...,4-} C {1,...,2r} is such that {is,i,} N {ip, 3} = 0 for
all a # b. The spinorial Q-functions are polynomials up to a twist-dependent exponential
prefactor, their leading asymptotic behaviour is completely determined by the global charges
Ji=—Jy = Eﬁzl fi(ik), it is given by

Stitniny(®) (Hm) 22 (Xhar T ¥L) (6.3.19)

The hope would be that, once the global charges are fixed, it suffices to solve equation (6.3.18)
for the unknowns that are the coefficients of the polynomial parts of the spinorial Q-functions.
In the A, case, we thus get exactly all the eigenstates with such a weight. However, this does
not seem to be the case here. First of all, one should notice that there are 2" equations of the
type (6.3.18) (as many as there are spinorial Q-functions S7,). For a given choice of I,, the
number of unknown coefficients can be easily computed to be L+ 51 (320_ J;, + L), it thus
seems natural to chose I, such that >/ _; J;, is mlmmal Nonetheless since the degree of the
polynomials on each side of the equation is L+ 5= (Er 1Ji, +L),assoonas Y., Ji, > —L,
there does not seem to be enough equations to ﬁx all the coePﬁcients. This is understandable,
if one looks at the case r = 3: the proposed equation does not coincide with (6.1.29), it is
instead the expression of Q-functions with three indices in terms of single-index Q-functions.
A possible way to resolve this issue would be to solve (6.3.18) for different choices of I, and
to look for common sets of solutions.

Once the Wronskian BAE has been solved, we have enough spinorial Q-functions to
recover 1 single-index Q-functions using (6.3.10). Any of them can be used to compute the
energy of the state through (6.2.22).

A Wronskian BAE for single-index Q-functions would be (see (6.4.13))

_ H Tiq . ) ‘Q{ia}_

- T'Lr) (Tla - Ti;

[r+1 2b)

Q%T—Q] Q([Z)Q—r]

I
r

(6.3.20)
where j, =i, for 1 < a < r—1 and j, = i, and the asymptotic behaviour of the relevant
functions is given by

Qpisy

@t

Quy(x) ~ rFatt (6.3.21)

T—00
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Once again there are 2" equations of this type but they are of higher order than (6.3.18).

6.4 Weyl-Type Formulae from Tableaux Representations

The tableaux sum formulae of [239] give expressions for the transfer matrices of any rectan-
gular representation 7T}, s through the single terms in the sum of the transfer matrix (6.2.14),
as given in (6.2.16). In total, there are 2r different terms (boxes), r for T4 and r for T_.
Instead of using the summands in the form (6.2.16) involving s of different levels, we shall
express them either in terms of @y and r single-index Q-functions as in (6.4.2), or in terms
of r+ 1 spinorial Q-functions. This will yield new expressions for T-functions associated with
totally symmetric (77 s) or antisymmetric (75 1) representations.

6.4.1 The Simplest Case

In Section 6.2.2, we gave the transfer matrix T = T;; in terms of one single Q-function for
each nesting level. We can use the Casoratian formula (6.3.9) to express the transfer matrix
only in terms of Qy and r fundamental Q-functions Q;;. We will show in this subsection that

[r+2—2b—26 ] ‘ [2b r—24+26p, ]
[r—1] ~[3—7] | “{ia} r [ [r=3] | ¥ {ia} .
T = Q Q@ ‘Q[r+2,2b] + Q@ Q ’Q[%*T*?} 5 (641)
{Za’} T {ia} r

with iq # 1 and i, # i), for all a # b, and the notation |Myp|, = deti<qp<r Map.

This formula represents, at least for Ty 1, the Weyl-type expressions for the transfer
matrices of spin chains based on D, algebra, “quantising” in this way the classical Weyl
character formula (A.2.11). The latter can be restored in the classical limit  — oco. In that

limit Qy;y () S T xlt7i | while T behaves as 22V i+ %)

Induction We can prove the formula (6.4.1) by expressing the Q-functions ¢ in terms of
the first » fundamental Q-functions, as in (6.3.9), and inserting it into (6.2.16). We obtain

‘Q[:t (2k—r—2j+2) ‘k 1 ’Q{Z(Qk r— 2])]’

T :Q[ r— 1)]Q[j:3 r) Z

= ’Q{A}%_T 25) ‘ ‘Q[j: (2k—r— 2]+2)}‘ (6.4.2)

k

The desired expression (6.4.1) for the transfer matrix (in the case i, = a) follows from (6.4.2)
using the identity

QHZE (2k—r—2j+2)] Q[i (2k—r—2§)] Q[:I;(T+2—2j725j’r)}
kzl ‘ ‘C;[l 2k—r—2j)] Q{ (2k r— 2y+2)]k ’ "{C;{:I':}(r+2—2j)} " (6.4.3)

which can be shown by induction on r. It 0bv1ously holds true for r = 1. It remains to show
that

‘Qﬂ:(r-&-f& 2j—26;.,)]

‘Q[i (r+1-2j-24;, r)] ‘Q[ T— 2J+3)]‘ ’Q [£(r—2j+1)]

r+1 r+1 (644)

r+1

‘Qi(r+3 2)] i(r 2j+3)]

‘Q[i r—2j+1)]

r+1
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or equivalently (assuming the determinants are non-vanishing)

Q[zp 25142685 141)] [?F(2J'+1+25j,r)]

F@D]| | A1)
QR = el

r+1 r+1 ‘ r (645)

‘Q[qt 2j—-1) ]’ ‘Q[:F 2j+1)]

r+1 ’

The latter identity can be proven as follows: one first expands each of the (r + 1) x (r + 1)
determinants with respect to the row involving ()(,; 1. Both sides become linear combination

of @ {Tflj} O for 1 < j < r+ 2, and one just has to check that the coefficients on each side

are the same. For j € {1,7 + 1,7 4 2}, this is completely trivial, whereas for j € {2,...,r},
this becomes

|Clv .- ',Cj71)0j+1) .- '7CTaCT+2||C2a . 'aCT+1|
= |Clv .. ')Cj—1)0j+17 .. ')CT70T+1||C25 . '7CT70T+2|
—|C,y ..., CH|Cy, .. 501,041, .. . Cryal, (6.4.6)

where Cj is the transpose of the row vector (Qﬁ}% L] ey Q[{T}% 1)]) This last equality is

a particular case of the Pliicker identity (6.1.14).

Reshuffling Q-Functions We show here that the expression for the transfer matrix (6.4.1)
in terms of 7 fundamental Q-functions is invariant under the replacement Q;, — Q. for any a.
By obvious symmetry with respect to permutations of the functions Q;, i € {1,2,...,r}, it
suffices to show that the transfer matrix is invariant under Q;, — Q; . This is the case if

Q[r 1]Q[3—r} T{il,...,ir} _ T{il,...,i;}

e — —, (6.4.7)
Q([DT 3]Q[1 7] Tizl,...,zr} . Tizl,...,zr}
where we defined
‘Q?(fj r—2426;r)]
V{al,...,ar} @i r
T ‘Q[:F pyR— . (6.4.8)
{G”L} T

Using the Jacobi identity on determinants, one can rewrite the numerator and the denomi-
nator in the previous condition as

(-2] Lo
Plivie) _ plineifh _ ()il Wi i Wotsis i (6.4.9)
- - (—1] (—1] o
Wzl, Wi 1,zTWi1,...,iT_1,i’T
and
V{il,...,iT} V{il,...,ilr} 1+LQJ+T Z[;.Q..],lr_lml Jilymensbr— 1,0
7t S = () et (6.4.10)
B yeensbpr—1,0r Tl yeenylp— I'L
with

k+1—2b
Wiy, i= ‘QF{J} ]‘k . (6.4.11)
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The condition (6.4.7) then reads

r—1] ~[3—r [—2] [+1] [+1]
Qé) }Qé) ! Wzl, Y 1VVZ17 lr— 1,lrWi1,...,ir,1,i;

=3l o= — 2l ——l ; (6.4.12)
Q® Q@ U1yl —1 U1yl —1,0r ’L‘l,..‘,irfl,i;,

which is indeed satisfied due to the trivial relation

Q{“, ,ZT LY Qi i1t}
[-1]
Q{“, 1@

{i1,0yir—1}

=1, (6.4.13)

Ip—1

following immediately from the factorisation properties of the Q-functions (6.3.3) and (6.3.4).

6.4.2 Symmetric Representations

We start from the expressions (6.4.2) for T4 such that
T
Tig=Ty +T- = by, (6.4.14)

where by, denotes a box as given in [239] for D, with index k. The expression above, in the
character limit x — oo, allows to identify by, in terms of the single-index Q-functions. We
get

Q [2k—r— 2j+2]’ ’Q[Qk r—27] ‘
[r—1] [3—r] | “{d} k
Q Q ‘Q[Zk r— 23] ‘Q [2k—r—2j+2] (6'4‘15)
{i} k
for 1 <k <r, and
’ [r—2j—2] ‘Qr+2 2]
[1—r] ~[r—3] k-1 K’
bk Q Q ‘Q[r 2]] ’Q[T 2]] (6416)
k'—1 k!

for r +1 < k < 2r, and we recall that ¥’ = 2r — k + 1.
The transfer matrices for generic symmetric representations are given by [239]

1
H Q[r s— 2+2k]Q%—(T—5—2+2k)]

Ty, = S el (6.4.17)

11,7 1s,T
1<i1 < <is<2r

where the symbol 3 stands for a sum in which we do not allow for » and r + 1 to appear
at the same time. The denominator appears as a consequence of our boundary conditions for
the T-system.

General Symmetric Sum Let us define

’Q{ik 2J+2]’ ‘Q[{i/;—%] ‘k
‘Q[% 2]] ’Qikﬁﬁz]’

0‘2

(6.4.18)
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for 1 <k <r, and
(2k'—2j+2)]

IN) ’Q{l
(2k"—23)]
@
for » +1 < k < 2r. This means that

i
k/

) (6.4.19)

(o

k'—1

k'—1 k'

by = QyIQE B it k<, and b, = QU TTQY TR it 1<k, (6.4.20)

For [ > 1, one has

[2r4+1-25-216; ]
L oG ’
11 i ’Q [2r4+1—2j]

r (6.4.21)

1< <. <y <r

T

and (2r+1-2j—215; )]
T J— r
o "

3 pll .. g1
1 il (2r+1-27)]
o

r+1<0 <. < <2r

L (6.4.22)

,
The two identities are equivalent, hence it is enough to prove the first one. We do it
by induction on r. It is trivial when r = 1. If it is true for some rq > 1, then let us show
by induction on [ that it is also true for rg + 1: the case | = 1 has been proven earlier in
Subsection 6.4.1, so we assume that the identity holds for some [y > 1. We then write

D D DR Rl
I<ii < <y 1<ro+1 1< <<y 1 <ro
S1-1 F=200-1]  7[-3
Fho > T (6.4.23)

I<ii<...<gpSro+1
Since we have assumed that the identity holds for ¢ and any [, for (rg + 1,lp) we can write

[2T0+1—2j—2(l()+1)5j’7«0]

i
ST U \
" G41 [2ro+1—2j]
1<in <.y +1<ro+1 Q .
‘Q[ o — Q [2r0+1—25—2108;,ry+1]
ro+1
‘Q 2ro— 2j+1] ‘Q[2T0_2j+3] . (6424)
70 {i ro+1

Consequently, for (6.4.21) to hold for (rg + 1,lo + 1), one only has to show that

Q[Q 2j—2(lo+1)d;, 'r()+1] 2j—2(lo+1)6;, 7"0]

{2}

’Q[z 2]

Qs

70 ro+1 o

_l’_

[2 2] ‘Q[ 2] 2l063 T0+1] (6425)

ro+1

This last relation can be proven in much the same way as (6.4.5), which itself corresponds to
the case Iy = 0.
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Application to the Computation of Transfer Matrices In order to apply the sum-
mation formulae (6.4.21) and (6.4.22), we first rewrite equation (6.4.17) as

Tis = Z Q([Z)Qj—l—r—s—Q]Q%Z-&-%—T—S] Z (EE—S—T} o 551—5—7«—1])

=0 1<ip <. < <r
r+1<il+1< Lis<L2r

(b[2l s+r+1} E[s-{—r—l]) ZQ[%-{—T s—2] 2+2l r— s]b[gl s—pr— 1]b[2l s+r+1]

24+1

% Z (bg s— r] b[2l s—r— 3]) (6[2173+r+3] “‘I;EJrrfl}) ‘ (6.4.26)

-1 2+2
1< << <r
r+1<i o< . <is <27

By virtue of (6.4.21) and (6.4.22), this becomes

Q[2l+r s+1—-25-215;, T] 'r+s+1 21—2j—2(s—1)6;,r)]

r

ZQ[2I+T s— 2] [2+2l r—s]

‘QQZ-FT s+1—-2j]

’Q&;(T+S+1—2l—2j)]

[{2l}+r s—1-2j-2(1-1)§ TJT]
[204r—s+1—-2j]
%)

Q{ (r+s—1-21—2j—2(s— 1Tl)63 )]

T

ZQ[QH-T 5—2] [2+2l—r—s]

[—(rts+1—21—2j)]
o

T T

(6.4.27)

The terms for 1 <1 < s—1 of each sum can be combined, thanks to a Pliicker identity, to give
an explicit and concise Weyl-type representation of symmetric T-functions for D, algebra
[2l+7’—8+1—2j+2(8—l)(53‘,1—QZ(SJ',:,A]
{i}

‘Q [2l4+r—s+1—27]

Tls _ ZQ[2I+T s— 2] 2+2l r—s|

r, (6.4.28)

T

There are once again 2" formulae of this type, depending on which set of r single-index
Q-functions we use in the right-hand side.

6.4.3 Antisymmetric Representations

The transfer matrices for generic antisymmetric representations are given by [239]

1 la=1]  ;lat+1-2k]
Ta71 [r a+2k] A[—(r—a+2k)] Z bilﬂ’ bllm
I3 Qp 1<ig < <ip<r
rHSH <
Zk—1€2N

l[a—1-2k] 3—2k [2l+3 aly[21+1—a]p[2l—a—1] = ;[1-q]
X byl Bl p 2 al by (6.4.29)

As it happens, in order to obtain nice expressions for these transfer matrices involving a
reduced number of Q-functions, it is more convenient to turn to spinorial Q-functions. If, in
order to shorten the notations, we write

Sr. = 5{1,.‘.,7}7 Si = S{l,...,rfi,r+i,r7'i+2,...,r} for ie{l,...,r}, (6.4.30)
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then, according to (6.3.10), the boxes are also given by

S[ 21]‘ [4 2j]
[r—1] ~[1— r] -
ber =@y @ 2—2]] SB=2]] (6.4.31)
' r—k I r+1—k
for 1 <k <r, and
[27] [2j—4]
5[+2] S, ‘ i ’
[r—1] A[1—7] R -
bi.r Q Q ST, (25—-2] ‘ [25-2] ’ (6.4.32)
! k—r—1 1" ker

for r + 1 < k < 2r. The relevant summation formulae read

[—1—21] [1 2j+20(1—3))]

3 Bl =2 5 (HQT 2024 24] [ r— 2l+2a]>
11,7 1,7

101 <...<i<r

r

" (6.4.33)
and

[2r—1—2j+29(r—l—j)]

r
)

2
-1 0 S[r+1] L r—24+2a] A[r+2a]
Yoo b by = 1@ Qy

SHH
r+1<i <. <y <2r I a=1

T
(6.4.34)
where we used the Heaviside function 6 (it is 0 for negative arguments and 1 for non-negative
ones). These formulae can be proven in much the same way as (6.4.21) and (6.4.22).

This permits us to write

[a-+1-2j+20(k—3)]

T

To1

a7

Q[T G]Q[a ! > S[a+1 Zk}S[Ql 1—d]

la—1] o[1—d]
S]T S]T 0<k,l<a
a—k—lEQN

r

S'[eraJrlej} L. (6.4.35)

r

This equation should be compared with the much more complicated expression given in
Appendix C.3.2 for the same quantity but in terms of single-index Q-functions. Similarly, the
expression for 77 s in terms of spinorial Q-functions is not as simple as (6.4.28).

In the particular case a = 1, the previous expression reads

5[2 254281 ;] (2r—2j-25;,,]

r +SP:2]‘ v

[r=1] A[1—7]
QI gl
Sr

r

Ty = Sr e . (6.4.36)

gl2r=2i]

)

T T
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It should be compared with (6.4.1). When a = r — 1, there is a factorisation:

1 Q Q[ 1

53:72]5577"] Sl[r+2 2]}

Glr—24+20(k—7)]

Tr—11=

ZSTQk

T k even

y Z S[r 2k]

k odd

r

=)l

(6.4.37)

T

6.4.4 Spinorial Representations

Following [58], we express the spinorial T-functions T ; in terms of the Q-functions along a
nesting path. One finds

@51 T @y T ; gt
p+(@ 2 = 2 - Pk 2
@ [p @1 @1 [P ’
jol=1 5(++, ) St ) = Q{l’f '
(6.4.38)
where Qp = 2"V and the shifts are determined via
k(@) = ag + ..—I—ak_l—l—% for 1<k<r-2,
(6.4.39)
. Qp_1q + (07
p+ (@) = ar + ..—|—a,,_2+#.

Expressing all Q-functions in terms of spinorial ones using (6.3.10), we obtain determinant
formulae for T4 1. We find

r—1
T, = W) 1 - .
" Thicacoer (7, = 7i) T2 0 S0 )
k even
and
T = (m) r—1 1 r S} _ (2j—r—20(r—k—j))] (6.4.41)
) H1<a<b<r (Tib - ) HlT' 1 S[T 2” k:d% T 2 .

These expressions have been verified for r = 3,4,5 for a particular choice of I, and we
are missing a generic proof. However, the formulae are consistent with the factorisation
Tr—1q = Ty 1T ;1 in (6.4.37) expected from the Hirota relations (see Subsection 6.5.4 below).
In principle, one can now generate, from (6.4.35), (6.4.40) and (6.4.41) above, all transfer ma-
trices of rectangular representations using Cherednik—Bazhanov—Reshetikhin type formulae
written for D, symmetry in [58].
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6.5 QQ'-Type Formulae

In this section, we present what we call QQ’-type formulae for the symmetric and spinorial
T-operators. The reasoning behind our heuristic derivation is based upon [77], where the
Bernstein—Gelfand—Gelfand (BGG) resolution [75] was used for a compact spin chain with
A, symmetry, see also [74] for a non-compact spin chain based on the same symmetry algebra.
Here we give arguments at the level of characters only, see also [83], which we take as hints
to obtain the actual BGG-type relations for the fundamental and spinorial transfer matrices.
The final formulae have been checked in several examples for small finite lengths. We also
provide a consistency check. Namely, starting from the QQ’-type formulae, we recover the
Weyl-type expression for the fundamental transfer matrix (6.4.1). We introduce in the final
subsection the T-system [43], and we solve it using the QQ’-type formulae for symmetric
T-operators. This yields similar formulae for any rectangular transfer matrix 77, ;.

6.5.1 Symmetric Transfer Matrices

It was argued in [183] that the product of Lax matrices can be brought to the form

LY@+ 2) LY (@ — 2i) = 587 V(@) cP st (6.5.1)
where the Lax operator L; is defined by L;(x) = By; L(x) By; for i <r,and Li(z) = JLy(z)J
for ¢ > r + 1, see Subsection 6.2.4. The superscripts (1,2) indicate two different families of
oscillators. The letter S; denotes a similarity transformation in the oscillators space. G; is
a dummy matrix which does not depend on the spectral parameter, and commutes with
the Lax matrix £ (z). Their precise form is given in [183]. We identify the Lax matrix
£1(x) as a realisation of (6.2.4). The parameter z; then plays the role of the representation
label. We stress that the term linear in the spectral parameter is given by the generators
fij, cf. (6.2.4). In the case (6.5.1), the representation of so(2r) is infinite-dimensional in the
oscillators space and becomes reducible for certain values of the parameter x;. The infinite-
dimensional representation of so(2r) is characterised by its character. For example, for i = 1,
the Cartan elements are of the form

2r—1
Ju=1-—r+2r - Z aiay, (6.5.2)

k=2
Ju = a;a; — apay, 2<i<r. (6.5.3)

The character can then be computed:
T J T 7_1
+ i 2x1

X;(x1)=tr|| %= . 6.5.4
1( ) 2211 ) 1 ]};IQ(TI_Tk)(Tl_Tk’) ( )

We find similar formulae for the product of Lax matrices L;(z + x;) Ly (x — x;), by exchanging
T > 7 and x1 — x; for 1 < i < r for instance. More precisely, one has

‘ ‘ ‘ 1<k<r (Ti - Tk)(Ti - Tk/)
ki
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The product over k is invariant under the simultaneous inversion of all the twists. The finite
dimensional characters are related to the ones above by the sum formula

2r r )
Xe = ZXT (éH_;a_l) B Z [H (7' — Tj’;—l(Ti - Tj)] (TZS—H 1 + TS+T 1) ’ <656)

i=1 i=1 | j#i

From our results for finite length and the discussion above, we find that the formula can be
lifted to transfer matrices and Q-operators. It reads

T1,s(l“) :Z |:H T; ] (Q[s—i-r IQ?ZaT s] +Q{Z}r S]Q[s+r 1]) (6.5.7)

i=1 ng( _TJ') (T _T)

Notice that, in the limit z — oo, (6.5.7) becomes (6.5.6), as it should be.

6.5.2 Spinorial Transfer Matrices

A factorisation formula similar to (6.5.1) exists for the spinorial Lax matrices (6.2.45). It
reads

LD (2 + 25) Lz — 2g — k) = Sz20 W (@)D 51 (6.5.8)
We define here Lg(z) = B(@)L(2)B(&) and use notations similar to those in (6.5.1). The
similarity transformation Sz only depends on the oscillators, and G is a matrix that is
independent of the spectral parameter and commutes with the Lax matrix 237'. The latter
denotes an infinite-dimensional realisation of the spinorial Lax matrix

é(x) =zId +fij X eji, (659)

where f;; denote the generators of a spinorial representation. Again the parameter zz in
(6.5.8) has the role of the representation label. As before, we compute the character of the

oscillator representation. In the case @ = (+,...,+), we find
T r x TiTk
_ Jii _ (+500s +) J
Xy =t ]]7n =]]n" I (6.5.10)
i=1 i=1 1<j<k<r IR
where
fii =24 1 Z ajag; — > ajpay;, 1<i<r. (6.5.11)
Jj=i+1 =

The general formula can be obtained using the relations among the spinorial Lax matrices
presented in Subsection 6.2.4. We get

r Qj o
T, Tk’

G ea) = [I7 I i — (6.5.12)

i=1 1<j<k<r 5 Tk

The characters of the finite-dimensional spinor representations + with respective highest
weights sw, and sw,_; can then be written as

o
T Tk

-2 () 2 HT I = (6.5.13)

{oi}y {ai}y i=1 1<j<k<r 75 Tk
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Here, the sum is taken over all configurations {&}+ such that [[; o« = £1.
At the level of transfer matrices, we propose the formula

Ay Qg r
T:°T, _ K
_ Jj 'k QG o[r+s—1] g[1—s—r]
T:I:,S - Z H TaJTOék 1 ]:[ Ty ? Sd’ S—d‘ . (6514)
{oi}+ 1<g<k<sr 7 'k i=1

This formula has been verified for small finite lengths by comparing to the transfer matrices
directly constructed within the quantum inverse scattering method, using the Lax matrices
in (6.5.9) for finite-dimensional spinor representations.

6.5.3 Weyl-Type Formula for 77 ; from QQ'-Relations
Let us write (6.5.7) as

Zh Q[erT 1] 1 r s]7 (6515)

where h; = [T} ) (ui — u;)~! and u; = 7; + 1/7j. We further assume that, when s is in
{1 —=7,...,0}, the identity is still verified if one sets

0=Qr QP and Tis=0 for 1-r<s< 1. (6.5.16)

We show here that the conditions (6.5.15) and (6.5.16) are enough to recover the expression
(6.4.1) giving T} 1 in terms of only 7 of the single-index Q-functions, and so are consistent
with it. We also show in Appendix C.2.1 how to retrieve the Wronskian equation (6.3.20)
from these conditions.

One simply has to notice that (6.5.15) implies that there exist some Q-dependent coeffi-
cients Cj j i, (defined for 0 < k' <k < rand 0 < j < k — k') such that

k k—kK

[2j+K —K]
Z chk’ T1Iz'+1 —r
=0 7=0

Q[l—k:] Q[l—k:-i-Q] . [11<:] [1—19} [1—k+2} o Q[lk}
'[k} (6.5.17)
k k k k e @
Q[ e i N 1 I 1 0 s B I et R 1L
It suffices indeed to expand the determinants with respect to their last row and perform the
sum over i. One has for instance

QiMoo Q) @l . QW
Cokr = (=1)F| : : Do (6.5.18)
QE;H o ng%] QE;]CJFQ] o QLk]

In particular, plugging the constraints (6.5.16) in the previous relation when k = r gives us

_Zh gkl gkl (| ik ik

Cor—1,Q4 Q) ™ + €1y QY QT + oy Ty = 0. (6.5.19)
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Since

—r+2j —r42j—2426;
Corrr = (~1) QU] x|z ez

T

. (6.5.20)

and Oy, 1, = (—1)" ’QE*T+2J*2]’ % ‘QE_T+2j_26-7"1}

we recover (6.4.1) in the case i, = a. Notice that, with this derivation, the symmetry under
Qiy ¢ Qi) 1s immediate because the equations we started from were already symmetric.

Finally, let us mention that we also checked that one can actually recover formula (6.4.28)
for T} ¢ starting from the conditions (6.5.15) and (6.5.16) using a method similar to the one
just shown (or more directly for low ranks, see Appendix C.3.1 for the case r = 2).

6.5.4 Arbitrary Rectangular Representations

In this section, we propose relatively simple formulae for T-functions in rectangular repre-
sentations in terms of bilinear expressions involving Wronskians of both types of single-index
Q-functions, Q; and @Q;/, where i = 1,2, ..., r. These formulae follow from (6.5.7) when solving
the T-system [43] satisfied by the T-functions, which reads as follows (s € N*):

Ta[,j;l] Tg&,_sl} = Ta,s+1 Ta,sfl + Tafl,s Ta+1,s (6.5.21)
for1<a<r—3,
Tité],s T}:é],s = dr—25+1 Tr—2,s—1 + Tr—3,s T—i—,s T—,s 5 (6.5.22)

which can be written in the same form as the previous equation if one sets T, s = T} T ,
and

T[iJ,rsl] Tii,su = T:i:,s-i—l T:i:,s—l + Tr—?,s . (6523)
The boundary conditions are (0 < a <7 —2, s € N)
Too= Q4 o™, To, =@y ™Mol ) and Tio(x) = Qp(x).  (6.5.24)

We shall determine here the QQ'-type relations for T, s for 1 < a < r — 1, but not for
T4 s. For these spinorial transfer matrices, the spinorial Q-functions seem more suitable, see
equation (6.5.14). We start from

[s+7] [s+r—2] [2—s—T] [—s—7]
1 -1 Q 7 Q i Q il Q il
Tl[j; ]Tl[vs - Tis1Ths41 = Z Py Toi, [{si}r] i{sg"fﬂ ‘ EQL}SH”] i{fls];r] )
1< <io<L2r Q{zz} Q{w} Q{Z/Q} Q{z’z}

(6.5.25)
which can also be written, if the transfer matrices satisfy the Hirota equation (6.5.21) with
boundary conditions (6.5.24),

Tl[:i;l] Tl[jsl] _ 1”178_1 T17S+1 = TO,S TQ,S — Q%’"ﬁ‘S-l]Q[@l—T—S]TQ’S . (6526)
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Putting the two expressions together yields the following expression for the second row of
transfer matrices:

[s+7] [s+7—2] [2—s—T] - s 7]
T2’S - [r+sfl]1 [1—r—s] Z hz h Q[[SZJIF};’} QE{;JIF};’ 2] Q[2 S 7] Q[ S 7]
Qy Qy 1<i1<ia<2r @iz} Q{iz} Qi Q

(6.5.27)
This procedure can be continued for 1 < a < r — 1, it yields

_ 1 [s—i—r 115 /[1—s—7]
Ta,s - H Q[r+s+2k a— lQ[1+a r—s—2k] Z h’ “hi W Wzl, BT (6528)

1<i1 <. <1a <21

where we recall that W;, . The proof of this formula, which we present in

‘ Q[k+1 2] ’
Appendix C.2.2, boils down to verlfylng the relation

[s+7] s+r 2] W [2—s— T] W[—S 7]
% Z gl[ls’-l—rfa s’—H" 2] | | W[12 s— 7"] W[vs’ 7"] ’
1§z1<<za<2r ] ja 7 1y ]17 7ja .717 7]0,

1<j1 < <ja<2r

. [s—i—r 1] [1—s— 7“] [s+r—1] [1—s—7]
( Z Wu, ol Wll, i 1) ( Z Wn, Za+1W’Ll, ,a+1) : (6'5'29)

1< < <lg—1<2r 1< < <lg41<2r

6.6 Discussion

In this chapter, we proposed the full system of Baxter Q-functions—the Q-system—for the
spin chains with SO(2r) symmetry, exemplified for » = 4 in Figure 6.4. We found Weyl-type
formulae for transfer matrices (T-functions) of symmetric and antisymmetric representa-
tions in terms of sums of ratios of determinants of a reduced number of basic Q-functions.
We proposed QQ’-type formulae expressing the T-functions through 2r basic single-index
Q-functions. These could be a powerful tool for the study of spin chains and sigma models
with D, symmetry. We also reformulated the Bethe ansatz equations in the form of a single
Wronskian relation on r + 1 basic Q-functions. It is the analogue of a similar Wronskian re-
lation for spin chains with A, symmetry. However, apart from the Bethe roots, our equation
contains extra solutions whose role has yet to be clarified.

Our main assumptions in this chapter are the Pliicker QQ-relations (6.3.1) and (6.3.8),
as well as the QQ'-relations (6.5.7) and (6.5.14). The QQ-relations (6.3.1) allow to express
the fundamental transfer matrix, for which an expression in terms of one Q-function at
each level is known from the algebraic Bethe ansatz, in terms of r single-index Q-functions
and Qp, cf. (6.4.1). This Weyl-type expression has been independently obtained from the
QQ’-type relations (6.5.7). We take this as a consistency check. The new formulae for Tj,
are obtained either from the T-system or from the tableaux formulae of [239]. Both QQ- and
QQ'-relations remain to be proven, but we have tested them explicitly for several examples
of small finite length of the chain. A solid proof of these may be possible using the Bernstein—
Gelfand—Gelfand resolution (or an analogue of it), or the analogue of the coderivative method
proposed in [82], and used for this purpose in [83], see also [240] for a review.
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Unlike the well-understood Q-system of A-type, in the case of the D-type Q-system, there
are still several questions left and issues to be clarified. Questions exist already at the operator
level: the R-matrix—the main building block for Q- and T-functions—is known only for the
symmetric and spinorial representations [183,198,215] (see also Section 4.1) in the auxiliary
space. A full classification of Lax matrices including the ones for the Q-operators was recently
given in [241] for A-type. This may shed some light upon the transfer matrices for general
rectangular representations and beyond.

Unfortunately, we do not know yet a suitable analogue of Baxter’s TQ-equation (quantum
spectral determinant) which appeared to be so useful for the spin chains with A, symme-
try [19,63], see [140] for the modern description in terms of forms as well as [242] in terms
of the quantum determinant. It is possible that the QQ’-type formulae for transfer matrices
proposed here can replace the Baxter equations for D, algebra.

Finally, we hope that our methods can be generalised to B, C' and exceptional types
of algebras and their deformations, as well as to superalgebras such as osp(m|2n) where
the Q-system and T-functions are yet to be constructed. This includes the case relevant
for AdSy/CFTs for which the QSC has recently been studied in [243-245]. A first step
could be the evaluation of the oscillators type Lax matrices for Q-operators using the results
of [246,247] as done in [248] for type A.

Shortly after the results presented in this chapter were put on the arXiv, a preprint
with partially overlapping results appeared [249]. The authors of this work approached the
Q-system from the ODE/IM correspondence viewpoint. They define an extended Q-system
which, in our language, corresponds to imposing no restriction on the sets labelling the
Q-functions, Q1,14 is for instance included in their Q-system. They also treated the excep-
tional Lie algebras Fg, E7, and Eg. Two of the authors pursued their investigation of the
D-type Q- and T-systems in [250]. They recovered there our Weyl-type formulae for T} ,
derived similar formulae for T4 ,, and advocated for an interpretation of them in terms of
the representation theory of gl(r) C so(2r).






Conclusion and Outlook

We presented, in this thesis, some advances in the solution of the fishnet theory in arbitrary
dimension and of the non-compact spin chain associated to it.

For the isotropic, § = %, fishnet theory in four dimensions one can use the well-established
quantum spectral curve (QSC) for N' = 4 super Yang-Mills (SYM), and take the double-
scaling limit [150] to obtain a solution to the spectral problem. In the same spirit, one can
adapt the hexagon factorisation technique for the computation of correlation functions and
scattering amplitudes to this simpler theory [251]. As soon as one considers anisotropic fishnet
or dimensions different than four, no such tools are available anymore. The relative simplicity
of the theory nevertheless incites one to look for similar results in this more general setting.
It also gives hope to obtain a first-principle derivation of results that, although they have
often been extensively tested, would otherwise remain mainly conjectural.

In order to derive an analogue of the QSC for the fishnet theory in arbitrary dimension
d, we started with an investigation of the thermodynamic Bethe ansatz (TBA) equations
for the conformal dimensions of multi-magnon operators. The usual prescription of the TBA
for integrable quantum field theories [120] requires to solve an auxiliary mirror model. The
examination of the Feynman graphs in the case at hand revealed the form of the Hamiltonian
in this mirror model as a graph-building operator. The eigenvectors were then constructed
explicitly, and they had a clear interpretation as multi-particle states: the mirror system
consists of particles living on an infinite one-dimensional space and having internal degrees of
freedom with O(d) symmetry. The proof that the eigenvectors indeed provide a realisation of
a Zamolodchikov—Faddeev algebra required integral representations for the finite-dimensional
O(d)-invariant R-matrices that were not known before.

Under the assumption that the eigenvectors we found form a complete basis of the Hilbert
space of the mirror theory, we went on to write the TBA equations. The scattering data was
indeed easy to extract once the multi-particle states were found: the dispersion relation is
given by the eigenvalue of the Hamiltonian, whereas the scattering matrix, and in particular
the dressing phase, could be extracted from the asymptotic behaviour of the states. Gen-
eralising the results of [167] in four dimensions, we also showed that our TBA equations
admit a dual formulation identical to the TBA for the O(d + 2) sigma model, if not for a
non-relativistic dispersion relation.

Even though solving the TBA would yield exact results for the conformal dimensions of
the multi-magnon operators, this remains a very difficult task. However, from what has been
done for N'= 4 SYM, we expect that the problem can be further simplified if we reformulate
it in terms of Q-functions. Since the symmetry algebra associated to our TBA turned out to
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be so(d + 2), we set out to investigate the associated Q-system. Based on the intuition that
the Q-system should be universal, we studied a much simpler model: a compact spin chain
with the defining representation of O(2r) at each site. Thanks to the explicit construction
of some of the Q-operators [183], and looking at examples for small length and small rank,
we were able to propose the full D, Q-system. We also obtained various expressions for the
T-functions—solution to the T-system—in terms of the Q-functions.

We now would like to apply our conjectured Q-system to the fishnet theory. In order to
do so, the regularity properties of the Q-functions for the associated non-compact spin chain
should be worked out. The Q-system and the regularity properties of the Q-functions should
characterise them completely, and allow for a derivation of the quantisation conditions satis-
fied by the conserved charges of the model. These would in turn relate the coupling constant
€2 and the conformal dimension of the operator under consideration. Such an approach has
already proven successful for the non-compact SL(2) spin chain [85,252] (independently of
the fishnet theory), and for the fishnet theory in dimension four [150,166], when the symme-
try algebra is so0(6) ~ s[(4). However, in these two examples, the solution relies heavily on
Baxter’s TQ-equation—the quantum spectral curve—for which we know no analogue in the
case of so(2r) for r > 4.

Regarding the fishnet theory in arbitrary dimension, another interesting aspect to explore
would be the generalisation of the hexagon formalism for the computation of higher-point
correlators. The results of Chapter 4 on the diagonalisation of the graph-building operators
are an important step in that direction. As we have demonstrated on the example of Basso—
Dixon diagrams, the case of general dimension nonetheless appears to be more involved than
dimension four and some work remains to be done. It is for instance not clear that nice
determinant expressions can be obtained for these diagrams. In any case, our results should
prove useful for a better analytical understanding of these multi-loop integrals.

Since the integrability structure underlying the fishnet theory is being better and bet-
ter understood, one could try to consider a more general theory in the hope of eventually
reaching NV = 4 SYM. The natural candidate is the theory of three scalars and three fermions
introduced in [143]. In this theory, the structure of the Feynman graphs, though richer than in
the fishnet theory, remains under control: it exhibits a dynamical fishnet behaviour [151]. We
thus hope that the methods presented here could be adapted to this more general situation.

The separation of variables approach to the conformal non-compact spin chains studied
in this thesis is still far from being established in dimension d > 2. In two dimensions, the
global conformal group is SL(2,C), and the non-compact spin chain is well understood. In
particular, the graph-building operators of Chapter 4 can be shown to commute with an
element of the fundamental monodromy matrix [206]. Their common eigenvectors turn out
to be very similar to those of the separated variables. Our results in higher dimensions could
thus also prove useful to the development of the separation of variables technique.

Even though we have presented the Q-system for algebras of the D, series, and the other
simply laced algebras were recently treated in [249], the Q-system still remains to be devel-
oped for non-simply laced algebras. It would also be useful to investigate the superalgebras
osp(m|2n) since they include the case relevant to AdSy/CFTs.

More formal questions related to the results presented in this thesis are also worth inves-
tigating. One of them concerns the integral representation obtained for the finite-dimensional
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O(d)-invariant R-matrices. Since they are reminiscent of the integral kernels of the R-matrices
for principal series representations of the conformal group, one could try to derive them from
these more general R-matrices. This would require considering the particular principal series
representations containing the finite-dimensional representations as subspaces and restricting
the R-matrix to this subspace.

We also believe that the QQ/-type relations of Chapter 6 should be a consequence of an
analogue of the Bernstein-Gelfand-Gelfand (BGG) resolution. The BGG resolution relates
an irreducible finite-dimensional module to several Verma modules. The number of Verma
modules involved is the order of the Weyl group of the Lie algebra. For the A, series of Lie
algebras, the BGG resolution allows to express the transfer matrices with finite-dimensional
auxiliary space as a determinant of size r + 1 of shifted Q-functions. Each of the (r + 1)!
terms of the determinants corresponds to a transfer matrix with some Verma module in
the auxiliary space, and the number of terms indeed coincide with the order of the Weyl
group. In the D, case, however, the QQ'-type relations only involve 2r terms and we do
not completely understand how to interpret them. It is possible that this is because, for Lie
algebras not belonging to the A, series, not all representations of the Lie algebra can be lifted
to representations of the Yangian.






Appendix A

Conventions for Lie Algebras

Let g be a complex semi-simple Lie algebra and § be a Cartan subalgebra. Let AT be the set
of the positive roots and W be the Weyl group. We also define p = % YA+t Q.

If 7 is an irreducible finite-dimensional representation of g with highest weight A, then
we can define the character y» : h — C of the representation as the function given by

vheh, xalh)=Tr (™). (A.0.1)
The Weyl character formula states that

Cwew €(w) AW

h) = , A.0.2
O =5 e ) e (402

and it is accompanied by the Weyl denominator formula
S e(w)e @ = T (€ —e 7). (A.0.3)

weW acAt

A.1 Special Linear Algebra

We let the general Lie algebra gl(n, C) be that of n x n matrices and sl(n, C) is the subalgebra
containing traceless matrices. A basis of the first one is given by the matrices e;; for 1 <i,j <
n. We choose
n
b = {Diag(hn, e hnn) S g[(n, (C)| Z hy; = 0} (A.l.l)
i=1
as a Cartan subalgebra of sl(n,C) and, for any 1 < i < n, we define the linear form &; on b
in the following way:
Vh e b, Ez(h) = hy; . (A.1.2)
These forms clearly generate h* but are not linearly independent since > 1 ; &; = 0 on h. We
also introduce a basis {h; = €;; — enn}1<i<n—1 Of b. It is clear that {h;} U {e;;}ix; is a basis
of sl(n,C) in which the adjoint action of the Cartan subalgebra is diagonal:

Vh eb, [h, eij} = (él(h) — aj(h))eij . (A.1.3)
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This means that the roots of sl(n,C) are the n(n — 1) elements of {e; — €;};;. We make the
following choice of simple roots:
A = & — Ei+1 (A.1.4)

for i < n — 1, and the fundamental weights are then given by
w;=¢€1+---+¢;. (A.1.5)
IEA =370 Aigs = Z?:}l n;w;, then

n—1
)\i = an, )\n:O, and n; :)\i_>\i+1~ (A.1.6)
j=i
In particular, half the sum of the positive roots is p = ?:_11 (n — i)e;. The reflections with

respect to the simple roots act as elementary transpositions,
Sai()\) =Ae1+ -+ A€ F Aigig1 + -+ Anen, (A.1.7)

meaning that the Weyl group is nothing but the group &,, of permutations of n elements.

The highest weights of irreducible finite-dimensional representations of sl(n,C) (and of
SL(n)) are thus parametrised by integral A;’s such that Ay > -+ > Ap,—1 > A\, = 0, and the
Weyl character formula, for h = >"1" | In x;e;;, with [[;_; zx = 1, reads in that case

Xj+r—j
( ) deti<i jrt1 (l’ﬂ ' J)
XA(T1, -y Ty) =
" Hi<j($i — ;)

The characters coincide with Schur polynomials: x) = s).

Finite-dimensional irreducible representations of GL(n) are parametrised by \; € Z such
that \;y > --- > A\y,_1 = A,. They correspond to the representation of SL(n) with labels
Ai — A tensored with the determinant to the power A,. The characters are also given by
Equation (A.1.8), but without the restriction [[;_; = = 1.

(A.1.8)

A.2 Even Orthogonal Algebra

A.2.1 Roots, Weights and Characters

Let J be the matrix with 1 on the antidiagonal and 0 everywhere else: J;; = d;4jn+1. Then
the orthogonal Lie algebra is given by

so(n,C) = {M € gi(n,C) | 'MJ + JM =0} . (A.2.1)
If n = 2r is even, then the subalgebra
h = {M = Diag(r1,..., 7, —Tr,...,—71) € gl(n,C)} (A.2.2)

of diagonal matrices is a Cartan subalgebra. A natural basis of b is given by {fi; = ei —
ent1—in+l1—iti<i<r and the dual basis is {e;} with

Vhebh, Ez(h) =T;. (A.2.3)
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We extend the notations 7; and ¢; to any 1 < ¢ < n by setting 7; = —7p4+1—; and €; = —€p41-4.
The matrices fij = €jj — ent1—jn+1—i for 1 <i+j < n form a basis of so(n,C). In that basis,
the adjoint action of h is diagonal: [h, fi;| = (is(h) —€;(h)) fij. As a consequence, the roots
of so(n, C) are the 2r(r — 1) elements of {+e; +' €;}1<i~j<r. We make the following choice of
simple roots:

Q; = &; — Ei+1 for 1<i<<r— 1, and o, =&,-1+ €. (A.2.4)

Therefore, the fundamental weights are

wi=e1+---+¢g for 1<i<r—2, (A.2.5)
and E1+ - terg—c E1+ - Ferg+e
W = 1 5 r—1 r’ Wy = 1 5 r—1 r ) (A26)

If A= Z;«:l Nigi = 27{:1 n;w;, then

r—2

Np—1+N . Ny — Nyp—
)\i:jz::inj+T12T for 1<i<r—1, )\TZTTI7 (A.2.7)
and
ng=XM— X1 for 1<i<r—1, ny,=>XA_1+Ar. (A28)

In particular, half the sum of the positive roots is p = >_i_;(r — i)g;. The reflections with
respect to the first r — 1 simple roots act as elementary transpositions,

Saq;(/\) =1+ -+ Mg+ g + -+ Mgy, (A.2.9)
while the last one acts as
Sa, ()\) =XMe1+ -+ A_ogr_9 — AEp_1 — N_1Ep . (A.2.10)

The Weyl group is thus of order 2"~ 1r!.

The highest weights of irreducible finite-dimensional representations of s0(2r, C) are parametrised
by those A\; > -+ > A\,—1 = || that are either all integral or all in Z + %, and the Weyl
character formula, for h = Y;_; Inz; f;;, reads

\j+r—j P \j+r—j i P
det(:ziﬁr J—i—a:i 7 Tﬂ)—kdet(:ziﬁr J—a:i 7 H—J)
e, ) = : 1
21Li<icjer (xmij—%'—gTj)

(A.2.11)

A.2.2 Clifford Algebra

We recall in this appendix some basic facts about the fundamental spinorial representations
of the orthogonal Lie algebras. For convenience we now choose this algebra to be that of
antisymmetric matrices, its generators are

Lij = €jj — €ji, for i< 7. (A.2.12)
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The Clifford algebra Cl,(C) is a complex algebra generated by n elements ~; satisfying
the canonical anticommutation relations

Yivi + Vv = 2045 - (A.2.13)

From that we deduce that, as a vector space, the Clifford algebra is of dimension 2" and a
basis of the algebra is given by

Wiy = Vi - Yi | 1< <o <ig <} (A.2.14)
It is straightforward to verify that L;; — % = @ maps the orthogonal algebra into

the Clifford algebra so that any representation of the latter will provide a representation of
the former.

When n = 2r is even, the Clifford algebra is a central simple algebra and thus isomorphic
to the algebra of 2" x 2" matrices over C. Moreover, all these representations (isomorphisms)
are conjugate to one another.

Let us recursively define a particular representation m,, of Cl,(C). For n =2 and n = 3,
we set mo(y1) = m3(V1) = 04, m2(Y2) = W3(Y2) = 0y, and 7w3(y3) = 0,. And then, starting
from representations mo, and ma,41, both of dimension 2", we define representations ma,49
and g, 3, of dimension 2"+, in the following way:

Tor42(Vi) = Tor43(7i) = 02 ® Tor41(7i) (A.2.15)

for 1 <i<2r+1, and

Tor2(Vory2) = Morg3(Vory2) = 0y @ Ior,  mori3(v2r43) = 0. @ Ior . (A.2.16)

The representation mo, is faithful whereas the representation o,y is not since it is clear,
from our construction, that mo,41(v2r+1) X Tors1 (71 - Yor).

We remark that, in the representation we have just defined, the gamma matrices (images
of the generators of the Clifford algebra) are of the form

7T2'r(7i) = (0 062) ’ (A217)

or

where the matrices o; = 63 are of size 2”71 and satisfy
0i0; + 0;0; = 0;0; +0;0; = 257:]']:27‘71 . (A.2.18)

This means that the representation of so(2r, C) provided by g, is given by

1 (0:5: — .5
Lij > — (Uzaﬂ 739 0 ) . (A.2.19)

4 0 00 — 0;0;

It is the sum of two representations of dimension 2"~ !. These two representations are irre-
ducible and inequivalent, they are the two fundamental spinorial representations of so(2r, C).



Appendix B

Feynman Graphs Computations

B.1 Basic Integral Relations

We prove, in this appendix, the various integral relations used in this thesis. These relations
are obviously not new, they date back to [200-205].
We recall that, for a complex number a and an integer [ > 0, we define

d r(a+3)

_ 1 I'(a+1)
a=—=—a, Afa)= =——, (a)= =1l(a+k). (B.1.1)
2 - oS-
If C is a symmetric traceless tensor of rank [, i.e. C € V;, and = € R?, we will also write
Cle)=CHFig, .. x,. (B.1.2)

Because C' is traceless, the following two elementary but very useful properties hold for an
arbitrary complex number a:

C(E) o )
(l‘ — y)2a - (_2)[ (CL . é)l (.13 _ y)z(a,%) ’ (Bl?))
and
C (=2 — =) C (Vay) 1 e

(& — 20)2(073) (y — 2)2(170732) o (a - %)z (& — 20)2(*2) (y — )2 (170732)

In particular, the second property implies that, for arbitrary complex numbers a and b, one

has
c(vwo)l L : 1
(x — x0)?(z — wo)z(a_i)(y — w0)2(1 a—%) —
_ L)
(a 2/1 1
- <a—i—b— é)lC(VwO) [(l‘—w )2(‘”” é)(y w0)2(1 a=b é)(y—mo)%] . (B.1.5)
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We also recall that, if Re(a) > 0, one can write

1 _ 1 oo —uz?, a—1

Fourier Transform of a Propagator For C a rank-l symmetric traceless tensor,

/C(lﬁ) ove 4P _ A,(a)il4ﬁc<i€'). (B.L1.7)

d
p2a 5 .%'20‘

The proof reads as follows:

C(& dd ip-x dd
ipz 4D . € p
/ (glﬁ) M = (—1)lc(v)/

P - p2(a+3) 75

+o00 d
// 1pz up uaJr dud f
T2
+o00 dd .
/ / —u p 2u du 75)ua+§71du
T2

_ MC(V) (4)&—5 el )

$2a

Chain Relation

/ r5ddz ~ Ao(a)Ao(b)Ap(d — a — b)
(

T —2)2%(z — )2 (x—y)Q(‘H'b_g) (B.1.8)

For 0 < Re(a) < 4, 0 < Re(b) < 4, and Re(a + b) > ¢ the integral in the left-hand side
is well defined and one can write:

d
7 2d92 1 2 2 d4z
— —u(z—2)*—v(z—y)* , a—1 bfld d
/ (x— 2%z — y)® r<a>r<b>/ /R R

+
UTr—+v d
— 1/ /e—(“‘*‘”)(z_qy)Q_uH@ v)? d—fuaflvbfldudv
T(@)T() Jaz ot
1 / wv (x y)2 ua—l,ub—l
- - e utv 7d’U/dU
['(a)T'(b) Jr2 (u+0v)2

a—1,a+b—2—1
_ (omy? W VT2
= ——— e Wit ————dwdv
I'(a)L'(b) /]RQ (w+ 1)%
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r (a+b— %) 1 w%fbfl
T T@I(0) (g y)2ard) /]R+ CESE=
_F(%—a)F(%—b)F(aer—%) 1
F(a)F(b)F(d —a— b) (.T _ y)2(a+b—g) ’

Star-Triangle Relation For a + b+ ¢ = d, one has

bt @A) o0
/ (w—2)2(w—y)?(w—2)% (g —y)2(y — 2)20(z — 2)20 (B.1.9)

In order to prove it, one just needs to perform a change of variables in the integral and

recover the chain relation. Namely, one first translates w by one of the external points, say x,

and then perform an inversion with respect to the origin: w x—l—%. Introducing Y = ﬁ

and Z = W’ we have

1 W -Y)?
Taking into account the conformality condition a 4+ b+ ¢ = d, one can thus write
/ 7 2d% _ YZbZZC/ 7 2dW
(w = 22w — )P (w = 2% (W =YW - 2"
Y2bZ2C
= Ao(a)Ao(b)Ao(C)m
_ Ao(a)Ag(b) Ao (c)
(z —y)*(y — 2)%(z — )
Generalisation of the Chain Relation For C € V;, one has
lz—2| z lz—y]
— = Aj(a)Ap(b)A;(d—a —b . B.1.11
/ (x —2)%(z —y)? 7% (@) Ao(b)Ai(d ~a )(w _ y)z(a+b—g) ( )
Using (B.1.3) and the basic chain relation itself, the proof is simply
/ Clgg) a= o [— fat;
_ N\2a(s _ 420 4 T
(z—2)*(z=y)* z2  (-2) (a - %)l (@ — 2)2(072) (z — y)2b
I\ C(Vy) 1
= Aj(a)Ag(b)Ag (d —a —b
(@400 (40— b+ 5) g
_ o (Ir yl)
= Ai(a)Ao(b)Ai(d — a —b)

(l‘ _ y)Z(a+b——)
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B.2 Feynman Integrals for Subsection 5.4.2

One-Loop Integral At one loop we encounter the following integral, which can be com-
puted by the Fourier transform lemma presented above,

1px dd 26 2 61‘* —€
/< / = (fﬂ) F((g)). (B.2.1)

Two-Loop Integrals At two loops we encounter the following two Feynman integrals:

/ __ dTredTHy (B.2.2)
$2 5(y2)5 T2 T2

b1 P2

1p1 z+ip2-y —ex diT ey
I 1(p1,p2) / 4 - (B.2.3)
:132 25(y )2 T2 T2

The integral I(p) can be computed for any p, however we can only compute I 1(p1,p2)
for po = —p1, and the results are given by

_ R\ T(or(-2T (+e)T (-0
st~ S e s

N\FL.

and

Three-Loop Integrals At three loops we encounter three more Feynman integrals, we
present them here only as Feynman diagrams for brevity.
The first one I3(p) is of single magnon type,

p

I3(p) = M (B.2.5)

- (ﬁ)f”e T(—e)0(~26)0(=3)T (3 — )T (3 +€) T (5 + 2€)
) (e ()T (42T (5) T 20T (530

(B.2.6)

The second one I3 1(p1,p2) is new, with two magnons,

b1 P2

I 1(p1,p2) = K‘% (B.2.7)

(B.2.8)



B.2. FEYNMAN INTEGRALS FOR SUBSECTION 5.4.2 149

We can compute this integral for p» = —p1, and the result is given by

2\ D(=eT(=3)T (5 — )T (5+2¢)
Lalp, —p) = | |- 5 - : (B.2.9)

™) T (4) (44217 (5) (5 3¢)

The last one,
D1 P2

I 2(p1, p2) = M (B.2.10)
(B.2.11)
is the most complicated of the integrals we have to deal with, because even if we take po = —p;

we cannot compute it analytically. However, since we only require its divergent part, we can
use its Mellin-Barnes representation [253],

I a(p, 1) = 3 ( p2>3€
o P(4+26) F(S) (4)T(~2¢) \47

/ / s2)T ( +€+51+82>F(—5—6—82>F(—5—6—81)

F(5—6+81)F(5—€+32>F(€_31_52)d81d82
1“(8—31)1“(5—32)1“@—2e+81—|—82) omi 2mi

x I (;l + 51+ 82) (B212)

The contours of integration must be such that the poles coming from Gamma functions of
the form I'(—s+. .. ) lie to the right, while those coming from I'(s+...) lie to the left. When
€ — 0, there is no such contour anymore because some left and right poles coalesce. This
explains why the integral is divergent. In order to extract this divergent part, one should
deform the contours to pick the residues at these poles, the remaining integrals then have
a regular limit when ¢ — 0. In our case, the divergences in epsilon start at order =3 (as
expected) and come from the residues of the poles around —d for s; and around —6 for so.
Computing their contribution yields

o ﬁ 3¢ lf(—G)F(—%)?I‘(—Be) ( +3e) (5+€¢T (
Il,2(p7 p) (47T> F(%)F(%-f—e)QF( +26) F

5+6)
T (%)
+w’<>+w'(5)

3¢l (gf’

+0(1)] . (B.2.13)

where ¢ = FTI






Appendix C

Details on D, Q-System

C.1 Q-System of A3~ D3

We show in this appendix that, as is expected from the isomorphism Ag ~ Ds, the known
Q-system for A3 can be interpreted as the Q-system for Ds, albeit in a particular gauge. We
start with a reminder of the Q-system for As: in order to avoid confusion, we shall denote
Qg for I C {1,2,3,4} the Q-functions for Az, and the SL(4) twists will be z1, z9, 23 and 24
such that 21292324 = 1. The following relations hold (neither i nor j belongs to I):

[+1] Hl-1] R %
Qlu{i} QIU{]} QIU{ }qu{]} \/sz g} (C.1.1)
From these relations, one can easily show that
o2 g, olf
{3, J]} {i.7} {1, j]} ‘ .
—2 ol | (25— ) (25 — 20) (2 — 21) A[=1] AL
Q{i’g]} Q{i,k} Q{i,k} = 2 2n2 Q{i} Q{i} Q{172,374} (C.1.2)
Q{i,l} Qi Q{z At
and
ol ouy of
{i,j {i.5} {z,]]}
[~2 _ (i —z)(z — 2k) (2 — 2k) -1 o+
Q{j k} Q{],k} Q{] k} - Zizjzk Q{Z,j,k‘} Q{Z,j,k} QQ) . (Clg)

Qi Quim Qn

Both of these equations are identified with equation (6.3.11). More generally, both Q-systems
are the same if one makes the following identification between the two sets of Q-functions:

Quy =CQpay. Quy=CQus. Qpy=9u4, (C.1.4)
Q{l/ Q{l 2y = Q{B 4} Q{2/} = Q{274}, Q{g/} = Q{273}, (C.1.5)
S =21 Se- =92 Sern = Q1 S--n =2, (CLE)

S—) =934y S+ =923 St =924y S 44 = Q{1,3(,4}~ |
C.1.7
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The twists are related via

1
TN =220 = ——, To=2123=——, T3=2124= ——, (C.1.8)
2324 2224 R273
while the remaining Q-functions are
Qp=1, S;p=09Qp, and S_y=09Qn234}- (C.1.9)

The previous equation shows that in identifying the two Q-systems we had to partly fix the
gauge for Ds. This explains why there are only two gauge degrees of freedom in the Ag
Q-system [140], whereas there are three of them for the D3 one.

C.2 Details for the Computations of Section 6.5

C.2.1 Wronskian Condition from QQ’-Type Constraints

Plugging the constraints (6.5.16) into equation (6.5.17) for k =r — 1, we get

Q[l—r—i-l] Q[l—r+3] o Q[{_”

r—2] ~[2—1] : : :
CO r—1,r— 1Q@ Q = hy Q[_r+1] Q[—rl—‘rS] . Q[T_”
r—1 r— r—1

QL—T—I-I] Qv["_r+3] QLr—l
—r+1 —r+3 r—1
o Qe gf
o ; o (C.2.1)
Q£—1H] Q[ +3] QL_ll]
—r+1 r+3 r—1
QL/ +] QL 43 QL, ]
Using the explicit expression of Cp,—1,-1 gives
r—2 1
W[ ]T—IWI[,J.F.]-,T IQ[ ]QQ) = - 1( — U )WL”wT?lle’“"T_l’T/’ (022)
Jj=1 r
where we used the notation W;, _; ’Q {k;H Qb]‘ = deti<qp<k (Q [k~ Qb]) The derivation

makes it clear that the previous identlty still holds if one exchanges some Q iy with Qgiry, so
that one may actually write

1
§¢z~r,i; (uj — ur)

- r—2 2—r]
Wi[l,.]..,iT . 11, i 1Q[ ]Q[ = Wireosir1ie Wi, ip it (C.2.3)

where we only assume that for all 1 < a # b < r, one has {iq4,14, } N {ip, 4} = (. This is exactly
equation (6.3.20).
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C.2.2 Proof of Equation (6.5.28)

We prove here the following claim: if T, ; satisfy the Hirota equations and 77, is given by
equation (6.5.15), then Tj, s for a < r — 1 is given by equation (6.5.28).

The proof is made by induction: the claim is true for @ = 1 by assumption, and we have
also shown, in the main text, that it is true for a = 2. For higher a, the claim is clearly
equivalent to equation (6.5.29), which is itself a particular case of the identity

. Wil e
3 2 sl EVVZ["H’” zVVHu ) %{“ﬁ”“
1<61 < <1 <27 1. Ja jly"~7,ja VARED 7,ja jlw--,ja

1<j1 < <ja<2r

= ( Z Wil,.,.,ia_lml,...,ia_l) ( Z W/il,...,ia+1Wi1,...,z’a+1) , (C.24)

1< < <lg—1 <21 1< < <lg 1 <27

where Wy, . ‘Q[Hl %}‘ and Wll e = ’P[GH %]‘ for {Qi}i<i<or and {P;}i<icor two
sets of arbitrary functions. In this appendix, most of the summation indices run from 1 to 2r
so we will not write these bounds under each summation symbols in the following. The only
indices for which it will be different will be called m, n, m or n, the values they may take
will be indicated each time.

We shall now prove (C.2.4). Let us start from the left-hand side, we expand each of the

determinants W and W with respect to the columns with shifts +a, for instance: Wl[jl] =

%:1(_1)m+1Q£ﬁWil i 30 WJ[I_HJa =21 (-1 )n+aQ[ W Wi uria? Where the hat
over an index means that we omit it. We thus obtain B
W[+1] i W[ 1] W[+1] . W[_,”ﬂa
[+1] [ 1] [+1] i7l—1
ilz...zig J15da le» wJa Jiyesda W]la »Ja
N<...<Ja
1 WH” Wﬂ[—ll‘ | W.[Jrl]A W[ 1]
_ T genes ia T genes ia
(a2 [+1] (—1] 71l N[ 1]
(a.) Zil:"'vi.ﬂ‘ W]l? 7]& le7"’7ja le7"’7ja W]17 7](1
J1s--55]a
1 o Q[a] Q[ al P»[?] P-[fa]
— _1)m+n+m+n i 7
T ol o || pld pla
(a.) 1,005t Jn Q]n Pjn Pj'r’z
1<n]7,1;1 7’rjban<a
xW. ~ W. ~ W~ W. ~ =L +Ly+Ls (C25)

21,.. ,lm, ’La J1se-5dns---Ja L1yeeslinye--la J1se-sdis---Ja
where we have split the sums over m, n, m and 7 into three contributions: Lq, Ly and Lg.
L1 contains all the terms with m = /m and n = n1, Lo all the terms with m = m and n # 7
or m # M and n = 7, while L3 contains all the terms with m # m and n # 7. In each of the
three cases, the remaining sums (over i’s and j’s) do not depend on the actual values of m,
n, m and N anymore so that we can perform the sums over these latter indices. We thus get

2
Ly = ( CL — 1 WZI: Sla—1 21, 2 )
115l —1 [2¥}

. (C.2.6)

Qi gl || plil pl-e
an] Qg—a]

la] [—a]
S
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2 1 —~
L= (a —2)! ((a —1)! . 2;1 mlv---vialwh,...,ial)
) (_ >

i7j7k7i17“'77;a—2

an] Qg—a]
an] ng al

Pi[a] I)i[_a] .
‘PILG] Pk[:_a] Whityoia-2oWiitysia—s | » (C.2.7)

1 Q[a} Q[—a] P[a] P[—a]‘
L= ——— % Z—a ka k—a
= G Z_ o gl || p ple
J1s5)a—2
1,5,k,1

X Wk7i1»~--,ia—2VVth-~~Ja—2Wi,il,m,iaﬂWj,jlw,jaﬂ . (C'2'8)

One can rewrite Lz using the Pliicker identity (6.1.14). We first use it to write
a—2
Whis,osiaa Wi eiams = Wiisia-a Whinegoma T (1P 7W,

ki1, ipyeta—2 1pyJ1se-5Ja—2
p=1

(C.2.9)
which we then plug in the expression for L3. After some renaming of the indices, this yields

ol gl-d

[a] [—ad]
P P,
L3:_L3+ a —a | ka k—a |
@-a-2t, Tl e Bt R
J1lseesJa—1
i’j7k"l

X Wi tiria—sWitsojas Wigninsvia—sWigarnja— - (C.2.10)

This means that

L1 s | o || B B
20a—3)l(a—-2), & Qg.a} Qg._“] p p
jl?"':ja—l
,7,k,l

X Wi tiria—s Wit das Wignsinsvia—sWigaronja— - (C.2.11)

We now apply again the Pliicker identity:

Wiajl7'i17~~-7ia—3Wj7j27"’7ja—1 = vailwwia—B le,j27~~wja—1

a—1
+ Z(_1)pWi7jP7il7'”7ia_3Wj?j17j2a“'1]{1\9r“7ja71 (0'2‘12)
p=2

so that
e 5 | %0
2(a—3)!(a—2)! i1, s Qj“ Q) a Pl[a] Pl[fa]
J1s--5Ja—1
i,k

X Wi i ,oiia—sWitrogaes Wigitsia—s Witrjaa — (@ —2)L3 . (C.2.13)
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Finally, we arrive at the following expression:
1 1 .

11ysla—1
<X
i’jak)lvil’“-)iafii

In order to prove (C.2.4), we need to show that

Ll + L2 + L3 1 N
2 - ((a — 1)' Z Wil,...7’ia—1 W/v’i17.,_71;a_1)

U15eefa—1

QE(I] nga} ‘ ‘ P]La] P]E—a]
an] QE—G} Pl[a] Pl[*a]

Wk,l,il,...,ia_sVT/z‘,j,il,...,ia3)- (C.2.14)

1 —~
X ((a+ 1)' Z Wi17.--,ia+1m1,---,ia+1) . (0.2.15)

115 fat1

From expressions (C.2.6), (C.2.7), and (C.2.14), this is equivalent to showing that

(a+1a an] QE—@ p[a] ]gi[—a] N
9 Z Q[-a] Q[‘—a} P[a] pl-d Wit ia—1 Wit ,.ia 1
4,J,81 s ta—1 J J J
@rhaa-n Y |9 4 |pM pi _
—(a+1ala—-1 fo [ b al I Whiitoooia—oaWiiitsia—
B o B D e
[a] [—a] plal [—d]
(a+1)a(a—1)(a—2) Q  Q L U -
4 [a] [—a] P[a] P[ al ki, ta—3 YV i,5,01 505003
i3 k015 ia—3 Qj Qj 1
= Y Wi oo Wiroian - (€C2.16)
21, ﬂa+l

This last identity is proven by expanding the determinants in the right-hand side with
respect to their first and last columns:

Q[a Q[ al
Wit = >, (=Qymintel im Sim AW~ s (C.2.17)
l<men<atl Q Q yeerbmyeeytng.eylat
and
— o P-[a] P[fa]
) . — _1\mt+tn+a Ty 1y =N
Wit = 1<m<ﬁ<a+1( 1) PZ[E] PZ-[;ZQ] _____ R (C.2.18)

We then once again group the terms dependm on the values of m, n, m and 71 and recover
exactly the identity (C.2.16). There are indeed ~““5~¢ terms with (m,n) = (m,7n), (a+1)a(a—
1)termswithm:mandn#ﬁorm#mandn—n, and %termswithm#m
and n # N.
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Qu="5_+ Q1= Sis

1= S@Hr oL = Q@ 1= S@’,

QZ’ = S+,— Qz = S_._
Figure C.1: Hasse diagram for Dy ~ A; & Ay

C.3 More on Weyl-Type Formulae

C.3.1 From QQ'-Relations to Weyl-Type Formulae for Dy, ~ A; & A,

We demonstrate here, for the very simple example of Do spin chains, how to use the QQ'-
relations to recover the Weyl-type formulae for T-functions. The Hasse diagram is depicted
in Figure C.1.

From the two constraints

Q1Qr + Q2Q2 =0, (C.3.1)
and
-1 -1 -1
QUL + ol + Qb + @b ol = @z, (C.3.2)
cf. (6.5.16), we obtain
<Q[11’] _ Q[J”) _ 9% (C.3.3)
Ta) Tm
where W,, = Q" QL™ — @@l
Moreover, excluding Qo from
T .= le-i-l]Q[—s 1] + Q[l—s—l]Q[lsl-‘rl] 4 Q[25+1 Q —s—1] 4 Q —5— 1]Q[8+1 (034)
we get
Q[s-‘rl Q[—s 1]
Ty = ( ST —— Wt . (C.3.5)
2 2
Excluding the difference in the first bracket in the right-hand side using (C.3.3), we arrive at
(@4~ Sl)
Tl ,8 — s—l—l Z [2l s (036)

1

This coincides with the r = 2 case of the determinant formula (6.4.28).
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C.3.2 Additional Formulae in the General Case

For the sake of completeness, we give here the Weyl-type formulae complementary to those
given in Section 6.4, i.e. for 77 5 in terms of spinorial Q-functions:

s S}*5*115[3+1] ‘S£7(2T+87172j72l5j77-)]

[ ] S[2r+87172j72(sfl)5jm}
Tls_QrJrs 2Q2rs< r I, . i
12:% SEZ_S_H SEI_S—H] ‘Sz[—(2r+s—1—2j)]

T T

Glr+s—1-2]]

T T

s—1 S}:s—l]sgi-i-l} i—(2r+s—1—2j—2(l—1)5j,r)] ) Sl.[QH_S_1_2j_2(5_1_l)5j,r] T) can
P SElfs—l]SElsz] ‘Si[f(ZrJrsflfQj)] ‘S?”S’l*m , 3.

T

T

and for T, 1 in terms of single-index Q-functions:

1 [r+a—2m)] 4+a r—2m]
T, - e X (1100
Hz %Q[T a+2k] Qé) (r—a+2k)] ogk,lga ot
—k—le2N

‘Q[r+a+3 2k—2j—20(j+k—r—1)] G*T’H )
r [r+a—2k—4m] ~[4+a—r—2k—4m]
‘Q[r—&-a—l—i’) 2k—2j) 'ngl (Q®+ Q@+ )
‘Q[r+a+1 2k—27] Q . ‘Q&z} )
)Q{ ; ’Q{2l}+r+3faf2j]

‘Q{ [—(r+a+3—21—2j—20(5+1—r—1))]

l
[242l—r—a—2m] ~[2l4+r—a—2m—2]
X (H Qy Qy ) [~ (r+a+3—21—27)]
m=1 ’Q{@}

L. (C.3.8)

T

Notice that the first formula, expressing T} s in terms of spinorial ) functions, is much
more complicated than the expression (6.4.28) in terms of fundamental @) functions, whereas
the second formula, expressing 7, 1 in terms of fundamental @) functions, is more complicated
than (6.4.35) expressing it in terms of spinorial @ functions.
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RESUME

Avant d’étre étendue a toute dimension, la théorie fishnet a d’abord été obtenue en quatre dimensions comme une
limite de fort twist et de faible couplage de la théorie N' = 4 super Yang—Mills. C’est une théorie non-unitaire de deux
champs scalaires matriciels complexes interagissant d'une maniéere si restrictive que, dans la limite planaire, trés peu
de graphes de Feynman survivent. Il est alors possible de montrer que la théorie est conforme. En outre, I'intégrabilité
apparait naturellement a travers une relation avec une chaine non-compacte de spins dans une représentation de la série
principale du groupe conforme. Certaines classes de graphes de Feynman peuvent en effet étre obtenues par I'application
répétée d’opérateurs coincidant avec des charges conservées de la chaine de spins. La théorie fishnet constitue ainsi
un exemple simple et rare d’'une théorie conforme des champs intégrable sans supersymétrie en dimension arbitraire.
Nous présentons, dans cette thése, la diagonalisation exacte d’'opérateurs associés a la chaine de spins ouverte. Les
vecteurs propres ont une interprétation en tant que fonctions d’onde d’'états a plusieurs particules dans une théorie
unidimensionnelle miroir. La détermination de la relation de dispersion et de la matrice de diffusion de ces particules
miroir nous permet de formuler les équations de I'ansatz de Bethe thermodynamique pour les dimensions conformes
d’'une famille d'opérateurs dans la théorie fishnet. Dans l'intention de simplifier davantage ce probléme spectral nous
développons le systéme Q pour des modeéles intégrables avec une symétrie SO(2r). Nous obtenons aussi, pour de tels
modéles, de nouvelles expressions pour les matrices de transfert en termes des fonctions Q, quantifiant ainsi les formules
classiques de Weyl pour les caractéres.

MOTS CLES

Intégrabilité, Théorie conforme des champs, Chaines de spins

ABSTRACT

The fishnet theory was first obtained in four dimensions as a strongly twisted, weakly coupled limit of NV = 4 super Yang—
Mills before being extended to arbitrary dimension. It is a non-unitary theory of two complex matrix scalar fields interacting
in such a manner that, in the planar limit, only very few Feynman graphs are allowed and, moreover, the bulk of these
graphs must be a piece of a square lattice. As a consequence, the theory can be shown to be conformal and integrability
naturally appears through a relation with a non-compact chain of spins in principal series representations of the conformal
group. Certain classes of Feynman graphs can indeed be built from the repeated application of operators coinciding with
conserved charges of the chain. The fishnet theory thus constitutes a rare and simple example of an integrable non-
supersymmetric conformal field theory in arbitrary dimension. We present, in this thesis, the exact diagonalisation of the
graph-building operators associated with the open spin chain. The eigenvectors have an interpretation as wave functions
of multi-particle states in a mirror one-dimensional theory. Extracting the dispersion relation and the scattering matrix of
these mirror particles allow us to formulate the thermodynamic Bethe ansatz equations for the conformal dimensions of a
whole class of operators in the fishnet theory. As a first step towards a further simplification of this spectral problem, we
develop the Q-system for integrable models with SO(2r) symmetry. We also obtain, for such models, new expressions for
the transfer matrices, or T-functions, in terms of the Q-functions, thus quantising the classical Weyl formulae for characters.
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Integrability, Conformal Field Theory, Spin Chains
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