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Résumé
Après une pause de quelques décennies, un certain intérêt refait surface pour la con-

ception d’aéronefs hypersoniques, appuyé par l’accroissement général des capacités de
calculs à hautes performances facilitant les simulations numériques d’écoulements aéro-
dynamiques multidimensionnels. Le modèle physique sous-jacent est constitué par les
équations de Navier-Stokes décrivant les lois de conservation de la masse, de la quantité
de mouvement et de l’énergie d’un fluide compressible visqueux et thermo-conducteur.
Les variables physiques de l’écoulement subissent des variations spatiales et temporelles
importantes et complexes. Des méthodes numériques robustes et précises sont nécessaires
pour capturer l’ensemble des phénomènes présents dans l’écoulement.

Les méthodes numériques historiques reposent sur des approches de type volumes
finis. Il s’agit d’une formulation intégrale de loi de conservation dans laquelle la variation
temporelle de la valeur moyenne dans la maille est régie par les flux aux interfaces de la
maille. Dans le cadre des méthodes volumes finis pour les équations hyperboliques, les
flux aux interfaces sont construits à partir de la solution du problème de Riemann (solveur
de Riemann). Une caractéristique commune des solveurs de Riemann existant est qu’ils
ont été développés dans le formalisme Eulérien. Il est néanmoins possible d’adopter une
approche différente. Dans ce travail, nous adoptons le point de vue de Gallice (2003)
qui consiste à construire des solveurs de Riemann Eulériens simples à partir de leur
homologues Lagrangien à l’aide de la transformation Lagrange-Euler pour les systèmes
de lois de conservation de la mécanique des milieux continus.

Une classe de schémas volumes finis centrés aux cellules basée sur la transformation
Lagrange-Euler est introduite. La construction du schéma prend sa source dans l’idée
d’étendre le schéma centré Lagrangien (Loubère et al. (2016)), pour la dynamique des gaz
multidimensionnel au cadre Eulerien en tirant parti de l’approche introduite dans Shen
et al. (2014). Les flux numériques du schéma sont évalués avec un solveur de Riemann aux
noeuds. Ce solveur permet de calculer la vitesse nodale nécessaire pour déplacer la grille
en description Lagrangienne. Par conséquent, la conservativité et la stabilité d’entropie du
schéma résultent d’une équation vectorielle basée aux noeuds et une inéquation scalaire.
La transformation Lagrange-Euler par Gallice (2002a, 2003) et revisitée dans Chan et al.
(2021) permet de construire des solveurs de Riemann eulériens positifs et entropiques à
partir de solveurs lagrangiens, à condition qu’une condition sur le pas de temps explicite
soit remplie.

Dans le premier chapitre, nous avons repris le formalisme de Gallice (2003) pour
développer un schéma de type volumes finis unidimensionel positif et entropiquement sta-
ble grace à la transformation Lagrange-Euler. Dans les deuxième et troisième chapitres,
nous présentons la théorie de la méthode volumes finis appliquée aux sous-faces des
éléments de maillage, suivie de son application aux équations de la dynamique des gaz
multidimensionnelle. Dans le dernier chapitre, une extension pour construire un schéma
aux sous-faces équilibré pour les équations de Saint-Venant est présentée.

Mots clés: lois de conservations hyperboliques, schéma de type Godunov, solveur de
Riemann approché simple, stabilité entropique, descriptions Lagrangienne et Eulérienne.
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Abstract
After a break of few decades, a certain interest re-emerges for hypersonic aircraft

design largely because of the availability of numerical simulations for multi-dimensional
aerodynamic flows. The underlying physical model is the Navier-Stokes equations de-
scribing the conservation laws of mass, momentum and energy of a viscous and heat-
conductive compressible fluid. The physical variables of the flow undergo important and
complex spatial and temporal variations. Hence, robust and accurate numerical methods
are mandatory to capture such flows.

Historical numerical methods are based on Finite Volume type approaches. Such
an approach is based on an integral formulation of the conservation laws in which the
temporal variation of the average value in the cell is governed by the fluxes at the interfaces
of the cell. In the context of Finite Volume methods for hyperbolic equations, the fluxes
at the interfaces are constructed from the solution of the Riemann problem, obtained
with an eponymous Riemann solver. A common feature of existing Riemann solvers
is that they were developed in the Eulerian formalism. It is nevertheless possible to
adopt a different approach: in this work, we adopt the point of view of Gallice (2003)
which consists in constructing simple Eulerian Riemann solvers from their Lagrangian
counterpart with the help of the Lagrange-to-Euler mapping for systems of conservation
laws of continuum mechanics.

A class of cell-centered Finite Volume scheme based upon the Lagrange-to-Euler map-
ping will be introduced. This mapping establishes a fundamental relation bridging the
Lagrangian and Eulerian descriptions. The construction of the scheme originates from
the idea of extending the cell-centered Lagrangian scheme (refer to Loubère et al. (2016))
for multidimensional gas dynamics on the Eulerian framework at the same time benefiting
from the approach introduced by Shen et al. (2014). The numerical fluxes of the scheme
are evaluated by means of an approximate Riemann solver located at the grid nodes,
which provides the nodal velocity required to move the grid in a compatible manner.
The conservation condition and entropy stability of the scheme result respectively from a
node-based vectorial equation and a scalar inequation. The Lagrange-to-Euler mapping
introduced by Gallice (2002a, 2003) and revisited in Chan et al. (2021) then allows to
build positive and entropic Eulerian Riemann solvers from their Lagrangian counterparts,
provided that an explicit time step condition is fulfilled.

The first chapter focuses on the one-dimensional case of a positivity-preserving and
entropy stable Finite Volume scheme obtained by bridging the Lagrangian and Eulerian
description, after the formalism of Gallice (2003). In the second and third chapters, we
present the theory of an original subface-based multidimensional Finite Volume method
followed by its application to multidimensional gas dynamics equations. In the last
chapter, an extension to build a well-balanced subface-based scheme for shallow-water
equations is presented before coming to a conclusion.

Keywords: hyperbolic system of conservation laws, Godunov-type scheme, simple
approximate Riemann solver, entropy stability, Lagrangian and Eulerian representations.
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1 Introduction

Contents
1.1 Approximate Riemann solvers . . . . . . . . . . . . . . . . . . . . 2

1.2 Communications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

The conservation laws of gas dynamics, magneto-hydrodynamic flows and other
branches of classical physics are typically expressed by nonlinear hyperbolic systems of
Partial differential equations (PDEs) that prepare mathematically a host of wave in-
teractions occurrences. The solutions of nonlinear hyperbolic systems generate jump
discontinuities that propagate on as shock waves for instance. The mathematical theory
may be challenging since it is necessary to confront weak solutions. In consequence, nu-
merical simulation is often employed to tackle hyperbolic problems. A Riemann Solver
(RS), should it be exact or approximated, is one of the essential tool in Computational
Fluid Dynamics (CFD). In all generality, it is a method for computing the evolution of a
discontinuity separating two constant physical states, namely a Riemann problem. The
Riemann problem introduced by Riemann (1860) entered the field of computational sci-
ence more than 150 years ago and S.K. Godunov et al. (1979); Godunov (1999) proposed
the first Finite-Volume (FV) scheme to simulate compressible gas dynamics equations
employing a Riemann solver that makes use of the exact solution of a Riemann problem.
This first-order accurate method gained popularity and is now known as the Godunov
method/scheme in CFD. However, this exact Riemann solver may become prohibitively
expensive when the Riemann problem becomes too complex, leading to the subsequent
development of alternative approximate and less expensive Riemann Solvers following on
Godunov approach - to cite but a few, Roe (1981), Harten et al. (1983) Lax and van Leer
(HLL), Einfeldt (1988)(HLLE),Munz et al. (1991) (HLLEM), Toro et al. (1994) (HLLC),
Engquist & Osher (1981), Osher (1984) and others and we refer the interested readers to
the book of Toro (1999), Godlewski & Raviart (1996) and more recently Qu et al. (2022).



2 Chapter 1 : Introduction

1.1 Approximate Riemann solvers
Of all the aforementioned solvers, the most well-known is probably the one due to Roe
(1981). It is based on a linearization of the compressible gas dynamics equations. Nu-
merical cases indicate that the Roe solver has a high resolution in capturing non-linear
jumps such as shocks discontinuities and linear contact discontinuities. However, by con-
struction, it unfortunately has the drawback to create nonphysical results, i.e entropy
violating discontinuous waves, or to generate the infamous carbuncle phenomenon. Note
that the effect of this drawback can be lessened by implementing an appropriate entropy
fix. Over the years, the HLL by Harten et al. (1983) and HLLE by Einfeldt (1988) Rie-
mann solvers also gained considerable popularity thanks to their simplicity. However,
they are considered an incomplete Riemann solvers due to the structure of the solution
which neglects some intermediate characteristic fields. This also has the downfall of caus-
ing excessive numerical dissipation. The modified version of HLL, namely the HLLC by
Toro et al. (1994) Riemann solver, takes into account the presence of those intermediate
waves, i.e contact discontinuities and shear waves, thus making it a complete Riemann
solver. However, in its current form it does not include an exact computation of the
waves speeds that are simply estimated using uppermost and lowermost bounds, refer for
instance to Batten et al. (1997). Furthermore, the HLLC Riemann solver also generates
the carbuncle phenomenon.

The aforementioned approximate Riemann solvers are intrinsically one-dimensional
in their framework and in spite of this rather good success of approximate schemes, they
are presumably less efficient in multidimensional problems due to the directional bias.
The standard way of extending to several dimensions with the one-dimensional schemes
is through flux splitting algorithms by solving one-dimensional Riemann problems in a
direction normal to each cell interface for all faces independently to achieve multidimen-
sional behavior. This notion neglects flow variations that might be propagating in a
transversal direction. Therefore, researchers have been on an endeavor to develop mul-
tidimensional Riemann solvers to solve Riemann problems in different directions of the
interface, hoping to better capture flow characteristics. The first truly multidimensional
solver by Deconinck et al. (1993) brought compelling contribution to this topic. The
key element of this solver is to assume continuous piecewise linear space variation of the
variables defined at cell vertices, allowing for a multidimensional generalization without
employing 1D Riemann problems or dimensional splitting. Among other attempts in
contributing to multidimensional solvers is the generic multidimensional HLLE solver
of Balsara & Dumbser (2015). The base idea is to use the one-dimensional Riemann
solver in all directions to coupled with multidimensional correction terms to constitute a
multidimensional solver for conservative hyperbolic systems.

1.1.1 Properties of approximate Riemann solvers
One common feature of most of the present solvers is that they were developed in the Eu-
lerian framework point of view. Contrastingly, it is possible to adopt a different approach
by tackling the resolution of the Riemann problem from the Lagrangian standpoint. The

2



1.1 Approximate Riemann solvers 3

main feature of Lagrangian numerical methods lies in the fact that the motion of the
fluid is intrinsically linked to the geometrical transformation that follows the fluid path,
providing a natural framework to track interfaces of multidimensional flows. One of the
earliest work on Lagrangian Godunov-type scheme was by Munz (1994) where a Roe
linearization was constructed for the gas dynamics equations on the Lagrangian coordi-
nates. The Roe linearization in Lagrangian coordinates produces non-physical states such
as negative specific volume. However, the Lagrangian method shows promising results
especially when approximating low density regions and also preserving sharp contact dis-
continuity. The works in this thesis are substantially inspired by the works of Gallice
(2003). The simplicity of the Lagrangian formulation not only allows for a direct esti-
mation of waves speeds for the Eulerian Riemann solvers in an ordered manner but it
also facilitates the study of particular properties (conservation, positivity-preserving and
entropy stable). Recurrently, numerical approximations may generate negative density
or pressure which then leads to instability or code crash. This event is more critical
in the Lagrangian framework on account of to the moving and deforming grid during
computation. The positivity-preserving property and the entropy consistency can be as-
sessed easily in the Lagrangian framework. Once a Lagrangian Riemann solver is built,
the Eulerian counter-part that inherits the properties of the Lagrangian one can be ob-
tained, refer to Gallice (2002a); Chan et al. (2021). Besides Gallice, only few authors
have been working adopting the resolution from a Lagrangian standpoint, for instance,
Cheng & Shu (2014) and Shu developed positivity-preserving HLLC approximate Rie-
mann solver for the Lagrangian scheme in one and two dimensional for compressible Euler
equations with general equations of state. Amongst others, Vilar et al. (2016) also worked
on positivity-preserving approximate Riemann solvers conducted for both ideal gas and
non ideal gas equations of state and extending to high-order accuracy with appropriate
limitation.

As for the multidimensional Lagrangian case, the one-dimensional Riemann solver
cannot be implemented directly due to the vast number of neighboring cells sharing a
node. Hence, in this framework, the numerical fluxes are evaluated by means of an ap-
proximate Riemann solver located at the grid nodes that provides the nodal velocity
required to move the grid in a compatible manner. Two main approaches are classically
used, namely the staggered scheme and cell-centered Finite Volume schemes. This work
focuses on the cell-centered approach. Different techniques may be employed to build the
numerical fluxes and move the grid through the use of approximate Riemann solvers with
respect to the Geometrical Conservation Law. In Després & Mazeran (2005) and Maire
(2009), truly multidimensional Lagrangian schemes for arbitrary unstructured mesh are
proposed. In this approach, for the two-dimensional case, the Finite Volume scheme is
established using subcell forces that are expressed in terms of the difference between the
velocity in the cell and the nodal velocity, instigating non-conservativity of the scheme.
Consequently, the conservation of the scheme is retrieved via a nodal conservation con-
dition stating that the sum of the subcell forces impacting a node must be equal to zero.
This gives birth to a nodal solver, the cornerstone of Lagrangian schemes in order to
evaluate the velocity of displacement of the nodes, thus allowing a compatible movement
of the grid with the Geometrical Conservation Law. This new approach endorsed the

3



4 Chapter 1 : Introduction

construction of multidimensional Finite Volume schemes for Lagrangian gas dynamics
that is firmly based on mathematical and physical principles.

Lately, Shen et al. (2014) were inspired by the aforementioned Finite Volume schemes
for Lagrangian gas dynamics and they adapted it by extending to the case of Eulerian
gas dynamics. They employed a HLLC-like approximate Eulerian Riemann solver using
subface fluxes of which the approximation is based on Maire (2009) nodal solver, making
it possible to ensure the conservation of the scheme. However, the construction of their
scheme does not guarantee wave speeds ordering and lacks an in-depth study of important
properties such as positive density and internal energy and entropy inequality. Neverthe-
less, the numerical results proved to be promising with this method and encouraged us
to carry out an extensive work not only to correct the previous flaws. The scheme estab-
lished by Shen et al. (2014) and the introduction of simple approximate Riemann solvers
by Gallice (2003) provided a starting point to achieve a generalization of formulation of
multidimensional Finite volume scheme for all types of hyperbolic systems.

1.1.2 The carbuncle phenomenon
By the same token, the dimensionally split approximate Riemann solvers also give rise
to the occurrence of various forms of numerical shock instabilities when simulating shock
wave propagation, i.e., odd-even decoupling and carbuncle, for instance refer to Quirk
(1994). The carbuncle phenomena, analogically to the cluster of boils developed under
the skin, is a numerical instability that manifest as a tumor-like growth on a shock wave or
sawtooth disturbances at the shock front. When implementing an approximate Riemann
solver with low numerical dissipation, such instabilities appear as serrated disturbance of
a flow featured as a nonphysical default and causes the capturing of shock waves to be
inaccurate if not totally spoiled. The earliest report on numerical instabilities by Quirk
(1994) states that low-dissipative schemes causing expansive growth of acoustic waves
may be the root of the carbuncle phenomenon and a list of benchmark test cases is then
proposed to check the susceptibility of certain solvers to this shock instability. These
problems include the odd-even decoupling and its variation, supersonic flow over a blunt
body, shock diffraction over a 90◦ corner and the double Mach reflection problem. Kemm
(2018) investigate the origin of the carbuncle instability and a review of theoretical results
provided a set of numerical test to sort out the issues for the instability. The numerical
viscosity of the scheme was put to cause however, a deeper understanding of the amount
of viscosity needed to stabilize the shock is still lacking. Thus, there is a strong need
for really multidimensional formulations that resolve all characteristic fields while insti-
tuting necessary dissipation. For instance, Rodionov (2017) constructs a multipurpose
remedy by adding multidimensional artificial viscosity. Sangeet & Manda (2018) then
proposed a modified HLLC scheme that employs a simple differentiable pressure-ratio
based multidimensional shock sensor, namely the HLLC-ADC (Anti-Diffusion Control)
scheme Fleischmann et al. (2020) also proposes a modification of the HLLC Riemann
solver with a centralized reformulation of the numerical flux that reduces the acoustic
dissipation, offering a shock-stable solver. All these works rely on adding some sort of
additional dissipative term to fight the creation of such spurious modes. Also, follow-
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1.1 Approximate Riemann solvers 5

ing Rodionov (2017), we might conjecture that a genuinely multidimensional dissipation
is certainly helpful to damp the carbuncle instability. In this current work, we will be
bringing into play a node-based conservation condition by involving all states surrounding
a node. Upon that, transversal information are not omitted and this strategy substanti-
ates the pre-existing assumption that multidimensional dissipation takes effect on shock
instabilities problem. The real theoretical analysis is yet to be done in order to
fully understand the phenomena.

1.1.3 Constructing a entropy-stable and positivity-preserving
multidimensional numerical scheme

The purpose of this thesis is to present an entropy-stable and positivity-preserving
Godunov-type numerical scheme for multidimensional hyperbolic systems on unstruc-
tured grids. In the interest of building Riemann Solvers with good properties, we adopt
Gallice (2000, 2002a, 2003)’s work on the contact discontinuity preserving Lagrangian
Riemann solver that has positivity-preserving property and entropy stability. We impose
those properties onto the approximate Lagrangian Riemann solver and derive its Eulerian
counter-part using the Lagrange-to-Euler mapping. Figure 1.1 illustrates the workflow of
this thesis and the remaining of this document is organized as follows.

Following this introduction, Chapter 2 is dedicated to the one-dimensional Lagrangian
and Eulerian Riemann solver for gas dynamics. Relying on the seminal work of Gallice
(2003), a simple approximate Lagrangian Riemann solver is derived firstly. This solver
preserves contact discontinuities shear waves and an explicit condition on the wave speeds
of the approximate Riemann solver is derived in order to provide refined positivity and
entropy stability properties. Then, following the general methodology proposed in Gallice
(2002a, 2003), we deduce the simple approximate Eulerian Riemann solver from the
Lagrangian one. It naturally inherits the positivity and entropy stability properties from
its Lagrangian counterpart. A high-order extension up to the 5th order of accuracy with
the a posterior high-order limiting strategy is then achieved.

In Chapter 3, we describe a multidimensional Finite Volume scheme in a general
form, associated to an approximate simple Riemann solver resulting from subface fluxes
approximation that relies on the notion of simple Eulerian Riemann solver introduced in
the seminal work of Gallice (2003). In the interest of building Riemann solvers with good
properties, The Eulerian Riemann solver is constructed from its Lagrangian counterpart
by means of the Lagrange-to-Euler mapping. This systematic procedure ensures the
transfer of good properties such as positivity preservation and entropy stability. In this
framework, the conservativity and the entropy stability are no more locally face-based
but result respectively from a scalar inequation and a node-based vectorial equation by
calling upon the Lagrangian nodal solver. The corresponding multi-dimensional Finite
Volume scheme is characterized by an explicit time step condition ensuring positivity
preservation and entropy stability.

For a thorough demonstration, in Chapter 4, the numerical scheme is applied on the
two-dimensional gas dynamics equation in the first place. An associated Finite Volume

5



6 Chapter 1 : Introduction

simulation code has been built in multi-dimensions for unstructured meshes. Paralleliza-
tion has been accomplished using the MPI library embedded in PETSc. After assessing
the scheme in a two-dimensional case, the three-dimensional case, which is a direct ex-
tension of the two-dimension one is achieved. A large set of numerical experiments shows
that the proposed solver is less sensitive to spurious instabilities such as the infamous car-
buncle, compared to the classical one. To further improve accuracy, the current scheme
has been extended to second-order in time and space. An implicit time discretization is
also implemented in order to study steady inviscid flows.

In Chapter 5, we implement the numerical scheme on conservative laws with source
terms, namely the shallow-water equations, with the aim of building a well-balanced
Godunov-type scheme. Similarly to the previous chapters, a simple approximate Eulerian
Riemann solver is built from the Lagrangian counterpart in one-dimensional and a large
set of numerical experiments were done in order to assess the positivity-preserving and
well-balanced properties of the scheme. We then follow up with the two-dimensional
extension by incorporating the two-dimensional shallow-water equations in the subface-
based scheme.

Conclusions and perspectives are then drawn in the final section.

6
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Godunov-type scheme for  
1D system of conservation laws 

1D Lagrangian Riemann solver:  

Characteristics: 
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Lagrange-to-Euler mapping

Multidimensional Godunov-type scheme on 
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Figure 1.1: Workflow Diagram.
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2 One-dimensional Godunov-type Finite
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This chapter is based upon the work presented in Chan et al. (2021) where we will
be building on Gallice (2003)’s work on the contact discontinuity preserving Lagrangian
Riemann solver that is positivity preserving and entropy stable. As presented in Gallice
(2003)’s work, the positivity conservation and entropy stability properties are imposed
onto the Riemann solver in the Lagrangian framework that will be used to derive its
counterpart in the Eulerian framework. The associated numerical scheme in both the
Lagrangian and Eulerian framework will be first order accurate in both space and time
to begin with.

A high-order accurate extension is then introduced. Polynomial reconstruction using
a least-square minimization algorithm is employed to gain high accuracy in space, further
completed with Runge-Kutta time integrators. Robustness of the high-order computa-
tions and its ability to inherit the expected properties from the first order scheme are
achieved thanks to the MOOD paradigm based on a posteriori limiting and local or-
der decrementing. In this MOOD paradigm, of paramount importance, is the so-called
’parachute’ scheme. This is a robust and dissipative scheme that is provably preserv-
ing the physical admissible states. The first-order Eulerian scheme based upon the La-
grangian Riemann solver developed will play this crucial role. Numerical tests are done
to illustrate and validate this family of high-order Eulerian numerical schemes.

Therefore, the aim of this section is to:

• Recall the fundamental notions of approximate Riemann solvers and Godunov-type
schemes.
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• Present the relation between the Eulerian and Lagrangian forms of systems of con-
servation laws in 1D with interesting properties.

• Develop a first-order Godunov type scheme that will be used as the parachute
scheme of the high-order MOOD extension.

• Validate the Lagrangian, Eulerian and high-order Eulerian schemes on demanding
test cases.

2.1 Godunov-type schemes
In this section, we aim at recalling the fundamental notions of Godunov-type schemes
and approximate Riemann solvers, which are often the cornerstone of any proper Finite
Volume discretization dedicated to the numerical approximation of non-linear hyperbolic
systems of conservation laws.

2.1.1 Notations and governing equations
Let us consider U = U(x, t) a vector valued function which depends on the spatial
coordinate x ∈ R and on the time t > 0. This function satisfies the system of conservation
laws

∂U
∂t

+ ∂F(U)
∂x

= 0, (2.1.1)

where F(U) = F(U(x, t)) denotes the flux vector. Its domain of definition , D, is supposed
convex. We assume that (2.1.1) is equipped with an entropy-entropy flux pair(Σ, Q),
meaning that U→ Σ(U) is convex and Q satisfies

∂Q

∂U
=
(
∂F
∂U

)t
∂Σ
∂U

.

We are looking for entropic solutions of (2.1.1) satisfying the entropy inequality, refer
to Harten et al. (1983),

∂Σ(U)
∂t

+ ∂(U)
∂x

≤ 0. (2.1.2)

The construction of Finite Volume numerical discretization of (2.1.1) generally relies on
the solution of the Riemann problem,

∂U
∂t

+ ∂F(U)
∂x

= 0.

U(x, 0) =
{

Ul if x < 0,
Ur if x > 0.

(2.1.3)

Let W be an approximation of the solution of this Riemann problem, namely an approx-
imate Riemann solver. Generally, W shall depend on x

t
, Ul and Ur and we thus denote

10



2.1 Godunov-type schemes 11

it by W
(
x

t
,Ul,Ur

)
or Wl,r

(
x

t

)
. The approximate Riemann solver has to fulfill the

basic requirements

• W
(
x

t
,Ul,Ur

)
= Ul for −

x

t
large enough,

• W
(
x

t
,Ul,Ur

)
= Ur for

x

t
large enough,

• W
(
x

t
,U,U

)
= U.

Let xi+ 1
2
for i = 0, . . . , I + 1, with xi+ 1

2
< xi+ 3

2
denote a sequence of nodes defining a

one-dimensional grid and Un
i for i = 1, . . . , I + 1 the numerical approximation fo the

solution of (2.1.1) at time t = tn which is constant over the cell [xi− 1
2
, xi+ 1

2
].

Without loss of generality, we assume that the grid spacing ∆x = xi+ 1
2
− xi− 1

2
is

constant. For the sake of simplicity, we adopt the following notation convention where at
each interface between two cells, Wi+ 1

2

(
x

t

)
= W

(
x

t
,Ui,Ui+1

)
. With this in mind and

following Harten et al. (1983), we shall recall the definition of a Godunov-type scheme.

Definition 2.1.1. [Godunov-type scheme] The approximate Riemann solver W induces
a Godunov-type scheme given by

Un+1
i = 1

2(U+
i− 1

2
+ U−

i+ 1
2
), (2.1.4)

where

U+
i− 1

2
= 2

∆x

∆x
2∫

0

Wi− 1
2

(
x

∆t

)
dx , U−

i+ 1
2

= 2
∆x

0∫
−∆x

2

Wi+ 1
2

(
x

∆t

)
dx.

Here, ∆t = tn+1 − tn > 0 is the time step.

We are now in position to introduce the definition of the cell interface numerical
fluxes that will be useful to construct Finite-Volume discretization. The numerical fluxes
at interfaces xi− 1

2
and xi+ 1

2
viewed from cell i is deduced by integrating (2.1.1) respectively

over [tn, tn+1]× [xi− 1
2
, xi] and [tn, tn+1]× [xi, xi+ 1

2
] and are defined respectively by

F+
i− 1

2
= F+(Ui−1,Un

i ) = F(Ui)−
∆x
2∆tU

n
i + 1

∆t

∆x
2∫

0

Wi− 1
2

(
x

∆t

)
dx,

F−
i+ 1

2
= F−(Ui,Un

i+1) = F(Ui)−
∆x
2∆tU

n
i −

1
∆t

0∫
∆x
2

Wi+ 1
2

(
x

∆t

)
dx.

(2.1.5)

11



12 Chapter 2 : One-dimensional Godunov-type Finite Volume scheme

Definition 2.1.1 allows us to write the numerical scheme (2.1.4) under the form

Un+1
i = Un

i −
∆t
∆x(F−

i+ 1
2
− F+

i+ 1
2
). (2.1.6)

Following Harten et al. (1983) and Bouchut (2004), for a small enough time step ∆t, the
left-sided and right-sided numerical fluxes at a generic interface written under a compact
form yields

F+(Ul,Ur) = F(Ur) +
+∞∫
0

(Wl,r(ξ)−Ur)dξ,

F−(Ul,Ur) = F(Ul)−
0∫

−∞

(Wl,r(ξ)−Ul)dξ,
(2.1.7)

eliminating the dependency on ∆t and ∆x.

2.1.2 Conservative Godunov-type schemes

In order to guarantee weak solutions satisfying Rankine-Hugoniot relations at discontinu-
ities, it is important that the Godunov-type scheme be conservative. Let us consider the
numerical scheme characterized by the piecewise constant approximation Un

i satisfying
(2.1.6). This numerical scheme is globally conservative if for all sequences (Un

i )i there
holds ∑

i

Un+1
i =

∑
i

Un
i .

Substituting (2.1.6) in the left-hand side of the foregoing equation leads to∑
i

(F−
i+ 1

2
− F+

i− 1
2
) = 0⇐⇒

∑
i

(F−
i+ 1

2
− F+

i+ 1
2
) = 0.

Since, this must hold true for all sequences (Un
i )i, the sufficient condition amounts to

write F−
i+ 1

2
−F+

i+ 1
2

= 0 for all i. Finally, we claim that the scheme is locally conservative
if for all left and right states, Ul and Ur, we have F+(Ul,Ur) = F−(Ul,Ur). The scheme
is conservative if the left-sided and right-sided interface numerical fluxes coincide, refer
to Godlewski & Raviart (1996). Computing the difference between the right-sided and
left-sided fluxes leads to

F+(Ul,Ur)− F−(Ul,Ur) = Fr +
∞∫
0

(Wl,r(ξ)−Ur)dξ − Fl +
0∫

−∞

(Wl,r(ξ)−Ul)dξ,

gathering the integral terms yields

F+(Ul,Ur)− F−(Ul,Ur) = Fr − Fl +
+∞∫
−∞

(Wl,r(ξ)−U0(ξ))dξ. (2.1.8)

12



2.1 Godunov-type schemes 13

This allows to recall the well-known results from Harten et al. (1983) regarding the
consistency of the approximate Riemann solver with the integral form of the system of
conservation laws.

Proposition 2.1.1 (Consistency with the integral form of the conservation laws). The
approximate Riemann solver W is consistent with the integral form of the conservation
law (2.1.1) if and only if

+∞∫
−∞

[Wl,r(ξ)−U0(ξ)]dξ + Fr − Fl = 0. (2.1.9)

In this case, the Finite Volume scheme (2.1.4) induced by the approximate Riemann
solver is conservative.

2.1.3 Entropic Godunov-type schemes

The entropy fluxes can be defined similarly to what has been done previously for the
left-sided and right-sided fluxes. We define the left-sided and right-sided entropy fluxes
as

Q+(Ul,Ur) = Qr −
∆x
2∆tΣr + 1

∆t

∆x
2∫

0

Σ
(

Wl,r

(
x

∆t

))
dx,

Q−(Ul,Ur) = Ql + ∆x
2∆tΣl −

1
∆t

0∫
−∆x

2

Σ
(

Wl,r

(
x

∆t

))
dx,

(2.1.10)

where Qs = Q(Us) and Σs = Σ(Us) for s = l, r. Introducing Q+
i− 1

2
= Q+(Un

i−1,Un
i ) and

Q−
i+ 1

2
= Q−(Un

i ,Un
i+1) and subtracting Q+

i− 1
2
from Q−

i+ 1
2
, we arrive at

Q−
i+ 1

2
−Q+

i− 1
2

= ∆x
∆tΣn

i −
1

∆t


0∫

−∆x
2

Σ
(

Wi+ 1
2

(
x

∆t

))
dx+

∆x
2∫

0

Σ
(

Wi− 1
2

(
x

∆t

))
dx

 ,
where Σn

i = Σ(Un
i ). By virtue of the entropy convexity and the use of Jensen (1906)’s

inequality, we arrive at

Σn+1
i ≤ 1

2(Σ+
i− 1

2
+ Σ−

i+ 1
2
)

≤ 1
∆x


∆x
2∫

0

Σ(Wi− 1
2

(
x

∆t

)
)dx+

0∫
−∆x

2

Σ(Wi+ 1
2

(
x

∆t

)
)

 ,

13
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where Σ+
i− 1

2
= Σ(U+

i− 1
2
) and Σ−

i+ 1
2

= Σ(U−
i+ 1

2
). Finally, the entropy inequality yields

Σn+1
i − Σn

i + ∆t
∆x(Q−

i+ 1
2
−Q+

i− 1
2
) ≤ 0, (2.1.11)

where the left-sided and right-sided entropy fluxes are respectively defined by (2.1.10).
This inequality is the counterpart of (2.1.4) for entropy.

Similarly to what has been done for the numerical fluxes, the left-sided and right-sided
entropy fluxes Q− and Q+ can be re-written in the compact form

Q+(Ul,Ur) = Qr +
+∞∫
0

(Σ(Wl,r(ξ))−Ur)dξ,

Q−(Ul,Ur) = Ql −
0∫

−∞

(Σ(Wl,r(ξ))−Ul)dξ,
(2.1.12)

allowing to suppress the dependency of the entropy fluxes on ∆t and δx.

At a discrete level, we aim at designing entropic numerical scheme characterized by
the piecewise constant approximation Un

i that satisfies (2.1.4). This numerical scheme is
entropic if for all sequences (Un

i )i, the total entropy decreases with respect to time∑
i

Σn+1
i ≤

∑
i

Σn
i ,

where Σn
i = Σ(Un

i ) and Σn+1
i = Σ(Un+1

i ). By virtue of (2.1.11), the total entropy is
decreasing for all ∆t and (Un

i )i, provided that∑
i

(Q−
i+ 1

2
−Q+

i+ 1
2
) ≥ 0.

Following Harten et al. (1983) once again, we introduce the consistency of the approximate
Riemann solver with the integral form of the entropy inequality.

Definition 2.1.2 (Consistency with the integral form of the entropy inequality). The
approximate Riemann solver W is consistent with the integral form of the entropy in-
equality (2.1.2) if and only if

+∞∫
−∞

[Σ(Wl,r(ξ))− Σ0(ξ)]dξ +Qr −Ql ≤ 0. (2.1.13)

In this case, the numerical scheme (2.1.4) is entropic.

14



2.1 Godunov-type schemes 15

2.1.4 Simple Riemann solvers
Now that we have introduced the notion of conservative and entropic Godunov-type nu-
merical schemes, we recall the definition of simple approximate Riemann solvers following
the pioneering works of Gallice (2003, 2000) and Bouchut (2004).

Definition 2.1.3 (Simple Riemann solver). A Riemann solver W is simple if and only
if it consists of (m + 1) constant states (Uk)m+1

k=1 , separated by discontinuities of slopes
(Λk)mk=1 in the (x, t) plane. More precisely,

Wlr

(
x

t

)
=


U1 = Ul if x

t
< Λl,

Uk if Λk−1 <
x

t
< Λk, k = 2, . . . ,m,

Um+1 = Ur if Λm ≤
x

t
.

(2.1.14)

The simple approximate Riemann solver is denoted ((Uk)k, (Λk)k).

As suggested by its name, the simple solvers represent the simplest form of approx-
imate solvers. Among others, Roe (1981) solver, HLL solver by Harten et al. (1983)
and HLLC solver from Toro (1999) are famous examples of simple approximate Riemann
solvers. Before wrapping up this section, we recall some useful results that enable their
characterization.

Proposition 2.1.2 (Characterization of conservative and entropic simple Riemann
solver). A simple Riemann solver induces a conservative Godunov-type scheme if and
only if

−
m∑
k=1

Λk(Uk+1 −Uk) + Fr − Fl = 0. (2.1.15)

In this case, the numerical flux writes

H(Ul,Ur) = 1
2

[
Fl + Fr −

m∑
k=1
|Λk|(Uk+1 −Uk)

]
. (2.1.16)

In addition, the simple Riemann solver induces an entropic Godunov-type scheme if and
only if

−
m∑
k=1

Λk(Σk+1 − Σk) +Qr −Ql ≤ 0. (2.1.17)

The expression of the numerical flux (2.1.16) results from the computation of the
left-sided flux F− and the right-sided flux F+ at the interface x = 0. Substituting the
simple approximate Riemann solver into (2.1.7) respectively, we arrive at

F− = Fl −
m∑
k=1

Λ−k (Uk+1 −Uk),

F+ = Fr −
m∑
k=1

Λ+
k (Uk+1 −Uk),

15
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where for any real x, x+ = 1
2(|x|+x) and x− = 1

2(|x|−x) denote respectively the positive
and the negative parts of x. The numerical scheme is conservative when the left-sided and
right-sided fluxes coincide, namely F+−F− = 0, hence the equation (2.1.15). In this case,
the numerical flux at the interface is readily obtained as H(Ul,Ur) = 1

2(F+ + F−). We
proceed similarly with the entropy inequality computing the left sided Q− and right-sided
Q+ entropy fluxes thanks to (2.1.10) respectively.

The following section introduces the conservative laws of gas dynamics in the Eulerian
framework, followed by the fundamental relation between the Eulerian and Lagrangian
form by recalling the Euler-Lagrangian mapping which allows to develop the gas dynamics
system in the Lagrangian framework.

2.2 Positivity-preserving and entropy consistent ap-
proximate Riemann solver

To illustrate the theoretical notions previously introduced, we aim at recalling the con-
struction of a simple approximate Riemann solver dedicated to the numerical simulation
of one-dimensional gas dynamics. We start by recalling formally the links between the
smooth and discontinuous solutions of the Lagrangian and Eulerian representations of
one-dimensional gas dynamics equations. In the sequel, these notions shall be useful
to derive approximate Riemann solvers in both representations. We also quote Gallice
(1997) wherein a general framework relating Eulerian and Lagrangian representations of
general systems of one-dimensional conservation laws is introduced.

2.2.1 One-dimensional gas dynamics under Eulerian form

The compressible Euler equations are dedicated to the modeling of inviscid non heat con-
ducting fluids. The one-dimensional conservation laws of gas dynamics equation written
under Eulerian representation consist of a set of partial differential equations (PDEs)
that describes respectively the conservation of mass, momentum and total energy of a
fluid particle at the current spatial position, x. Note that x is referred to as the Eule-
rian coordinate. Denoting the time, t > 0, the gas dynamics equations in the Eulerian
framework written under the form of the system of conservation laws yield

∂U
∂t

+ ∂

∂x
F(U) = 0. (2.2.1)

Here, U = U(x, t) and F(U) = F(U(x, t)) are respectively the vector of conservative
variables and the flux vector. More precisely

U = (ρ, ρu, ρe)t, F = (ρu, ρu2 + p, ρue+ pu)t,

16



2.2 Positivity-preserving and entropy consistent approximate Riemann solver 17

where ρ denotes the mass density, u is the velocity, e is the specific total energy and p
the pressure. The specific total energy is the sum of the specific internal energy ε, and
the specific kinetic energy, 1

2u
2, that is e = ε+ 1

2u
2.

The thermodynamic closure of this system is obtained through the use of an equation
of state (EOS) that writes p = p(ρ, ε). For numerical applications, we use the gamma
gas law i.e., p = ρ(γ − 1)ε with γ the polytropic index of the gas.

2.2.2 Lagrange-Euler transformation
Let X denote the initial position of the material particle located at x at time t > 0.
We represent the motion of this material particle with respect to time introducing the
Lagrange-Euler mapping (LEM)

Φ : X 7→ x = Φ(X, t). (2.2.2)

By definition, this mapping satisfies Φ(X, 0) = X and its Jacobian, J , reads

J(X, t) = ∂Φ
∂X

. (2.2.3)

Noticing that J(X, 0) = 1, a continuity argument leads us to assume that J(X, t) > 0 for
t > 0. This ensures that the LEM is a one-to-one mapping. The partial derivative of Φ
with respect to t holding X fixed is nothing but the kinematic velocity

u(X, t) = ∂Φ
∂t
|X .

Time differentiating the Jacobian of the LEM and utilizing the definition of the kinematic
velocity yields the Geometric Conservation Law (GCL)

∂J

∂t
− ∂u

∂X
= 0. (2.2.4)

Let us point out that the kinematic velocity and the GCL have been derived by means
of the LEM and independently of the system of conservation laws (2.2.1). Obviously, the
kinematic velocity coincides with the fluid velocity initially introduced in (2.2.1). Physical
variables can be represented regardless in the Lagrangian form or in the Eulerian one.
By an abuse of notation, we shall set

U(X, t) = U(Φ(X, t), t) = U(x, t), (2.2.5)

in the sequel of the paper, knowing that x = Φ(X, t). Time differentiating the foregoing
identity, holding X fixed, we arrive at

∂U(X, t)
∂t

|X = ∂U(x, t)
∂t

|x + u
∂U(x, t)
∂x

. (2.2.6)

17



18 Chapter 2 : One-dimensional Godunov-type Finite Volume scheme

This equation expresses nothing but the fact that the Lagrangian time derivative (holding
X fixed) coincides with the so-called material derivative. Finally, combining identity
(2.2.6) and the GCL, we arrive at

J−1∂(JU)
∂t
|X = ∂U

∂t
|x + ∂(uU)

∂x
. (2.2.7)

This last identity will be of great help to transform the Eulerian system of conservation
laws (2.2.1) into its Lagrangian counterpart.

Substituting identity (2.2.7) into (2.2.1) leads formally to

J−1∂(JU)
∂t
|X + ∂

∂x
(F(U)− uU) = 0. (2.2.8)

Recalling that J dX = dx, the above equation turns into

∂(JU)
∂t
|X + ∂

∂X
(F(U)− uU) = 0. (2.2.9)

From now on, we omit to specify that the time derivative is taken holding X fixed. Let
us point out that the first component of this system, i.e., the mass conservation equation,
boils down to the trivial equation ∂(ρJ)

∂t
= 0, which after time integration yields

(ρJ)(X, t) = ρ0(X), (2.2.10)

where ρ0(X) > 0 denotes the initial mass density distribution. Thanks to mass conser-
vation, the Jacobian rewrites J = ρ0τ , where τ = 1

ρ
is the specific volume assuming that

ρ > 0. Substituting this expression of the Jacobian into the GCL leads to

ρ0∂τ

∂t
− ∂u

∂X
= 0. (2.2.11)

Finally, gathering the foregoing results we are now in position to write the Lagrangian
form of the one-dimensional gas dynamics

ρ0∂V
∂t

+ ∂G
∂X

= 0, (2.2.12)

where V = (τ, u, e)t and G = (−u, p, pu)t are respectively the vector of conservative
variables and the flux vector in the Lagrangian frame. We observe that the second and
third components of the flux and the conservative variables written in Lagrangian and
Eulerian forms are related by

V = τU, G = F− uU. (2.2.13)

18



2.2 Positivity-preserving and entropy consistent approximate Riemann solver 19

Assuming that the specific internal energy is a strictly convex function with respect to
the specific volume, τ , and to the specific entropy, η, the Hessian of ε(τ, η) is positive
definite, giving

∂2ε

∂τ 2 > 0 , ∂
2ε

∂η2 > 0 ,
(
∂2ε

∂τ 2

)(
∂2ε

∂η2

)
−
(
∂2ε

∂τ∂η

)2

> 0 (2.2.14)

This amounts to say that (τ, ε) 7→ η(τ, ε) is strictly concave. The thermodynamic closure
of this system is completed by expressing the pressure, p, and the temperature, θ, in
terms of the partial derivatives of the specific internal energy

p(τ, η) = −∂ε
∂τ
, θ(τ, η) = ∂ε

∂η
. (2.2.15)

This corresponds to the complete equation of state. We also assume that the temperature
is strictly positive, i.e., θ > 0. The convexity assumption allows us to define the isentropic
sound speed

a

τ
=
(
−∂p
∂τ

) 1
2

=
(
∂2ε

∂τ 2

) 1
2

. (2.2.16)

With this thermodynamic closure, one can easily demonstrate that the one-dimensional
Eulerian gas dynamics equations consist of an hyperbolic system characterized by the

real eigenvalues
(
− a

ρ0τ
, 0, a

ρ0τ

)
. The interesting reader might find the detailed demon-

stration, for instance, in Godlewski & Raviart (1996). Moreover, the complete equation
of state implies the fundamental Gibbs relation

θ dη = p dτ + dε. (2.2.17)

Observing that dε = de−u du, the substitution of the Lagrangian gas dynamics equations
into the Gibbs relation leads to the supplementary conservation law

ρ0∂η

∂t
= 0. (2.2.18)

This latter demonstrates that the entropy is conserved for smooth flows. More precisely,
time integrating the above equation yields η(X, t) = η(X, 0). Namely, the entropy of a
material particle at time t > 0 is equal to its initial value. On the other hand, for non
smooth flows, the physically admissible piecewise continuous solutions have to satisfy the
entropy inequality

ρ0∂η

∂t
≥ 0. (2.2.19)

The Eulerian counterpart of the Lagrangian entropy conservation equation (2.2.18) is

19



20 Chapter 2 : One-dimensional Godunov-type Finite Volume scheme

readily obtained recalling that ρJ = ρ0 and thanks to identity (2.2.7)

∂(ρη)
∂t
|x + ∂(ρηu)

∂x
= 0. (2.2.20)

This equation expresses the conservation of entropy for smooth flows in the Eulerian
frame, or equivalently, that the entropy is conserved along the trajectory of material
particles. For non smooth flows, the Eulerian counterpart of the Lagrangian entropy
inequality (2.2.19) reads

∂(ρη)
∂t
|x + ∂(ρηu)

∂x
≥ 0. (2.2.21)

2.2.3 Simple approximate Riemann solver for Lagrangian gas
dynamics

Here, inspired by the seminal works of Gallice (2003), we start by designing a family of
approximate Riemann solvers for gas dynamics equations written under Lagrangian rep-
resentation, which depends on two parameters. Then, we describe how to monitor these
parameters to ensure good theoretical properties such as positivity of specific volume and
internal energy and also an entropy inequality. Finally, we arrive at the description of a
family of Eulerian approximate Riemann solvers simply deduced from their Lagrangian
counterparts by mimicking the Lagrange Euler mapping at the discrete level. In this
framework, the good properties of the Lagrangian approximate Riemann solver are di-
rectly transferred to the Eulerian one. The Riemann problem related to Lagrangian gas
dynamics reads

∂V
∂t

+ ∂G(V)
∂m

= 0, V(m, 0) =
Vl if m < 0,

Vr if m ≥ 0.
(2.2.22)

Let WLagr

(
Vl,Vr,

m

t

)
be an approximate solution to the Riemann problem (3.3.5)

defined by

WLagr
(

Vl,Vr,
m

t

)
=



Vl if m

t
< λl,

V?
l if λl <

m

t
< 0,

V?
r if 0 < m

t
< λr,

Vr if λr <
m

t
.

(2.2.23)

Following Gallice (2003), WLagr is named simple Riemann solver since it consists of four
constant states (Vl,V?

l ,V?
r,Vr) separated by the three discontinuities characterized by

the speeds (λl, 0, λr). Here, λl and λr are given strictly positive parameters. It is worth
noticing that the three discontinuity speeds of WLagr are prescribed to mimic the three
eigenvalues of the continuous problem (2.2.12). The structure of the simple Riemann
solver for Lagrangian gas dynamics is displayed in figure 2.1. The intermediate states

20
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Figure 2.1: Simple Riemann solver for Lagrangian gas dynamics.

write V?
s = (τ ?s , u?s, e?s)t and e?s = ε?s + 1

2(u?s)2 for s = l, r. For now on, for any variable or
equation with subscript s we assume that it holds for s = l, r.

Characterization of the simple approximate Riemann solver. To characterize
the approximate Riemann solver, it is useful to introduce the intermediate fluxes Gl and
Gr defined by the jump relations across the left-sided and the right-sided waves

λl(V?
l −Vl) + Gl −Gl = 0, (2.2.24a)

−λr(Vr −V?
r) + Gr −Gr = 0. (2.2.24b)

By virtue of (2.1.15) the simple Riemann solver is conservative if and only if

λl(V?
l −Vl)− λr(Vr −V?

r) + Gr −Gl = 0. (2.2.25)

Summing (2.2.24a) and (2.2.24b), we readily obtain that the Lagrangian simple approxi-
mate Riemann is conservative if and only if Gl = Gr = G where G denotes the common
value of the intermediate flux

G = (−u, p, pu)t.

With this notation, the jump relations (2.2.24a) and (2.2.24b) expand into

λl(τ ?l − τl)− (u− ul) = 0, (2.2.26a)
λl(u?l − ul) + p− pl = 0, (2.2.26b)
λl(e?l − el) + pu− plul = 0, (2.2.26c)
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22 Chapter 2 : One-dimensional Godunov-type Finite Volume scheme

and the right ones

λr(τ ?r − τr) + u− ur = 0, (2.2.27a)
λr(u?r − ur)− (p− pr) = 0, (2.2.27b)
λr(e?r − er)− (pu− prur) = 0. (2.2.27c)

Assuming that the wave speeds λl and λr are known parameters, this results in a system of
6 scalar equations for 9 scalar unknowns τ ?s , u?s, e?s, u, p and pu. Following Gallice (2002a,
2003), the closure of the foregoing systems shall rely on the natural assumptions:

• The numerical energy flux writes pu = p u;

• Hypothesis (H1) is fulfilled where

(H1) :
λl(τ ?l − τl)− (u?l − ul) = 0,
0(τ ?r − τ ?l )− (u?r − u?l ) = 0,
−λr(τr − τ ?r )− (ur − u?r) = 0.

(2.2.28)

Now, combining (2.2.28) with the first equations of (2.2.26) and (2.2.27), we arrive
at u?l = u?r = u?, where u? denotes the common value of the intermediate velocity and
u? = u, allowing to turn the system into a set of 6 scalar equations for 5 unknowns.
Next, let us derive expressions of these unknowns in terms of the parameters λl and λr.
These explicit expressions shall be useful to exhibit explicit conditions on the parameters
to enforce positivity of specific volumes, specific internal energies and entropy control
on the intermediate states of our approximate Riemann solver. We start by summing
(2.2.26b) and (2.2.27b) and we readily get the explicit expression of u? in terms of the
parameters λl and λr

u? = λlul + λrur
λl + λr

− pr − pl
λl + λr

. (2.2.29)

Then, substituting this expression into (2.2.26a) and (2.2.27a) yields the explicit expres-
sion of τ ?l and τ ?r in terms of parameters λl and λr as

τ ?l = λl
λl + λr

(
τl −

JpK
λ2
l

)
+ λr
λl + λr

(
τl + JuK

λl

)
, (2.2.30a)

τ ?r = λl
λl + λr

(
τr + JuK

λr

)
+ λr
λl + λr

(
τr + JpK

λ2
r

)
, (2.2.30b)

where the bracket terms are the jump of the variables JpK = pr−pl and JuK = ur−ul . It is
also interesting to derive the balance of internal energy for the left and right intermediate
states. To this end, we compute the balance of kinetic energy dot-multiplying the balance
of momentum (2.2.26b) (resp. (2.2.27b)) by the centered velocity 1

2(u?+ul) (resp.
1
2(u?+

ur)). Then, subtracting the kinetic energy balance on the left (resp. right) side to the
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2.2 Positivity-preserving and entropy consistent approximate Riemann solver 23

total energy balance (2.2.26c) (resp. (2.2.27c)) we arrive at

ε?s − εs + p+ ps
2 (τ ?s − τs) = 0. (2.2.31)

Here, we have used the fact that λl and λr are strictly positive parameters and e?s =
ε?s + 1

2u
?.This equation is similar to the well known Hugoniot equation that characterizes

the locus of the states resulting from a shock wave. However, this is not exactly the
Hugoniot equation since p does not correspond to a thermodynamic pressure, i.e., p 6=
p(τ ?s , η?s). In fact, p is directly expressed by solving the foregoing systems of equation. For
instance, substituting (2.2.26a) (resp. (2.2.27a)) into (2.2.26b) (resp. (2.2.27b)) leads to
the expression of p− ps in terms of τ ?s − τs and λs

p− ps = −λ2
s(τ ?s − τs). (2.2.32)

This equation shows that p is a decreasing function with respect to τ ?s ,which is a phys-
ical admissible behavior. We are now in position to derive explicit conditions on the
parameters λl and λr to enforce positivity properties.

2.2.4 Positivity properties and inequality entropy of the La-
grangian simple Riemann solver

2.2.4.a Positivity of the specific internal energy

Let us derive an explicit condition on λs to ensure the positivity of ε?s. We express ε?s in
terms of εs and τ ?s −τs substituting p? expression (2.2.32) into the energy balance (2.2.31)

ε?s = εs − ps(τ ?s − τs) + λs
2 (τ ?s − τs)2. (2.2.33)

Hence, the specific internal energy is a quadratic convex function with respect to the
specific volume jump. It is thus always greater than or equal to its minimum value

ε?s ≥ εs −
p2
s

2λ2
s

.

Therefore, the positivity of specific internal energy ε?s is ensured provided that parameter
λs satisfies the condition

λs ≥
ps√
2εs

. (2.2.34)

This condition is not overly restrictive. Indeed, for a perfect gas equation of state,
p = (γ − 1)ρε, where γ > 1 is the polytropic index, the foregoing condition boils down

to λs ≥
√
γ − 1

2γ ρsas. This shows that the parameter λs only needs to be greater than or

equal to a fraction of the acoustic impedance to ensure the positivity of specific internal
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24 Chapter 2 : One-dimensional Godunov-type Finite Volume scheme

energy. Condition (2.2.34) is relatively well known and has already been given in Vilar
et al. (2016). Moreover, if the equation of state is such that the isentrope curves are
convex, i.e., the function τ 7→ p(τ, η) is strictly convex with respect to τ , then the
following inequality holds true Menikoff & B.J.Plohr (1989)

a2

τ 2 ≥
p2

2ε.

Combining this result with condition (2.2.34) leads to claim that for a convex equation of
state, the approximate Riemann solver preserves the positivity of internal energy provided
parameter λs fulfills

λs ≥ ρsas. (2.2.35)

This last condition simply expresses that the parameters should be greater than or equal
to the acoustic impedance. We note in passing that the classical Godunov acoustic solver
relying on the particular choice λs = ρsas should preserve the positivity of the specific
internal energy for any convex equation of state.

2.2.4.b Positivity of the specific volume

In this paragraph, we derive explicit conditions on λl, λr to ensure the strict positivity of
τ ?l and τ ?r . First, by virtue of (2.2.30a) and (2.2.30b), it is obvious that τ ?l and τ ?r result
in a convex combination of the terms between parentheses. Thus, the positivity of the
specific volume holds true provided that these terms between parentheses are positive.
This leads us to claim that the positivity of τ ?l and τ ?r is taken for granted if λl and λr
are defined by

λl = max
ρlal,

√
JpK+

τl
,−JuK

τl

 , and λr = max
ρrar,

√
J−pK+

τr
,−JuK

τr

 , (2.2.36)

where for x ∈ R, (x)+ denotes the positive part of x, i.e., (x)+ = 1
2(x+ |x|). Let us point

out that the above condition provides us an explicit definition of the parameters λl and
λr in terms of the initial left and right states. In addition, these parameters are always
greater than or equal to the left and right acoustic impedances. We observe that this
condition has been already proposed in Bouchut & de Luna (2009) where approximate
Riemann solvers are constructed by means of relaxation schemes. In the sequel of the
paper, this approach to monitor the parameters (λl, λr) will be referred to as method 1.

An alternative approach to enforce the positivity of the specific volumes, (τ ?l , τ ?r ), has
been proposed in Gallice (2002a). It consists in assuming that the parameters, (λl, λr),
are linked by the ratio r = λr

λl
. Substituting λr = rλl (resp. λl = 1

r
λr) into (2.2.30a)

(resp. (2.2.30b)) leads to the following expressions for τ ?l (resp. τ ?r )

τ ?l = (1 + r)τlλ2
l + rJuKλl − JpK

(1 + r)λ2
l

, τ ?r = (1 + r)τrλ2
r + JuKλr + rJpK

(1 + r)λ2
r

.
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2.2 Positivity-preserving and entropy consistent approximate Riemann solver 25

We observe that the positivity of τ ?l (resp. τ ?r ) is strictly equivalent to the positivity of
the quadratic function with respect to λl (resp. λr) present at the numerator of the above
rational expressions. Introducing the discriminants

∆l = r2JuK2 + 4(1 + r)τlJpK, ∆r = JuK2 − 4r(1 + r)τrJpK,

we arrive at the following conditions to ensure the positivity of the specific volumes.

• The positivity of τ ?l holds true if

∆l ≤ 0 or if ∆l > 0 and λl > λ+
l = 1

2(1 + r)τl
(−rJuK +

√
∆l), λr > rλ+

l .

(2.2.37)

• The positivity of τ ?r holds true if

∆r ≤ 0 or if ∆r > 0 and λr > λ+
r = 1

2(1 + r)τr
(−JuK +

√
∆r), λl >

1
r
λ+
r .

(2.2.38)

For practical applications, the parameter r is defined as the ratio of the acoustic
impedances, that is, r = ρrar

ρlal
. This method of monitoring the parameters (λl, λr) to

enforce the positivity of the specific volumes will be referred to as method 2 in the
sequel of the text. Let us note that this approach might be also employed to enforce the
positivity of the specific energies ε?l and ε?r, the interested reader should refer to Gallice
(2003) for more details.

The last approach to enforce the positivity of the specific volumes, (τ ?l , τ ?r ), method
3, consists in analyzing the signs of the right-hand side of (2.2.30a) and (2.2.30b) as
functions of unknowns λl and λr with parameters JuK, JpK, τl and τr. The specific volumes
τ ?l and τ ?r remain positive assuming that τl and τr are strictly positive, recalling that

τ ?l = τl + 1
λl(λl + λr)

(λrJuK− JpK) , τ ?r = τr + 1
λl(λr + λr)

(λlJuK− JpK) . (2.2.39)

These explicit expressions of the specific volumes τ ?l and τ ?r have been obtained substi-
tuting the expression of u? (2.2.29) into the left and right jump relations, respectively
(2.2.26a) and (2.2.27a). To ease the study let us rename the unknowns as x = λl > 0,
y = λr > 0 and the parameters are for s = l, r

as = JuK
τs
, bs = JpK

τs
−→ sgn(al) = sgn(ar) and sgn(bl) = sgn(br). (2.2.40)

Notice that the signs of a and b are a priori unspecified but τl > 0 and τr > 0, and,
al = ar, bl = br if and only if τl = τr. Then (2.2.39) recasts into

(x, y) ∈ R+ × R+ 7−→
{
L(x, y) = x(x+ y) + al y − bl,
R(x, y) = y(x+ y) + ar y + br.

(2.2.41)
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26 Chapter 2 : One-dimensional Godunov-type Finite Volume scheme

Hence, depending on the signs of a and b we may have different situations to consider,
each L and R functions having different positive regions. Because L and R must be
positive simultaneously, the intersection of these regions will be carried on as a last step.
Notice that the terms x(x+ y) ≥ 0 and y(x+ y) ≥ 0 because (x, y) ∈ R+×R+, therefore
the negative parts of L(x, y) and R(x, y) are necessarily resulting from the terms asy−bs.
Let us first study L(x, y) as a function of the sign of al and bl.

Case ++: al > 0, bl > 0 In this case we have only bl which contributes for the
negativity:

L(x, y) = x(x+ y) + y, al︸ ︷︷ ︸
≥0

−bl︸︷︷︸
≤0

, (2.2.42)

The hyperbole L intersects the x-axis at x =
√
bl and the y-axis at y = bl

al
, and to ensure

the positivity it is sufficient that (x, y) belongs to the following positivity region

C++
L =

{
M = (x, y), s.t. x >

√
bl and y >

bl
al

}
. (2.2.43)

Case +-: al > 0, bl < 0 L is always positive in this case, hence C+−
L = (R2)+.

Case -+: al < 0, bl > 0 In this case L presents a vertical asymptote at location
xl ∈ [αl, βl] with αl = min(

√
bl,−al) and βl = max(

√
bl,−al). The positivity region is

then
C−+
L = {M = (x, y), s.t. x > βl} . (2.2.44)

Case - -: al < 0, bl < 0 This last case corresponds to a branch of hyperbole intersecting
the y-axis and with a vertical asymptote at x = −al. Hence

C−−L =
{
M = (x, y), s.t. y <

bl
al

or x > −al
}
. (2.2.45)

The same study can be made for function R, the situation being equivalent inverting
the role of x for y, and, bl for −br, therefore the set C++

R , C+−
R , C−+

R and C−−R can be
derived accordingly. Moreover, the constraints on the acoustic impedances state that
x ≥ ρlal and y ≥ ρrar.
At last gathering all constraints in the case of compression we can define the regions for
(x, y) = (λl, λr) ensuring the positivity of the specific volumes

C++ =
{
M = (λl, λr), s.t. λl ≥ max

(√
bl, ρlal

)
and λr ≥ max

(
bl
al
, ρrar

)}
,

C+− =
{
M = (λl, λr), s.t.λr ≥ max

(√
−br, ρrar

)
; and;λl ≥ max

(
− bl
al
, ρlal

)}
,

C−+ = {M = (λl, λr), s.t.λl ≥ max (βl, ρlal) ; and;λr ≥ max (−ar, ρrar)} ,
C−− =

{
M = (λl, λr), s.t.λr ≥ max

(√
br, ρrar

)
; and;λl ≥ max (−al, ρlal)

}
,

(2.2.46)
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2.2 Positivity-preserving and entropy consistent approximate Riemann solver 27

where βl = max(
√
bl,−al) and βr = max(

√
−br,−ar). As final remarks, let us point that

these sufficient constrains could be more precisely derived but at expensive cost. More
importantly, recall that these constraints only apply in a compression situation.

2.2.4.c Entropy control

We aim at deriving a condition on λs parameters to ensure the entropy inequality,
η?s ≥ ηs, across the discontinuities of the approximate Riemann solver. First, to obtain
an expression of the entropy jump η?s − ηs, we decompose the thermodynamic process
(τs, ηs) 7→ (τ ?s , η?s) into

• the isentropic process: (τs, ηs) 7→ (τ ?s , ηs), followed by

• the isochoric process: (τ ?s , ηs) 7→ (τ ?s , η?s).

By virtue of this decomposition, the specific internal energy jump writes

ε(τ ?s , η?s)− ε(τs, ηs) =
isochoric process︷ ︸︸ ︷

ε(τ ?s , η?s)− ε(τ ?s , ηs) +
isentropic process︷ ︸︸ ︷

ε(τ ?s , ηs)− ε(τs, ηs)

=
∫ η?s

ηs

∂ε

∂η
(τ ?s , η) dη +

∫ τ?s

τs

∂ε

∂τ
(τ, ηs) dτ,

=
∫ η?s

ηs
θ(τ ?s , η) dη −

∫ τ?s

τs
p(τ, ηs) dτ.

The second line at the right-hand side of the above equation results from the definition
of the complete equation of state (4.1.2) recalling that the absolute temperature, θ, is
strictly positive. Substituting the expression of the internal energy jump (2.2.33) into
the foregoing equation yields

∫ η?s

ηs
θ(τ ?s , η) dη =

∫ τ?s

τs
p(τ, ηs) dτ − ps(τ ?s − τs) + λs

2 (τ ?s − τs)2,

which is rearranged into
∫ η?s

ηs
θ(τ ?s , η) dη =

∫ τ?s

τs
(p(τ, ηs)− p(τs, ηs)) dτ + λs

2 (τ ?s − τs)2. (2.2.47)

Knowing that θ > 0, the entropy inequality, η?s − ηs ≥ 0 holds true if and only if λs
satisfies the condition

λ2
s ≥ −

2
(τ ?s − τs)2

∫ τ?s

τs
(p(τ, ηs)− p(τs, ηs)) dτ, for s = l, r. (2.2.48)

The right-hand side of the above inequality is always non-negative since ∂p
∂τ

< 0 by virtue
of the convexity assumption made on the equation of state and thus the above condition is
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Figure 2.2: Plots of entropy production for a perfect gas equation of state (γ = 7
5) for λs = ρsas,

λs = 2ρsas and λs = 4ρsas.

always well-defined. Thanks to the mean value theorem, it is also possible to reformulate
condition (2.2.48) into

λ2
s ≥

a2(τ̄s, ηs)
τ̄ 2
s

, where τ̄s ∈ (τs, τ ?s ) for s = l, r. (2.2.49)

Although being simpler, the above condition is not very useful for practical application
since it remains implicit by construction. We acknowledge that a similar condition has
been derived in Chalons et al. (2013) in the framework of relaxation schemes. We conclude
this paragraph performing an asymptotic analysis of the entropy production (2.2.47) when
the specific volume jump is small, i.e., τ ?s − τs � 1. In this case, the Taylor expansion of
the right-hand side of (2.2.47) up to third-order leads to
∫ η?s

ηs
θ(τ ?s , η) dη = 1

2

(
λ2
s −

a2
s

τ 2
s

)
(τ ?s − τs)2 + 1

6
∂2p

∂τ 2 (τ̂s, ηs)(τ ?s − τs)3, where τ̂s ∈ (τs, τ ?s ).

This asymptotic analysis shows that the acoustic Godunov solver characterized by λs =
as
τs

has an entropy production of third-order with respect to the specific volume jump.
In addition, for a convex equation of state, the second partial derivative of pressure
with respect to specific volume is strictly positive, and the entropy production term is
negative across compressive discontinuities which is not consistent with the second law
of thermodynamics. For a perfect gas equation of state characterized by the polytropic
index γ, the isentrope curve writes p(τ ?s , ηs) = ps

(
τ?s
τs

)γ
for s = l, r. Substituting this
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2.2 Positivity-preserving and entropy consistent approximate Riemann solver 29

function into (2.2.47) yields the expression of the entropy production term
∫ η?s

ηs
θ(τ ?s , η) dη = a2

sf
(
τ ?s
τs

)
,

where f(x) = 1
γ(γ − 1)(1− x1−γ) + 1

γ
(1− x) + 1

2

(
λs
ρsas

)2

(1− x)2.

We have displayed in figure 2.2 the entropy production with respect to the ratio τ?s
τs

for
the three following values of the parameter: λs = ρsas, λs = 2ρsas and λs = 4ρsas. It is
clear that the Godunov acoustic solver characterized by λs = ρsas exhibits a negative
entropy production in the compressive zone, i.e., for τ ?s ≤ τs, whereas for λs sufficiently
greater than the acoustic impedance, ρsas, the entropy production remains positive
almost everywhere in the compressive zone.

This concludes the design of the Riemann solver in the Lagrangian framework. Next,
we present the Godunov-type scheme associated to the Lagrangian Riemann solver.

2.2.5 Godunov-type scheme for Lagrangian gas dynamics

The aim of this section is to provide a first-order space and time Finite Volume dis-
cretization of the one-dimensional gas dynamics equations written under Lagrangian for-
malism. The resulting numerical method is a Godunov-type scheme since the updated
cell-averaged value are computed by combining the cell-interface approximate Riemann
solvers that have been constructed in section 2.2.3.

2.2.5.a Governing equations and notation

The one-dimensional Lagrangian gas dynamics equations read

ρ0∂V
∂t

+ ∂G
∂m

= 0,

where V = (τ, u, e)t, G(V) = (−u, p, pu)t, e = ε+ 1
2u

2 and ρ0(X) > 0 is the initial mass
density. The set of physically admissible states for this system of conservation laws writes

A =
{
V = (τ, u, e)t, τ > 0, ε > 0

}
. (2.2.50)

The computational domain Ω = [Xmin, Xmax] is partitioned into Nc non overlapping cells
[Xi− 1

2
, Xi+ 1

2
], whereXi+ 1

2
denotes the position of a generic node. The cell mass is constant

and defined by mi =
∫ X

i+ 1
2

X
i− 1

2

ρ0(X) dX. At time tn, we assume that the solution of the

foregoing system of conservation laws is piecewise constant over each cell and defined by
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Figure 2.3: Lagrangian approximate Riemann solvers at cell interfaces.

the mass-averaged value

Vn
i = 1

mi

∫ X
i+ 1

2

X
i− 1

2

ρ0(X)V(X, tn) dX. (2.2.51)

Let us compute the discrete solution of the system of conservation laws at time tn+1 =
tn + ∆t in terms of the piecewise solution at time tn, where ∆t > 0 denotes the time
step. This will be done in combining the approximate Riemann solvers located at Xi− 1

2and Xi+ 1
2
, refer to figure 2.3.

The time step, ∆t, has been chosen sufficiently small to ensure that the rightgoing
wave emanating from Xi− 1

2
does not interact with the leftgoing wave emanating from

Xi+ 1
2
. The updated mass-averaged value writes

miVn+1
i =

∫ Xi

X
i− 1

2

ρ0WLagr

(
Vn
i−1,Vn

i ,
X −Xi− 1

2

∆t

)
dX

+
∫ X

i+ 1
2

Xi
ρ0WLagr

(
Vn
i ,Vn

i+1,
X −Xi+ 1

2

∆t

)
dX,

(2.2.52)

where WLagr is the approximate Riemann solver defined by (2.2.23) and Xi = 1
2(Xi− 1

2
+

Xi+ 1
2
). Performing the computation of the integrals, we arrive at the Godunov-type

Finite Volume scheme for Lagrangian gas dynamics

miVn+1
i = λr,i− 1

2
∆tV?

r,i− 1
2

+ [mi − (λr,i− 1
2

+ λl,i+ 1
2
)∆t]Vn

i + λl,i+ 1
2
∆tV?

l,i+ 1
2
. (2.2.53)

It is worth noting that from the above equation one can recover the classical Finite
Volume written in flux form. To this end, let us rearrange (2.2.53) as follows

miVn+1
i = miVn

i − λr,i− 1
2
∆t

(
Vn
i −V?

r,i− 1
2

)
+ λl,i+ 1

2
∆t

(
V?
l,i+ 1

2
−Vn

i

)
. (2.2.54)
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Now, applying the jump relations (2.2.24b) and (2.2.24a) respectively at Xi− 1
2
and Xi+ 1

2leads to

−λr,i− 1
2

(
Vn
i −V?

r,i− 1
2

)
= G?

i− 1
2
−Gn

i , λl,i+ 1
2

(
V?
l,i+ 1

2
−Vn

i

)
= −G?

i+ 1
2

+ Gn
i ,

which allows us to introduce the numerical fluxes at cell interfaces G?
i− 1

2
and G?

i+ 1
2
. Finally

gathering the foregoing results we arrive at the flux form Finite Volume scheme

Vn+1
i = Vn

i −
∆t
mi

(
G?
i+ 1

2
−G?

i− 1
2

)
. (2.2.55)

The cell interface flux is uniquely defined by

G?
i+ 1

2
=


−u?

i+ 1
2

p?
i+ 1

2
p?
i+ 1

2
u?
i+ 1

2

 . (2.2.56)

Here, u?
i+ 1

2
and p?

i+ 1
2
are obtained by solving (2.2.26) and (2.2.27) in terms of the param-

eters (λl, λr) at Xi+ 1
2
.

2.2.5.b Time step monitoring

Dividing (2.2.53) by mi yields

Vn+1
i =

λr,i− 1
2
∆t

mi

V?
r,i− 1

2
+
[
1−

(λr,i− 1
2

+ λl,i+ 1
2
)∆t

mi

]
Vn
i +

λl,i+ 1
2
∆t

mi

V?
l,i+ 1

2
. (2.2.57)

It is clear that Vn+1
i is a convex combination of (V?

r,i− 1
2
,Vn

i ,V?
l,i+ 1

2
) provided that the

coefficients of the combination are non-negative. This implies the following time step
monitoring to ensure the convex combination property

∆t ≤ mi

λr,i− 1
2

+ λl,i+ 1
2

≡ ∆ti. (2.2.58)

In the case of the Godunov acoustic solver the parameters (λl, λr) are equal to the cell
acoustic impedance, i.e., λr,i− 1

2
= λl,i+ 1

2
= ρni a

n
i . Using mass conservation the cell mass

writes mi = ρni ∆xni , where ∆xni = xn
i+ 1

2
−Xn

i− 1
2
denotes the Eulerian cell width, and the

above time step condition boils down to the well known CFL-like condition

∆t ≤ ∆xni
2ani

. (2.2.59)

Here, the Lagrangian position of the cell interfaces are determined through the use of the
discrete trajectory equation, i.e., xn+1

i+ 1
2

= xn
i+ 1

2
+ ∆tu?

i+ 1
2
.
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32 Chapter 2 : One-dimensional Godunov-type Finite Volume scheme

In practice we compute the time-step as the minimum over all cells of the values ∆ti
supplemented with a security factor 0 < CFL ≤ 1:

∆t = CFLmin
i

 mi

λr,i− 1
2

+ λl,i+ 1
2

 . (2.2.60)

2.2.5.c Positivity of specific volume and internal energy

If the time step condition (2.2.58) is taken for granted then through the Finite Vol-
ume scheme (2.2.57) τn+1

i , un+1
i and en+1

i are respectively convex combinations of
(τ ?
r,i− 1

2
, τni , τ

?
l,i+ 1

2
), (u?

r,i− 1
2
, uni , u

?
l,i+ 1

2
) and (e?

r,i− 1
2
, eni , e

?
l,i+ 1

2
).

First, let us consider the case of the specific volume, assuming that τni > 0. This
means that the positivity of τn+1

i holds true provided that τ ?
r,i− 1

2
> 0 and τ ?

l,i+ 1
2
> 0. These

latter conditions are satisfied when the parameters (λl, λr) are determined according to
the explicit formulas derived in section 2.2.4.b.

Now, let us investigate the positivity of εn+1
i = en+1

i − 1
2(un+1

i )2. Scheme (2.2.57)
provides

un+1
i =αr,i− 1

2
u?i− 1

2
+ αiu

n
i + αl,i+ 1

2
u?i+ 1

2
,

en+1
i =αr,i− 1

2
e?r,i− 1

2
+ αie

n
i + αl,i+ 1

2
e?l,i+ 1

2
,

where αr,i− 1
2

=
λ
r,i− 1

2
∆t

mi
, αl,i+ 1

2
=

λ
l,i+ 1

2
∆t

mi
and αi = 1 − (αr,i− 1

2
+ αl,i+ 1

2
). Convexity of

function x 7−→ x2 implies

1
2
(
un+1
i

)2
≤ 1

2αr,i−
1
2

(
u?i− 1

2

)2
+ 1

2αi (u
n
i )2 + 1

2αl,i+
1
2

(
u?i+ 1

2

)2
.

This shows the loss of kinetic energy induced by the averaging process of the cell veloc-
ity. This is probably the main source of numerical dissipation inherent to the Godunov
scheme. Subtracting the kinetic energy to the total energy at time tn+1 leads to the
updated internal energy which therefore satisfies

εn+1
i ≥ αr,i− 1

2
ε?r,i− 1

2
+ αiε

n
i + αl,i+ 1

2
ε?l,i+ 1

2
.

This latter equation shows that the kinetic energy is converted into internal energy via
the averaging procedure of the Godunov scheme. Finally, if the time step condition
(2.2.58) holds true and if we assume that εni > 0 then εn+1

i > 0 provided that ε?
r,i− 1

2
> 0

and ε?
l,i+ 1

2
> 0. These latter conditions are satisfied when the parameters (λl, λr) are

determined according to the explicit formulas derived in section 2.2.4.a.
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2.2.5.d Entropy inequality

The cell-averaged entropy over [Xi− 1
2
, Xi+ 1

2
] at time t is given by

ηi(t) = 1
mi

∫ X
i+ 1

2

X
i− 1

2

ρ0(X)η (V(X, t)) dX. (2.2.61)

Knowing that V(X, t) is piecewise constant with respect to X, leads to write ηni = η(Vn
i )

and ηn+1
i = η

(
Vn+1
i

)
, where Vn+1

i is computed from the Godunov-type scheme (2.2.57).
Then, under the time step condition (2.2.58), the updated cell-averaged entropy satisfies

ηn+1
i = η

(
αr,i− 1

2
V?
r,i− 1

2
+ αiVn

i + αl,i+ 1
2
V?
l,i+ 1

2

)
,

≥ αr,i− 1
2
η
(
V?
r,i− 1

2

)
+ αiη (Vn

i ) + αl,i+ 1
2
η
(
V?
l,i+ 1

2

)
, ←− thanks to η concavity

≥ αr,i− 1
2
η?r,i− 1

2
+ αiη

n
i + αl,i+ 1

2
η?l,i+ 1

2
.

Now, observing that αr,i− 1
2

+ αi + αl,i+ 1
2

= 1 we arrive at the inequality

ηn+1
i − ηni ≥ αr,i− 1

2
(η?r,i− 1

2
− ηni ) + αl,i+ 1

2
(η?l,i+ 1

2
− ηni ). (2.2.62)

This shows that the cell entropy increase with respect to time is controlled by the entropy
increase across the right-sided and left-sided waves. Finally, the Godunov-type scheme
satisfies the entropy inequality

ηn+1
i − ηni ≥ 0, (2.2.63)

provided that the Riemann approximate solver is entropic, that is η?
r,i− 1

2
≥ ηni and η?

l,i+ 1
2
≥

ηni . These latter conditions are taken for granted provided that the parameters (λl, λr)
satisfy the constraint (2.2.49).

2.2.5.e Summary and algorithm

The algorithm starts from the data of Vn
i at initial time index n = 0 for all cells index i

and from the data for the boundary conditions. We then execute successively the steps
until the final time tfinal = tn+1 is reached:

– In. Data Vn
i for all cells.

1. Riemann problem: Compute G∗ for any interface.

a. State evaluation. Evaluate left and right states Vl and Vr of each interface.
b. Evaluate λl and λr. using Method 1, Method 2 or Method 3 (refer to

section 2.2.4) to ensure positivity and stable entropy.
c. Evaluate the intermediate wave speed u∗ with (2.2.29) and intermediate pres-

sure p with (2.2.32).
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34 Chapter 2 : One-dimensional Godunov-type Finite Volume scheme

2. Compute numerical fluxes G∗ with (2.2.56).

3. Evaluate ∆t using (5.2.32).

4. Update Vn+1
i using (2.2.55).

– Out. Data Vn+1
i for all cells.

2.2.6 One-dimensional Lagrangian numerical validation
Here, we present several classical test cases to assess the properties of the 1D Lagrangian
scheme based on the approximate Riemann solver developed in section 2.2.3. The main
purpose is to observe that the numerical method is stable and preserves the positivity of
the specific volume and energy. For all test cases, the CFL is set to 0.9 and γ = 7/5, unless
otherwise noticed. We start by performing a comparison between the three available
methods for the determination of (λl, λr) on the Sod shock tube test case with simple
waves and the Woodward-Collela blast wave test with interacting waves. After that,
we run the Leblanc shock tube test case to verify the robustness of the scheme and the
extreme double rarefaction test case to verify the positivity-preserving property of the
scheme.

Sod shock tube We run the planar Sod shock tube problem to assess the ability of
the methods to capture one-dimensional simple waves. The exact solution for this one-
dimensional Riemann problem can be derived using for instance Toro (1999). The domain
of the test case is Ω = [0, 1] with a discontinuity at x0 = 0.5, and the initial condition of
the test case are :

(ρ, u, p)l = (1, 0, 1) , (ρ, u, p)r = (0.125, 0, 0.1) , tfinal = 0.2.

On the left of figure 2.4 we present the results for the density variable on a mesh refinement
situation (N = 100 to 400 cells) and on the right the comparison of numerical density with
different algorithms to determine the impedances are employed. The numerical solutions
are compared to the exact solution (black line). Extremely few differences are observed
for all three methods. This very same behavior is almost systematically observed for all
test cases.

Collela-Woodward blastwave The Woodward-Collela blastwave test Woodward &
Colella (1984) is a double shock tube case that simulates the interaction of simple waves.
Two shock waves and two contact discontinuities develop and propagate towards the wall
boundary conditions and reflect from them. These initial simple waves further interact
creating a more complex flow pattern. The reference solution is obtained by a Lagrangian
numerical scheme for 5000 cells (black line). The domain of the test case is Ω = [0, 1]
with two discontinuities at x0 = 0.1, and x1 = 0.9 and the initial condition of the test
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0 0.2 0.4 0.6 0.8 1
Position x

0.2

0.4

0.6

0.8

1

D
en

si
ty
ρ

Exact solution

400 cells

200 cells

100 cells

0 0.2 0.4 0.6 0.8 1
Position x

0.2

0.4

0.6

0.8

1

D
en

si
ty
ρ

Exact solution

Method 3

Method 2

Method 1

Figure 2.4: Sod shock tube problem — Numerical density of the 1st order Lagrangian scheme — Left
: Grid convergence from N = 100 to 400 cells of the density variable over the full domain — Right :
Comparison of different methods to determine the impedances λl, λr: Method 1 (magenta diamond),
Method 2 (green square) and Method 3 (blue circle).

case are :

(ρ, u, p)l = (1, 0, 1000) , (ρ, u, p)m = (1, 0, 0.01) , (ρ, u, p)r = (1, 0, 100),

and tfinal = 0.038. In figure 2.5 we present the results for the density variable on a
mesh refinement situation (N = 100 to 400 cells) using the first method to compute λl
and λr. We then present the comparison of the numerical density obtained by different
algorithms to determine the impedances in figure 2.6 on N = 200 cells. Figure 2.7 (a)
to (c) shows a grayscale map of the normalized right impedance λr/ρrar for method 1,
2 and 3 respectively, illustrating the evolution of the right impedance of each cell at
each time step. We observe that for all methods, the right impedance appears to match
the trajectory of the right moving shock and its subsequent interactions. Method 3 in
particular show more patterns and this is due to the construction of this method that is
more sensitive. Because the differences in the numerical solution remain small, we select
Method 1 for the rest of this work.

Le Blanc shock tube This test is an extreme version of a shock tube (density jump is
103, pressure jump is 109) generating violent waves, which, however are still simple waves
that can be exactly computed Toro (1999). The domain of the test case is Ω = [0, 9] with
a discontinuity at x0 = 3, and the initial condition of the test case are :

(ρ, u, p)l = (1, 0, 2/3× 10−1) , (ρ, u, p)r = (10−3, 0, 2/3× 10−10) , tfinal = 6.0,

and here γ = 5/3. The left and middle images in figure 2.8 present the results for
the density and internal energy variables respectively, on a mesh refinement situation
(N = 900 to 3600 cells) versus the exact solution (black line). The mesh refined solution
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Figure 2.5: Woodward-Collela blastwave problem— 1st order Lagrangian scheme using the first method
to determine the impedances — Left : Grid convergence from N = 100 to 400 cells of the numerical
density over the full domain – Right : zoom on the central area
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Figure 2.6: Woodward-Collela blastwave problem — 1st order Lagrangian scheme — Mesh N = 200
— Left : Comparison of different methods to determine the impedances λ over the full domain such
as Method 1 represented in magenta diamond, Method 2 represented in green square and Method 3
represented in blue circle — Right : zoom on the central area.

seems to converge towards the exact solution with classical low convergence speed as
is expected for this several Riemann problem. On the right is a grayscale map of the
normalized right impedance λr/(ρrar), illustrating the evolution of the right impedance
for each cell at each time step. Once again we observe that the right impedance matches
the trajectory of the right moving shock as expected for this problem involving only
simple waves and only one shock wave.
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Figure 2.7: Woodward-Collela blastwave problem — 1st order Lagrangian scheme — Evolution of the
normalized right impedance λr with each time step: (a) Method 1, (b) Method 2 and (c) Method 3.
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Figure 2.8: Le Blanc shock tube problem — 1st order Lagrangian numerical scheme with Method 1 (to
determine the impedance λ) for N = 900, 1800 and 3600 cells — Left: Grid convergence of numerical
density — Middle: Grid convergence for the numerical specific internal energy — Right: Evolution of
the normalized right impedances λr for each time step.

Extreme double rarefaction This problem is inspired from the 123 problem from
Toro (1999)’s book. The latter is one of benchmark tests presenting near vacuum state
as it involves two rarefaction fans moving in opposite directions therefore emptying the
central zone where a trivial steady contact discontinuity remains. Ω = [0, 2] with a
discontinuity at x0 = 3, and the initial condition of the test case are :

(ρ, u, p)l = (1,−3.5, 0.4) , (ρ, u, p)r = (1, 3.5, 0.4) , tfinal = 0.15.
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38 Chapter 2 : One-dimensional Godunov-type Finite Volume scheme

Outflow boundary conditions are considered. In this extreme configuration with γ = 7/5,
the resolution of the Riemann leads to values of density ρ∗ ' 1.124× 10−6 and pressure
p∗ ' 1.875×10−9 and ε∗ ' 1.192×10−3, see figure 2.9 at final time. In figure 2.9 we plot
the results for successively refined grids. The numerical solutions are compared to the
exact solution (black line). The spurious peak in the internal energy profile is a classical
flaw of any numerical schemes due to entropy dissipation. Nevertheless we do not observe
any lack of positivity for the numerical scheme, although the smallest numerical densities
reach 8.65×10−3 for 800 cells. Moreover the numerical solution seems to converge towards
the exact one.
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Figure 2.9: Extreme double rarefaction problem — 1st order Lagrangian scheme — Density (left),
velocity (middle) and specific internal energy (right) — Grid convergence from N = 100 to 400 cells.

Now that the Lagrangian Godunov-type scheme is established and validated, in the
next section, we present its Eulerian counter-part by using the Lagrangian solver as a
building block. Before doing so, we recall the fundamental relation between the discon-
tinuity speeds in the Lagrangian and Eulerian frameworks.

2.2.7 Fundamental relation between Lagrangian and Eulerian
discontinuity speeds

The aim of this paragraph is to recall briefly the (RH) condition related to the system
of conservation laws under consideration for both Lagrangian and Eulerian representa-
tions. The RH condition expresses the admissibility of piecewise discontinuous solutions
with respect to the system of conservation laws written in weak (integral) form, refer for
instance to Godlewski & Raviart (1996). In addition, we are going to exhibit the rela-
tionship between the Lagrangian and the Eulerian discontinuity speeds. This relationship
will be of great interest, in what follows, for deriving the wave speeds of the Eulerian
approximate Riemann solver in terms of its Lagrangian counterpart.

Let us consider the discontinuity curve defined in the (m, t) plane by the equation
m = Ξ(t) and the related piecewise discontinuous function

V(X, t) =
{

Vl if m < Ξ(t),
Vr if m > Ξ(t). (2.2.64)

38



2.2 Positivity-preserving and entropy consistent approximate Riemann solver 39

This is a weak solution of the Lagrangian system of conservation laws (2.2.12) if and only if
the Lagrangian RH condition holds true −dΞ

dt
Jρ0VK+JGK = 0. Here, JVK = Vr−Vl is the

jump of V across the discontinuity. Thanks to (2.2.28), Lagrangian mass conservation RH
condition reads −dΞ

dt
Jρ0K = 0. Furthermore, recalling the identity JabK = 〈a〉JbK + 〈b〉JaK,

where 〈a〉 = 1
2(al + ar), leads to rewrite the Lagrangian RH condition under the form

−ρ0dΞ
dt

JVK + JGK = 0. (2.2.65)

Let λ = ρ0dΞ
dt

be the mass flux swept by the Lagrangian discontinuity. For λ = 0 it
is a contact discontinuity, whereas for λ > 0 (resp. λ < 0), it is a right-going (resp.
left-going) shock wave. With this notation, the Lagrangian RH condition reads

−λJVK + JGK = 0, where V = (τ, u, e)t and G = (−u, p, pu)t. (2.2.66)

It is well known that the weak solutions satisfying the RH condition are not unique. Nev-
ertheless the physically admissible solutions are selected supplementing the RH condition
(2.2.66) by the RH entropy inequality

−λJηK ≥ 0. (2.2.67)

This RH entropy inequality simply expresses that the entropy of material particles is
increasing through the shock wave consistently with the second law of thermodynamics
since a shock wave is an irreversible thermodynamic process.

Now, we consider the Eulerian representation of the discontinuity curve defined in the
(x, t) plane by the equation x = ξ(t) and the piecewise discontinuous function

U(x, t) =
{

Ul if x < ξ(t),
Ur if x > ξ(t). (2.2.68)

This piecewise discontinuous function is a weak solution of the Eulerian system of conser-
vation laws (2.2.1) if and only if the Eulerian RH condition holds true −dξ

dt
JUK+JFK = 0.

Let Λ = dξ

dt
denotes the Eulerian discontinuity speed, then the Eulerian RH condition

turns into

−ΛJUK + JFK = 0, where U = (ρ, ρu, ρe)t and F = (ρu, ρu2 + p, ρue+ pu)t. (2.2.69)

The selection of the physically admissible weak solutions is enforced through the use of
the Eulerian RH entropy inequality

−ΛJρηK + JρηuK ≥ 0. (2.2.70)
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40 Chapter 2 : One-dimensional Godunov-type Finite Volume scheme

A weak solution of the gas dynamics equations is characterized by the RH condition,
which can be written under Lagrangian representation (2.2.66) as well as under Eulerian
representation (2.2.69). We relate the discontinuity speeds λ and Λ by comparing the
first component of (2.2.66) and (2.2.69)

− λJτK− JuK = 0, (2.2.71a)
− ΛJρK + JρuK = 0. (2.2.71b)

Before proceeding any further, we introduce some useful notations. Let α and φ be real
numbers. We denote respectively (αl, φl) and (αr, φr) the values taken by (α, φ) on the
left and the right side of the discontinuity. Assuming that the α-weights sum to one, i.e.,
αl + αr = 1, the weighted averages of φ write

φ = αlφl + αrφr, φ = αrφl + αlφr.

This allows us to express the jump of a product thanks to the identity

JφψK = φJψK + ψJφK. (2.2.72)

Applying this identity to (τ, ρ) and observing that τρ = 1 yields ρJτK = −τJρK. Substi-
tuting this result into (2.2.71a) we get

ρJuK = λτJρK. (2.2.73)

On the other hand, applying identity (2.2.72) to (2.2.71b) leads to

−ΛJρK + ρJuK + uJρK = 0.

Substituting the expression of the velocity jump (2.2.73) into the foregoing equation we
finally arrive at

(−Λ + u+ τλ)JρK = 0.

This equation holds true regardless the mass density jump. Therefore, the term between
parentheses must be equal to zero, which provides us the fundamental relation between
the Eulerian and Lagrangian discontinuity speeds

Λ = τλ+ u. (2.2.74)

Utilizing the definition of the underline average and thanks to (2.2.71a) one can easily
show that λ satisfies also

Λ = τlλ+ ul = τrλ+ ur. (2.2.75)

Multiplying respectively the first equality by ρl and the second one by ρr leads to express
the mass flux swept by the Lagrangian discontinuity, λ, in terms of its Eulerian velocity

λ = −ρl(ul − Λ) = −ρr(ur − Λ). (2.2.76)
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2.2 Positivity-preserving and entropy consistent approximate Riemann solver 41

Let us point out that the mass flux swept by the Lagrangian discontinuity has exactly
the opposite sign to the mass flux crossing the Eulerian discontinuity.

2.2.8 Simple approximate Riemann solver for Eulerian gas dy-
namics

The Riemann problem for gas dynamics written under Eulerian form reads

∂U
∂t

+ ∂F(U)
∂x

= 0, U(x, 0) =
Ul if x < 0,

Ur if x ≥ 0.
(2.2.77)

For the sake of completeness, let us recall that U = (ρ, ρu, ρe)t is the vector of con-
servative variables and F(U) = (ρu, ρu2 + p, ρue + pu)t is the flux vector. The aim of
this section is to derive a simple Riemann solver, UEul

(
Ul,Ur,

x
t

)
, approximating the

solution of the Riemann problem (2.2.77). We acknowledge that there exists many ap-
proximate Riemann solvers for Eulerian gas dynamics, refer for instance to Toro (1999).
Here, we present an Eulerian approximate Riemann solver which is deduced from its La-
grangian counterpart, WLagr. This Riemann solver is of HLLC-type and the difference
between the HLLC solver lies in the fact that the approximation of the Eulerian wave
speeds are determined intrinsically without having to resort to more or less complicated
approximations. This Eulerian approximate Riemann solver is constructed following the
general methodology introduced in Gallice (2002a, 2003), which allows not only to derive
Eulerian approximate Riemann solvers from their Lagrangian counterparts but also to
transfer the positivity and entropy stability properties. Therefore, the present Eulerian
approximate solver coincides with the one introduced in Gallice (2002a, 2003) in a more
general and theoretical framework. Let us point out that its has been derived employing
a different and more intuitive approach. This Eulerian simple solver, WEul, consists of 4
constant states (Ul,U?

l ,U?
r,Ur) separated by the 3 discontinuities characterized by the

speeds (Λl,Λ0,Λr)

WEul
(

Ul,Ur,
x

t

)
=



Ul if x

t
< Λl,

U?
l if Λl <

x

t
< Λ0,

U?
r if Λ0 <

x

t
< Λr,

Ur if Λr <
x

t
.

(2.2.78)

The structure of the simple Riemann solver, WEul, is displayed in figure 2.10. Our
starting point is the Lagrangian approximate Riemann solver, WLagr, composed of the
four states (Vl,V?

l ,V?
r,Vr), separated by the three discontinuities of speeds (−λl, 0, λr).

Here, we assume that the parameters λl, λr are such that the positivity of specific volumes,
internal energies and entropy inequalities are taken for granted.

The construction of WEul is deduced directly from WLagr. We have seen in sec-
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Figure 2.10: Simple Riemann solver for Eulerian gas dynamics.

tion 2.2.7 that the Lagrangian (λ) and the Eulerian (Λ) speeds of an admissible discon-
tinuity are related by (2.2.28)

Λ = τlλ+ ul = τrλ+ ur,

where the superscripts l and r refer to the left and right sides of the discontinuity un-
der consideration. Mimicking the foregoing formula, we shall express the speeds of the
Eulerian discontinuities, (Λl,Λ0,Λr), in terms of the speeds of the Lagrangian disconti-
nuities (−λl, 0, λr). Replacing the mass flux swept by the Lagrangian discontinuity, λ,
respectively by −λl, 0 and λr we obtain the expression of the Eulerian speeds

Λl = −λlτl + ul = −λlτ ?l + u?, (2.2.79a)
Λ0 = u?, (2.2.79b)
Λr = λrτ

?
r + u? = λrτr + ur. (2.2.79c)

We observe that the wave speeds Λl, Λ0 and Λr are fully determined by means of the
knowledge of the intermediate states of the Lagrangian simple solver since by construction
λl(τ ?l − τl) − (u? − ul) = 0 and λr(τ ?r − τr) + u? − ur = 0 holds true, refer to (2.2.26a)
and (2.2.27a). Finally, comparing (2.2.79c), (2.2.79b) and (2.2.79c), it is clear that the
the wave speeds ordering

Λl ≤ Λ0 ≤ Λr, (2.2.80)

holds true provided that the parameters λl, λr and the specific volumes τ ?l , τ ?r are strictly
positive. This is achieved when λl and λr are determined for instance by means of
condition (2.2.36). Assuming that this condition holds true, we define the intermediate
mass density ρ?s = 1

τ?s
. Substituting it into (2.2.79a), (2.2.79b) and (2.2.79c) allows us

to express the Lagrangian mass fluxes (λl, 0, λr) in terms of the Eulerian wave speeds as
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2.2 Positivity-preserving and entropy consistent approximate Riemann solver 43

follows

λl = ρl(ul − Λl) = ρ?l (u? − Λl), (2.2.81a)
0 = ρ?l (u? − Λ0) = ρ?r(u? − Λ0), (2.2.81b)
λr = − ρ?r(u? − Λr) = −ρr(ur − Λr). (2.2.81c)

We conclude that the mass flux swept by the Lagrangian discontinuities has exactly the
opposite sign to the mass flux crossing the Eulerian discontinuities. This result has been
already observed in section 2.2.7 wherein we have derived the Eulerian Rankine-Hugoniot
conditions from the Lagrangian ones, refer to (2.2.76).

We are now in position to derive the intermediate states and fluxes of the Eulerian
simple solver from the knowledge of the Lagrangian simple solver utilizing the expressions
of the Lagrangian mass fluxes in terms of the Eulerian wave speeds. First, let us recall
that the Lagrangian solver intermediate states and fluxes are determined by means of the
jump relations (2.2.24)

λl(V?
l −Vl) + G?

l −Gl = 0,
0(V?

r −V?
l ) + G?

r −G?
l = 0,

−λr(Vr −V?
r) + Gr −G?

r = 0.

Here, Vs = (τs, us, es)t, V?
s = (τ ?s , u?, e?s)t, Gs = (−us, ps, psus)t and G?

s =
(−u?, p?, p?u?)t. The star quantities are fully determined by the systems of equations
(2.2.26) and (2.2.27) once the parameters (λl, λr) are prescribed. Now, substituting the
expressions of λl, 0 and λr given respectively by (2.2.81a), (2.2.81b) and (2.2.81c) into
the foregoing equations leads to

−Λl(ρ?lV?
l − ρlVl) + ρ?l u

?V?
l + G?

l − (ρlulVl + Gl) = 0, (2.2.82a)
−Λ0(ρ?rV?

r − ρ?lV?
l ) + ρ?ru

?V?
r + G?

r − (ρ?l u?V?
l + G?

l ) = 0, (2.2.82b)
−Λr(ρrVr − ρ?rV?

r) + ρrurVr + Gr − (ρ?ru?V?
r + G?

r) = 0. (2.2.82c)

These vectorial equations might be interpreted as jump equations across the Eulerian
discontinuities of speeds (Λl,Λ0,Λr). However, one readily observes that the first compo-
nent of the 3 foregoing equations is trivial. Thus, this first component cannot contribute
to the definition of the intermediate states and fluxes of the approximate Riemann solver.
On the other hand, rearranging (2.2.81a), (2.2.81b) and (2.2.81c) we arrive at

− Λl(ρ?l − ρl) + ρ?l u
? − ρlul = 0,

− Λ0(ρ?r − ρ?l ) + ρ?ru
? − ρ?l u? = 0,

− Λr(ρr − ρ?r) + ρrur − ρ?ru? = 0.

This is nothing but the jump relations across the discontinuities of speeds (Λl,Λ0,Λr)
related to the Eulerian mass conservation equation. Finally, gathering the second and
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44 Chapter 2 : One-dimensional Godunov-type Finite Volume scheme

the third components of system (2.2.82) with the foregoing system yields

− Λl(U?
l −Ul) + F?

l − Fl = 0, (2.2.83a)
− Λ0(U?

r −U?
l ) + F?

r − F?
l = 0, (2.2.83b)

− Λr(Ur −U?
r) + Fr − F?

r = 0, (2.2.83c)

where on the one hand

Us = (ρs, ρsus, ρses)t, Fs = (ρsus, ρsu2
s + ps, ρsuses + psus)t,

and on the other hand

U?
s = (ρ?s, ρ?su?, ρ?se?s)t, F?

s = (ρ?su?, ρ?s(u?)2 + p?, ρ?su
?e?s + p?u?)t, for s = l, r.

(2.2.84)
The Eulerian intermediate states and fluxes are fully determined from the Lagrangian
Riemann solver. Moreover, the second and third components of the Eulerian intermediate
states and fluxes might be formally related to their Lagrangian counterparts by U?

s =
ρ?sV?

s and F?
s = ρ?su

?V?
s+G?

s for s = l, r. Summing equations (2.2.83a), (2.2.83b) (2.2.83c)
leads to

Fr − Fl = Λl(U?
l −Ul) + Λ0(U?

r −U?
l ) + Λr(Ur −U?

r), (2.2.85)

which shows the consistency of the approximate Riemann solver WEul with the integral
form of the Riemann problem (2.2.77). Indeed, equation (2.2.85) is nothing but the
integration of (2.2.77) over the space-time interval [−∆xl,∆xr] × [0,∆t]. The interface
flux, F?, at x

t
= 0 is expressed in terms of the wave speeds as follows

F? =


Fl if 0 < Λl < Λ0 < Λr,
F?
l if Λl < 0 < Λ0 < Λr,

F?
r if Λl < Λ0 < 0 < Λr,

Fr if Λl < Λ0 < Λr < 0.

(2.2.86)

This expression can be rewritten under the compact form

F? = 1
2(Fl + Fr)−

| Λl |
2 (U?

l −Ul)−
| Λ0 |

2 (U?
r −U?

l )−
| Λr |

2 (Ur −U?
r). (2.2.87)

The numerical dissipation is governed by the wave velocities Λl, Λ0 and Λr.

Remark 2.2.1 (Similarity with HLLC approximate Riemann solver). The present Eu-
lerian approximate Riemann solver is very similar to the famous HLLC approximate
Riemann solver introduced by Toro et al. (1994) and his co-authors in the seminal work
and also presented in details in Toro (1999)’s book. First, the structure of the approximate
Riemann solver composed of 4 states separated by 3 waves is exactly the same. Second,
the jump relations (2.2.83) satisfied by the intermediate states and fluxes across each wave
are also identical to those satisfied by the states and fluxes of the HLLC approximate Rie-
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2.2 Positivity-preserving and entropy consistent approximate Riemann solver 45

mann solver. Therefore, the structure of the resulting interface flux (2.2.87) is the same
as the one of the HLLC solver. On the other hand, our Eulerian approximate Riemann
solver has been entirely deduced from its Lagrangian counterpart utilizing the relationship
(2.2.79) between Lagrangian and Eulerian wave speeds. This approach provides us a self-
consistent computation of the Eulerian wave speeds, which are ordered by construction.
This also allows the transfer of the properties (positivity preserving and entropy stability)
of the Lagrangian approximate Riemann solver to its Eulerian counterpart. Let us point
out that the wave speeds estimate in the context of the HLLC approximate Riemann solver
has been and still remains an active topic of research, refer for instance to Batten et al.
(1997); Toro et al. (2020).

It remains to assess the consistency of the Eulerian approximate Riemann solver,
WEul, with the integral form of the Eulerian entropy inequality

∂(ρη)
∂t

+ ∂(ρηu)
∂x

≥ 0.

First, we assume that the Lagrangian approximate Riemann solver, WLagr, is consistent
with the integral form of the Lagrangian entropy inequality. This might be obtained
prescribing parameters λl, λr to satisfy (2.2.49). Let us compute the entropy production
across each wave by transforming its Lagrangian expression into its Eulerian counterpart
simply by substituting the expressions of λl and λr in terms of Λl and Λr given by (2.2.81a)
and (2.2.81c). For the left-going wave we arrive at

λl(η?l − ηl) = ρ?l (u?−Λl)η?l − ρl(ul−Λl)ηl = −Λl(ρ?l η?l − ρlηl) + ρ?l η
?
l u

?− ρlηlul, (2.2.88)

whereas for the right-going wave we obtain

λr(η?r−ηr) = −ρ?r(u?−Λr)η?r+ρr(ur−Λr)ηr = −Λr(ρrηr−ρ?rη?r)+ρrηrur−ρ?rη?ru?. (2.2.89)

Summing these two equations leads to

λl(η?l−ηl)+λr(η?r−ηr) = −Λl(ρ?l η?l−ρlηl)−Λ0(ρ?rη?r−ρ?l η?l )−Λr(ρrηr−ρ?rη?r)+ρrηrur−ρlηlul,
(2.2.90)

since u? = Λ0 thanks to (2.2.81b). Finally, we claim that the Eulerian approximate
Riemann solver is consistent with the integral form of the Eulerian entropy inequality if
and only if the Lagrangian approximate Riemann solver is consistent with the integral
form of the Lagrangian entropy inequality, and, there holds

−Λl(ρ?l η?l − ρlηl)− Λ0(ρ?rη?r − ρ?l η?l )− Λr(ρrηr − ρ?rη?r) + ρrηrur − ρlηlul ≥ 0. (2.2.91)

This concludes the design of a Riemann solver in Eulerian framework derived from its
Lagrangian counter-part. Let us now design their associated Godunov numerical schemes.
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2.2.9 Godunov-type scheme for Eulerian gas dynamics

The aim of this section is to provide a first-order space and time Finite Volume discretiza-
tion of the one-dimensional gas dynamics equations written under Eulerian formalism as a
derived version from the Lagrangian one. The resulting numerical method is a Godunov-
type scheme since the updated cell-averaged value are computed by combining the cell-
interface approximate Riemann solvers that have been constructed in section 2.2.8.

2.2.9.a Governing equation and notation

The one-dimensional Eulerian gas dynamics equations read

∂U
∂t

+ ∂F
∂x

= 0,

where U = (ρ, ρu, ρe)t, F(U) = (ρu, ρu2 + p, ρeu + pu)t, where e = ε + 1
2u

2. The set of
physically admissible states for this system of conservation laws writes

AE =
{
U = (ρ, ρu, ρe)t, ρ > 0, ε > 0

}
. (2.2.92)

The computational domain ω = [xmin, xmax] is partitioned into nc non overlapping cells
[xi− 1

2
, xi+ 1

2
], where xi+ 1

2
denotes the fixed position of a generic node. The cell volume is

∆xi = xi+ 1
2
− xi− 1

2
. At time tn, we assume that the solution of the foregoing system of

conservation laws is piecewise constant over each cell and defined by the cell-averaged
value

Un
i = 1

∆xi

∫ x
i+ 1

2

x
i− 1

2

U(x, tn) dx. (2.2.93)

2.2.9.b Godunov-type scheme

We define the discrete solution of the system of conservation laws at time tn+1 = tn + ∆t
in terms of the piecewise solution at time tn combining the approximate Riemann solvers
located at xi− 1

2
and xi+ 1

2
, refer to figure 2.11. The time step, ∆t, has been chosen

sufficiently small to ensure that the rightgoing wave emanating from xi− 1
2
does not interact

with the leftgoing one emanating from xi+ 1
2
. Then, the updated cell-averaged value writes

∆xi Un+1
i =

∫ xi

x
i− 1

2

WEul

(
Un
i−1,Un

i ,
x− xi− 1

2

∆t

)
dx+

∫ x
i+ 1

2

xi
WEul

(
Un
i ,Un

i+1,
x− xi+ 1

2

∆t

)
dx.

(2.2.94)
The first term at the right-hand side corresponds to the integral of the approximate
Riemann solver at xi− 1

2
over [xi− 1

2
, xi] where xi = 1

2(xi− 1
2

+ xi+ 1
2
), whereas the second

term corresponds to the integral of the approximate Riemann solver at xi+ 1
2
over [xi, xi+ 1

2
].

46



2.2 Positivity-preserving and entropy consistent approximate Riemann solver 47

 

t

Xi−1
2

Xi+1
2

tn

tn+1

U!
l,i−1

2

U!
r,i−1

2

Un
i+1Un

i

−zl,i−1
2

zr,i−1
2

−zl,i+1
2

zr,i+1
2

U!
r,i+1

2

Un
i−1

U!
l,i+1

2

Xi

<latexit sha1_base64="22SOzLEI+lM/YudVK7VYNBKDWh4=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVVIp6rLoxmUF+4C2liSdtkPzIpkUSuhO3PoDbvWXxD/Qv/DOmIJaRCckOXPuPWfm3muHLo+Fab7mtKXlldW1/HphY3Nre0ff3WvEQRI5rO4EbhC1bCtmLvdZXXDhslYYMcuzXda0x5cy3pywKOaBfyOmIet61tDnA+5Ygqiernc8S4zsQdqY9VI+uyWqaJZMtYxFUM5AEdmqBfoLOugjgIMEHhh8CMIuLMT0tFGGiZC4LlLiIkJcxRlmKJA2oSxGGRaxY/oOadfOWJ/20jNWaodOcemNSGngiDQB5UWE5WmGiifKWbK/eafKU95tSn878/KIFRgR+5dunvlfnaxFYIBzVQOnmkLFyOqczCVRXZE3N75UJcghJE7iPsUjwo5SzvtsKE2sape9tVT8TWVKVu6dLDfBu7wlDbj8c5yLoHFSKp+WKteVYvUiG3UeBzjEMc3zDFVcoYY6eU/wiCc8a01tpt1p95+pWi7T7OPb0h4+ABu1ln0=</latexit>

Vn
i

<latexit sha1_base64="ZRhEHnFO6woMmHrTYcJNchf3zM8=">AAAC13icjVHLSsNAFD2N7/qqdekmWAQ3lkREXYpuXFawD7FaknRaB/NiMhGlFHfi1h9wq38k/oH+hXfGEXwgOiHJmXPvOTP3Xj8NeSYd57lgjYyOjU9MThWnZ2bn5ksL5UaW5CJg9SAJE9HyvYyFPGZ1yWXIWqlgXuSHrOmf76l484KJjCfxobxK2Unk9WPe44EnieqUyu3Ik2d+b9AYdgZ8zR2eEllxqo5e9k/gGlCBWbWk9IQ2ukgQIEcEhhiScAgPGT3HcOEgJe4EA+IEIa7jDEMUSZtTFqMMj9hz+vZpd2zYmPbKM9PqgE4J6RWktLFCmoTyBGF1mq3juXZW7G/eA+2p7nZFf994RcRKnBH7l+4j8786VYtED9u6Bk41pZpR1QXGJdddUTe3P1UlySElTuEuxQXhQCs/+mxrTaZrV731dPxFZypW7QOTm+NV3ZIG7H4f50/QWK+6m9WNg43Kzq4Z9SSWsIxVmucWdrCPGurkfYl7PODROrKurRvr9j3VKhjNIr4s6+4NUwWW7w==</latexit>

Vn
i�1

<latexit sha1_base64="2idNu41nJq2DWrHEBMdrU5atU80=">AAAC13icjVHLSsNAFD2N7/qqdekmWARBKImIuhTduKxgH2K1JOm0DubFZCJKKe7ErT/gVv9I/AP9C++MI/hAdEKSM+fec2buvX4a8kw6znPBGhkdG5+YnCpOz8zOzZcWyo0syUXA6kESJqLlexkLeczqksuQtVLBvMgPWdM/31Px5gUTGU/iQ3mVspPI68e8xwNPEtUplduRJ8/83qAx7Az4mjs8JbLiVB297J/ANaACs2pJ6QltdJEgQI4IDDEk4RAeMnqO4cJBStwJBsQJQlzHGYYokjanLEYZHrHn9O3T7tiwMe2VZ6bVAZ0S0itIaWOFNAnlCcLqNFvHc+2s2N+8B9pT3e2K/r7xioiVOCP2L91H5n91qhaJHrZ1DZxqSjWjqguMS667om5uf6pKkkNKnMJdigvCgVZ+9NnWmkzXrnrr6fiLzlSs2gcmN8eruiUN2P0+zp+gsV51N6sbBxuVnV0z6kksYRmrNM8t7GAfNdTJ+xL3eMCjdWRdWzfW7XuqVTCaRXxZ1t0bTj2W7Q==</latexit>

Vn
i+1

<latexit sha1_base64="PNaw76vORgEm57MMjvTC6YG5edk=">AAAC6XicjVHLTtwwFD0EaCmFEmDZTcSAxAJGyWhUWKKy6ZJKnQGJ0JFjHLAmLzkOEoryA911V7HlB9iWH6n6B+UvuHaDxEMIHCU5PveeY997oyKRpfb9vxPO5NT0m7cz72bfz81/WHAXl4ZlXikuBjxPcnUQsVIkMhMDLXUiDgolWBolYj8a75r4/plQpcyzb/q8EEcpO8lkLDnTRI3c1TBl+jSK62EzqpMNuRnGivE6aOpe03yvw1Iz1Yzcjt/17fKegqAFHbRrL3f/IMQxcnBUSCGQQRNOwFDSc4gAPgrijlATpwhJGxdoMEvairIEZTBix/Q9od1hy2a0N56lVXM6JaFXkdLDGmlyylOEzWmejVfW2bDPedfW09ztnP5R65USq3FK7Eu6u8zX6kwtGjG2bQ2SaiosY6rjrUtlu2Ju7t2rSpNDQZzBxxRXhLlV3vXZs5rS1m56y2z8n800rNnzNrfCjbklDTh4PM6nYNjrBp+6/a/9zs7ndtQz+IgVrNM8t7CDL9jDgLx/4Aq/ce2MnZ/OL+fif6oz0WqW8WA5l7ceKZ71</latexit>

V?
l,i� 1

2

<latexit sha1_base64="wxUXXD1qGVQwFfMMeLQOCD7zqM0=">AAAC6XicjVHLbtNAFD1xSwkFWtMu2VgNSCwgsqMIWFZ0wzKVSFqpLtF4Mm5H8UvjMVJl+QfYsUPd9ge6pT+C+IP2L3pncKSWCMFYts+ce8+ZufdGRSJL7fu/Os7K6oO1h91H64+fPN3YdJ9tTcq8UlyMeZ7k6jBipUhkJsZa6kQcFkqwNErEQTTfM/GDL0KVMs8+6bNCHKfsJJOx5EwTNXVfhCnTp1FcT5pprV7LN2GsGK+Dph40zec6LDVTzdTt+X3fLm8ZBC3ooV2j3P2JEDPk4KiQQiCDJpyAoaTnCAF8FMQdoyZOEZI2LtBgnbQVZQnKYMTO6XtCu6OWzWhvPEur5nRKQq8ipYeXpMkpTxE2p3k2Xllnw/7Nu7ae5m5n9I9ar5RYjVNi/6VbZP6vztSiEeO9rUFSTYVlTHW8dalsV8zNvTtVaXIoiDN4RnFFmFvlos+e1ZS2dtNbZuPXNtOwZs/b3Ao35pY04ODPcS6DyaAfvO0P94e93Q/tqLt4jh28onm+wy4+YoQxeX/FJX7gypk735zvzvnvVKfTarZxbzkXtyzznvs=</latexit>

V?
r,i� 1

2

<latexit sha1_base64="qyKV8Li5lFbsYJZvvPgqwbHKrIM=">AAAC6XicjVHLbtNAFD1xSwkFWtMu2VgNSEigyI4iYFnRDctUImmlukTjybgdxS+Nx0iV5R9gxw512x/olv4I4g/av+idwZFaIgRj2T5z7j1n5t4bFYkste//6jgrqw/WHnYfrT9+8nRj0322NSnzSnEx5nmSq8OIlSKRmRhrqRNxWCjB0igRB9F8z8QPvghVyjz7pM8KcZyyk0zGkjNN1NR9EaZMn0ZxPWmmtXojX4exYrwOmnrQNJ/rsNRMNVO35/d9u7xlELSgh3aNcvcnQsyQg6NCCoEMmnAChpKeIwTwURB3jJo4RUjauECDddJWlCUogxE7p+8J7Y5aNqO98SytmtMpCb2KlB5ekianPEXYnObZeGWdDfs379p6mrud0T9qvVJiNU6J/Zdukfm/OlOLRoz3tgZJNRWWMdXx1qWyXTE39+5UpcmhIM7gGcUVYW6Viz57VlPa2k1vmY1f20zDmj1vcyvcmFvSgIM/x7kMJoN+8LY/3B/2dj+0o+7iOXbwiub5Drv4iBHG5P0Vl/iBK2fufHO+O+e/U51Oq9nGveVc3AIoC575</latexit>

V?
r,i+ 1

2

<latexit sha1_base64="w/UxlgdezgBBZRVsUkdjBa2TDQ0=">AAAC6XicjVFNS91AFD1Gba3VGnXZTfApCMojeTyqS6mbLi30PQVjH5NxosPLF5OJICF/oLvuilv/gNv6R0r/Qf0X3plG8APRCUnOnHvPmbn3RkUiS+37fyecyanpN29n3s2+n5v/sOAuLg3LvFJcDHie5OogYqVIZCYGWupEHBRKsDRKxH403jXx/TOhSpln3/R5IY5SdpLJWHKmiRq5q2HK9GkU18NmVCebciOMFeN10NS9pvleh6Vmqhm5Hb/r2+U9BUELOmjXXu7+QYhj5OCokEIggyacgKGk5xABfBTEHaEmThGSNi7QYJa0FWUJymDEjul7QrvDls1obzxLq+Z0SkKvIqWHNdLklKcIm9M8G6+ss2Gf866tp7nbOf2j1islVuOU2Jd0d5mv1ZlaNGJs2xok1VRYxlTHW5fKdsXc3LtXlSaHgjiDjymuCHOrvOuzZzWlrd30ltn4P5tpWLPnbW6FG3NLGnDweJxPwbDXDT51+1/7nZ3P7ahn8BErWKd5bmEHX7CHAXn/wBV+49oZOz+dX87F/1RnotUs48FyLm8BGUGe8w==</latexit>

V?
l,i+ 1

2

<latexit sha1_base64="Q4DM9qsg1823NFtv4LtAXKyAdQc=">AAAC33icjVHLSsQwFD3W93vUnW6Kg+BCh1ZEXYpuXCo4KjgypJmMBjNtSVNByoA7d+LWH3CrfyP+gf6FN7GCD0RT2p6ce85JbhKlSmYmCJ57vN6+/oHBoeGR0bHxicnK1PRBluSaizpPVKKPIpYJJWNRN9IocZRqwTqREofR+batH14Inckk3jeXqTjpsNNYtiVnhqhmZXa5oUjdYs1CLcnlRlszXoTdYqXbbVaqQS1ww/8JwhJUUY7dpPKEBlpIwJGjA4EYhrACQ0bPMUIESIk7QUGcJiRdXaCLEfLmpBKkYMSe0/eUZsclG9PcZmbOzWkVRa8mp48F8iSk04Ttar6r5y7Zsr9lFy7T7u2S/lGZ1SHW4IzYv3wfyv/6bC8GbWy4HiT1lDrGdsfLlNydit25/6krQwkpcRa3qK4Jc+f8OGffeTLXuz1b5uovTmlZO+elNser3SVdcPj9On+Cg5VauFZb3Vutbm6VVz2EOcxjke5zHZvYwS7qlH2Fezzg0WPetXfj3b5LvZ7SM4Mvw7t7AygDmfM=</latexit>��l,i� 1
2

<latexit sha1_base64="nlmVzbgMm0bMat2e1895tdh7YZw=">AAAC3nicjVHLSsQwFD3W1/gedSVuioPgQod2EHU56MalgqOCI2OayWiw05Y0FaQM7tyJW3/ArX6O+Af6F97ECj4QTWl7cu45J7lJkIQy1Z733Of0DwwODZdGRsfGJyanytMz+2mcKS4aPA5jdRiwVIQyEg0tdSgOEyVYNwjFQXC+ZeoHF0KlMo729GUijrvsNJIdyZkmqlWea4YkbrNWrpblSrOjGM/9Xl7r9Vrlilf17HB/Ar8AFRRjJy4/oYk2YnBk6EIggiYcgiGl5wg+PCTEHSMnThGSti7Qwyh5M1IJUjBiz+l7SrOjgo1objJT6+a0SkivIqeLRfLEpFOEzWqurWc22bC/Zec20+ztkv5BkdUlVuOM2L98H8r/+kwvGh1s2B4k9ZRYxnTHi5TMnorZufupK00JCXEGt6muCHPr/Dhn13pS27s5W2brL1ZpWDPnhTbDq9klXbD//Tp/gv1a1V+rru6uVuqbxVWXMI8FLNF9rqOObeygQdlXuMcDHp0T59q5cW7fpU5f4ZnFl+HcvQGhOpnC</latexit>

�r,i� 1
2

<latexit sha1_base64="gVNKHv5F67OFr28gpl99kJuk0wg=">AAAC33icjVHNatwwGJy4TbJN8+O0t/ZishQKbRc7LE2OS3vJMYVuNpBdFlmrTUXkH2S5sBhDbr2VXPMCvbZvE/oGzVvkk+qFNktIZGyP5psZ6ZPiXMnChOHvJe/R4+WV1daTtafrG5tb/vazoyIrNRd9nqlMH8esEEqmom+kUeI414IlsRKD+OyjrQ++Cl3ILP1sZrkYJew0lVPJmSFq7L94N1SknrBxpd7KN8OpZryK6mq3rsd+O+yEbgSLIGpAG804zPwrDDFBBo4SCQRSGMIKDAU9J4gQIiduhIo4TUi6ukCNNfKWpBKkYMSe0feUZicNm9LcZhbOzWkVRa8mZ4BX5MlIpwnb1QJXL12yZe/Krlym3duM/nGTlRBr8IXY+3xz5UN9theDKfZdD5J6yh1ju+NNSulOxe48+KcrQwk5cRZPqK4Jc+ecn3PgPIXr3Z4tc/U/TmlZO+eNtsS13SVdcHT7OhfB0W4net/pfuq2ex+aq27hJXbwmu5zDz0c4BB9yj7HD/zEL49537zv3sVfqbfUeJ7jv+Fd3gAjK5nx</latexit>��l,i+ 1
2

<latexit sha1_base64="tmt+2KeziByFZc0aKNFmDifs9kU=">AAAC3nicjVHLSsQwFD3W1/gedSVuioMgKEM7iLocdONSwVHBkTHNZDTYaUuaClIGd+7ErT/gVj9H/AP9C29iBR+IprQ9Ofeck9wkSEKZas977nP6BwaHhksjo2PjE5NT5emZ/TTOFBcNHoexOgxYKkIZiYaWOhSHiRKsG4TiIDjfMvWDC6FSGUd7+jIRx112GsmO5EwT1SrPNUMSt1krVytyudlRjOd+L6/1eq1yxat6drg/gV+ACoqxE5ef0EQbMTgydCEQQRMOwZDScwQfHhLijpETpwhJWxfoYZS8GakEKRix5/Q9pdlRwUY0N5mpdXNaJaRXkdPFInli0inCZjXX1jObbNjfsnObafZ2Sf+gyOoSq3FG7F++D+V/faYXjQ42bA+SekosY7rjRUpmT8Xs3P3UlaaEhDiD21RXhLl1fpyzaz2p7d2cLbP1F6s0rJnzQpvh1eySLtj/fp0/wX6t6q9VV3dXK/XN4qpLmMcClug+11HHNnbQoOwr3OMBj86Jc+3cOLfvUqev8Mziy3Du3gCcYpnA</latexit>

�r,i+ 1
2

t

xi−1
2

xi+1
2
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un
i+1

Sr,i+1
2

un
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un
i
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2
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2

u!
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2
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2

u!
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2
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2

<latexit sha1_base64="zXiRz5KjhmFpSpIwMR5oImnnqYs=">AAAC3nicjVHLSsQwFD3W1/gedSVuioPgQodWRF0OunHhQsFRwZExzWQ02GlLmgpSBnfuxK0/4FY/R/wD/QtvYgUfiKa0PTn3nJPcJEhCmWrPe+5xevv6BwZLQ8Mjo2PjE+XJqf00zhQXdR6HsToMWCpCGYm6ljoUh4kSrBOE4iA43zT1gwuhUhlHe/oyEccddhrJtuRME9UszzS2SdxizTxclEuNtmI897v5crfbLFe8qmeH+xP4BaigGDtx+QkNtBCDI0MHAhE04RAMKT1H8OEhIe4YOXGKkLR1gS6GyZuRSpCCEXtO31OaHRVsRHOTmVo3p1VCehU5XcyTJyadImxWc209s8mG/S07t5lmb5f0D4qsDrEaZ8T+5ftQ/tdnetFoY932IKmnxDKmO16kZPZUzM7dT11pSkiIM7hFdUWYW+fHObvWk9rezdkyW3+xSsOaOS+0GV7NLumC/e/X+RPsL1f91erK7kqltlFcdQmzmMMC3ecaatjCDuqUfYV7PODROXGunRvn9l3q9BSeaXwZzt0bQ8CZnA==</latexit>

⇤l,i� 1
2

<latexit sha1_base64="rctGztLaSfJkjK5ivc0EOr+7g50=">AAAC3nicjVHLSsQwFD3W1/gedSVuioPgQodWRF0OunHhQsFRwZExzWQ02GlLmgpSBnfuxK0/4FY/R/wD/QtvYgUfiKa0PTn3nJPcJEhCmWrPe+5xevv6BwZLQ8Mjo2PjE+XJqf00zhQXdR6HsToMWCpCGYm6ljoUh4kSrBOE4iA43zT1gwuhUhlHe/oyEccddhrJtuRME9UszzS2SdxizdxblEuNtmI897v5crfbLFe8qmeH+xP4BaigGDtx+QkNtBCDI0MHAhE04RAMKT1H8OEhIe4YOXGKkLR1gS6GyZuRSpCCEXtO31OaHRVsRHOTmVo3p1VCehU5XcyTJyadImxWc209s8mG/S07t5lmb5f0D4qsDrEaZ8T+5ftQ/tdnetFoY932IKmnxDKmO16kZPZUzM7dT11pSkiIM7hFdUWYW+fHObvWk9rezdkyW3+xSsOaOS+0GV7NLumC/e/X+RPsL1f91erK7kqltlFcdQmzmMMC3ecaatjCDuqUfYV7PODROXGunRvn9l3q9BSeaXwZzt0bsa2ZYA==</latexit>

⇤0,i� 1
2

<latexit sha1_base64="wqb80QQbecNFVSQaWJGV5zduWxI=">AAAC3nicjVHLSsQwFD3W1/gedSVuioPgQodWRF0OunHhQsFRwZExzWQ02GlLmgpSBnfuxK0/4FY/R/wD/QtvYgUfiKa0PTn3nJPcJEhCmWrPe+5xevv6BwZLQ8Mjo2PjE+XJqf00zhQXdR6HsToMWCpCGYm6ljoUh4kSrBOE4iA43zT1gwuhUhlHe/oyEccddhrJtuRME9UszzS2SdxizVwtyqVGWzGe+918udttlite1bPD/Qn8AlRQjJ24/IQGWojBkaEDgQiacAiGlJ4j+PCQEHeMnDhFSNq6QBfD5M1IJUjBiD2n7ynNjgo2ornJTK2b0yohvYqcLubJE5NOETarubae2WTD/pad20yzt0v6B0VWh1iNM2L/8n0o/+szvWi0sW57kNRTYhnTHS9SMnsqZufup640JSTEGdyiuiLMrfPjnF3rSW3v5myZrb9YpWHNnBfaDK9ml3TB/vfr/An2l6v+anVld6VS2yiuuoRZzGGB7nMNNWxhB3XKvsI9HvDonDjXzo1z+y51egrPNL4M5+4NUlqZog==</latexit>

⇤r,i� 1
2

<latexit sha1_base64="I0IkI+5fc/geRKsH+H2WlWi/Ygs=">AAAC3nicjVHLSsQwFD3W1/gedSVuioMgKEMroi4H3bhwoeCo4MiYZjIa7LQlTQUpgzt34tYfcKufI/6B/oU3sYIPRFPanpx7zkluEiShTLXnPfc4vX39A4OloeGR0bHxifLk1H4aZ4qLOo/DWB0GLBWhjERdSx2Kw0QJ1glCcRCcb5r6wYVQqYyjPX2ZiOMOO41kW3KmiWqWZxrbJG6xZu4tycVGWzGe+918udttlite1bPD/Qn8AlRQjJ24/IQGWojBkaEDgQiacAiGlJ4j+PCQEHeMnDhFSNq6QBfD5M1IJUjBiD2n7ynNjgo2ornJTK2b0yohvYqcLubJE5NOETarubae2WTD/pad20yzt0v6B0VWh1iNM2L/8n0o/+szvWi0sW57kNRTYhnTHS9SMnsqZufup640JSTEGdyiuiLMrfPjnF3rSW3v5myZrb9YpWHNnBfaDK9ml3TB/vfr/An2l6v+anVld6VS2yiuuoRZzGGB7nMNNWxhB3XKvsI9HvDonDjXzo1z+y51egrPNL4M5+4NrNWZXg==</latexit>

⇤0,i+ 1
2

<latexit sha1_base64="HTnJ+RS9Iuur7Z5D7T+0EaZKUMU=">AAAC3nicjVHLSsQwFD3W1/gedSVuioMgKEMroi4H3bhwoeCo4MiYZjIa7LQlTQUpgzt34tYfcKufI/6B/oU3sYIPRFPanpx7zkluEiShTLXnPfc4vX39A4OloeGR0bHxifLk1H4aZ4qLOo/DWB0GLBWhjERdSx2Kw0QJ1glCcRCcb5r6wYVQqYyjPX2ZiOMOO41kW3KmiWqWZxrbJG6xZh4uycVGWzGe+918udttlite1bPD/Qn8AlRQjJ24/IQGWojBkaEDgQiacAiGlJ4j+PCQEHeMnDhFSNq6QBfD5M1IJUjBiD2n7ynNjgo2ornJTK2b0yohvYqcLubJE5NOETarubae2WTD/pad20yzt0v6B0VWh1iNM2L/8n0o/+szvWi0sW57kNRTYhnTHS9SMnsqZufup640JSTEGdyiuiLMrfPjnF3rSW3v5myZrb9YpWHNnBfaDK9ml3TB/vfr/An2l6v+anVld6VS2yiuuoRZzGGB7nMNNWxhB3XKvsI9HvDonDjXzo1z+y51egrPNL4M5+4NPuiZmg==</latexit>

⇤l,i+ 1
2

<latexit sha1_base64="mM7EEN6WneUD29+wZ1ZCeBR+ohw=">AAAC3nicjVHLSsQwFD3W1/gedSVuioMgKEMroi4H3bhwoeCo4MiYZjIa7LQlTQUpgzt34tYfcKufI/6B/oU3sYIPRFPanpx7zkluEiShTLXnPfc4vX39A4OloeGR0bHxifLk1H4aZ4qLOo/DWB0GLBWhjERdSx2Kw0QJ1glCcRCcb5r6wYVQqYyjPX2ZiOMOO41kW3KmiWqWZxrbJG6xZq6W5GKjrRjP/W6+3O02yxWv6tnh/gR+ASooxk5cfkIDLcTgyNCBQARNOARDSs8RfHhIiDtGTpwiJG1doIth8makEqRgxJ7T95RmRwUb0dxkptbNaZWQXkVOF/PkiUmnCJvVXFvPbLJhf8vObabZ2yX9gyKrQ6zGGbF/+T6U//WZXjTaWLc9SOopsYzpjhcpmT0Vs3P3U1eaEhLiDG5RXRHm1vlxzq71pLZ3c7bM1l+s0rBmzgtthlezS7pg//t1/gT7y1V/tbqyu1KpbRRXXcIs5rBA97mGGrawgzplX+EeD3h0Tpxr58a5fZc6PYVnGl+Gc/cGTYKZoA==</latexit>

⇤r,i+ 1
2

<latexit sha1_base64="gQ8tWEf591YBAxQPoSOI+z/8JBQ=">AAAC13icjVHLSsNAFD2Nr/qudekmWAQ3lkSKuiy6cVnBtJVWJRmnOpgXyUQspbgTt/6AW/0j8Q/0L7wzRlCL6IQkZ86958zce73YF6m0rJeCMTY+MTlVnJ6ZnZtfWCwtlZtplCWMOyzyo6TtuSn3RcgdKaTP23HC3cDzecu73FPx1hVPUhGFh7If8+PAPQ9FTzBXEnVaKncDV154vYEzPB2IDXt4QmTFqlp6maPAzkEF+WpEpWd0cYYIDBkCcISQhH24SOnpwIaFmLhjDIhLCAkd5xhihrQZZXHKcIm9pO857To5G9JeeaZazegUn96ElCbWSBNRXkJYnWbqeKadFfub90B7qrv16e/lXgGxEhfE/qX7zPyvTtUi0cOOrkFQTbFmVHUsd8l0V9TNzS9VSXKIiVP4jOIJYaaVn302tSbVtaveujr+qjMVq/Ysz83wpm5JA7Z/jnMUNDer9la1dlCr1HfzURexglWs0zy3Ucc+GnDI+xoPeMSTcWTcGLfG3UeqUcg1y/i2jPt3UJyW7g==</latexit>

Un
i�1

<latexit sha1_base64="wIFVGES61csVf1xxSggITc98Khg=">AAAC1XicjVHLSsNAFD2Nr1pfVZdugkVwVRIp6rLoxmUF+4C2liSdtkPzIpkUSuhO3PoDbvWXxD/Qv/DOmIJaRCckOXPuPWfm3muHLo+FYbzmtKXlldW1/HphY3Nre6e4u9eIgyRyWN0J3CBq2VbMXO6zuuDCZa0wYpZnu6xpjy9lvDlhUcwD/0ZMQ9b1rKHPB9yxBFG9YrHjWWJkD9L6rJfy2S1RJaNsqKUvAjMDJWSrFhRf0EEfARwk8MDgQxB2YSGmpw0TBkLiukiJiwhxFWeYoUDahLIYZVjEjuk7pF07Y33aS89YqR06xaU3IqWOI9IElBcRlqfpKp4oZ8n+5p0qT3m3Kf3tzMsjVmBE7F+6eeZ/dbIWgQHOVQ2cagoVI6tzMpdEdUXeXP9SlSCHkDiJ+xSPCDtKOe+zrjSxql321lLxN5UpWbl3stwE7/KWNGDz5zgXQeOkbJ6WK9eVUvUiG3UeBzjEMc3zDFVcoYY6eU/wiCc8a01tpt1p95+pWi7T7OPb0h4+ABlOlnw=</latexit>

Un
i

<latexit sha1_base64="RreszwW5O6H4LItuA75rANtc0Bc=">AAAC13icjVHLSsNAFD2Nr/qudekmWARBKIkUdVl047KCaSutSjJOdTAvkolYSnEnbv0Bt/pH4h/oX3hnjKAW0QlJzpx7z5m593qxL1JpWS8FY2x8YnKqOD0zOze/sFhaKjfTKEsYd1jkR0nbc1Pui5A7Ukift+OEu4Hn85Z3uafirSuepCIKD2U/5seBex6KnmCuJOq0VO4GrrzwegNneDoQG/bwhMiKVbX0MkeBnYMK8tWISs/o4gwRGDIE4AghCftwkdLTgQ0LMXHHGBCXEBI6zjHEDGkzyuKU4RJ7Sd9z2nVyNqS98ky1mtEpPr0JKU2skSaivISwOs3U8Uw7K/Y374H2VHfr09/LvQJiJS6I/Uv3mflfnapFoocdXYOgmmLNqOpY7pLprqibm1+qkuQQE6fwGcUTwkwrP/tsak2qa1e9dXX8VWcqVu1ZnpvhTd2SBmz/HOcoaG5W7a1q7aBWqe/moy5iBatYp3luo459NOCQ9zUe8Ign48i4MW6Nu49Uo5BrlvFtGffvS9SW7A==</latexit>
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Figure 2.11: Eulerian approximate Riemann solvers at cell interfaces.

After some algebra we arrive at the explicit expressions of these integrals
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(2.2.95)

Here, Λl,i± 1
2
, Λ?

i± 1
2
and Λr,i± 1

2
are the waves speeds of the Eulerian approximate Riemann

solver at xi+ 1
2
. These Eulerian speeds are computed from the underlying Lagrangian

approximate Riemann solver according to respectively (2.2.79a), (2.2.79b) and (2.2.79c).
In addition, x+ = 1

2(| x | +x) denotes the positive part of the real x, whereas x− =
1
2(| x | −x) denotes its negative one. These are non-negative functions of x respectively
increasing and decreasing. We observe that the positive part (resp. negative part) of
the waves emanating from xi− 1

2
(resp. xi+ 1

2
) contributes to update the solution at time

tn+1. Summing the foregoing results and collecting the terms in factor of the intermediate
states, we finally obtain

Un+1
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∆xi
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2
Un
i−1 (2.2.96)
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The underlying approximate Riemann solver, WEul, being consistent with the integral
form of the system of conservation laws, the foregoing numerical scheme is of Godunov-
type and can be equivalently written under the flux form

∆xi (Un+1
i −Un

i ) + ∆t (F?
i+ 1

2
− F?

i− 1
2
) = 0, (2.2.101)

where F?
i+ 1

2
is the numerical flux at interface xi+ 1

2
resulting from the Eulerian approximate

Riemann solver. According to (2.2.87) the expression of the interface flux, with an obvious
notation adaptation, reads
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2.2.9.c Time step monitoring

We shall compute the time step, ∆t, to ensure that the updated cell-averaged value,
Un+1
i , is a convex combination of Un

i−1, U?
l,i− 1

2
, U?

r,i− 1
2
, Un

i , U?
l,i+ 1

2
, U?

r,i+ 1
2
and Un

i+1.
This amounts to investigate the positivity of the coefficients of the linear combination
present at the right-hand side of (2.2.96). Firstly, the positive part and the negative
part of the wave speeds are non-negative. Secondly, the wave speeds of the approximate
Riemann solvers at xi− 1

2
and xi+ 1

2
are ordered according to Λl,i± 1

2
≤ Λ0,i± 1

2
≤ Λr,i± 1

2
.

Bearing this in mind and recalling that x 7→ x+ (resp. x 7→ x−) is an increasing (resp.
decreasing) function yields
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2
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2
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2
, and Λ−
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2
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2
.
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Finally, all the coefficients at the right-hand side of (2.2.96) are unconditionally positive
except the one in factor of Un

i . This latter coefficient is positive if the time step ∆t
satisfies
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. (2.2.103)

Therefore, Un+1
i is a convex combination of Un

i and the intermediate states of the ap-
proximate Riemann solvers located at xi± 1

2
provided that ∆t satisfies condition (2.2.103),

which can be viewed as a CFL-like condition. Developing the expression of the Eulerian

wave speeds in terms of the underlying Lagrangian mass fluxes, i.e., Λr,i− 1
2
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Employing this bound leads to replace (2.2.103) by the more explicit condition for all i:

∆t ≤ ∆xi
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2
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Therefore, the time-step is is practically computed as

∆t = CFL
∆xi

maxi
(
| uni | +

λr,i− 1
2

+ λl,i+ 1
2

ρni

) . (2.2.105)

In the following we focus on the positivity and entropy issues.

2.2.9.d Positivity of mass density and specific internal energy

The Finite Volume scheme (2.2.101) for Eulerian gas dynamics has been constructed
through the use of the Eulerian approximate Riemann solver described in section 2.2.8,
which inherits all the properties from its Lagrangian counterpart. More precisely, pro-
vided that the parameters (λl, λr) of the Lagrangian Riemann solver satisfies condition
(2.2.36) the positivity of specific volume and specific internal energy is ensured. There-
fore, the waves speeds of the Riemann solvers are ordered according to (2.2.80) and the
positivity of mass density and specific energy for the intermediate states is also ensured.
Under the time step condition (2.2.103), Un+1

i is a convex combination of Un
i and the

intermediate states of the approximate Riemann solvers located at the cell interfaces,
refer to (2.2.96). Therefore, if ρni > 0 and εni > 0 then ρn+1

i > 0 and εn+1
i > 0. This
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shows that Finite Volume scheme (2.2.101) preserves the positivity of mass density and
specific internal energy under the time step condition (2.2.103).

2.2.9.e Entropy inequality

In this paragraph, we aim at constructing the discrete entropy inequality satisfied by the
Godunov-type Finite Volume scheme (2.2.101) following Chalons (2010). We shall start
by recalling the expression of the updated cell-averaged value Un+1

i
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Let us recall that under time step condition (2.2.103), Un+1
i is a convex combination of

Un
i−1, U?
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2
and Un

i+1. The strict concavity of U 7→ (ρη)(U)
with respect to U, refer to Godlewski & Raviart (1996), and Jensen’s inequality yield the
following inequality for the cell-averaged entropy time-increment

(ρη)(Un+1
i )− (ρη)(Un

i ) ≥ − ∆t
∆xi

{
Λ+
l,i− 1

2

[
(ρη)(U?

l,i− 1
2
)− (ρη)(Un

i−1)
]}

− ∆t
∆xi

{
Λ+

0,i− 1
2

[
(ρη)(U?

r,i− 1
2
)− (ρη)(U?

l,i− 1
2
)
]

+ Λ+
r,i− 1

2

[
(ρη)(Un

i )− (ρη)(U?
r,i− 1

2
)
]}

+ ∆t
∆xi

{
Λ−
l,i+ 1

2

[
(ρη)(U?

l,i+ 1
2
)− (ρη)(Un

i )
]}

+ ∆t
∆xi

{
Λ−0,i+ 1

2

[
(ρη)(U?

r,i+ 1
2
)− (ρη)(U?

l,i+ 1
2
)
]

+ Λ−
r,i+ 1

2

[
(ρη)(Un

i+1)− (ρη)(U?
r,i+ 1

2
)
]}
.

It remains to exhibit a lower bound to the right-hand side of the foregoing inequality. This
is achieved invoking the consistency of the underlying Eulerian approximate Riemann
solver with the integral form of the Eulerian entropy inequality. Namely, (2.2.91) holds
true

−Λl(ρ?l η?l − ρlηl)− Λ0(ρ?rη?r − ρ?l η?l )− Λr(ρrηr − ρ?rη?r) + ρrηrur − ρlηlul ≥ 0.

Substituting the foregoing inequality at the right-hand side of (2.2.106) for the terms
located at xi− 1

2
(resp. xi+ 1

2
) and developing the expressions of the negative and the

positive parts of the wave speeds, we finally obtain the cell entropy inequality
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i )− (ρη)(Un

i ) + ∆t
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[
(ρηu)?i+ 1

2
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]
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where the entropy flux, ρηu, at xi− 1
2
writes
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This concludes the design of the Eulerian scheme. The next section focuses on its nu-
merical validation.

2.2.9.f Summary and algorithm

The algorithm starts from the data of Un
i at initial time index n = 0 for all cells index i

and from the data for the boundary conditions. We then execute successively the steps
until the final time tfinal = tn+1 is reached:

– In. Data Un
i for all cells.

1. Riemann problem: Compute F∗ for any interface.

a. State evaluation. Evaluate left and right states Ul and Ur of each interface.
b. Evaluate λl, λr. using Method 1, Method 2 or Method 3 (refer to sec-

tion 2.2.4) to ensure positivity and stable entropy.
c. Evaluate the intermediate wave speed u∗ with (2.2.29) that gives the contact

discontinuity Λ0.
c. Evaluate the left and right wave speeds Λl and Λr.

d. Evaluate the intermediate states.

2. Compute numerical fluxes F∗ with (2.2.102).

3. Evaluate ∆t using (2.2.105).

4. Update Un+1
i using (2.2.101).

– Out. Data Un+1
i for all cells.

2.2.10 One-dimensional Eulerian numerical validation
We first run the test suite from Toro (1999)’s book, In his book, Toro has gathered some
now-classical test cases. All tests are simulated on domain Ω = [0, 1] with γ = 7/5, a
CFL set to 0.9 and the number of cells is 100. The initial configurations are recalled in
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52 Chapter 2 : One-dimensional Godunov-type Finite Volume scheme

table 2.1 where the discontinuity is located at x0 and the final time is set to tfinal. We refer
the readers to Toro (1999) for the phenomenological description of the test cases. The
results are gathered in figure 2.12 for tests 2 to 5 for the current Eulerian scheme. We
present the density, velocity and internal energy variables against the exact solution. For
such first order results, the numerical scheme behaves as expected. For such first order
results, the numerical scheme behaves as expected. The obtained numerical results are
perfectly consistent with what can be obtained by a first-order accurate Eulerian Finite
Volume scheme. Next in figure 2.13 we present the numerical results obtained by the
current scheme and the classical HLL one on tests 6 and 7, which correspond respectively
to an isolated stationary contact wave and a moving contact wave. The current numerical
scheme is able to exactly resolve a stationary contact by construction (left panel), and can
capture the moving contact discontinuity but with some numerical dissipation. Notice
that the HLL scheme has no embedded mechanism to capture such stationary contact,
while the family of HLLC schemes has, likewise for our approach. Recall that the

Label Left state Right state Discont. Final time
(ρ, u, p)l (ρ, u, p)r x0 tfinal

2 (1,−2.0, 0.4) (1, 2, 0.4) 0.5 0.15
3 (1, 0, 1000) (1, 0, 0.01) 0.5 0.012
4 (5.99924, 19.5975, 460.894) (5.99242,−6.19633, 46.0950) 0.4 0.035
5 (1,−19.59745, 1000) (1,−19.59745, 0.01) 0.8 0.012
6 (1.4, 0, 1) (1, 0, 1) 0.5 2.0
7 (1.4, 0.1, 1) (1, 0.1, 1) 0.5 2.0

Table 2.1: Initial conditions for the 1D test cases from Toro (1999).

Lagrangian scheme naturally adapts its mesh to the flow: some smaller and compressed
cells are encountered after a shock wave and expanded ones after a rarefaction wave.
Moreover, moving contact discontinuities are exactly preserved. This however comes
with the drawback of entropy deposition even in rarefaction waves. On the contrary, an
Eulerian scheme considers a fixed mesh, hence ensuring a better accuracy in rarefaction
waves, but less accurate shocks and diffused moving contact discontinuities. However,
the extension to multi-dimensions and high-orders of accuracy is somewhat simpler with
Eulerian schemes since in this formalism the mesh is not moving. This set of test cases
have validated the first order Eulerian Finite Volume scheme and its theoretical behaviors
are numerically reproduced or observed.

We now test the first-order Finite Volume scheme for Eulerian gas dynamics on other
complex flows. We fix the CFL to 0.9 and γ = 7/5 unless otherwise noticed.

Modified Sod shock tube The modified Sod test simulates the impact of a dense
fluid onto a light one at rest. The simulation is ran on the interval of Ω = [0, 1] with the
interface located at x = 0.3. The initial set up reads

(ρ, u, p)l = (1, 0, 75, 1) , (ρ, u, p)r = (0.125, 0, 0.1) , tfinal = 0.2.
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Figure 2.12: Test 2 to 5 of Toro (top to bottom) — Eulerian numerical scheme N = 100 cells,
CFL = 0.9 — Density, velocity, and specific internal energy (left to right) for the exact solution (black
line) vs the numerical results (symbols).
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Figure 2.13: Test 6 and 7 of Toro (left to right) — Eulerian numerical schemes N = 100 cells,
CFL = 0.9 —Density for the current scheme (red crosses) against the classical HLL scheme (blue
bullets) and the exact solution (black line).

A piston boundary condition is imposed on the left with u? = ul = 0.75, while u? = 0
is imposed on the right. This test case ensures that the sonic glitch in the rarefaction
wave is absent. The numerical results at final time tfinal = 0.2 with N = 100 to 400 cells
are presented in figure 2.14. The numerical solution seems to converge towards the exact
one. More importantly, we do not observe any sonic glitch in the rarefaction wave, as
illustrated in figure 2.15.
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Figure 2.14: Modified Sod problem — Eulerian numerical scheme —Density, velocity, and specific
internal energy for the exact solution (black line) vs the numerical results (symbols) with grid convergence
such as N = 100 cells (red cross), 200 (blue circle) and 400 (green square).

Collela-Woodward blastwave In figure 2.16, we present the numerical density ob-
tained for N = 800 to 6400 cells, with a zoom of the central area. The quality of the
solution improves with the mesh refinement. Then we present on the middle panel the
time-step evolution which clearly adapts to the numerical solution. On the right panel,
the plot of the normalized right impedance as a function of time allows us again to track
the main shock waves and their interactions.
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Figure 2.15: Modified Sod problem — Comparison of numerical scheme and Roe scheme with and
without entropy fix — Density and velocity for the Eulerian numerical solution (Chan et al. (2021) in
red cross) vs the numerical results of Roe without entropy fix (green squares) and Roe with entropy fix
(blue circle) on N = 100 and CFL = 0.9.
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Figure 2.16: Woodward-Collela blastwave problem — Eulerian numerical scheme — Density for the
reference solution (black line) vs the numerical results — Left: Grid convergence of the density variable
on N = 800 cells (red cross), 1600 (blue circle), 3200 (green square) and N = 6400 cells (magenta
diamond) — Middle: Time step evolution — Right: Evolution of the normalized right impedance λr

with each time step with N = 1600.

Le Blanc shock tube We simulate the Le Blanc shock tube with the Eulerian scheme.
Figure 2.17 (left panel) shows the numerical density plotted in the log scale for the
Le Blanc shock tube problem for N = 900, 1600 and 3200 cells. The panel in the
middle presents the time-step evolution showing that the main adaptation is related to
the separation of the simple waves Then the evolution of the normalized right impedance
that traces the path of the right moving shock is presented on the right panel. Again
because only one single shock is present in this problem, then only one curves can be
observed.

Extreme double rarefaction We present the results for the extreme double rarefac-
tion problem in figure 2.18. No positivity issue is encountered, and the minimal density is
about ρi = 1.48×10−3 for N = 800 cells (ρi = 2.43×10−3 for 400 cells and ρi = 9.09×10−3

for 100 cells). The grid convergence results for the density, velocity and specific internal
energy show that the numerical scheme improves the quality of the numerical solution
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Figure 2.17: Le Blanc shock tube problem — Eulerian numerical scheme — Left : Density plotted on
the log scale with grid convergence on N = 900 (red cross), N = 1800 (blue circle) and N = 3600 (green
squares) cells — Middle: Time step evolution — Right: Evolution of the normalized right impedance λr

with each time step with N = 1800.

when the mesh size decreases.
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Figure 2.18: Extreme 123 problem — Eulerian numerical scheme — Density, velocity, and specific
internal energy for the exact solution (black line) vs the numerical results (symbols) — Top panels:
numerical results for N = 100 cells — Bottom panels: Grid convergence, N = 100 cells (red cross), 200
(blue circle) and 400 (green square).

The next step of this work consists in using this scheme as a so-called ’parachute’
scheme in an a posteriori MOOD limited high-order scheme.
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2.3 Extension to high-order of accuracy
In this section we present an extension of the previous first-order Eulerian scheme into a
high-order accurate space/time scheme. Time discretization proceeds via classical Strong
Stability preserving Runge-Kutta (SSPRK) scheme, refer to Gottlieb et al. (2001); Got-
tlieb & Shu (1998). The space discretization relies on classical polynomial reconstruction
with not-so-classical a posteriori MOOD loop limiting procedure, see Clain et al. (2011).
The MOOD paradigm for FV schemes is built upon a try-and-fail concept. Starting from
data, (Un

i )1≤i≤N at tn a high-order scheme produces a ’candidate’ solution (U∗,n+1
i )1≤i≤N

at tn+1. This candidate solution is tested against specific ’detection’ criteria that deter-
mines whether the computed cell value at tn+1 is physically and numerically valid. In
the case of validity the cell is accepted, otherwise the cell is flagged as troubled/bad and
sent back to tn for re-computation. The re-computation is performed using a lower order
scheme from a ’cascade’ of schemes ordered from the more accurate to the more robust
one. The rudiment scheme of this cascade is called the ’parachute’ and must always pro-
duce a valid solution according to the detection criteria. This parachute scheme must be
extremely robust and provably adapted to the detection criteria. In the previous sections
we have designed such a first-order Eulerian scheme with good properties: conservation,
robustness, positivity preservation under explicit CFL, entropy inequality, etc. The en-
tire iterative procedure is called a MOOD loop and always converges to an acceptable
numerical solution for which some cells have been updated with a high order scheme,
while others with the parachute. Figure 2.19 shows an illustration to build a high-order
numerical scheme with an a posteriori MOOD loop.
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Figure 2.19: Sketch of the high order numerical scheme based on polynomial reconstructions (blue)
and a posteriori MOOD loop (green) embracing the general scheme (black).

Several works using an a posteriori MOOD loop in different numerical contexts
can be found for Lagrangian, ALE, Discontinuous Galerkin limiter, Smoother-Particle-
Hydrodynamics, Adaptative Mesh Refinement, WENO schemes, slope limiter, such as
the works of Nogueira et al. (2016); Vilar (2019); Boscheri et al. (2018, 2015); Zanotti
et al. (2015); Desveaux & C.Berthon (2013); Loubère et al. (2014); Farmakis et al. (2020);
Kitamura & Hashimoto (2017), and, physical contexts like Euler or Navier-Stokes equa-
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Cell indexes Stencil size Linear system size
Degree d i− 3 i− 2 i− 1 i i+ 1 i+ 2 i+ 3 2Ki = |Sdi | (2Ki)× d

0 – 0 —
1 X – X 2 2× 1
2 X X – X X 4 4× 2
3 X X – X X 4 4× 3
4 X X X – X X X 6 6× 4
5 X X X – X X X 6 6× 5

Table 2.2: Centered stencils Sd
i used for the polynomial reconstructions of degree d, their size and the

linear system size associated to the reconstruction operator.

tions, turbulence simulation, shallow-water equations, astrophysics, MHD, Baer-Nunziato
multi-phase model, such as the works of Jiang et al. (2018); Clain & Figueiredo (2017);
Zanotti et al. (2015); Fambri et al. (2017); Kemm et al. (2020)

2.3.1 High order space discretization

Let us denote by o = d+ 1 > 0 the target order of accuracy fixed by the user. At discrete
time tn the polynomial reconstruction operator R in cell Ωi is the operator which given
a large enough set of 2Ki neighbor mean values on stencil Sdi = {Ui±k, k = 1, . . . , Ki}
produces the polynomial Ũi ∈ Pd(Ω). We skip the time exponent in this section as no
confusion can occur. This polynomial has a degree d ≥ 0 and is such that its mean value
exactly matches Ui and best fits the neighbor mean values Ui±k, that is

R :
(
x ∈ Ωi,Ui, d,Sdi

)
−→ Ũi(x). (2.3.1)

Ũi is expressed under a Taylor basis as Ũi(x) = Ui + ∑d
m=1 ri,mψi,m(x) where the un-

knowns are the polynomial coefficients ri,m. The polynomial basis functions {ψi,m}m=1,...,d

are such that for all m: ψi,m(x) = (x−xi)m− 1
∆xi

∫
Ωi

(x−xi)m dx, where xi = 1
|Ωi|

∫
Ωi
xdx

is the cell centroid. The polynomial coefficients are then optimized in the least-squares
sense by the minimization of the cost function

J ({ri,m}m=1,...,d) =
Ki∑
k=1

∣∣∣∣∣Ui±k −
1

∆xi±k

∫
Ωi±k

Ũd
i (x) dx

∣∣∣∣∣
2

, (2.3.2)

which amounts to solve an over-determined linear system if the size of the stencil Sdi is
such thatKi > d, and usually we takeKi ' 1.5d. The size of the linear system is (2Ki)×d.
The reconstruction operator is accurate at order (d+ 1) for smooth enough solution. For
the sake of simplicity the stencils Sdi are always the centered ones and adapt their width
as d changes, see table 2.2. In this work the primitive variables are reconstructed. Notice
that conservative or characteristics variables could also be considered leading to slightly
more or less oscillatory results. The reconstructed values are used in substitution to the
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mean values within the Riemann solvers as

Ul,i−1/2 ≡ Ũi−1(xi−1/2), Ur,i−1/2 ≡ Ũi(xi+1/2),
Ul,i+1/2 ≡ Ũi(xi+1/2), Ur,i+1/2 ≡ Ũi+1(xi+1/2). (2.3.3)

Also remark that the reconstruction operates at time tn, and, once a maximal polynomial
degree is set at d ≥ 0, then at maximum (d+ 1) reconstructions are possible for degrees
0 ≤ k ≤ d. Obviously for d = 0 the reconstruction is trivially equal to the cell mean
value.

2.3.2 a posteriori High-order limiting: detection, parachute
scheme and MOOD loop

As is well known, the polynomial reconstruction operator suffers from the Runge phe-
nomena in the case of non-smooth enough solution, leading to oscillatory polynomials Ũi

as soon as d ≥ 1. In classical second-order Finite Volume schemes (d = 1) a so-called
slope (or flux) limiting procedure is supplemented to avoid those spurious oscillations.
Unfortunately, there exists no agreement on how to limit higher order polynomial recon-
structions. In this work we rely on the a posteriori Multi-dimensional Optimal Order
Detection (MOOD) algorithm referring to Clain et al. (2011). For this paradigm three
entities are needed:

(i) a list of detection criteria D to assess the validity of a numerical solution. These
criteria must ensure the physical admissibility of the numerical solution (i.e. the
positivity). Once the physical admissibility is assured then some numerical ac-
ceptability properties may be required. Often an essentially-non-oscillatory (ENO)
behavior, and, possibly the computer representation validity (i.e. no NaN) are en-
forced. Bad/troubled cells are gathered into set B.

(ii) a parachute scheme which must be a genuinely robust scheme producing a numer-
ical solution fulfilling the detection criteria D. Here we consider the first order
Eulerian scheme developed in this work. It gathers several useful properties indeed:
mathematical firmly based grounds, Lagrangian↔Eulerian mapping, demonstrated
ordered wave speeds, positivity under explicit CFL condition, entropy inequality
and validation of its numerical behaviors on classical test cases (carbuncle-free,
robustness, efficiency);

(iii) a cascade of schemes ranked from the more accurate and prone to spurious insta-
bility to the more robust one, that is the parachute scheme. This cascade may be
parametrized by the polynomial degree d, for instance we can consider the following
cascade: d = 4→ 3→ 2→ 1→ 0;

Detection criteria. The physical admissibility criteria P are firmly based on the system
of PDEs solved, they are obviously the positivity of the density and internal energy for
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60 Chapter 2 : One-dimensional Godunov-type Finite Volume scheme

the Eulerian scheme, hence

P : ρ∗i > 0, and ε∗i > 0 (2.3.4)

Next, the numerical criteria ensuring the ENO behavior are more subjective and some-
what attached to the developer preferences. Here we rely on a relaxed discrete maximum
principle (RDMP) but applied to the output data of the nodal solver. Indeed the nodal
solver is (one of) the constitutive brick, the locality of which is restricted to the neighbor
cells. Moreover, the outcome of the nodal solver are the nodal velocity and sub-pressures,
which further serve to determine the impedances, and, ultimately the star states and the
numerical fluxes to update the state vector. A candidate variable q∗p fulfills the RDMP if

N : −δqp + min
k∈C(p)

(qnk ) ≤ q∗p ≤ max
k∈C(p)

(qnk ) + δqp, (2.3.5)

where C(p) is the neighborhood associated to point p, δqp = max (10−4, 10−3(Mp −mp)),
and, Mp and mp are the maximal and minimal local values of q If a nodal solver result
does not fulfill (2.3.5) then the surrounded cells are marked as ’bad’ ones.
At last we also test if the numerical method has generated any un-representable value such
as NaN. If a cell has been declared as ’invalid’, then only this cell and its neighbors are
sent back to tn for a re-computation with local lower order reconstructions. Possibly some
cells are re-computed several times, and, may ultimately be updated with the parachute
scheme. The troubled/bad cells are the cells which do not fulfill at least one of these
detection criteria

D :


P : physically admissible, i.e positivity under explicit ∆twith respect to (2.3.4)
C : representable in a computer, i.e no Nan.
N : numerically valid, i.e essentially non oscillating with respect to (2.3.5).

The two neighbors of a bad cell are also recomputed, and, as such flagged as bad ones
without polynomial degree decrementing.
This type of limiting is referred to an a posteriori procedure because the candidate solu-
tion at tn+1 is always confronted to the detection criteria and must pass them. Fortunately
in general only few cells need to be re-computed which renders this a posteriori MOOD
loop relatively efficient in comparison to other limiting approaches.

MOOD loop. The MOOD loop always converges in a finite number of iterations.
Indeed there is only a few and fixed number of schemes in the cascade and a finite
number of cells. Moreover, a cell is always considered as valid if its reconstruction degree
has dropped to di = 0. Consequently the number of MOOD loop iterations is necessarily
finite. The final valid solution is then constituted of pieces of high accurate and low
accurate approximations fulfilling the detection criteria. As a consequence the detection
criteria do play a paramount role in the overall quality of the solution.
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2.3.3 High-order time discretization
For the time discretization we rely on successive explicit sub-steps, which altogether allows
to reach a nominal dth accuracy. Depending on the order of accuracy d, we employ the
family of classical Runge-Kutta (RK) explicit schemes by Gottlieb & Shu (1998). For
d = 0 a forward Euler scheme is used, while for d = 1 an explicit midpoint method
(predictor-corrector or equivalently RK2 scheme) is employed. When d = 2 the classical
SSPRK3 scheme is chosen. Beyond d ≥ 3 there exists no SSPRK method anymore, and
we then rely either on RK3 with appropriate time-step limitation or on a RK4 scheme,
see table 2.4 for the associated Butcher tableaus. We denote by K > 1 the number of
RK iterates of the time discretization scheme, each indexed by κ and 1 ≤ κ ≤ K.
The restriction on the time step ∆t is the one derived in the first sections which ensures
the positivity with a safety coefficient CFL ≤ 1. The time step ∆t ≡ ∆tκ=1 is determined
at the end of the first RK iterate as a function of the minimal/maximal impedances λκ=1

l,i+1/2
and λκ=1

r,i+1/2. It may happen that, during the physical evolution the time step required
at RK iterate κ is such that: ∆tκ < ∆t. In this case the cell is flagged as a ’bad’ one
and will be limited (in space and time) by the MOOD loop, possibly dropping its time
accuracy to a first order scheme for which ∆t ≡ ∆tκ=1 always ensures the positivity.

c1 a11 a12 · · · a1s
c2 a21 a22 · · · a2s
... ... . . . ...
cs as1 as2 · · · ass

b1 b2 · · · bs
Generic RK

Table 2.3: Butcher tableau for the Generic Runge-Kutta explicit time discretization schemes

0 0 0
1 1 0

1/2 1/2

0 0 0 0
1 1 0 0
1/2 1/4 1/4 0

1/6 1/6 2/3

0 0 0 0 0
1/2 1/2 0 0 0
1/2 0 1/2 0 0
1 0 0 1 0

1/6 1/3 1/3 1/6
RK2 SSPRK3 RK4

Table 2.4: Three examples of Butcher tableaus for Runge-Kutta time discretization schemes used in
this work.

2.3.4 Numerical validation of high order extension
In the previous numerical sections we have tested the first order Lagrangian and Eulerian
schemes. Here we solely focus on test cases with more complex interacting wave problems,
such as the Collela-Woodward blastwave and the Shu-Osher test. Above all, we perform a
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convergence analysis of our numerical scheme using a smooth solution of the gas dynamics
equations.

The following schemes are under scrutiny

• Eul-0: 1st order Eulerian scheme;

• Eul-X: (X+1)th order (unlimited) Eulerian scheme;

• Eul-XMOOD: (X+1)th order Eulerian scheme with MOOD limiting, with Eul-0 as
parachute scheme.

which will be compared to some classical ones such as: Lag-0, the 1st order Lagrangian
scheme from section 2.2.5, and, Eul-1Lim, the nominally 2nd order Eulerian scheme i.e
with piece-wise linear reconstruction on primitive variables supplemented with classical
van Leer slope limiter.

Density sine wave This paragraph shows that the high order reconstructions and RK
schemes allow respectively for 1st, 2nd, 3rd, 4th and 5th order convergence in space for a
smooth solution of the 1D compressible Euler equations. We consider the advection of a
sine wave on a computational domain of Ω = [0, 1] with periodic boundaries. The sine
wave is characterized by:

(ρ, u, p)0 = (1 + 0.1 sin(2πΩ), 1, 1/γ),

The results of the convergence analysis performed with polynomial reconstruction
going from d = 0 to d = 4 are displayed in table 2.5, and the L2 error is shown in
figure 2.20. The expected rate of convergence is reached and confirms the high-order
accuracy for our numerical scheme.

Next we make use of this test case to compare the efficiency of the high-order schemes,
i.e. the accuracy as a function of the computation time. In figure 2.21, we plot the relative
L2 error versus the CPU time for the Eul-0, Eul-1, Eul-2, Eul-3 and Eul-4 schemes. Some
efficiency plots have been extrapolated to ease the visual comparison. In table 2.6, the
efficiencies of the different numerical schemes are compared for a fixed error (ε0 = 10−8),
and, then for a fixed execution time (10ms). For large enough CPU time or small error
the high-order schemes out-perform low-order ones.

Modified smooth solution problem The second test case is a smooth test case
derived in the isentropic case, with a polytropic index of γ = 3 for the perfect gas
EOS. In this situation, the characteristic curves of the Euler equations become straight
lines. The governing equations reduce to two Burgers equations, allowing us to solve this
problem analytically. For the numerical simulation, the computational domain is once
again Ω ∈ [0, 1] with the initial condition modified to yield a more challenging example,
as

(ρ, u, p)0 = (1 + 0.1 sin(2πΩ), 0, ργ0),
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Density Sine wave problem
N L1 error L2 error L∞ error L1 order L2 order L∞ order

Eu
l-0

50 2.0762E-02 2.3002E-02 2.9628E-02 — — —
100 1.1403E-02 1.2634E-02 1.6282E-02 0.86 0.87 0.86
200 5.9829E-03 6.6288E-03 8.5436E-03 0.93 0.93 0.93
400 3.0653E-03 3.3962E-03 4.3773E-03 0.96 0.96 0.96

Eu
l-1

50 9.4635E-04 1.0878E-03 2.0798E-03 — — —
100 2.5988E-04 3.3788E-04 9.7322E-04 1.69 1.86 1.11
200 6.7953E-05 1.0356E-04 4.0150E-04 1.71 1.96 1.28
400 1.6946E-05 3.1778E-05 1.6358E-04 1.70 1.99 1.30

Eu
l-2

50 9.7772E-05 1.3478E-04 2.5498E-04 — — —
100 8.2715E-06 1.0654E-05 1.7347E-05 3.66 3.56 3.87
200 1.0335E-06 1.1828E-06 1.6504E-06 3.17 3.00 3.39
400 1.2919E-07 1.4423E-07 1.8995E-07 3.03 2.99 3.11

Eu
l-3

50 8.5786E-07 9.4984E-07 1.2252E-06 — — —
100 5.2418E-08 5.8083E-08 7.4862E-08 4.03 4.03 4.03
200 3.2586E-09 3.6102E-09 4.6527E-09 4.00 4.01 4.01
400 2.0347E-10 2.2543E-10 2.9054E-10 4.00 4.00 4.00

Eu
l-4

50 2.1204E-07 2.3511E-07 3.0259E-07 — — —
100 7.0001E-09 7.7569E-09 9.9979E-09 4.25 4.26 4.25
200 2.6359E-10 2.9206E-10 3.7642E-10 4.73 4.73 4.73
400 1.3827E-11 1.5320E-11 1.9752E-11 4.92 4.92 4.91

Table 2.5: L1, L2 and L∞ norm errors on density ρ between the numerical solution and the exact
solution of a density since wave problem until tfinal = 1.

with periodic boundary conditions. The initial density and pressure being very close
to zero would confirm the positivity-preserving property of the numerical scheme. Fig-
ure 2.22 display the results of the third-order scheme with 100 cells with a final time of
tfinal = 0.8 and CFL = 0.1. Making use of the analytical solution, the global truncation
error corresponding to the first- to fourth-order scheme are shown in table 2.7 and in
figure 2.23. These results confirm the high accuracy of this scheme.

Shu-Osher oscillatory test case This test Jiang & Shu (1996) is a 1D hydrodynamic
shock tube. The downstream flow has a sinusoidal density fluctuation ρ = 1− ε sin(λπx)
with a wave length λ = 5 and an amplitude ε = 0.2. A Mach 3 shock front is initially
located at x0 = −4 on domain Ω ∈ [−5; 5] and a CFL of 0.1. The left and the right
states are as follows:

(ρ, u, p)l = (3.857143, 2.629369, 10.33333) , (ρ, u, p)r = (1 + 0.2 sin(5Ω), 0 = 1). (2.3.6)

This problem involves small scales after the shock has interacted with the sine wave.
These small scale features can be captured either with a fine enough mesh or with high
order accurate method. Figure 2.24 shows the comparison of numerical solution using
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Figure 2.20: Density sine wave test case — Eulerian numerical scheme — L2 error for the 1st, 2nd, 3rd,
4th and 5th order schemes — Numerical results for N = 50, N = 100, N = 200 and N = 400 cells.
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Figure 2.21: Density sine wave test case — Efficiency of the Eulerian numerical schemes — L2 error
versus CPU time for 1st, 2nd, 3rd, 4th and 5th order schemes.

different polynomial reconstruction from Eul-0 to Eul-4MOOD and a reference solution
with 200, 400 and 800 cells. As expected the accuracy of the numerical solution improves
with the order of polynomial reconstruction. The reference solution taken here is the
numerical solution of the Eul-0 scheme with N = 10000 cells (the CPU time is about
6100µs). Figure 2.25 exhibits the associated cell reconstruction type with each time step
and as expected, the shock wave is captured in its motion. Then in table 2.8 we present
the percentages of cells updated with each polynomial degree from 0 to 4 and for three
different meshes. We observe that about 90% of cells are updated with the highest order
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Eul-0 Eul-1 Eul-2 Eul-3 Eul-4
Fixed ε0 = 10−8 � 1000ms ≈ 100ms 12.5ms 10ms 8ms

Fixed CPU = 10ms ≈ 10−3 ≈ 10−5 ≈ 5× 10−7 ≈ 1× 10−8 ≈ 5× 10−9

Table 2.6: Density sine wave test case — Efficiency of the high-order Eulerian numerical schemes —
Comparison of efficiency for a fixed error (horizontal line) and at a fixed CPU time (vertical line).
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Figure 2.22: Smooth solution test case — Third order (d = 3) Eulerian numerical scheme — Density,
velocity, and specific internal energy for the exact solution (black line) vs the numerical results (symbols)
— Numerical results for N = 100 cells (red cross) — The curves are almost superimposed.
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Figure 2.23: Modified smooth solution test case — Eulerian numerical scheme — L2 error for the 1st,
2nd, 3rd and 4th order accurate schemes — Numerical results for N = 50, 100, 200, 400 and 800 cells.

scheme, the 10% left are updated with generally the parachute scheme. In the very same
table we gather the CPU time needed to get the final solution as a function of the nominal
accuracy of the scheme employed. d = 0 means that the first order scheme is run, while
d = 4 means the 5th order MOOD scheme is used. As is observed the cost of second
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Modified smooth solution problem
N L1 error L2 error L∞ error L1 order L2 order L∞ order

Eu
l-0

50 2.3172E-02 2.7155E-02 2.2356E-02 — — —
100 1.4534E-02 1.7465E-02 1.3051E-02 0.67 0.64 1.02
200 8.5132E-03 1.0735E-02 6.0451E-03 0.77 0.70 0.94
400 4.7798E-03 6.3890E-03 2.6579E-03 0.83 0.75 0.95
800 2.6049E-03 3.6838E-03 1.2324E-03 0.87 0.80 0.98

Eu
l-1

50 2.9027E-03 4.7513E-03 5.8641E-04 — — —
100 1.0127E-03 2.0078E-03 1.5676E-04 1.52 1.25 1.68
200 3.2378E-04 7.4750E-04 4.3627E-05 1.65 1.43 1.72
400 9.1613E-05 2.3315E-04 1.1739E-05 1.82 1.68 1.73
800 2.3826E-05 6.6826E-05 3.1284E-06 1.94 1.82 1.75

Eu
l-2

50 1.3677E-03 2.5634E-03 7.8677E-03 — — —
100 3.7045E-04 9.9020E-04 3.8999E-03 1.89 1.92 1.71
200 9.3415E-05 3.0817E-04 1.4564E-03 2.00 2.21 2.06
400 1.6942E-05 7.2047E-05 4.1907E-04 2.47 2.62 2.16
800 2.5154E-06 1.2679E-05 8.4963E-05 2.75 3.02 2.68

Eu
l-3

50 5.8769E-04 1.1870E-03 4.0506E-03 — — —
100 1.1633E-04 3.6426E-04 1.8608E-03 2.34 1.70 1.12
200 2.2343E-05 7.7895E-05 4.4407E-04 2.38 2.23 2.07
400 2.3799E-06 9.3888E-06 8.3503E-05 3.23 3.05 2.41
800 2.2748E-07 6.5266E-07 6.6083E-06 3.39 3.85 3.66

Table 2.7: L1−, L2− and L∞−norm errors on density ρ between the numerical solution and the exact
solution of the modified smooth solution problem until tfinal = 0.8.

order scheme is about 3 times more expensive than a first order one (respectively 6, 7
and 9 times for third, fourth and fifth order ones).

Percentage of cell reconstruction type(%) Comparison of CPU time (µs)
d = 0 d = 1 d = 2 d = 3 d = 4 d = 0 d = 1 d = 2 d = 3 d = 4

N = 200 3.0 0.25 3.0 0.25 92.50 129 288 423 869 1254
N = 400 10.25 0 0.5 0.25 89.75 248 980 1716 1791 2292
N = 800 10.5 0 0.15 0.1 89.75 500 2130 3454 4079 4388

Table 2.8: Shu-Osher oscillatory test case — High-order extension of the Eulerian numerical scheme
with 200, 400 and 800 cells respectively — Percentage of cells with 1st, 2nd, 3rd and 4th order cell
reconstruction (Left) — Comparison of the CPU time with 1st, 2nd, 3rd and 4th order cell reconstruction
for 200, 400 and 800 cells (Right).

Woodward-Colella blastwave The complex flow pattern in the Woodward-Collela
blastwave problem is a good test case to evaluate the high-order extension of our numerical
scheme. Similar to the Shu-Osher problem, we present the numerical density with a zoom
at the central area obtained by the Eul-0, Eul-1MOOD, Eul-2MOOD and Eul-3MOOD
schemes compared with a reference solution with 200, and 400 cells in figure 2.26. The
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Figure 2.24: Shu-Osher oscillatory test case — High-order extension of the Eulerian numerical scheme
with a mesh of N = 200 (top), N = 400 (middle) and N = 800 (bottom) — Evolution of the polynomial
reconstruction degree d of each cell with each time step — Black cells are cells decremented to d = 0 ,
red cells are cells decremented to d = 1, blue cells are cells decremented to d = 2, green cells are cells
decremented to d = 3 and white cells are cells that stayed at d = 4.
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Figure 2.25: Shu-Osher oscillatory test case — High-order extension of the Eulerian numerical scheme
with a mesh ofN = 200 (left), N = 400 (right) — Evolution of the polynomial reconstruction degree d of
each cell with each time step — Black cells are cells decremented to d = 0 , red cells are cells decremented
to d = 1, blue cells are cells decremented to d = 2, green cells are cells decremented to d = 3 and white
cells are cells that stayed at d = 4.

reference solution taken is the numerical solution computed with the Lagrangian solver.
Once more, we confirm the mesh convergence and the accuracy convergence as the order of
the polynomial reconstruction increases. At last in figure 2.27 we present the polynomial
degree used in each cell at each time-step for N = 200 (left) and 800 cells (right). It can
be observed that the main waves are followed by the lower polynomial degree (black and
red) while the maximal accuracy (white) is maintained away from them as expected.
Then in table 2.9 we present the percentages of cells updated with each polynomial degree
from 0 to 3 and for three different meshes. We observe that about 85− 93% of cells are
updated with the highest order scheme, the remaining 7− 15% left are updated with the
other schemes, mainly the parachute one. At last the CPU times show that the cost of
second order scheme is about 5 times more expensive than a first order one (respectively
11 times and 16 times for third and fourth order ones).

Percentage of cell reconstruction type (%) Comparison of CPU time (ms)
d = 0 d = 1 d = 2 d = 3 d = 0 d = 1 d = 2 d = 3

N = 200 6.5 3.5 2.1 85.9 142 923 1062 2126
N = 400 7.5 2.3 0.7 89.75 289 1163 3178 4317
N = 800 0.88 3.75 2.74 92.63 510 2207 7836 8596

Table 2.9: Woodward-Collela blastwave— High-order extension of the Eulerian numerical scheme with
200, 400 and 800 cells respectively — Percentage of cells with 1st, 2nd, 3rd and 4th order cell reconstruction
(Left) — Comparison of the CPU time with 1st, 2nd, 3rd and 4th order cell reconstruction for 200, 400
and 800 cells (Right).

2.4 Chapter summary
Following the one-dimensional methodology introduced in the pioneering work of Gal-
lice (2003), we have constructed a Lagrangian simple approximate Riemann solver which
preserves contact discontinuities. The monitoring of wave speeds allows to derive explicit
conditions for ensuring positivity and entropy stability. The resulting one-dimensional
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Figure 2.26: Woodward-Collela blastwave — High-order MOOD extension of the Eulerian numerical
scheme with a mesh of N = 200 (left), N = 400 (middle) and N = 800 (right) — Numerical density of
the Eul-0 (red cross), Eul-1 (blue circle), Eul-2 (green square) and Eul-3 (magenta diamond) compared
with the reference solution (black line)

Figure 2.27: Woodward-Collela blastwave — High-order extension of the Eulerian numerical scheme
with 200 (left) and 800 (right) cell — Evolution of the polynomial reconstruction degree d of each cell
with each time step — Black cells are cells decremented to d = 0 , red to d = 1, blue to d = 2, white
cells are cells at highest accuracy d = 3.
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70 Chapter 2 : One-dimensional Godunov-type Finite Volume scheme

Godunov-type Finite Volume scheme preserves the positivity of specific volume and in-
ternal energy and also satisfies an entropic inequality provided an explicit time step
condition is satisfied.

Employing the general formalism described in Gallice (2002a, 2003) an one-
dimensional Eulerian simple approximate Riemann solver is deduced from its Lagrangian
counterpart. In this framework, the Eulerian wave speeds are deduced from the La-
grangian ones and are naturally ordered provided that the Lagrangian approximate Rie-
mann solver preserves the positivity of specific volume. Moreover, this framework pro-
vides also the transfer of the good properties (positivity and entropy stability) of the
Lagrangian approximate Riemann solver to its Eulerian counterpart. We observe that
the proposed approximate Riemann solver is nothing but the one initially introduced
in Gallice (2002a, 2003) in a more somewhat general and theoretical context. Here, we
proposed a less formal derivation based on more intuitive arguments. We also want to
acknowledge that the numerical flux induced by present Eulerian approximate solver has
the same structure as the one induced by the famous HLLC solver. However, the main
difference relies on the fact that here the wave speeds are consistently derived and or-
dered. This positive and entropic Eulerian simple approximate Riemann solver is the
cornerstone upon which we build a positive and entropic Godunov-type Finite Volume
scheme provided an adhoc time step condition is fulfilled.

The robustness and the accuracy of the basic first-order Finite Volume schemes are as-
sessed against various classical and demanding numerical tests. The results achieved are
pertinent i.e., the positivity-preserving and entropy-stability properties are correctly en-
forced, and mesh convergence was also achieved. Furthermore, we note that the positivity-
preserving property is mainly enforced during compression, thus, the trajectory of shock
waves can be tracked along with the evolution of the waves speeds.

Due to its good properties, the first-order Eulerian scheme is then used in a last part as
a parachute scheme for a high-order extension under MOOD paradigm. A high-order cell
polynomial reconstruction in space, the Runge-Kutta method in time and the MOOD
a posteriori limiting is implemented. The high-order extension has similar positivity-
preserving property as the first-order numerical scheme while improving the numerical
accuracy. The nominal accuracy is extended up to 5th order and may be decremented to
the 1st order when needed. Two test cases with smooth solutions are first presented as a
proof of rate of convergence and to validate the cell polynomial reconstruction. On the
advanced test cases presenting complex wave interactions, the numerical results improve
with the order of the reconstruction and the MOOD limiting ensures the robustness of
the scheme.

The next chapter focuses on multidimensional Godunov-type Finite Volume method
where the one-dimensional Lagrangian scheme developed in this chapter will be used as
a starting point to construct the approximation for the multidimensional numerical flux.
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This chapter is based on the work presented in G. Gallice & Maire (2022). In this
chapter, we will be describing a novel subface-based Finite Volume method for discretiz-
ing multidimensional hyperbolic systems of conservation laws on general unstructured
grids. Classically, multidimensional solvers make use of the one-dimensional ones and
implemented in the normal direction of an interface. By doing so, the solver only takes
into account the face-based neighboring cells, neglecting information from the transversal
neighbors. Furthermore, these classical solvers invokes some numerical instabilities, such
as the odd-even decoupling or the carbuncle phenomena (refer to Quirk (1994)). In this
work, we will be introducing an original multidimensional numerical method that will be
subface-based where subfaces are the decomposition of a face by means of the partition
of a cell.

The big picture of the method is that the discretization will now be based on a sub-
cell and requires a subface flux. The subface flux numerical approximation will rely on
the notion of simple Eulerian Riemann solver introduced in the seminal work of Gallice
(2003), adding to it an extra parameter, i.e. the nodal velocity. The Eulerian Riemann
solver is constructed from its Lagrangian counterpart by means of the Lagrange-to-Euler
mapping. This systematic procedure ensures the transfer of good properties such as posi-
tivity preservation and entropy stability. An entropy inequality as well as the flux entropy
can be identified. A specific time step condition can also be derived that guarantees the
solution in the mesh at time tn + ∆t. The subface-based discretization also calls for a
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specific conservation condition, namely the node-based conservation condition to ensure
conservativity.

Therefore, the aim of this chapter is to:

• Formulate a generic Eulerian multidimensional Finite Volume scheme for hyper-
bolic systems on unstructured grids based on subface fluxes that guarantees good
properties;

• Recall the Lagrange-to-Euler mapping and establish the fundamental relation to
relate the Eulerian and Lagrangian frameworks;

• Recalling the node-based conservation condition to retrieve conservativity of the
numerical scheme;

• Develop a first-order Eulerian Godunov-type scheme with positivity preserving and
entropy stable properties under an explicit CFL condition which ensures that the
cell-averaged value at time t+ dt is a convex combination of the cell-average value
at time t plus the intermediate states of the simple Riemann solver.

3.1 Governing equations and notation

Governing equations We aim at designing multidimensional Finite Volume schemes
for solving the hyperbolic system of conservation laws

∂U
∂t

+∇ · F(U) = 0. (3.1.1)

Here, U = U(x, t), for x ∈ Rd and t ≥ 0, is the vector of conservative variables which
takes values in Rq and F = F(U) is the flux tensor in Rq × Rd. The positive integers d
and q denote respectively the space dimension and the size of the foregoing hyperbolic
system. Let ej, for j = 1 . . . d, be the j-th vector of the Cartesian basis of Rd then
Fj = Fej ∈ Rq is the j-th component of the tensor flux and its divergence writes

∇ · F(U) =
d∑
j=1

∂Fj

∂xj
.

We assume that system (3.1.1) is equipped with the entropy-entropy flux pair (Σ,Q).
Namely, U 7→ Σ(U) is convex and the following compatibility condition holds true for
the entropy flux (refer to Godlewski & Raviart (1996)),

(
∂Fj

∂U

)t
∂Σ
∂U

= ∂Qj

∂U
, for j = 1 . . . d,
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where Qj = Q · ej. We are looking for the entropic solutions of (3.1.1), that is the ones
satisfying the following entropy inequality

∂Σ
∂t

+∇ ·Q(U) ≤ 0, (3.1.2)

which turns into an equality for smooth solutions.
Let D ⊂ Rq be the domain of definition of F(U), Σ(U) and Q(U). We ase that

D is a convex subset of Rq. For the sake of simplicity, we shall limit the presentation
of the numerical methods to the two-dimensional case, i.e., d = 2, knowing that the
three-dimensional extension is quite straightforward.

Notations The computational domain is a polygonal portion of R2, and we pave it
with a collection of non overlapping polygonal cells ωc where c is the generic label of
the cell. The generic label of a point is p and xp denotes its vector position. In the
counterclockwise ordered list of points of ωc, p− and p+ are respectively the previous and
the next points with respect to p, refer to figure 3.1. Each face f of cell c is decomposed
into subfaces by means of the partition of c induced by the subcells pc. The subcell ωpc
related to cell c and point p is the quadrangle formed by joining the cell centroid, xc, to
the midpoints of [xp− ,xp], [xp,xp+ ] and to xp.

xc

xp

lpcf
ωpc

ωc

Fpcf

x−
p

x+
p

npcf

f

Figure 3.1: Geometrical entities attached to the polygonal cell ωc.

The following topological sets are also defined:
• P(c): The set of vertices (points) of ωc;

• F(c): The set of faces of cell ωc;

• SF(pc): The set of subfaces attached to the corner pc, which is nothing but the set
of faces of subcell ωpc impinging at point p, for instance [xp,

1
2(xp + xp+)] belongs

to SF(pc).
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• The set of subcells ωpc for p ∈ P(c) constitutes a partition of the cell ωc, such that

ωc =
⋃

p∈P(c)
ωpc;

• The set of subfaces SF(pc) for p ∈ P(c) constitutes a partition of the set of faces
of ωc, that is,

F(c) =
⋃

p∈P(c)
SF(pc).

Lastly, we denote respectively by lpcf and npcf the measure and the unit outward normal
of the subface f .

3.2 A generic Godunov-type Finite Volume scheme

With the aforementioned governing equations and notations, this sections presents an
original Godunov-type Finite Volume scheme for solving hyperbolic systems of conserva-
tion laws on unstructured grids in a generic form.

3.2.1 Subface-based Finite Volume scheme

We start by integrating the system of conservation laws (3.1.1) over ωc and employing
the Green formula leads to

|ωc|
dUc

dt +
∫
∂ωc

F(U)n ds = 0, (3.2.1)

where Uc(t) = 1
|ωc|

∫
ωc

U(x, t) dv is the cell-averaged value of U over ωc. Employing a
classical first-order explicit time integration turns (3.2.1) into

Un+1
c −Un

c + ∆t
|ωc|

∫
∂ωc

F(Un)n ds = 0. (3.2.2)

Here, Un
c denotes the approximation of Uc(t) at time tn, and, tn+1 = tn + ∆t where

∆t > 0 is the time step. The design of the Finite Volume scheme (3.2.2) requires the
construction of an approximation of the normal flux integral

∫
∂ωc

F(Un)n ds. In what
follows, we are going to define an original node-based approximation of this integral term
relying on the partition of ωc into subcells, that is,∫

∂ωc
F(Un)n ds =

∑
p∈P(c)

∫
∂ωpc∩∂ωc

F(Un)n ds. (3.2.3)
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The surface integral term at the right-hand side of (3.2.3) is approximated along the
subfaces as follows ∫

∂ωpc∩∂ωc
F(Un)n ds =

∑
f∈SF(pc)

lpcfFpcf ,

where Fpcf is the subface flux related to the subface f attached to the corner pc. Substi-
tuting this subface-based approximation of the flux into (3.2.2) yields the subface-based
generic Finite Volume scheme

Un+1
c −Un

c + ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcfFpcf = 0, (3.2.4)

which is characterized by the subface flux Fpcf displayed in figure 3.1 by the blue rect-
angles. Viewed from cell ωc, this peculiar Finite Volume discretization introduces two
subface fluxes per cell face. We observe that this type of Finite Volume discretization
which consists in splitting the faces into subfaces has been already utilized not only in the
framework of cell-centered Lagrangian hydrodynamics from Després & Mazeran (2005);
Maire (2009); Loubère et al. (2016) but also for developing cell-centered diffusion schemes
such as done by Maire & Breil (2012); Jacq et al. (2014). We note in passing that this
formalism encompasses the classical face-based Finite Volume discretization Godlewski
& Raviart (1996).

At this point, it remains to provide a consistent numerical approximation of the
subface flux and this will be done by means of an approximate Riemann solver.

3.2.2 Subface flux approximation
Let f be the generic subface attached to cell c and vertex p, characterized by its unit
outward normal npcf . We assume that the subface flux Fpcf attached to the subcell f
depends respectively on the adjacent cell averaged values Uc, Ud(c,f), where d(c, f) is the
neighbor of cell c such that f ⊂ (ωc∩ωd), on the unit normal npcf and also on a vectorial
parameter vp ∈ R2 related to the nodal velocity p. This leads us to write

Fpcf = Fpcf (Uc,Ud(c,f),npcf ,vp). (3.2.5)

Contrary to the classical face-based Finite Volume discretization, the foregoing subface
flux expression exhibits a dependency on the nodal vectorial parameter vp, which is
unknown for the moment. Such dependency has been already employed for designing flux
approximation dedicated to the cell-centered discretization of Lagrangian hydrodynamics
in Maire (2009) and also more recently, in-spired by the latter works, in the framework
of cell-centered Eulerian hydrodynamics Shen et al. (2014). In both cases, the parameter
vector, vp, corresponds to a nodal approximation of the velocity field. For Lagrangian
hydrodynamics discretization, the nodal velocity approximation is required to move the
computational grid, whereas for Eulerian hydrodynamics its need is less obvious. The
fundamental role of this nodal vector parameter z will be described later on in 3.4.

Bearing this in mind, the subface flux numerical approximation is constructed via the
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introduction of an approximate Riemann solver, which is nothing but the approximate
solution of the one-dimensional Riemann problem defined in the npcf direction

(RP)


∂U
∂t

+
∂[Fnpcf (U)]
∂xnpcf

= 0,

U(xnpcf , 0) =
{

Uc if xnpcf < 0,
Ud(c,f) if xnpcf ≥ 0.

Here, xnpcf = x ·npcf is the coordinate in the unit normal direction, Fnpcf (U) = F(U)npcf
is the projection of the tensor flux onto the unit normal direction. The resulting one-
dimensional approximate Riemann solver depends on the states on both sides of the
interface, the self-similar variable ξ =

xnpcf

t
and a nodal vector parameter. With these

arguments, the Riemann solver writes

Wpcf = Wpcf (Uc,Ud(c,f),npcf , ξ,vp). (3.2.6)

For all Ul (left state), Ur (right state), n (unit normal), ξ (self-similar variable) and vp
(vector parameter), we assume that the Riemann solver satisfies the following classical
properties

• Wpcf (Ul,Ur,n, ξ,vp) = Ul for −ξ large enough;

• Wpcf (Ul,Ur,n, ξ,vp) = Ur for ξ large enough;

• Wpcf (U,U,n, ξ,vp) = U.

We also make the assumption that the approximate Riemann solver is symmetric with
respect to the interface, that is

Wpcf (Uc,Ud(c,f),npcf , ξ,vp) = Wpdf (Ud(c,f),Uc,npcf ,−ξ,vp). (3.2.7)

Finally, we express the subface flux Fpcf in terms of the approximate Riemann solver
Wpcf as follows

Fpcf = F(Uc)npcf −
∫ 0

−∞

[
Wpcf (Uc,Ud(c,f),npcf , ξ,vp)−Uc

]
dξ. (3.2.8)

The subface flux approximation is obtained by integrating the conservation law of (RP)
over the space-time domain [−∆xl, 0]× [0,∆t] where ∆xl and ∆t are respectively space
and time increments and the formula could be found in Harten et al. (1983).

Remark 3.2.1. This choice to define the subface flux from the approximate Riemann
solver is original and crucial. We note in passing that the aforementioned works em-
ploying subface flux-based discretization do not rely on such a definition. Here, the sub-
face flux (3.2.8) might be viewed as a left-sided flux and there is absolutely no reason
why Fpcf = Fpdf , where Fpdf is the subface flux attached to subface f viewed from cell
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npcf

xp

ωc

ωd

lpcff

FpdfFpcf

Figure 3.2: Interface between cell ωc and cell ωd.

d = d(c, f), refer to figure 3.2. Indeed, in general we should have Fpcf 6= Fpdf this im-
plies that the Finite Volume scheme (3.2.9) characterized by subface flux (3.2.8) is not
conservative in the classical sense. We shall present in section 3.2.6 a novel framework
to study the conservativity of this subface-based Finite Volume method.

3.2.3 Preservation of the definition domain

The notion of invariant domain is classical in the context of hyperbolic systems of con-
servation laws, refer for instance to Bouchut (2004). A domain is invariant if for any
initial condition U0 belonging to the domain, the solution of the hyperbolic system un-
der consideration remains in the domain for all time t > 0. The most practical situation
corresponds to the case for which the invariant domain is convex. For instance, in the
case of Lagrangian gas dynamics U = (τ,v, e)t, where τ is the specific volume, v is
the velocity vector and e the total energy, and the definition domain (admissible set)
D = {U such that τ ≥ 0 and e − 1

2v2 ≥ 0} is convex. In what follows, we assume that
the definition domain D of F(U), Σ(U) and Q(U) is convex and we shall study under
which condition our Finite Volume discretization preserves the definition domain.

The studied Finite Volume scheme (3.2.4) writes under the form

Un+1
c −Un

c + ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcf
[
Fpcf − F(Un

c )npcf
]

= 0, (3.2.9)
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78 Chapter 3 : Multidimensional Godunov-type Finite Volume scheme: Theory

where we have made use of the geometric identity∑
p∈P(c)

∑
f∈SF(pc)

lpcfnpcf = 0, (3.2.10)

to make appear the fluctuations related to each subface.

Assuming that the approximate Riemann solver is D-preserving, that is, if Un
c ∈ D

then Wpcf (ξ) ∈ D for all ξ ∈ R, we shall determine the time step condition ensuring that
the foregoing Finite Volume scheme is itself D-preserving, that is, Un+1

c ∈ D. To this
end, we introduce ξmin

pcf ≥ 0 such that

Wpcf (ξ) = Un
c , for ξ < −ξmin

pcf .

This allows us to develop the subface flux expression as follows

Fpcf =F(Un
c )npcf −

∫ 0

−ξmin
pcf

(Wpcf (ξ)−Un
c ) dξ = F(Un

c )npcf + ξmin
pcf Un

c −
∫ 0

−ξmin
pcf

Wpcf (ξ) dξ.

Substituting the subface flux into the foregoing Finite Volume scheme yields

Un+1
c = Un

c −
∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcf

[
ξmin
pcf Un

c −
∫ 0

−ξmin
pcf

Wpcf (ξ) dξ
]
.

Now, collecting the terms in factor of Un
c we arrive at

Un+1
c =

1− ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcfξ
min
pcf

Un
c + ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcf

∫ 0

−ξmin
pcf

Wpcf (ξ) dξ.

(3.2.11)
Assuming that Un

c ∈ D and Wpcf (ξ) ∈ D then Un+1
c ∈ D provided that the time step

satisfies the condition
∆t ≤ |ωc|∑

p∈P(c)

∑
f∈SF(pc)

lpcfξ
min
pcf

. (3.2.12)

In this case, we observe that Un+1
c is nothing but a convex combination of Un

c and the
intermediate states of the subface-based approximate Riemann solvers. Introducing

∆tc = |ωc|∑
p∈P(c)

∑
f∈SF(pc)

lpcfξ
min
pcf

,

and assuming that the Riemann solver preserves the domain of definition, we claim that
the Finite Volume scheme is D-preserving under the global time-step condition

∆t ≤ min
c

∆tc. (3.2.13)
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3.2.4 Entropy inequality

Here, we derive the entropy flux approximation attached to our Finite Volume scheme.
Assuming that Un

c ∈ D, Wpcf (ξ) ∈ D and ∆t satisfies the time step condition (3.2.12),
then by virtue of (3.2.11), Un+1

c appears to be a convex combination of Un
c and

1
ξmin
pcf

∫ 0

−ξmin
pcf

Wpcf (ξ) dξ, which thus belongs to D. Under the foregoing assumptions and

thanks to the convexity of the entropy, Σn+1
c = Σ(Un+1

c ) satisfies

Σn+1
c ≤

1− ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcfξ
min
pcf

Σn
c (3.2.14)

+ ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcfξ
min
pcf Σ

(
1
ξmin
pcf

∫ 0

−ξmin
pcf

Wpcf (ξ) dξ
)
.

By virtue of Jensen inequality

Σ
(

1
ξmin
pcf

∫ 0

−ξmin
pcf

Wpcf (ξ) dξ
)
≤ 1
ξmin
pcf

∫ 0

−ξmin
pcf

Σ(Wpcf (ξ)) dξ.

Substituting the foregoing result into (3.2.14), we arrive at

Σn+1
c − Σn

c ≤
∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcf

∫ 0

−∞
(Σ(Wpcf (ξ))− Σn

c ) dξ. (3.2.15)

Here, we have used the fact that if ξ ≤ ξmin
pcf then Wpcf (ξ) = Un

c . Finally, utilizing the
geometric identity (3.2.10) we get∑

p∈P(c)

∑
f∈SF(pc)

lpcfQ(Un
c ) · npcf = 0.

Introducing the foregoing expression into (3.2.15) leads to

Σn+1
c − Σn

c + ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcf

[
Q(Un

c ) · npcf −
∫ 0

−∞
(Σ(Wpcf (ξ))− Σ(Un

c )) dξ
]
≤ 0.

(3.2.16)
This is formally the discrete counterpart of the continuous entropy inequality (3.1.2). The
comparison between the foregoing inequality and (3.1.2) incites us to define the subface
entropy flux

Qpcf = Q(Un
c ) · npcf −

∫ 0

−∞
(Σ(Wpcf (ξ))− Σ(Un

c )) dξ. (3.2.17)
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With this notation, we rewrite inequality (3.2.16) under the compact form

Σn+1
c − Σn

c + ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcfQpcf ≤ 0. (3.2.18)

Remark 3.2.2. At this stage nothing can be said regarding the entropy stability of the
Finite Volume scheme under consideration. This crucial point shall be investigated in
section 3.2.7.

3.2.5 Summary about the subface-based Finite Volume scheme

We have designed a subface-based Finite Volume scheme for which the subface flux Fpcf

is defined from the approximate Riemann solver Wpcf . Under an explicit time step condi-
tion this Finite Volume scheme is D-preserving and satisfies a formal entropy inequality.
We summarize hereafter the main characteristics of this Finite Volume scheme.

• The generic Finite Volume scheme reads

Un+1
c −Un

c + ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcfFpcf = 0,

where the subface flux expression in terms of the approximate Riemann solver Wpcf

writes
Fpcf = F(Un

c )npcf −
∫ 0

−∞
(Wpcf (ξ)−Un

c ) dξ.

• The time step condition to ensure that the FV scheme is D-preserving reads

∆t ≤ ∆tc = |ωc|∑
p∈P(c)

∑
f∈SF(pc)

lpcfξ
min
pcf

.

• The formal entropy inequality attached to the FV scheme under the foregoing time
step condition reads

Σn+1
c − Σn

c + ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcfQpcf ≤ 0,

where the corner entropy flux writes

Qpcf = Q(Un
c ) · npcf −

∫ 0

−∞
(Σ(Wpcf (ξ))− Σ(Un

c )) dξ.

Now, it remains to investigate not only the conservation property of the subface-based
Finite Volume scheme but also its entropy stability.
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3.2 A generic Godunov-type Finite Volume scheme 81

3.2.6 Conservation property

This section aims at determining under which conditions the studied subface-based Finite
Volume scheme is conservative. Assuming that the computational domain is the whole
space R2, the subface-based Finite Volume scheme,

|ωc|(Un+1
c −Un

c ) + ∆t
∑

p∈P(c)

∑
f∈SF(pc)

lpcfFpcf = 0,

is conservative if and only if∑
c

|ωc|Un+1
c =

∑
c

|ωc|Un
c ⇐⇒

∑
c

∑
p∈P(c)

∑
f∈SF(pc)

lpcfFpcf = 0.

Now, exchanging the summation over the cells with the summation over the nodes, the
right-sided condition turns into∑

p

∑
c∈C(p)

∑
f∈SF(pc)

lpcfFpcf = 0,

where C(p) is the set of cells sharing the point p.

We claim that a sufficient condition to ensure the conservativity of the subface-based
Finite Volume scheme writes ∑

c∈C(p)

∑
f∈SF(pc)

lpcfFpcf = 0. (3.2.19)

This means that the summation over the cells c sharing point p of the fluxes attached to
the subfaces impinging at p is equal to zero, refer to figure 3.3(a), where the subface fluxes
have been displayed by means of blue patches on both sides of each subface emanating
from point p. Indeed our numerical method is provably positivity preserving under the
explicit CFL condition (3.2.13). Noticing that the sum over the cells c sharing p of the
fluxes attached to the subfaces impinging at p is rigorously equal to the sum over the
left-sided and the right-sided fluxes attached to the subfaces impinging at p leads to
reformulate the sufficient condition (3.2.19) into

∑
f∈SF(p)

lpf (F
l
pf + Fr

pf ) = 0. (3.2.20)

Here, SF(p) denotes the set of subfaces impinging at point p. For f ∈ SF(p), lpf is the
length of subface f and npf is its unit normal pointing towards the right state. In the
foregoing equation, Fl

pf (resp. Fr
pf ) denotes respectively the left-sided (resp. right-sided)

flux attached to the subface f , refer to figure 3.3(b). By virtue of (3.2.5), with an obvious
notation adaptation, the left and right-sided fluxes expressions in terms of the left state
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npcf

xp

lpcf

fF pcf

ωc

npf

xp
fF

l
pf

lpfF
r
pf

(a) Cell-based notation. (b) Face-based notation.

Figure 3.3: Fragment of the computational grid in the vicinity of point p.

Ulf , right state Urf and the unit normal npf and vector nodal parameter vp read

Fl
pf = Fl

pf (Ulf ,Urf ,npf ,vp), and Fr
pf = Fr

pf (Urf ,Ulf ,−npf ,vp).

Substituting this into the conservation condition (3.2.20) leads to
∑

f∈SF(p)
lpf
[
Fl
pf (Ulf ,Urf ,npf ,vp) + Fr

pf (Urf ,Ulf ,−npf ,vp)
]

= 0. (3.2.21)

Thanks to (3.2.8) and with an obvious notation adaptation, we express the subface fluxes
in (3.2.21) in terms of the approximate Riemann solver

Fl
pf (Ulf ,Urf ,npf ,vp) = F(Ulf )npf −

∫ 0

−∞
(Wpf (Ulf ,Urf , ξ,vp)−Ulf ) dξ,

Fr
pf (Urf ,Ulf ,−npf ,vp) = F(Urf )(−npf )−

∫ 0

−∞
(Wpf (Urf ,Ulf , ξ,vp)−Urf ) dξ.

Substituting these expressions of the subface fluxes into the nodal conservation condition
(3.2.21) and by virtue of the symmetry assumption of the approximate Riemann solver
(3.2.7), i.e., Wpf (Ulf ,Urf , ξ,vp) = Wpf (Urf ,Ulf ,−ξ,vp) we arrive at the node based
condition:

∑
f∈SF(p)

lpf

[ ∫ 0

−∞
(Wpf (Ulf ,Urf , ξ,vp)−Ulf ) dξ +

∫ ∞
0

(Wpf (Ulf ,Urf , ξ,vp)−Urf ) dξ

(3.2.22)

+ (F(Urf )− F(Ulf )) npf
]

= 0.

The Finite Volume scheme under consideration is conservative provided that the foregoing
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node-based condition is fulfilled for each node.

Remark 3.2.3. The node-based condition (3.2.21) is not only a sufficient condition for
the Finite Volume scheme to be conservative but also a necessary one. This shall be
shown in a forthcoming work that constructs a unique half-flux attached to each half-face
impinging at node p. The construction of this unique half-flux per half-edge is performed
employing the methodology introduced in Abgrall (2018) to demonstrate that the residual
distribution schemes possess a flux formulation and thus are locally conservative.

3.2.7 Entropy stability

We aim at exhibiting conditions which ensure that the total entropy over the whole space
R2 is non increasing that is ∑

c

|ωc|
(
Σn+1
c − Σn

c

)
≤ 0. (3.2.23)

Knowing that the local in-cell inequality (3.2.18) holds true, i.e.,

Σn+1
c − Σn

c + ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcfQpcf ≤ 0,

implies that the global entropy inequality (3.2.23) holds true provided that∑
c

∑
p∈P(c)

∑
f∈SF(p)

lpcfQpcf ≥ 0,

where Qpcf denotes the subface entropy flux attached to the subface f of corner pc.
Similarly to the study of the Finite Volume scheme conservation in section 3.2.6, we
exchange the summation over the cells with the summation over the nodes in the foregoing
inequality to arrive at ∑

p

∑
c∈C(p)

∑
f∈SF(p)

lpcfQpcf ≥ 0,

where C(p) is the set of cells sharing the point p. Therefore, a sufficient condition to ensure
that the Finite Volume scheme satisfies the global entropy inequality (3.2.23) writes∑

c∈C(p)

∑
f∈SF(p)

lpcfQpcf ≥ 0. (3.2.24)

Once more, observing that the sum over the cells c sharing p of the entropy fluxes attached
to the subfaces impinging at p is rigorously equal to the sum over the left-sided and the
right-sided entropy fluxes attached to the subfaces impinging at p leads to reformulate
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sufficient condition (3.2.24) into
∑

f∈SF(p)
lpf
(
Q
l

pf +Q
r

pf

)
≥ 0, (3.2.25)

where SF(p) is the set of subfaces impinging at point p. Developing the expression of the
left-sided and the right-sided subface entropy fluxes into the sufficient condition (3.2.25)
yields

∑
f∈SF(p)

lpf
[
Q
l
pf (Ulf ,Urf ,npf ,vp) +Q

r
pf (Urf ,Ulf ,−npf ,vp)

]
≥ 0. (3.2.26)

Substituting the expression of the subface entropy flux (3.2.17) in terms of the approxi-
mate Riemann solver into the nodal entropy condition (3.2.26) and by virtue of the sym-
metry assumption of the approximate Riemann solver (3.2.7), i.e., Wpf (Ulf ,Urf , ξ,vp) =
Wpf (Urf ,Ulf ,−ξ,vp) we arrive at

∑
f∈SF(p)

lpf

[ ∫ 0

−∞
(Σ(Wpf (ξ,vp))− Σlf ) dξ +

∫ ∞
0

(Σ(Wpf (ξ,vp))− Σrf ) dξ (3.2.27)

+ (Q(Urf )−Q(Ulf )) · npf
]
≤ 0.

3.3 Fundamental relation between Lagrangian and
Eulerian frameworks

This section provides a general and systematic framework for constructing simple ap-
proximate Riemann solvers for one-dimensional hyperbolic systems of conservation laws
written under Eulerian form. The underlying methodology stems from the transforma-
tion relating the Lagrangian and the Eulerian representations of conservation laws which
is further applied to the Lagrangian Riemann solvers to deduce their Eulerian counter-
parts. This manner of proceeding ensures the direct transfer of the properties (conser-
vation, positivity and entropy control) satisfied by the Lagrangian solver to its Eulerian
counterpart. This transformation has been initially introduced in Gallice (2000, 2003) for
designing conservative, positive and entropic simple approximate Riemann solvers, and,
recently reused for the gas dynamics equations in Chan et al. (2021). It is worth noticing
that this approach has been extended not only to the magnetohydrodynamics equations
written under Powell’s form but also to hyperbolic systems with source terms leading to
well-balanced numerical discretizations, refer to Gallice (2002a).
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3.3.1 One-dimensional Lagrange-to-Euler mapping

This section studies the one-dimensional Riemann problem located at the subface inter-
face which is required to construct the numerical flux approximation by means of the
generic expression (3.2.8). Let us consider the subface characterized by the unit outward
n, the corresponding Riemann problem reads

(RPE)


∂U
∂t

+ ∂Fn(U)
∂xn

= 0, where Fn(U) = F(U)n,

U(xn, 0) =
{

Ul if xn < 0,
Ur if xn ≥ 0.

Here, xn = x ·n denotes the space variable in the direction normal to the interface. This
Riemann problem is also equipped with the the entropy inequality

∂Σ
∂t

+ ∂Qn

∂xn
≤ 0, (3.3.1)

where Qn = Q · n denotes the entropy flux.
From now on, we focus on systems of conservation laws describing physical phenomena

in the domain of continuum mechanics, for instance gas dynamics, shallow water equa-
tions, MagnetoHdydroDynamics (MHD), hyperelasticity... The interested reader might
refer for instance to Kulikowskii et al. (2001) wherein several systems of conservation
laws originated from continuum mechanics are described and studied. In this framework,
we assume that the first component of the general system of conservation laws (3.1.1) is
the mass conservation equation

∂ρ

∂t
+∇ · (ρv) = 0, (3.3.2)

where ρ > 0 is the mass density and v the material velocity. Thus, the first component
of the Riemann problem (RPE) reads

∂ρ

∂t
+∇ · (ρvn) = 0, (3.3.3)

where vn = v · n is the projection of the material velocity onto the unit normal n.
We construct the Lagrangian counterpart of (RPE) introducing the Lagrange-to-Euler

mapping m 7−→ xn(m, t) such that

dxn = 1
ρ

dm+ vndt,

is an exact differential and m denotes the Lagrangian mass coordinate. By construction

∂xn

∂m
(m, t) = 1

ρ
, and ∂xn

∂t
(m, t) = vn,
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and since dxn is an exact differential the following compatibility condition holds true

∂τ

∂t
− ∂vn

∂m
= 0, (3.3.4)

where τ = 1
ρ
is the specific volume. This is nothing but the Lagrangian mass/volume

equation. Let us point out that we utilize the same notation for the Lagrangian and the
Eulerian time. Moreover, the same physical quantity might be indifferently expressed
either in terms of the Lagrangian coordinates (m, t) or in terms of the Eulerian ones
(xn, t) knowing that xn = xn(m, t). This amounts to write formally

U(m, t) = U(xn(m, t), t).

Taking the time derivative of the foregoing identity holding m fixed, i.e., the Lagrangian
time derivative, and applying the chain rule leads to

∂U
∂t

(m, t)
∣∣∣∣
m

= ∂U
∂t

(m, t)
∣∣∣∣
xn

+ vn
∂U
∂xn

(xn, t)
∣∣∣∣
t
.

Therefore, the following identity holds true

ρ
∂

∂t
(τU)(m, t)

∣∣∣∣
m

= ∂U
∂t

(m, t)
∣∣∣∣
xn

+ ∂(vnU)
∂xn

(xn, t)
∣∣∣∣
t
.

Substituting the Eulerian time derivative thanks to (RPE) in the foregoing equation
leads to

∂(τU)
∂t

+ ∂

∂m
(Fn − vnU) = 0. (3.3.5)

This system is the Lagrangian counterpart of (RPE). However, one notices that its first
component is trivial, we thus replace it by (3.3.4). Finally, to complete the definition
of the Lagrange-to-Euler mapping let us introduce the expressions of the Lagrangian
variable and flux in terms of their Eulerian counterparts

V = τ(U− ρe1) + τe1, where e1 = (1, 0, . . . , 0)t,
Gn = Fn − vnU− vne1.

The foregoing formulas define the Lagrange-to-Euler transformation which allows us to
deduce the Lagrangian Riemann problem

(RPE)


∂V
∂t

+ ∂Gn(V)
∂m

= 0

V(xn, 0) =
{

Vl if m < 0,
Vr if m ≥ 0,

which is the Lagrangian counterpart of (RPE). Here, V = V(m, t) and Gn are respec-
tively the vector of conservative variables and the flux vector written under Lagrangian
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representation. The foregoing Lagrangian Riemann problem is also equipped with the
Lagrangian entropy inequality

∂σ

∂t
+ ∂qn

∂m
≤ 0, (3.3.6)

where the Lagrangian entropy and entropy flux pair are written in terms of their Eulerian
counterparts σ = τΣ and qn = Qn − vnΣ.

Let WE(Ul,Ur, ξE), where ξE = xn
t
, denotes the Eulerian Riemann solver which

consists of an approximate solution to (RPE). Similarly, we define WL(Vl,Vr, ξL), where
ξL = m

t
, the Lagrangian Riemann solver which also consists of an approximate solution

to (RPL). We assume that the Eulerian approximate Riemann solver fulfills the basic
requirements

• WE(Ul,Ur, ξE) = Ul for −ξE large enough,

• WE(Ul,Ur, ξE) = Ur for ξE large enough,

• WE(U,U, ξE) = U.

We prescribe similar assumptions for the Lagrangian Riemann solver.

3.3.2 Consistency of approximate Riemann solvers
Here, we recall the fundamental notion of consistency that has been initially introduced
in the seminal works of Harten & Lax (1981); Harten et al. (1983). Integrating the con-
servation law (RP)E over [−∆xl, 0]× [0,∆t] and replacing U(xn, t) by its approximation
WE(Ul,Ur, ξE) leads to

∫ 0

−∆xl

(
WE(Ul,Ur,

xn

∆t)−Ul

)
dxn +

∫ ∆t

0

(
Fn(U(0−, t))− Fn(Ul)

)
dt = 0.

This incites us to define the left-sided flux F−n = 1
∆t

∫ ∆t

0
Fn(U(0−, t)) as follows

F−n = Fn(Ul)−
1

∆t

∫ 0

−∆xl

(
WE(Ul,Ur,

xn

∆t)−Ul

)
dxn.

Now, making the change of variable ξE = xn

∆t in the foregoing integral and noticing that
for −ξE large enough WE(Ul,Ur, ξE) = Ul, we rewrite the left-sided flux employing the
compact formula

F−n = Fn(Ul)−
∫ 0

−∞
(WE(Ul,Ur, ξE)−Ul) dξE. (3.3.7)

Similarly, the right-sided flux writes

F+
n = Fn(Ur) +

∫ +∞

0
(WE(Ul,Ur, ξE)−Ur) dξE. (3.3.8)
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Subtracting (3.3.7) to (3.3.8) yields

F+
n − F−n = (3.3.9)∫ 0

−∞
(WE(Ul,Ur, ξE)−Ul) dξE +

∫ +∞

0
(WE(Ul,Ur, ξE)−Ur) dξE + Fn(Ur)− Fn(Ul).

The approximate Riemann solver, WE, is consistent with the integral form of the Rie-
mann problem, (RPE), if and only if the left and right-sided fluxes are equal that is

∫ 0

−∞
(WE(Ul,Ur, ξE)−Ul) dξE+

∫ +∞

0
(WE(Ul,Ur, ξE)−Ur) dξE (3.3.10)

+Fn(Ur)− Fn(Ul) = 0.

Then, the approximate Riemann solver induces a Finite Volume Godunov-type scheme
which is conservative by construction.

Similarly to what has been done for the flux, we also introduce the left-sided and the
right-sided entropy fluxes

Q
−
n =Qn(Ul)−

∫ 0

−∞
[Σ(WE(Ul,Ur, ξE))− Σ(Ul)] dξE, (3.3.11a)

Q
+
n =Qn(Ur) +

∫ +∞

0
[Σ(WE(Ul,Ur, ξE))− Σ(Ur)] dξE. (3.3.11b)

Then, the approximate Riemann solver, WE, is consistent with the integral form of the
entropy inequality (3.3.1) if and only if Q+

n − Q
−
n ≤ 0. Namely, substituting (3.3.11a)

and (3.3.11b) into the foregoing difference yields the inequality
∫ 0

−∞
[Σ(WE(Ul,Ur, ξE))− Σ(Ul)] dξE +

∫ +∞

0
[Σ(WE(Ul,Ur, ξE))− Σ(Ur)] dξE

(3.3.12)
+Qn(Ur)−Qn(Ul) ≤ 0.

If this inequality holds true, the Riemann solver induces an entropic Finite Volume
scheme. Obviously, similar definitions might be introduced for the Lagrangian Riemann
solver WL(Vl,Vr, ξL) and we omit it for the sake of conciseness.

3.3.3 Lagrangian simple Riemann solvers

3.3.3.a Definition of the simple Lagrangian Riemann solver

In this section, we focus on a particular class of approximate Riemann solvers initially
introduced in Gallice (2002a, 2003) and named simple Riemann solvers. The Lagrangian
Riemann solver WL(Vl,Vr, ξL), where ξL = m

t
, represents an approximate solution of

the Lagrangian Riemann problem (RPL). It is a simple Riemann solver if and only if it
consists of m + 1 constant states Vk, k = 1 . . .m + 1 separated by m discontinuities of
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slopes λk, k = 1, . . . ,m in the (m, t) plane. More precisely,

WL(Vl,Vr,
m

t
) =


V1 = Vl if m

t
< λ1,

Vk if λk−1 ≤ m
t
< λk, k = 2, . . . ,m,

Vm+1 = Vr if λm ≤ m
t
.

Here, the λk for k = 1, . . . ,m are the Lagrangian wave speeds in ascending order in
the (m, t) plane and thus homogeneous to m

t
. As its name suggests, the simple solver

represents the simplest form of approximate Riemann solver.

3.3.3.b Consistency of the simple Lagrangian solver

Similarly to what has been presented in section 3.3.2 the general expression of the left
and right-sided Lagrangian fluxes write

G−n =Gn(Vl)−
∫ 0

−∞
(WL(Vl,Vr, ξL)−Vl) dξL, (3.3.13a)

G+
n =Gn(Vr) +

∫ +∞

0
(WL(Vl,Vr, ξL)−Vr) dξL. (3.3.13b)

Replacing WL by its expression in the foregoing formulas leads to the explicit expressions
of the left and right-sided fluxes in terms of the intermediate states and the wave speeds

G−n =Gn(Vl)−
m∑
k=1

λ
(−)
k (Vk+1 −Vk), (3.3.14a)

G+
n =Gn(Vr)−

m∑
k=1

λ
(+)
k (Vk+1 −Vk), (3.3.14b)

where for any real, x, we denote by x(+) = 1
2(|x|+x) and x(−) = 1

2(|x|−x) respectively its
positive and negative part. We claim that the simple Lagrangian Riemann solver WL is
consistent with the integral form of the conservation law (RPL) if and only if G−n = G+

n .
Indeed subtracting (3.3.14a) to (3.3.14b) this amounts to write

−
m∑
k=1

λk(Vk+1 −Vk) + Gn(Vr)−Gn(Vl) = 0. (3.3.15)

Therefore, the numerical flux at the interface writes

Gn = 1
2 [Gn(Vl) + Gn(Vr)]−

1
2

m∑
k=1
|λk|(Vk+1 −Vk).

As such, we have recovered the classical expression of the numerical flux decomposed into
a centered part plus a viscous part, refer for instance to Toro (1999).

It remains to investigate the consistency of the simple Lagrangian Riemann solver
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90 Chapter 3 : Multidimensional Godunov-type Finite Volume scheme: Theory

with the integral form of the Lagrangian entropy inequality (3.3.6). First, we compute the
expression of the left and the right-sided Lagrangian entropy fluxes defined respectively
by

q−n =qn(Vl)−
∫ 0

−∞
[σ(WL(Vl,Vr, ξL))− σ(Vl)] dξL,

q+
n =qn(Vr) +

∫ +∞

0
[σ(WL(Vl,Vr, ξL))− σ(Vr)] dξL.

Replacing WL by its expression in terms of the intermediate states and the waves speeds
yields

q−n =qn(Vl)−
m∑
k=1

λ
(−)
k (σk+1 − σk),

q+
n =qn(Vr)−

m∑
k=1

λ
(+)
k (σk+1 − σk),

where σk = σ(Vk). We recall that the Riemann solver WL is consistent with the entropy
inequality (3.3.6) if and only if q+

n−q−n ≤ 0. Substituting the foregoing explicit expressions
of the left and right-sided entropy fluxes in the aforementioned inequality, we thus claim
that the simple Lagrangian Riemann solver WL is consistent with the entropy inequality
if and only if

−
m∑
k=1

λk(σk+1 − σk) + qn(Vr)− qn(Vl) ≤ 0. (3.3.16)

Remark 3.3.1. It is worth pointing out that very often the Lagrangian systems of con-
servation laws governing physical phenomena in the domain of continuum mechanics,
e.g., gas dynamics, MHD, hyperelasticity, are characterized by a zero entropy flux, i.e.,
qn = 0. This remarkable property which has been characterized in Després (2001) consid-
erably simplifies the study of Lagrangian simple approximate Riemann solvers from the
point of view of entropy stability.

3.3.4 Construction of the simple Eulerian Riemann solver from
its Lagrangian counterpart

Now, we construct the simple Eulerian Riemann solver WE from the simple Lagrangian
Riemann one WL employing the Lagrange-to-Euler transformation introduced in sec-
tion 3.3.1. This methodology has been initially introduced in Gallice (2002a, 2003) to
deduce the Eulerian Riemann solver from its Lagrangian counterpart. Following Gallice
(2002a) we suppose that the Riemann solver WL satisfies the assumptions

• (H1) λk(τk+1 − τk) + vn,k+1 − vn,k = 0, for k = 1, . . . ,m.

• (H2) τk ≥ 0, for k = 1, . . . ,m.
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3.3 Fundamental relation between Lagrangian and Eulerian frameworks 91

Hypothesis (H1) is nothing but the weak form of the volume/mass conservation equation
(3.3.4) written across each discontinuity of speed λk for k = 1, . . . ,m. By virtue of (H1)
for any k = 1, . . . ,m

vn,k + λkτk = vn,k+1 + λkτk+1.

This in turn allows to define the Eulerian wave speeds

Λk = vn,k + λkτk = vn,k+1 + λkτk+1, for k = 1 . . .m. (3.3.17)

Now, observing that Λk+1 − Λk = vn,k+1 + λk+1τk+1 − vn,k+1 − λkτk+1 = τk+1(λk+1 − λk)
and by virtue of (H2), we deduce that the ordering of the Eulerian wave speeds is similar
to that of the Lagrangian ones. Bearing this in mind, the Eulerian simple approxi-
mate Riemann solver WE(Ul,Ur, ξE), where ξE = xn

t
, is deduced from its Lagrangian

counterpart WL(Vl,Vr, ξL), where ξL = m
t
, employing the Euler-to-Lagrange transfor-

mation which maps the Lagrangian vector of variables V onto its Eulerian counterpart
U(V) = ρ(V − τe1) + ρe1. Applying this transformation to the intermediate states of
WL yields

WE(Ul,Ur, ξE) =


U1 = Ul = U(Vl) if ξE < Λ1,

Uk = U(Vk) if Λk−1 ≤ ξE < Λk for k = 2, . . . ,m,
Um+1 = Ur = U(Vr) if Λm ≤ ξE.

Here, the Eulerian wave speeds are deduced from the Lagrangian ones by means of
(3.3.17). Thanks to (H1), one can easily demonstrate that the weak form of the Eu-
lerian mass conservation (3.3.3) holds true, that is

−Λk(ρk+1 − ρk) + ρk+1vn,k+1 − ρkvn,k = 0, for k = 1 · · ·m. (3.3.18)

This is nothing but the Eulerian version of (H1).

3.3.5 Fundamental property relating the Eulerian and the La-
grangian fluxes

We finish this section by presenting the fundamental property of the simple Riemann
solvers which allows to show that the difference between the left and the right-sided
Eulerian fluxes is rigorously equal to the difference between the left and the right-sided
Lagrangian ones provided that the underlying Eulerian and Lagrangian Riemann solvers
are deduced one from the other by means of the Lagrange-to-Euler transformation. Sub-
stituting the expression of the simple Eulerian Riemann solver into (3.3.9) then the dif-
ference of the fluxes becomes

F+
n − F−n = −

m∑
k=1

Λk(Uk+1 −Uk) + Fn(Ur)− Fn(Ul). (3.3.19)
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92 Chapter 3 : Multidimensional Godunov-type Finite Volume scheme: Theory

Now, substituting the expression of the Eulerian wave speeds (3.3.17) as functions of
the Lagrangian ones and invoking the definition of the Eulerian intermediate states and
fluxes allows to form their Lagrangian counterparts by means of the Lagrange-to-Euler
transformation

F+
n − F−n =−

m∑
k=1

λk(τk+1Uk+1 − τkUk) + Gn,r −Gn,l + (vn,r − vn,l)e1

=−
m∑
k=1

λk(Vk+1 −Vk) + Gn,r −Gn,l +
m∑
k=1

[
λk(τk+1 − τk) + vn,k+1 − vn,k︸ ︷︷ ︸

=0 thanks to (H1)

]
e1

=−
m∑
k=1

λk(Vk+1 −Vk) + Gn,r −Gn,l.

Finally, we arrive at the fundamental formula

−
m∑
k=1

Λk(Uk+1 −Uk) + Fn(Ur)− Fn(Ul) = −
m∑
k=1

λk(Vk+1 −Vk) + Gn(Vr)−Gn(Vl).

(3.3.20)
This amounts to write that

F+
n − F−n = G+

n −G−n . (3.3.21)

This result is a consequence of the construction of the Eulerian simple solver from the
Lagrangian one utilizing the Lagrange-to-Euler mapping and (H1) assumption and is the
fundamental formula that will be used in the following section together with the purely
Lagrangian node-based conservation condition. We point out that formula (3.3.20) has
been already introduced in Gallice (2002a, 2003) to demonstrate the equivalence of the
Lagrangian and Eulerian Riemann solvers regarding the consistency properties provided
that assumption (H1) holds true. Following the same methodology, we compute the
difference between the Eulerian left and right-sided entropy fluxes by subtracting (3.3.11a)
to (3.3.11b) for the simple Eulerian Riemann solver WE

Q
+
n −Q

−
n = −

m∑
k=1

Λl(Σk+1 − Σk) +Qn(Ur)−Qn(Ul).

Recalling that Eulerian wave speed satisfies Λk = λkτk + vn,k = λkτk+1 + vn,k+1, and, the
Eulerian entropy and entropy flux are expressed in terms of their Lagrangian counterparts
by Σ = ρσ and Qn = qn + ρσvn yields

−
m∑
k=1

Λk(Σk+1−Σk)+Qn(Ur)−Qn(Ul) = −
m∑
k=1

λk(σk+1−σk)+qn(Vr)−qn(Vl). (3.3.22)

This amounts to write Q+
n −Q

−
n = q+

n − q−n .
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3.4 Revisiting the node-based conservation condi-
tion and entropy condition in the case of approx-
imate Riemann solvers

The conservation and entropy properties of the generic Finite Volume scheme (3.2.4)
developed in section 3.2.5 rely respectively on the node-based conservation condition
(3.2.22) and the node-based entropy condition (3.2.27). We have shown that these node-
based conditions are sufficient to ensure that the aforementioned Finite Volume scheme
is conservative and satisfies an entropy inequality under the time step condition (3.2.12).
Let us recall that for a generic node p these node-based conditions are written in terms
of the left and right-sided subface fluxes, Fl

pf and Fr
pf for the conservation condition and

also in terms of the left and right-sided subface entropy fluxes Ql
pf and Q

r
pf for the entropy

condition, refer respectively to sections 3.2.6 and 3.2.7. The aforementioned left and right
sided subface fluxes and subface entropy fluxes are attached to subface f impinging at p,
and defined through the approximate Riemann solver, Wpf , refer to (3.2.8) and (3.2.17).

3.4.1 Expression of the node-based conditions for a simple Rie-
mann solver

Here, we shall further develop these node-based conservation and entropy conditions in the
particular cases for which Wpf is a simple approximate Riemann solver. Consequently,
Wpf consists of m + 1 constant states Uk for k = 1 . . .m + 1 separated by m waves of
speeds Λk for k = 1 . . .m

Wpf (Ulf ,Urf ,npf , ξ,vp) =


U1 = Ulf if ξ < Λ1,

Uk if Λk−1 < ξ ≤ Λk, k = 2, . . . ,m,
Um+1 = Urf if Λm ≤ ξ.

Here, the approximate Riemann solver is attached to the subface f whose unit normal
npf points towards the cell characterized by the right state Urf . The self-similar variable
reads ξ = x·npf

t
. In what follows, for the sake of simplicity, we shorten the notation of

the Riemann solver into Wpf (Ulf ,Urf , ξ).
Before proceeding any further, let us introduce the following identity which shall be

useful and holds true for any real valued function f∫ 0

−∞
[f(Wpf (Ulf ,Urf , ξ))− f(Ulf )] dξ+

∫ ∞
0

[f(Wpf (Ulf ,Urf , ξ))− f(Urf )] dξ =

(3.4.1)

−
m∑
k=1

Λk [f(Uk+1)− f(Uk)] .
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Its straightforward application to the node-based conservation condition (3.2.22) turns it
into

∑
f∈SF(p)

lpf

−
[
m∑
k=1

Λk (Uk+1 −Uk)
]
l,r

+ [F(Urf )− F(Ulf )] npf

 = 0, (3.4.2)

Similarly, by virtue of identity (3.4.1) the node-based entropy condition (3.2.27) becomes

∑
f∈SF(p)

lpf

−
[
m∑
k=1

Λk (Σ(Uk+1)− Σ(Uk))
]
l,r

+ [Q(Urf )−Q(Ulf )] · npf

 ≤ 0. (3.4.3)

3.4.2 Lagrangian equivalence of the node-based conditions

So far we have written the expressions of the node-based conservation and entropy con-
ditions obtained for a simple Eulerian Riemann solver. These expressions might be fur-
ther simplified employing the fundamental property attached to simple Eulerian and La-
grangian Riemann solvers put in relation through the Lagrange-to-Euler mapping and the
(H1) hypothesis, refer to section 3.3.3. To this end, let us introduce, WLagr

pf (Vlf ,Vrf , ξL),
the Lagrangian counterpart of the Eulerian simple solver Wpf (Ulf ,Urf , ξ). The La-
grangian simple Riemann solver writes

WLagr
pf (Vlf ,Vrf , ξL) =


V1 = Vlf if ξL < λ1,

Vk if Λk−1 ≤ ξL < λk, k = 2, . . . ,m,
Vm+1 = Vrf if λm ≤ ξL.

Here, the Lagrangian self-similar variable is defined by ξL = m
t
where m is the mass

Lagrangian coordinate defined from the Eulerian coordinate xnpf . The Lagrangian in-
termediate states Vk are connected to the Eulerian intermediate states through the
Lagrange-to-Euler mapping and the Lagrangian wave speeds λk are related to their Eule-
rian counterpart thanks to (H1) hypothesis. Now, with an obvious notation adaptation,
the fundamental relations (3.3.20) for the flux and the entropy flux (3.3.22) turn into

−
m∑
k=1

Λk(Uk+1 −Uk) + Fn,r − Fn,l =−
m∑
k=1

λk(Vk+1 −Vk) + Gn,r −Gn,l,

−
m∑
k=1

Λk(Σk+1 − Σk) +Qn,r −Qn,l =−
m∑
k=1

λk(σk+1 − σk) + qn,r − qn,l.

Finally, utilizing these identities, the node-based Eulerian conservation and entropy condi-
tions for the Finite Volume scheme boil down to a Lagrangian expression. More precisely,
the Eulerian node-based conservation condition (3.4.2) is equivalent to the Lagrangian
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one ∑
f∈SF(p)

lpf

−
[
m∑
k=1

λk (Vk+1 −Vk)
]
l,r

+ Gnpf ,r −Gnpf ,l

 = 0. (3.4.4)

Similarly the Eulerian node-based entropy condition (3.4.3) is equivalent to the La-
grangian one

∑
f∈SF(p)

lpf

−
[
m∑
k=1

λk (σ(Vk+1)− σ(Vk))
]
l,r

+ [q(Vr)− q(Vl)] · npf

 ≤ 0. (3.4.5)

The interest of the above formulations is their simplicity as they are expressed only in
terms of Lagrangian fluxes and unknowns. Particularly, for fluid dynamics systems having
a zero entropy flux Lagrangian formulation, refer to remark 3.3.1, the entropy condition
boils down to the node-based condition

∑
f∈SF(p)

lpf

[
m∑
k=1

λk (σ(Vk+1)− σ(Vk))
]
l,r

≥ 0. (3.4.6)

These Lagrangian formulations of the node-based conservation and entropy conditions
shall be investigated further in the next chapter presenting the application of this original
framework to the gas dynamics system.

3.5 Chapter summary
In this chapter, a general multidimensional Godunov-type Finite Volume scheme for sys-
tems of conservation laws on unstructured grids is constructed. This scheme is developed
in terms of subface flux, F−, and its approximation is accomplished calling upon simple
approximate Riemann solver, entropy stability, conservation and preservation of domain
of definition with an appropriate time step condition.

Following the seminal work of Gallice (2003) and similarly to the previous chapter, we
built an approximate Riemann solver in the Lagrangian framework in the first place. This
strategy is pertinent since the discretization based on subcells have already been devel-
oped in Lagrangian frameworks, such as the works of Maire (2009, 2011); Loubère et al.
(2010). The consistency of the simple Lagrangian solver allows us to recover the classical
expression of the Lagrangian numerical flux. The Lagrangian solver will then serve its
purpose as a building block to build the Eulerian counterpart. The key ingredients are

1. the Lagrange-to-Euler mapping, that allows to express the Lagrangian variable and
flux vectors in terms of the Eulerian ones, and vice versa;

2. hypothesis (H1) and (H2), that allows to relate the discontinuity velocities in both
the Lagrangian and Eulerian framework;

3. the fundamental relation that demonstrates the equivalence of the Lagrangian and
Eulerian numerical fluxes, such that F+ − F− = G+ −G−
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The conservation condition of this subface-based scheme differs from classical scheme
since the fluxes on a face is not unique. Therefore, a node-based sufficient condition
is imposed on each node to ensure conservation of the scheme. This condition requires
that the sum of all the subface flux around a node to sum to zero, i.e. (F+ − F− = 0),
in order to retrieve the conservativity and entropy condition of the scheme. This node-
based condition provides a vectorial relation that allows to determine the nodal parameter
vp that is an unknown in the Riemann solver and the numerical fluxes. The node-based
conservation condition also implies that the stencil onto which the scheme operates covers
all cells in contact with the current one leading to a genuinely multidimensional scheme,
hence the name multi-point scheme. Classically, the notion of conservation is obtained
via a two-point flux, that is based upon a fundamental one-dimensional nature.

Now that the theoretical framework of this novel method is presented, in the following
chapter, we will implement this scheme on the gas dynamics equations for a concrete
demonstration.
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This chapter will be a continuity of the previous theoretical one. For a thorough
demonstration, the subface-based Finite Volume method presented in chapter 3 is ap-
plied to the gas dynamics equation, firstly in two-dimensional, followed by the three-
dimensional case.

The node-based conservation condition that takes into account the states and ge-
ometry of the cells surrounding a node then boils down to the Lagrangian nodal solver
in Maire (2009) that allows to compute the nodal velocity. An additional term that
involves this nodal velocity appears in the expression of the numerical flux. The appli-
cation of this formalism to the case of gas dynamics provides a multidimensional Finite
Volume scheme which is positive and entropic under an explicit condition on the time
step. An associated Finite Volume simulation code has been built in multi-dimensions
for unstructured meshes. Parallelization has been accomplished using the MPI library
embedded in PETSc. A large set of 2D/3D numerical experiments show that the pro-
posed solver is less sensitive to spurious instabilities such as the infamous carbuncle,
compared to the classical one. To further improve accuracy, the current scheme has been
extended to second-order in time and space. Lastly, an implicit time-stepping scheme is
also implemented mainly to study steady flows.

Therefore, the aim of this chapter is to:

• Incorporate this original subface-based Finite Volume scheme to the gas dynamics
equations in two- and three-dimensional;

• Develop an implicit time integration scheme for steady flows;

• Validate the numerical scheme on demanding test cases.
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4.1 Application to two-dimensional gas dynamics
equations

In this section, we aim at describing the main building blocks of the original Finite
Volume scheme mentioned in Chapter 3 for discretizing the gas dynamics system onto
unstructured general grids.

4.1.1 Governing equations

The gas dynamics system of conservation laws expresses the conservation of mass, mo-
mentum and total energy and is written under Eulerian representation as follows

∂U
∂t

+∇ · F(U) = 0.

Here, U = U(x, t), where x ∈ Rd, is the vector of conservative variables. This vector
writes U = (ρ, ρv, ρe)t ∈ Rd+2 where ρ is the mass density, v the velocity vector and e
the specific total energy. The physical flux is described by the (d + 2)×d tensor

F(U) =

 ρvt
ρv⊗ v + pId
ρevt + pvt

 ,
where p denotes the thermodynamic pressure. The specific internal energy is given by
ε = e− 1

2v2. Let η be the specific physical entropy, and τ = 1
ρ
the specific volume, we make

the fundamental assumption that (τ, η) 7→ ε(τ, η) is strictly convex which is equivalent
to assume that (τ, ε) 7→ η(τ, ε) is strictly concave, refer to Godlewski & Raviart (1996).
We work with the particular entropy, entropy flux pair (Σ,Q) = (−ρη,−ρvη) and thus
the gas dynamics system of conservation laws is equipped with the entropy inequality

∂ρη

∂t
+∇ · (ρηv) ≥ 0. (4.1.1)

The thermodynamic closure of this system of conservation laws is ensured by means of
the complete equation of state

p(τ, η) = −∂ε
∂τ
, θ(τ, η) = ∂ε

∂η
. (4.1.2)

We make the classical assumption that the absolute temperature is strictly positive:
θ > 0. By virtue of (4.1.2), writing the differential of ε(τ, η) leads to the fundamental
Gibbs relation

θ dη = p dτ + dε. (4.1.3)
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The convexity of the specific internal energy with respect to the specific volume allows
us to define the isentropic sound speed

a2

τ 2 = −∂p
∂τ

= ∂2ε

∂τ 2 . (4.1.4)

4.1.2 Description of the one-dimensional Eulerian and La-
grangian systems of conservation laws

Let n be the unit normal to a generic interface along which we shall define Eulerian
and Lagrangian one-dimensional problems in the normal direction and their associated
Riemann solvers and finally construct the numerical approximation of the subfluxes of
our Finite Volume scheme. In what follows, we shall restrict our developments to the
bidimensional space, i.e., d = 2. In this framework, t is the unit vector such that (t,n) is
a direct orthonormal basis attached to the generic interface. The normal and tangential
components of the velocity write respectively vn = v · n and vt = v · t, and, obviously,
v = vnn + vtt. The vector of conservative variables and the flux projected onto the
normal direction n write

U =


ρ
ρvn
ρvt
ρe

 , Fn = Fn =


ρvn

ρv2
n + p
ρvnvt

ρvne+ pvn

 .

Therefore, the one-dimensional Eulerian system associated to the gas dynamics system
in the n direction, where xn = x · n, reads

∂U
∂t

+ ∂Fn(U)
∂xn

= 0.

This system is hyperbolic and admits the four following eigenvalues vn − a, vn with
multiplicity 2 and vn + a, and is equipped with the entropy inequality

∂ρη

∂t
+ ∂

∂xn
(ρηvn) ≥ 0. (4.1.5)

Employing the Lagrange-to-Euler mapping introduced in section 3.3.1 we can derive
the corresponding one-dimensional Lagrangian system

∂V
∂t

+ ∂Gn(V)
∂m

= 0, (4.1.6)

where m is the Lagrangian mass coordinate related to the Eulerian coordinate xn. The
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100 Chapter 4 : Multidimensional Godunov-type Finite Volume scheme: Applications

Lagrangian vector of conservative variables and the Lagrangian flux write

V =


τ
vn
vt
e

 , Gn =


−vn
p
0
pvn

 .

The Lagrangian system is also hyperbolic and admits the four eigenvalues −a
τ
, 0 with

multiplicity 2 and a
τ
. The selection of physically admissible weak solutions is ensured

supplementing this system of conservation laws by the entropy inequality

∂η

∂t
≥ 0. (4.1.7)

4.1.3 Lagrangian simple Riemann solver

We consider the Lagrangian simple approximate Riemann solver corresponding to the
foregoing one-dimensional Lagrangian gas dynamics system. This approximate Riemann
solver structure mimics the continuous structure of the one-dimensional Lagrangian sys-
tem of conservation laws. It is naturally composed of four states Vl, V?

l , V?
r and Vr

separated respectively by discontinuities of speeds −λl, 0 and λr in the (m, t) plane.
Here, λl and λr are positive real parameters which shall be constrained to ensure the
positivity and entropy stability properties of the Riemann solver following the method-
ology introduced initially in Gallice (2002a, 2003) and revised recently in Chan et al.
(2021). The states components write Vs = (τs, vn,s, vt,s, es)t and the intermediate states
components V?

s = (τ ?s , v?n,s, v?t,s, e?s)t for s = l, r. Assuming (H1) hypothesis is satisfied
yields

λl(τ ?l − τl)− (v?n,l − vn,l) = 0,
0(τ ?r − τ ?l )− (v?n,r − v?n,l) = 0,

−λr(τr − τ ?r )− (vn,r − v?n,r) = 0.

This implies v?n,r = v?n,l and we denote v?n the common value of the velocity, i.e., v?n =
v?n,r = v?n,l. This shows that (H1) ensures the continuity of kinematic velocity through
the contact waves which is a rather satisfying physical behavior. Finally, the foregoing
system boils down to

λl(τ ?l − τl)− (v?n − vn,l) = 0, (4.1.8a)
λr(τ ?r − τr) + v?n − vn,r = 0. (4.1.8b)

Now, following Chan et al. (2021) we complete the Lagrangian Riemann solver charac-
terization introducing the intermediate fluxes for s = l, r

Gn,s = (−vn,s, ps, 0, (pvn)s)
t.
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4.1 Application to two-dimensional gas dynamics equations 101

These intermediate fluxes are nothing but the left and right-sided fluxes defined respec-
tively by (3.3.14a) and (3.3.14b). Therefore Gn,l ≡ G−n and Gn,r ≡ G+

n satisfy the system

λl(V?
l −Vl) + Gn,l −Gn,l = 0, (4.1.9a)

−λr(Vr −V?
r) + Gn,r −Gn,r = 0, (4.1.9b)

where Gn,s = Gn(Vs) for s = l, r. Combining the first components of (4.1.9a), (4.1.9b)
with (4.1.8a), (4.1.8b) leads to vn,l = v?n = vn,r. On the other hand, we make the
structural assumption that the intermediate total energy flux writes under the form

(pvn)s = psv
?
n, for s = l, r. (4.1.10)

Gathering these results, we arrive at the following expressions of the intermediate states
and fluxes

V?
s =


τ ?s
v?n
v?t,s
e?s

 , and Gn,s =


−v?n
ps
0

psv
?
n

 , for s = l, r.

(H1) hypothesis and the structural assumption (4.1.10) for the total energy flux allow
us to reduce the number of scalar unknowns to 9, which must satisfy 8 scalar equations
corresponding to the vectorial equations (4.1.9a) and (4.1.9b), that is

(Sl)


λl(τ ?l − τl)− (v?n − vn,l) = 0,
λl(v?n − vn,l) + pl − pl = 0,
λl(v?t,l − vt,l) = 0,
λl(e?l − el) + plv

?
n − plvn,l = 0,

(Sr)


λr(τ ?r − τr) + v?n − vn,r = 0,
λr(v?n − vn,r)− (pr − pr) = 0,
λr(v?t,r − vt,r) = 0,
λr(e?r − er)− (prv?n − prvn,r) = 0.

We observe that the tangential velocity is conserved through the left and right disconti-
nuities, i.e., v?t,s = vt,s for s = l, r since λs > 0. It is worth noticing that, the intermediate
normal velocity v?n might be viewed as a parameter in terms of which the 8 remaining
unknowns might be expressed.

4.1.3.a Positivity preserving and entropy control of the Lagrangian Riemann
solver

We briefly describe how to ensure that the foregoing simple Lagrangian Riemann solver
ensures not only the positivity of the intermediate specific volume, i.e., τ ?s ≥ 0, and
internal energy, i.e., ε?s ≥ 0, but also the intermediate entropy control, i.e., η?s − ηs ≥ 0,
for s = l, r. For a more detailed presentation of this topic the interested reader might
refer to Chan et al. (2021). First, eliminating the normal velocity increment v?n − vn,s
between the mass/volume equation and the momentum equation of (Ss) yields for s = l, r
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102 Chapter 4 : Multidimensional Godunov-type Finite Volume scheme: Applications

ps − ps = −λ2
s(τ ?s − τs). (4.1.11)

Further, dot-multiplying the momentum equation of (Ss) by 1
2(v?n +vn,s), and subtracting

it to the total energy equation provides us the internal energy equation for s = l, r

ε?s − εs + ps + ps
2 (τ ?s − τs) = 0, (4.1.12)

since ε?s = e?s− 1
2(v?n,s)2− 1

2(v?t,s)2 for s = l, r and v?t,s = vt,s. Finally, substituting (4.1.11)
into (4.1.12) leads to the expression of the post-discontinuity internal energy for s = l, r

ε?s = εs − ps(τ ?s − τs) + λs
2 (τ ?s − τs)2. (4.1.13)

This equation is fundamental since it allows a straightforward derivation of a positivity
condition for those specific internal energies. It also facilitates the study of the entropy
production related to the simple approximate Riemann solver. Equation (4.1.13) shows
that the specific internal energy ε?s is a convex quadratic function with respect to τ ?s − τs,
and thus it is always greater than its minimum value

ε?s ≥ εs −
p2
s

2λ2
s

.

Therefore, the specific internal energy ε?s is positive provided that the wave speed λs
satisfies the condition

λs ≥
ps√
2εs

.

This condition has been already proposed in Vilar et al. (2016). Moreover, noticing that
for a convex equation of state, i.e., τ 7→ p(τ, η) strictly convex, there holds a2

τ2 ≥ p2

2ε ,
see Menikoff & B.J.Plohr (1989), the foregoing positivity condition turns into

λs ≥
as
τs
, for s = l, r. (4.1.14)

The positivity conditions of the specific volumes are readily obtained written under the
form

λl ≥ −
v?n − vn,l

τl
, and λr ≥

v?n − vn,r

τr
.

It appears that these conditions are parameterized by the normal velocity v?n. We are
then able to gather the positivity conditions of specific internal energy and specific volume
into the global conditions

λl ≥ max
(
al
τl
,−v

?
n − vn,l

τl

)
, and λr ≥ max

(
ar
τr
,
v?n − vn,r

τr

)
. (4.1.15)
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4.1 Application to two-dimensional gas dynamics equations 103

Finally, we address the entropy control of the Lagrangian approximate Riemann solver.
Decomposing the specific internal energy variation ε?s − εs across the discontinuities into
an isentropic process followed by an isochoric one, we are able to express the entropy
production in terms of the specific volume variation τ ?s − τs. The study of this entropy
production term from Chan et al. (2021) shows that specific entropy increases across the
discontinuity, i.e., η?s − ηs ≥ 0 provided that the wave speed satisfies the condition

λ2
s ≥

a2(τ s, ηs)
τ 2
s

for all τ s ∈ (τs, τ ?s ), for s = l, r. (4.1.16)

We note that this condition has been also derived in the framework of relaxation scheme
utilizing a relatively cumbersome approach, refer to Bouchut (2004).

4.1.3.b Consistency of the Lagrangian Riemann solver with its underlying
conservation law

Let us investigate the consistency of the simple Lagrangian Riemann solver with the
one-dimensional conservation law (4.1.6), refer to section 3.3.3.b. To this end, we sum
relations (4.1.9a) and (4.1.9b) characterizing the intermediate fluxes Gn,l, Gn,r and we
get

Gn,r −Gn,l = λl(V?
l −Vl)− λr(Vr −V?

r) + Gn,r −Gn,l. (4.1.17)

On the other hand, utilizing the expression of the components of Gn,r and Gn,l we arrive
at

Gn,r −Gn,l = (pr − pl)


0
1
0
v?n

 . (4.1.18)

Now, we address the consistency of the simple Lagrangian Riemann solver with its un-
derlying conservation law by studying the solutions of Gn,r −Gn,l = 0. To this end, we
compute the difference pr − pl summing the second equations of (Sl) and (Sr)

pr − pl = (λl + λr)
{
v?n −

[
λlvn,l + λrvn,r

λl + λr
− (pr − pl)

λr + λl

]}
. (4.1.19)

This equation incites us to introduce the normal velocity

vn = λlvn,l + λrvn,r

λl + λr
− (pr − pl)

λr + λl
, (4.1.20)

which is nothing but the normal velocity of the classical Godunov acoustic solver, refer
for instance to Toro (1999). Bearing this in mind, we claim that

• If v?n = vn, then the simple Lagrangian Riemann solver is consistent with its un-
derlying conservation law. Thus, the simple Lagrangian Riemann solver induces a
classical conservative Godunov-type Finite Volume scheme.
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104 Chapter 4 : Multidimensional Godunov-type Finite Volume scheme: Applications

• If v?n 6= vn, then the simple Lagrangian Riemann solver is not consistent with its
underlying conservation law and thus does not induce a conservative Godunov-type
Finite Volume scheme.

In what follows, we investigate further the second case for which in general v?n 6= vn and
we shall demonstrate how to retrieve a global conservation property for the Finite Volume
scheme by means of the node-based conservation conditions introduced in section 3.4.

4.1.4 The nodal solver

4.1.4.a Expression of the node-based conservation condition

We have seen in section 3.4, that the global conservation of the Finite Volume scheme
is ensured provided that the Lagrangian node-based condition (3.4.4) is satisfied. This
condition reads

∑
f∈SF(p)

lpf

−
[
m∑
k=1

λk (Vk+1 −Vk)
]
l,r

+ Gnpf ,r −Gnpf ,l

 = 0.

We are going to develop it in the case of gas dynamics using the properties of the simple
Lagrangian Riemann solver constructed previously. First, we express the generic term
between curly brackets at the left-hand side of the foregoing conservation condition with
an obvious notation adaptation

−
[
m∑
k=1

λk (Vk+1 −Vk)
]
l,r

+ Gnpf ,r −Gnpf ,l = λl(V?
l −Vl)− λr(Vr −V?

r) + Gn,r −Gn,l,

(4.1.21)
Here, the left and the right states correspond respectively to the cells c and d since the
unit normal npcf is pointing from cell c towards cell d. The right-hand side of the foregoing
equation coincides precisely with the right-hand side of (4.1.17) which has been derived for
studying the consistency of the simple Lagrangian solver with its underlying conservation
laws. Thus, by virtue of (4.1.17) and (4.1.18), equation (4.1.21) turns successively into

−
[
m∑
k=1

λk (Vk+1 −Vk)
]
l,r

+ Gnpf ,r −Gnpf ,l =Gn,r −Gn,l

=(pr − pl)


0
1
0
v?n

 = (prf − plf )


0
1
0
v?npf

 .

We observe that the last line has been written using once more an obvious notation
adaptation. Namely, prf and plf denote the left and the right-sided interfacial pressures
attached to subface f . Finally, we arrive at the conclusion that our Finite Volume scheme
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4.1 Application to two-dimensional gas dynamics equations 105

is conservative provided that the following node-based condition is satisfied

∑
f∈SF(p)

lpf (prf − plf )


0
1
0
v?npf

 = 0. (4.1.22)

Realizing that the second and third components of the foregoing vector correspond to
npf , then condition (4.1.22) implies∑

f∈SF(p)
lpf (prf − plf )npf = 0. (4.1.23)

We observe that v?npf is still an unknown parameter attached to each subface impinging
at node p. Thus, the number of unknown parameters at node p is much greater than the
number of equations given by the conservation condition (4.1.22). Therefore, to close this
system of equations, we assume that the parameter v?npf is the projection of the unknown
nodal vector vp onto the unit normal npf , that is

v?npf = vp · npf . (4.1.24)

This fundamental assumption drastically reduces the number of unknowns to the vectorial
unknown vp, which can be interpreted as an approximation of the nodal velocity. With
this assumption the conservation condition (4.1.23) is equivalent to the conservation
condition (4.1.22). Thanks to (4.1.19) and (4.1.20) we are able to express the interface
pressures difference into the node-based conservation which becomes∑

f∈SF(p)
lpf (λlf + λrf )(vp · npf − vnpf )npf = 0,

where vn,pf is obtained from (4.1.20) with obvious notation adaptation

vnpf =
λlfvnpf ,l + λrfvnpf ,r

λlf + λrf
− prf − plf
λlf + λrf

.

Finally, the node-based conservation condition (4.1.23) boils down to the system∑
f∈SF(p)

lpf (λlf + λrf )(npf ⊗ npf )vp =
∑

f∈SF(p)
lpf (λlf + λlf )vnpcfnpf . (4.1.25)

This system always admits a unique solution which provides an approximation of the
nodal velocity vp. It is thus called a nodal solver. We point out that the foregoing system
has been already obtained when constructing a cell-centered Finite Volume discretization
of multidimensional Lagrangian hydrodynamics, refer to Maire (2009). It has been also
retrieved in Shen et al. (2014) for designing a Finite Volume scheme for Eulerian gas
dynamics. It has thus the same properties, for instance the one-dimensional planar or
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106 Chapter 4 : Multidimensional Godunov-type Finite Volume scheme: Applications

radial flows that are aligned with Cartesian or polar grids are preserved.

4.1.4.b Expression of the node-based entropy condition

Gathering the foregoing results, we are now in position to express what has become the
nodal-based entropy condition (3.4.6). With the present simple Lagrangian Riemann
solver the left-hand side of (3.4.6) writes

∑
f∈SF(p)

lpf

[
m∑
k=1

λk (σ(Vk+1)− σ(Vk))
]
l,r

=
∑

f∈SF(p)
lpf [λl(η?l − ηl) + λr(η?r − ηr)]l,r .

Here, we have use σ = −η, where η is the physical concave entropy. Consequently the
node-based entropy condition for our Finite Volume scheme turns into∑

f∈SF(p)
lpf [λl(η?l − ηl) + λr(η?r − ηr)]l,r ≥ 0, (4.1.26)

which is satisfied provided that the simple Lagrangian Riemann solver is entropy stable,
refer to condition (4.1.16). This inequality might be satisfied relatively simply by utilizing
a classically tuning of the wave speeds of the Riemann solver similarly to what has been
undertaken in the one-dimensional framework, refer to Chan et al. (2021).

4.1.5 Corresponding Eulerian simple Riemann solver
Relying on hypothesis (H1) we can deduce the Eulerian wave speeds Λl, Λ0 and Λr from
their Lagrangian counterparts setting

Λl =vn,l − λlτl = v?n − λlτ ?l ,
Λ0 =v?n,
Λr =v?n + λrτ

?
r = vn,r + λrτr.

It is clear that the Eulerian wave speeds are ordered, i.e. Λl ≤ Λ0 ≤ Λr, provided that the
Lagrangian approximate Riemann solver is positivity preserving, i.e., τ ?s ≥ 0. This holds
true granted that the Lagrangian wave speeds satisfy (4.1.15). Bearing this in mind,
we are able to deduce the Eulerian approximate Riemann solver from its Lagrangian
counterpart as follows

WE

(
Ul,Ur,

xn

t

)
=


Ul if xn

t
≤ Λl,

U?
l = U(V?

l ) if Λl <
xn
t
≤ Λ0,

U?
r = U(V?

r) if Λ0 <
xn
t
≤ Λr,

Ur if Λr <
xn
t
.

Here, V 7→ U(V) is the Lagrange-to-Euler mapping introduced in section 3.3 which
allows us to define straightforwardly the intermediate states of the simple Eulerian solver
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4.1 Application to two-dimensional gas dynamics equations 107

from its Lagrangian counterpart. Consequently, the Eulerian intermediate states read
U?
s = (ρ?s, ρ?sv?n, ρ?sv?t,s, ρ?se?s)t knowing that ρ?s = (τ ?s )−1 for s = l, r. We observe that the

Eulerian approximate Riemann solver is also parameterized by the normal star-velocity.
More importantly, by construction, the Eulerian approximate Riemann solver has the
same properties as its Lagrangian counterpart, i.e., it preserves the positivity of mass
density, specific energy and ensures entropy increase under specific conditions on the
Lagrangian wave speeds, refer to (4.1.16).

4.1.6 Summary and algorithm of the Eulerian multidimensional
Finite Volume scheme

We recall that the multidimensional Finite Volume scheme writes

Un+1
c −Un

c + ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcfFpcf = 0,

where Fpcf is the left-sided flux with respect to the subface f and the unit outward normal
npcf . The left-sided flux (3.3.7) for a simple Eulerian Riemann solver is obtained by

Fpcf ≡ F−npcf = Fnpcf (Uc)−
[
m∑
k=1

Λ(−)
k (Uk+1 −Uk)

]
c,d

. (4.1.27)

On the other hand, the right-sided flux writes

F+
npcf = Fnpcf (Ud)−

[
m∑
k=1

Λ(+)
k (Uk+1 −Uk)

]
c,d

. (4.1.28)

Taking the arithmetic average of the left and the right-sides fluxes allows us to define the
averaged flux on the subface f

Fnpcf = 1
2
[
Fnpcf (Uc) + Fnpcf (Ud)

]
− 1

2

[
m∑
k=1
|Λk|(Uk+1 −Uk)

]
c,d

. (4.1.29)

This would be the numerical flux for a classical face-based Finite Volume method.
Now, recalling that the difference between the right and left-sided Eulerian flux co-

incides with the difference between the right and the left-sided Lagrangian fluxes leads
to

F+
npcf − F−npcf =G+

npcf −G−npcf , thanks to (3.3.21)

=(pd(c,f) − pc(d,f))


0
1
0

vp · npcf

 .
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Finally, combining the foregoing equation with (4.1.29) we arrive at

F−npcf =1
2
[
Fnpcf (Uc) + Fnpcf (Ud)

]
− 1

2

[
m∑
k=1
|Λk|(Uk+1 −Uk)

]
c,d

(4.1.30)

−1
2(λc(d,f) + λd(c,f))

[
vp · npcf − vnpcf

]
0
1
0

vp · npcf

 .

This explicit expression of the numerical flux shows that in the case vp · npcf = vnpcf
we retrieve the classical conservative face-based Finite Volume scheme. Moreover, the
foregoing expression shall be useful to construct the time implicit discretization.

The algorithm starts from the data of Un=0
c at initial time index n = 0 for all cell

index c and from the data for the boundary conditions. We execute the following steps
successively until tfinal = tn+1 is reached:

– In. Data Un
c for all cell c, fixed mesh ωc.

1. Nodal solver: Compute nodal velocity vp for all vertices.
a. Evaluate the initial nodal velocity vp.
b. Evaluate Λl and Λr with (4.1.15)).
b. Evaluate the right-hand side and matrix then solve the system (4.1.25).
c. Iterate in the fixed-point loop to obtain the nodal velocity vp. Note that

the fixed-point iteration is due to the non-linearity in the nodal solver in
order to ensure positivity of the specific volume.

3. Riemann problem: Compute the subface fluxes Fpcf for any subface.
a. Evaluate the intermediate wave speed Λ0 = vp · n.
b. Evaluate Λl and Λr with (4.1.15) such as Λl = vn,l − λlτl = v?n − λlτ ?l and

Λr = vn,r + λrτr = v?n − λrτ ?r .
c. Evaluate the intermediate states. using the Lagrangian Riemann solver in

section 4.1.3.
d. Compute the subface fluxes Fpcf with (4.1.30).

4. Compute the final face flux.
5. Evaluate ∆t.
6. Update Un+1

c using (3.2.4).

– Out. Data Un+1
c for all cell c.

4.1.7 Extension to second-order of accuracy
The numerical schemes are extended to a nominal second-order of accuracy by means
of monotonic piecewise-linear limited polynomial reconstruction and Runge-Kutta time-
discretization.
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4.1 Application to two-dimensional gas dynamics equations 109

Time discretization We employ the classical second-order explicit Runge-Kutta
scheme (RK2) with two stages, see Gottlieb & Shu (1998). Let us rewrite equation (3.2.4)
under the following operator form to introduce some notations:

Un+1 = Un + ∆t F(Un, tn). (4.1.31)

The RK2 method then rewrites as

δUn = ∆tF(Un, tn),

δUn+1/2 = ∆tF
(

Un + δUn

2 , tn + ∆t
2

)
,

Un+1 = Un + δUn+1/2.

(4.1.32)

Space discretization We rely on the classical cell-centered piece-wise linear polyno-
mial reconstruction technique, see Diot (2002) whose coefficients are computed with a
least-square procedure and further associated to a limiting function (slope limiter). The
limited reconstruction within each cell c is made for each primitive variable (ρ, u, v, P ):

W̃c(x) = Wc + φW
c ∇Wc · (x− xc), (4.1.33)

where Wc is the known cell average value, ∇Wc =
(
∂W
∂x

,
∂W
∂y

)t
is the estimated gra-

dient in cell c, φW
c the limiting function and xc = (xc, yc)t the cell centroid. To estimate

the components of the gradient, we start by writing the second-order Taylor expansion
of w in cell c :

W(x− xc, y − yc) 'Wc + ∂W
∂x

(x− xc) + ∂W
∂y

(y − yc). (4.1.34)

We will choose the partial derivatives in the expansion to minimize the reconstruction
error on smooth solutions in a least-square sense over a large enough set of neighbor
cells, called the reconstruction stencil. The considered neighbors are the ones sharing at
least one vertex with cell c, assume we order them with subscript k = 1, . . . , K. The
set of neighbor cells is denoted by K(c). The resulting least squares problem yields an
over-determined system with a rectangular K × 2 matrix L:



1
β1

(x1 − xc)
1
β1

(y1 − yc)
... ...

1
βk

(xk − xc)
1
βk

(yk − yc)
... ...

1
βK

(xK − xc)
1
βK

(yK − yc)


︸ ︷︷ ︸

L

∇Wc =



W1 −Wc
...

Wk −Wc
...

WN −Wc


︸ ︷︷ ︸

δWc

, (4.1.35)
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βk is a weight based on the distance between neighbor cell k and c: βk = |xk − xc|θ, with
θ = 2. To solve (4.1.35) we use a QR factorization method to obtain the pseudo-inverse
of matrix L, giving the gradient approximation.

Slope limiter The limiting function implemented is the one introduced by Venkatakr-
ishnan (1995) which is a smooth alternative to the Barth & Jespersen (1989) . The goal
is to prevent the formation of local extrema. The scheme consists of finding a value
0 ≤ φW

c ≤ 1 in each control-volume that limits the gradient of the second-order recon-
struction of the solution. The maximum allowable value of φwc,k for each neighbor cells
k ∈ K(c) and for one component w of W is expressed as

φwc,k = (∆2
+ + ε2) + 2∆−∆+

∆2
+ + 2∆2

− + ∆−∆+ + ε2 , (4.1.36)

where ε2 = (K`c)3 with the adjustable parameter K = 2 and the characteristics length
for the control volume lc = 2

√
|ωc|/π and ∆− = wc − wk. For the case ∆− > 0, ∆+ =

wmax
c − wc, with wmax

c = maxk∈K(c)(wk, wc), and for the case where ∆− < 0, ∆+ =
wmin
c − wc, with wmin

c = mink∈K(c)(wk, wc). Lastly, the limiter in each control volume
yields φwc = mink∈K(c)(φwc,k).
In the following section, the schemes will be named as such:

• Eul-0 multi-point scheme: 1st order subface-based scheme;

• Eul-1 multi-point scheme: 2nd order subface-based scheme;

• Eul-0 two-point scheme: 1st order classical face-based scheme;

• Eul-1 two-point scheme: 2nd order classical face-based scheme;

4.1.8 Two-dimensional numerical validation
In this section, we run an extensive numerical test case campaign to demonstrate the
performance of both the first-order explicit two-point and multi-point schemes. These
test cases are ran on various types of grids that can be made of triangular, quadrangular
and polygonal cells. The CFL number is set to 0.5 for all cases. For all the test cases
the triangular meshes are obtained employing the open source mesh generator Gmsh,
refer to Geuzaine & Remacle (2009), the structured quadrangular meshes are directly
computed by the Finite Volume code and the polygonal grids result from of an in-house
mesher based on Voronoi tessellation Loubère et al. (2010).

Modified sod shock tube We start with the modified Sod shock tube as a sanity
check. This test case is similar to the one presented in the chapter for the one-dimensional
scheme. The simulation is done on a domain of Ω = [0, 1] × [0, 1] on N = 100 × 100
quadrilateral cells and the interface located at x = 0.3. The initial set up reads

(ρ, u, v, p)l = (1, 0, 75, 0, 1) , (ρ, u, v, p)r = (0.125, 0, 0, 0.1) , tfinal = 0.2.
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A piston boundary condition is imposed on the left with u? = ul = 0.75, u? = 0 is imposed
on the right and outflow conditions on the top and bottom, and we run the simulation
with the first-order numerical scheme. This test case once again ensures that the sonic
glitch in the rarefaction wave is absent. Figure 4.1 is a comparison of both two-point
(red cross) and multi-point schemes (blue circle) with the Roe solver with and without
entropy fix (purple diamond and green square respectively). The results show that the
sonic glitch is correctly captured by both two-point and multi-point scheme.

Figure 4.1: Modified Sod shock tube – Comparison of numerical solution of both two-point (red cross)
and multi-point schemes (blue circle) on N = 100× 100 quadrilateral cells with the Roe Riemann solver
with (purple diamond) and without entropy fix(gree square).

Radial Sod shock tube We then run a second sanity check on the cylindrical Sod
shock tube problem in order to assess the ability of the scheme to capture simple but
non-aligned cylindrical waves without deforming them nor producing spurious oscilla-
tions. The initial conditions for velocity component are u, v = 0 everywhere, while
density and pressure are (ρH , pH) = (1, 1) for the central region r =

√
x2 + y2 < 0.5 and

(ρL, pL) = (0.125, 0.1) elsewhere. The computational domain is set to Ω = [0; 1] × [0; 1]
with symmetry boundary conditions on x = 0 and y = 0, and outflow boundary condi-
tions otherwise. The final time is set to tfinal = 0.2 with a CFL = 0.5. This flow can
be computed also as a one-dimensional Riemann problem in the radial coordinate (see
Toro (1999)) and our reference solution is computed using a MUSCL TVD scheme with
25000 quadrilateral cells. We run this test case on both two-point and multi-point solver.
Figure 4.2 shows the scatter plot of the numerical density and internal energy of both the
solver on 40000 quadrilateral cells. Figures (a) and (b) are comparison of the first-order
two-point solver and the first-order multi-point solver with the reference solution and
figures (c) and (d) are comparison of the second-order two-point solver and the second-
order multi-point solver with the reference solution. The scatter plots demonstrate the
efficiency of the scheme to handle cylindrical flow without any loss of symmetry. The
same simulation is then done on 41404 triangular cells and the comparison of the nu-
merical density for the different schemes are illustrated in figure 4.3, such that figure (a)
is the Eul-0 two-point and multi-point scheme whereas figure (b) is the results of Eul-1
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112 Chapter 4 : Multidimensional Godunov-type Finite Volume scheme: Applications

two-point and multi-point scheme. The L1 and L2 errors for the density ρ at final time
tf = 0.2 are given in table 4.1 for all the computations – First (Eul-0) and second (Eul-
1) order for both two-point and multi-point scheme on 40000 quadrilateral and 41404
triangular cells. The errors are of the same order.
We also make use of this test case to compare the efficiency of both two-point and multi-
point schemes in first and second order. To do so, the scheme is decomposed to few main
blocks, and we analyze the CPU time taken in each step. Table 4.2 is the analysis for
the two-point scheme, showing the total CPU time, number of iterations, and the CPU-
decomposition for different steps, starting from the initialization, time step computation,
second-order reconstruction with its limiter, numerical flux and the march equation. The
efficiency of the scheme is then given by calculating the time taken for each iteration
and each degree of liberty, such as eff[µ/iter/cell] = CPUtime/(Niter ×Ndof )× 1.0E06.
Similar analysis is done for the multi-point scheme as shown in table 4.3, this time
involving an extra block for the computation of the nodal velocity.

2D cylindrical explosion problem - L1 and L2 error for ρ
Two-point scheme Multi-point scheme

L1 error L2 error L1 error L2 error

Eu
l-0 quad 1.937E − 01 2.544E − 01 1.954E − 01 2.567E − 01

tri 2.261E − 01 2.628E − 01 2.270E − 01 2.614E − 01

Eu
l-1 quad 1.669E − 01 1.824E − 01 1.678E − 01 1.849E − 01

tri 7.673E − 03 1.366E − 02 1.504E − 02 2.297E − 02

Table 4.1: 2D cylindrical explosion problem – L1 and L2 norm errors on the density ρ at tf = 0.2 –
Eul-0 and Eul-1 two-point scheme on 40000 quadrilateral and 41404 triangular cells and Eul-0 and Eul-1
multi-point scheme on 40000 quadrilateral and 41404 triangular cells.

Table 4.2: 2D cylindrical explosion problem – CPU time decomposition for the first order (Eul-0) and
second order (Eul-1) two-point scheme with 40000 quadrilateral cells.

Slip line preservation This is a quick test case to validate the preservation of slip
line at y = 0 for both two-point and multi-point schemes. The simulation is done on a
domain of Ω = [0, 1]× [−0.5, 0.5] on 100×100 quadrilateral cells and the interface located
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Figure 4.2: 2D cylindrical explosion problem – Comparison of numerical solution on 40000 quadrilateral
cells with the reference solution (black line)– (a) Numerical density of Eul-0 Two-point solver (red square)
and Eul-0 Multi-point solver (blue circle) – (b) Numerical internal energy of Eul-0 Two-point solver (red
square) and Eul-0 Multi-point solver (blue circle) – (c) Numerical density of Eul-1 Two-point solver (red
square) and Eul-1 Multi-point solver (blue circle) – (d) Numerical internal-energy of Eul-1 Two-point
solver (red square) and Eul-1 Multi-point solver (blue circle).

at y = 0. The initial set up reads

(ρ, u, v, p)l = (1,−1, 0, 10) , for Ω = [0, 1]× [−0.5, 0] ,
(ρ, u, v, p)l = (10, 1, 0, 10) , for Ω = [0, 1]× [0, 0.5] .
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114 Chapter 4 : Multidimensional Godunov-type Finite Volume scheme: Applications

Figure 4.3: 2D cylindrical explosion problem – Comparison of numerical solution on 41404 triangular
cells with the reference solution (black line)– (a) Numerical density of Eul-0 Two-point solver (red square)
and Eul-0 Multi-point solver (blue circle) – (b) Numerical internal energy of Eul-1 Two-point solver (red
square) and Eul-1 Multi-point solver (blue circle).

Table 4.3: 2D cylindrical explosion problem –CPU time decomposition for the first order (Eul-0) and
second order (Eul-1) multi-point scheme with 40000 quadrilateral cells.

A wall boundary condition is imposed on y = −0.5 and y = 0.5 and a periodic boundary
condition on x = 0 and x = 1 is imposed. We compare the results of the two-point and
multi-point scheme with the numerical solution of the HLL solver since the HLL solver
is known to not take into account the contact discontinuities. Figure 4.4(a) shows the
density and 4.4(b) the velocity at y = 0. The results show that the slip line is correctly
preserved for both two-point and multi-point scheme contrary to the one of the HLL
solver.

Isentropic vortex in motion The isentropic vortex problem from Shu (1997) tests the
accuracy of numerical methods since an exact, smooth and analytic solution exists. The
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4.1 Application to two-dimensional gas dynamics equations 115

(a) Numerical density. (b) Numerical velocity.

Figure 4.4: Slip line preservation — Comparison of numerical solution for density and velocity at y = 0
-axis on 100× 100 quadrilateral cells compared with the exact solution (black line) and the L2 error for
the 1st and 2nd order schemes for both two-point and multi-point scheme.

computational domain is set to Ω = [−5, 5]× [−5, 5]. The ambient flow is characterized
by ρ∞ = 1.0, u∞ = 1.0, v∞ = 1.0, w∞ = 1.0 and p∞ = 1.0, with a normalized ambient
temperature T ∗∞ = 1.0. At the initial time t = 0, onto this ambient flow is superimposed
a vortex centered at (0, 0) with the following state: u = u∞ + δu, v = v∞ + δv, T ∗ =
T ∗∞ + δT ∗, where the increments are given by

δu = −y′ β2π exp
(

1− r2

2

)
, δv = x′

β

2π exp
(

1− r2

2

)
, δT ∗ = −(γ − 1)β2

8γπ2 exp (1− r2) ,

with r =
√
x2 + y2. The so-called strength of the vortex is set to β = 5.0 and the initial

density is given by ρ = ρ∞ (T ∗/T ∗∞)
1

γ−1 . Periodic boundary conditions are prescribed. At
final time t = tfinal = 1 the vortex is back to its original position and the final solution
matches the initial one. Because the solution is smooth, it should be simulated with
optimal high accuracy, in other words the limiting/stabilization procedure employed in
the scheme should not have any effect. We run the isentropic vortex test case with first
order (Eul-0) and second order extension (Eul-1) for both two-point scheme and multi-
point scheme on quadrilateral cells going from 25× 25, 50× 50, 100× 100, 200× 200 and
400×400. The density at tfinal = 10 is given in figure 4.5. The results of the convergence
analysis for both two-point scheme and multi-point scheme and are displayed in table 4.4
and shows that the expected rate of convergence is reached. The lower precision of the
multi-point scheme observed is due to the numerical dissipation of the numerical scheme.

Odd-even decoupling The odd-even decoupling problem is a difficult simulation for
certain numerical schemes. Quirk (1994) proposed this so-called odd-even decoupling test,
where one simulates the propagation of a planar shock but on a perturbed Cartesian mesh
for which only the center line is slightly shifted. The computational domain is defined by
Ω = [0, 800]× [0, 20] with a Cartesian uniform structured mesh with ∆x = ∆y = 1, with
I = 800 cells in x-direction, J = 20 in y-direction. A cell is then labelled with i, j indices
as usual for Cartesian mesh. The center-line, at y = 10, coincides with the j0 labeled line
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2D Isentropic Vortex in motion - Rate of convergence
Two-point scheme Multi-point scheme

N L2 error L2 order L2 error L2 order

Eu
l-0

25× 25 3.2265E − 03 – 2.3836E − 03 –
50× 50 1.5660E − 03 1.04 1.1269E − 03 1.08

100× 100 7.8289E − 04 1.00 5.5048E − 04 1.03
200× 200 3.9078E − 04 1.00 2.7316E − 04 1.01
400× 400 1.9656E − 04 0.99 1.3518E − 04 1.01

Eu
l-1

25× 25 1.2312E − 05 – 3.2875E − 05 –
50× 50 2.9202E − 06 2.07 1.9563E − 06 1.79

100× 100 6.9651E − 07 2.07 2.8055E − 06 1.75
200× 200 1.7560E − 07 1.98 7.7364E − 07 1.86
400× 400 4.2756E − 08 2.04 2.0124E − 07 1.95

Table 4.4: Isentropic vortex in motion — L2 norm errors on density ρ between the numerical solution
and the exact solution of the isentropic vortex in motion problem at tfinal = 10 on quadrilateral cells.

(a) Density cut through x-axis. (b) L2 error.

Figure 4.5: Isentropic vortex in motion — Numerical solution for density cut through the x-axis on
100 × 100 quadrilateral cells compared with the exact solution (black line) and the L2 error for the 1st

and 2nd order schemes for both two-point and multi-point scheme.

of mesh with j0 = 10. The perturbation of amplitude 10−6 is alternating as follows for
line j0:

xi,j0 ←− xi,
yi,j0 ←− yj0 + (−1)i, 10−6.

(4.1.37)

The shock wave is traveling from left to right with a Mach number of Ma = 6, the initial
domain is filled with a diatomic gas with (ρ0, u0, v0, p0, γ) = (1, 0, 0, 1, 1.4). The left side
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inflow values are determined using the Rankine-Hugoniot relations:

us = Ma
√
γ,

ρ∞ = (γ + 1)Ma2

(γ − 1)Ma2 + 2 ,

u∞ = us
2(Ma2 − 1)
(γ + 1)Ma2 ,

p∞ = 2γMa2 − (γ − 1)
(γ + 1) ,

The left Boundary Condition (BC) corresponds to inflow boundary, top and bottom
are wall-type BCs while the right one is left open. Obviously the exact solution is a
vertical Ma = 6 shock wave traveling at speed us. The instability reveals itself through
symmetry perturbation of the shock wave as it travels along the duct. A sensible measure
of this perturbation, see Rodionov (2017), consists in computing the deviation ε0 of the
numerical solution:

ε0 = max
i,j

(|ρi,j − ρi|), with ρi = 1
J

J∑
j=1

ρi,j. (4.1.38)

The density color maps at the stopping time are displayed in figure 4.6 respectively for
the two-point (left) and the multi-point (right) schemes. The density contours have
been plotted using 20 isolines in the range [1.4, 7.3]. The development of the odd-even
instability is clear for the two-point scheme whereas it seems to be absent for the multi-
point scheme. In figure 4.7 one displays the plot of ε0 as a function of the distance
traveled by the shock wave, Xs(t) = ust, for the two-point scheme (red curve) and the
multi-point one (blue curve). The presence of the instability can be quantified with the
plot of ε0. We observe a fast increase up to ε0 > 1 = ∆x for the two-point scheme, while
the multi-point scheme value remains consistently at the order 10−4 � ∆x.

(a) Two-point scheme. (b) Multi-point scheme

Figure 4.6: Odd-even decoupling — Density contour of odd-even decoupling test case.

A more demanding version of the odd-even decoupling problem has been proposed
by Rodionov (2017) by changing the seed of the instability. Here, we simulate the prop-
agation of the same shock wave. However a small perturbation of the form

x̂i0,j = xi0,j + 10−4(2ζj − 1)
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Figure 4.7: Odd-even decoupling — Comparison of solution deviation.

is introduced in the transverse grid line i0 = 10, where ζj ∈ [0, 1] are random numbers.
The y size of the domain is increased so that J = 50 and one maintains ∆x = ∆y = 1.
The upper and lower BCs are periodic ones. The results are displayed as previously
for the odd-even decoupling case. The instability is much more pronounced with higher
frequency for the two-point scheme. Contrarily the multi-point scheme does not present
such an amplification of the initial perturbations, see figure 4.8. This is also observed on
the ε0 curves, refer to figure 4.9.

(a) Two-point scheme. (b) Multi-point scheme.

Figure 4.8: Modified odd-even decoupling — Density contour of modified odd-even decoupling test
case.

Hypersonic flow over half cylinder The hypersonic flow over a half cylinder test
case is a well-documented test case to challenge numerical methods. In particular for
this flow some schemes may develop the infamous carbuncle phenomena when classical
face-based Finite Volume upwind schemes are employed. Instead of having a smooth
bow shock profile upstream of the half cylinder, the carbuncle failing features a pair of
oblique shock ahead of the stagnation region, compromising the overall flow predictions
around the cylinder, refer for instance to Peery & Imlay (1988); Gaitonde (1992); Pandolfi
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Figure 4.9: Modified odd-even decoupling — Comparison of the solution deviations ε0.

& D’Ambrosio (2001) just to cite few references. Here, following Rodionov (2017), we
simulate an inviscid flow at Mach Ma = 20 around a half cylinder blunt body subject
to a incoming hypersonic flow characterized by (ρ0, u0, v0, p0, γ) = (1,Ma

√
γ, 0, 1, 1.4).

The steady-state resulting flow is simulated by means of an explicit time marching pro-
cedure, that is, the simulation ends when the residual is 6 orders of magnitude smaller
than its initial value. The computational domain covers a large enough domain which
contains half of a cylinder centered at the origin with a radius R = 1, and a left incoming
hypersonic flow. At the cylinder surface a wall-type boundary condition is considered,
while bottom/upper boundary conditions are free outflow and inflow condition at the
left boundary. Three types grid are tested to assess the robustness of our unstructured
Finite Volume multi-point scheme: a triangular grid is composed of 5671 unstructured
triangles, a quadrangular one made of 5000 structured quadrangles, and, a polygonal grid
with 5632 unstructured polygons.
Firstly, this test case is ran with the two-point scheme over the triangular grid, and,
as can be observed in figure 4.10(a) the carbuncle instability clearly develops. On the
contrary, such instability does not develop with the multi-point scheme over the triangu-
lar, quadrangular and polygonal grids, refer respectively to figures 4.10(b), 4.11(a) and
4.11(b). A quantitative comparison of these numerical results can be achieved by plot-
ting the pressure coefficient, Cp = p−p0

1
2ρ0u2

0
, at the wall with respect to the angular position.

The numerical Cp is then compared to the approximate analytical value coming from the
Newtonian theory, see Anderson (2006). The pressure coefficient, Cp, computed by the
multi-point scheme matches the Newtonian theory for angles below 40◦, while the two-
point scheme results are polluted by the carbuncle effect, refer to figure 4.12(a). A rather
good convergence is observed for the multi-point scheme in figure 4.12(b) for successively
refined structured grids made of 25× 50, 50× 100 and 100× 200 quadrangular cells.

We pursue our numerical study comparing both two-point and multi-point schemes
over the same polygonal grid for the half cylinder test case. It is worth mentioning
that the polygonal grid results from a Voronoi tessellation. For this particular grid, a
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(a)Triangular grid, two-point scheme. (b) Triangular grid, multi-point scheme.

Figure 4.10: Hypersonic flow over half cylinder — Density maps over triangular grids for both
two-point and multi-point schemes with 20 isolines over the interval [1, 6.2].

generic polygonal cell has exactly the same number of face-based or vertex-based neigh-
bors. This implies, that the two-point Finite Volume scheme and the multi-point Finite
Volume scheme share the very same stencil. The density map obtained with both schemes
(top/bottom panels: two/multi-point schemes) over the polygonal grid under consider-
ation is displayed in figure 4.13. 20 isolines ranging from ρ = 1 to ρ = 6.2 are plotted.
Although the two-point scheme does not exhibit large spurious spike as the one observed
in figure 4.14(a) , the isolines exhibit emerging instabilities behind the shock, see also the
3D view in figure 4.14. This test case demonstrates that the multi-point solver does not
generate any carbuncle-like instability on any type of grid. As such one has to be careful
when praising the low-dissipation property of a solver such as the two-point one.

Sedov blast wave problem The Sedov test case is a point explosion problem for which
an exact solution can be derived, refer to Sedov (1959). In the case of two-dimensional pla-
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(a) Quadrangular grid, multi-point scheme. (b) Polygonal grid, multi-point scheme.

Figure 4.11: Hypersonic flow over half cylinder — Density maps over quadrangular and polygonal grids
for both multi-point scheme with 20 isolines over the interval [1, 6.2].

(a) Cp comparisons. (b) Grid convergence.

Figure 4.12: Hypersonic flow over half cylinder — Various plots of the pressure coefficient Cp at the
wall with respect to the angular position employing the foregoing grids.

nar geometry, the problem consists of a cylindrical explosion generating a diverging shock
wave. The computational domain Ω = [−1.2, 1.2]× [−1.2, 1.2] is initially filled with a per-
fect gas at rest characterized by the initial conditions (ρ0, u0, v0, p0, γ) = (1, 0, 0, 10−6, 7

5).
The point explosion is initiated by an energy deposition in the vicinity of the origin, i.e.,
the pressure in the cells in contact with the origin is set to the value 0.397056. Reflective

121



122 Chapter 4 : Multidimensional Godunov-type Finite Volume scheme: Applications

Figure 4.13: Hypersonic flow over half cylinder — Comparison between density map on polygonal grid:
two-point scheme (left) and multi-point scheme (right).

(a) Two-point scheme (b) Multi-point scheme.

Figure 4.14: Hypersonic flow over half cylinder — 3D extruded views for the density field obtained
with both two-point and multi-point schemes over the same polygonal grid.

boundary conditions are applied on all boundaries. With this particular setup taken from
Kamm & Timmes (2007), the cylindrical shock wave radius is rshock =

√
x2 + y2 = 1 at

the final time tfinal = 1 with a peak density ρmax = γ+1
γ−1 = 6. The exact density as a

function of radius is plotted using a continuous black line in figure 4.16.
Similarly to what has been done for the previous test cases, we compared the numeri-
cal solutions obtained by the two-point and multi-point schemes on 400 × 400 uniform
quadrangles in figure 4.15(a) and in figure 4.15(b) respectively. Then, the scattered plot
of density with respect to the radius of each cell center is displayed in figures 4.16(a)
and 4.16(b) for both schemes versus the analytical solution. These results exhibit the
occurrence of a spurious effect along the x and y axes for the two-point scheme. Notice
that the full 2π Sedov problem is actually run so that the boundary conditions cannot
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be blamed. The scattered plots also confirm the loss of cylindrical symmetry for the
two-point scheme. Contrarily, the multi-point scheme does not present such parasitical
effect, and, as such preserves the cylindrical symmetry, while being slightly more dissi-
pative. These observations have already been done in Rodionov (2017) for instance. In
order to confirm such a good behavior, the multi-point scheme is used on the following
successively refined quadrangular grids: 100× 100, 200× 200 and 400× 400. The result-
ing scattered plots are displayed in figure 4.16(c), where we observe a convergence of the
solution without spurious effects.

(a) Two-point scheme (b) Multi-point scheme.

Figure 4.15: Sedov blast wave problem — Density contour at tfinal = 1 on a 400× 400 grid.

(a) Two-point scheme (b) Multi-point scheme (c) Grid convergence.

Figure 4.16: Sedov blast wave problem — Scattered plots for density.

Noh implosion problem The problem designed by Noh (1987) is a well known test
case used to validate numerical schemes in the regime of infinite strength shock wave.
The initial computational domain is defined by a quarter of a circle of radius of r = 1.
A perfect gas with γ = 5/3 is initially assigned with a uniform density ρ0 = 1 and a
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unit radial inward pointing velocity, hence the velocity components are initialized with
v0(x, y) = (−x/r,−y/r) where r =

√
x2 + y2 denotes the radius and |v0| = 1. The initial

pressure is p0 = 10−6 everywhere. A diverging cylindrical shock wave is generated at the
origin. The state behind the shock wave is constant, whereas the state in front is not
anymore due to the cylindrical converging flow. Thus, the exact solution at time t > 0
writes

(ρ,v, p)ex(t) =



ρ0

(
γ + 1
γ − 1

)2

, 0,
1
2ρ0

(γ + 1)2

γ − 1

 , if r < rs,(
ρ0

(
1−

(
t

r

))2
,v0, 10−6

)
, if r ≥ rs.

(4.1.39)

Here, the radius of the shock wave is rs(t) = vst with vs = 1
2(γ − 1)|v0|. With this setup

and the final time tfinal = 0.6, we arrive at rs = 0.2 and a post-shock state characterized
by the values ρex = 16, vex = 0 and pex = 16

3 . Symmetry BCs are prescribed on the axis
x = 0 and y = 0, whereas at the outer radius, the exact space/time dependent velocity is
imposed employing the analytical solution (4.1.39). A radial/polar grid made of N ×N
quadrangles is constructed such that ∆r = 1/N and ∆θ = π/(4N) are constants. Let
us notice that the cells in contact with the origin are triangles which are considered as
degenerated quadrangles. We present the numerical density (colors and isolines) for a
N = 200 × 200 polar grid at the final time tfinal = 0.6 for the two-point and the multi-
point schemes in figures 4.17 and 4.17(b) respectively. The two-point scheme produces
strong post-shock instabilities. We have verified that those instabilities are not generated
by inappropriate boundary conditions. Contrarily the multi-point scheme presents a
smooth symmetrical solution. Consistently with the results of Sedov problem, we present
the scattered plot of the density with respect to the radius of the cell center for both
schemes in figure 4.18(a). Again we observe that the multi-point scheme handles such
cylindrical flow without any loss of symmetry. Finally, a grid convergence analysis for the
multi-point scheme is performed using the sequence of grids characterized by 502, 1002

and 2002 polar cells. The results for the density are plotted in figure 4.18(b). We point
out that the multi-point scheme indeed converges towards the exact solution. Note that
the undershoot close to the origin corresponds to the so called wall-heating effect, refer
to Menikoff (1994); Rider (2000).

Forward-facing step Next we run the forward facing step problem proposed by Wood-
ward & Colella (1984). This test case is a Mach 3 wind tunnel with a step. The compu-
tational domain is given by Ω = [0, 3] × [0, 1] [0.6, 3] × [0, 0.2] with the following initial
conditions

ρ = γ, v = (3, 0)t, p = 1, γ = 7/5.

The final time is tfinal = 4 and reflective boundary conditions are applied on the upper
and lower boundaries of the domain, whereas inflow and outflow boundary conditions are
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4.1 Application to two-dimensional gas dynamics equations 125

(a) Two-point scheme (b) Multi-point scheme.

Figure 4.17: Noh implosion problem on polar grids — Density maps for a 200×200 quadrilateral polar
grid.

(a) Numerical density. (b) Grid convergence.

Figure 4.18: Noh implosion problem — Scattered plots of the density.

applied at the left entry and the right exit respectively. The solution presents several
shock waves further interacting with the wall boundaries. Once again we use this test
case to compare both the two-point and multi-point schemes on meshes constituted of
quadrangles.
In figures 4.19(a) and 4.19(b), (resp. figures 4.19(a) and 4.19(b)) we present the results
for the two-point schemes (resp. multi-point schemes) employing a structured grid made
of N = 334043 quadrilateral cells. The density gradient (numerical Schlieren) and density
contours (colors and iso-contours) are both illustrated. The general shape and position
of the multiple shocks appear correctly captured by the two schemes. However, we also
observe in details that the two-point scheme develops some spurious phenomena along
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126 Chapter 4 : Multidimensional Godunov-type Finite Volume scheme: Applications

the flat step up to the reflection Y-shaped region, and, along the primary bow shock,
especially close to the y = 0 axe. The numerical Schlieren plot enhances these behaviors.
On the contrary the multi-point scheme in figures 4.19(c) and 4.19(d) does not present
this pathological behavior.

(a) Two-point scheme: Schlieren plot. (b)Two-point scheme: Density map.

(c) Multi-point scheme: Schlieren plot. (d) Multi-point scheme: Density map.

Figure 4.19: Forward-facing step — Numerical results of both two-point (top) and multi=-point
schemes (bottom) on structured grid composed of N = 334043 quadrilateral cells.

4.2 Application to three-dimensional gas dynamics
equations

As a sequel of the study for the multidimensional Godunov-type scheme, we apply the
scheme on the three-dimensional gas dynamics equations. This is a straightforward ex-
tension of the two-dimensional one by defining d = 3 and instead of computing along the
length of an edge, the discretization is now based on a surface of a face.

4.2.1 Governing equations and notations
The spatial domain consists of non-overlapping unstructured cells and ωc denotes a generic
polyhedral cell. These cells can be hexahedrals, tetrahedrals, prisms or pyramids, such
as illustrated in figure 4.20. We introduce the set F(c) as the list of faces of cell c and
the set SF(pc) the list of faces of cell c impinging at point p. The former set is linked to
the latter by F(c) = ∪p∈P(c)SF(pc). Here, we consider a mesh composed of polyhedral
cells and the term polyhedral cells signify a volume enclosed by an arbitrary number
of faces, each determined by an arbitrary number of vertices. For instance, a face with
four or more vertices can be non-coplanar, thus the face is not a plane and the unit
outward normal is difficult to be defined. The polyhedral cell is therefore decomposed
into elementary subcells. To do so, for a given polyhedral cell c, we consider the vertex
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4.2 Application to three-dimensional gas dynamics equations 127

p ∈ P(c) that belongs to the face f ∈ F(c) and the edge e, and a subcell is constructed
by connecting p, the centroid of cell c, midpoints of each surface related to point p and
the midpoint of edge e. The set of subfaces attached to the corner pc are the set of faces
of subcell ωpc impinging at point p and the cell volume is defined by |ωc| =

∑
p∈P(c) |ωpc|.

The surface area and the unit outward normal of the subface f are denoted as Apcf and
npcf respectively. Here, we assume that the faces are coplanar.

(a) Hexahedron. (b) Tetrahedron. (c) Prism.

Figure 4.20: Geometrical entities attached to a cell ωc (top) and its subface fluxes partition of a face
f of cell ωc (bottom).

The three-dimensional gas dynamics equation under the Eulerian representation reads

∂U
∂t

+∇ · F(U) = 0. (4.2.1)

This system now has three components in velocity and the vector of conservative variables
and flux projected on the normal direction n write

U =


ρ
ρvn
ρvt
ρe

 , Fn = Fn =


ρvn

ρv2
n + p
ρvnvt

ρvne+ pvn

 , (4.2.2)

with the velocity expressed as v = vnn + vt, where vn = v · n. Therefore, the one-
dimensional system associated to this three-dimensional gas dynamics system (4.2.1) in
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128 Chapter 4 : Multidimensional Godunov-type Finite Volume scheme: Applications

the normal direction where xn = x · n reads

∂U
∂t

+ ∂Fn

∂xn
= 0. (4.2.3)

With these notations, we build a three-dimensional subface-based Finite Volume
scheme. A numerical simulation code associated to this scheme is then developed. Due
to the huge amount of data, an efficient parallel numerical method is required. In the fol-
lowing section, we present the summary of the three-dimensional Godunov-type scheme
before introducing a few important libraries from the open-source PETSc data manage-
ment tool to build the three-dimensional code.

4.2.2 Summary of the three-dimensional Eulerian Godunov-
type scheme

Following 4.1.6, we recall that the three-dimensional extension of the previous scheme
with obvious notation adaptation writes

Un+1
c −Un

c + ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

ApcfFpcf = 0,

with Fpcf the left flux with respect to the subface f and the unit outward normal npcf .
Note that the left and the right states correspond respectively to the cells c and d since
the unit normal npcf is pointing from cell c towards cell d. The left flux for a simple
Eulerian Riemann solver yields

F−npcf =1
2
[
Fnpcf (Uc) + Fnpcf (Ud)

]
− 1

2

[
m∑
k=1
|Λk|(Uk+1 −Uk)

]
c,d

(4.2.4)

−1
2(λc(d,f) + λd(c,f))

[
vp · npcf − vnpcf

]
0
1
0

vp · npcf

 .

This explicit expression of the numerical flux shows that in the case vp · npcf = vnpcf we
retrieve the classical conservative face-based Finite Volume scheme.

The approximation of the vectorial nodal velocity parameter vp is retrieved by the
node-based conservation condition of the numerical scheme as mentioned in section 3.2.6.
The condition reads

∑
f∈SF(p)

Apf

−
[
m∑
k=1

λk (Vk+1 −Vk)
]
l,r

+ Gnpf ,r −Gnpf ,l

 = 0, (4.2.5)
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and in the case of Lagrangian gas dynamics, the term in the braces yields

−
[
m∑
k=1

λk (Vk+1 −Vk)
]
l,r

+ Gnpf ,r −Gnpf ,l = λl(V?
l −Vl)− λr(Vr −V?

r) + Gn,r −Gn,l,

(4.2.6)
Replacing the components of the Lagrangian variables in the above equation and algebraic
manipulations, we arrive at the conclusion that the Finite Volume scheme is conservative
provided that the following node-based condition is satisfied

∑
f∈SF(p)

Apf (prf − plf )


0
1
0
v?npf

 = 0, (4.2.7)

with prf , plf the right and left intermediate pressure respectively. We assume that the
parameter v?npf is the projection of the unknown nodal vector vp onto the unit normal
npf , that is

v?npf = vp · npf . (4.2.8)

With this fundamental assumption, the vectorial vp, is now an unknown that can be
interpreted as an approximation of the nodal velocity. The node-based conservation can
be express in terms of the expression of the interface pressure and yields∑

f∈SF(p)
Apf (λlf + λrf )(vp · npf − vnpf )npf = 0,

with
vnpf =

λlfvnpf ,l + λrfvnpf ,r

λlf + λrf
− prf − plf
λlf + λrf

.

Finally, the node-based conservation condition (4.1.23) boils down to the Lagrangian
nodal solver which is a linear system∑

f∈SF(p)
Apf (λlf + λrf )(npf ⊗ npf )vp =

∑
f∈SF(p)

Apf (λlf + λlf )vnpcfnpf . (4.2.9)

This system always admits a unique solution which provides an approximation of the
nodal velocity vp.

4.2.3 Parallel implementation: PETSc
For the application of the 3D numerical schemes, the computational power needed to solve
any problem is considerably larger than two-dimensional cases. This is due to the high
memory consumption and long computational time. These problems can be somewhat
overcome with the parallelization of the numerical scheme by splitting the global problem
into smaller local ones that will run on different processors. The implementation of the
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parallelization includes handling the distribution of the memory and the communication
among processors to solve the global problem. In this present work, we make use of the
Portable, Extensible Toolkit for Scientific Computation (PETSc) library (refer to Balay
et al. (2021b,a, 1997)). This section focuses on the interaction between our application
and the supporting libraries from PETSc to provide the infrastructure for an efficient
data management.

4.2.3.a PETSc library

PETSc is a suite of data structures and routines that provide frames to develop applica-
tion codes on both serial and parallel computations. It can be used in application codes
written in many languages, and in our case, it is written in Fortran. PETSc library is or-
ganized hierarchically, allowing users to employ the appropriate level of abstraction for a
particular problem. Figure 4.21(a) shows the available numerical libraries in PETSc taken
from Balay et al. (2021a) and Figure 4.21(b) shows the libraries used in our application
code.

Figure 4.21: (a) Organization of numerical libraries available in PETSc Balay et al. (2021a), (b) PETSc
numerical libraries used in our application code.

The object-oriented style of PETSc is managed through handles to opaque data struc-
tures which are created, accessed and destroyed by calling appropriate library routines.
The variety of components allows to manipulate a particular family of objects and pro-
vide functionality required for many parallel solutions. For instance, the Vec component
provides the vector operations required for setting up and solving large-scale linear and
nonlinear problems, including easy-to-use parallel scatter and gather operations, as well
as special purpose code for handling ghost points for regular data structures; the TS
component consists of code for the time evolution of solutions of PDEs and also provides
pseudo-transient continuation techniques for computing steady-state solutions.

In what follows, we present the different PETSc objects and libraries implemented
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4.2 Application to three-dimensional gas dynamics equations 131

to handle unstructured mesh, time integration, Finite Volume discretization and parallel
computing.

Unstructured mesh with PETSc DMPlex Data management, DM in short is the
abstract PETSc object that manages an abstract grid object and its interactions with
algebraic solvers such as vectors, matrices and solvers. "Plex" is a subclass of DM in
PETSc that encapsulates an unstructured mesh, see Lange et al. (2015). The DMPlex
object allows to:

• handle unstructured grids using the generic DM interface;

• handle interface with the PETSc FV trial discretization objects;

• provide parallel redistribution for load balancing.

The main advantage of DMPlex in representing topology is that all the different entities
and connectivity of a mesh, including cells, faces, edges and vertices, are handled exactly
the same way. All pieces of the mesh are treated as points. A mesh is built by relating
points to other points. For example, an edge is defined by being covered by two vertices,
and a triangle face can be defined by being covered by three edges, or even by three
vertices. In order to make use of this object, the mesh pieces have to be numbered
consecutively. The PETSc convention in 3D is to number first the cells, second the faces,
third the edges and lastly the vertices.

Figure 4.22: The Hasse diagram for two tetrahedra in a 3D mesh Knepley (1997).

DMPlex’s internal representation of mesh topology provides an abstraction layer that
decouples the mesh from the underlying file format, allowing support for multiple mesh
file formats to be added generically. In this present work, the input meshes read by
DMPlex are in the Gmsh format. As for the output, DMPlex provides routines that
generate solution output in HDF5 and vtk formats compatible with Paraview.

PETSc time integrator The Time Integrator object in PETSc, TS in short, manage
all time-steppers for solving time-dependent PDEs by providing Ordinary Differential
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Equations (ODE) integrators. The TSSetType library allows to set up the actual time-
stepping integrator required. The time-stepping methods that we are interested are :

1. TSEULER for the Euler forward method ;

2. TSSSPRKS2 for the second-order Runge-Kutta method.

The TSSetDM then allows to connect the time and space discretization.

Finite Volume with PETScFV The PETScFV is a PETSc object that manages the
Finite Volume discretization. We start by creating an empty PETScFV object, followed
by setting the type of object using PetscFVSetType. The type that we used is obviously
the fvm type for the Finite Volume method.

Parallel simulation The parallel message-passing communication in PETSc is done
through the standard Message-passing Interface (MPI), providing low-level routines to
exchange data primitives between processors. The main advantages are that, we can call
MPI directly if needed and the same code can be used for both sequential and parallel
runs. The DMPlex library provides parallel data gathering through automated parallel
distribution of the DMPlex and the pre-allocation of parallel matrix and vector data
structured. Mesh partitioning is provided via internal interfaces to several partitioner
libraries, i.e Metis and data migration is based on PETSc’s internal Star Forest commu-
nication abstraction (PetscSF). PETSc built-in communicators, namely MPI_COMM are
objects allowing to define process group and synchronization channel.

4.2.4 Three-dimensional numerical validation
In this section, we run a set of representative test cases to demonstrate the performance
of the three-dimensional extension. These test cases are ran on various types of grids that
can be made of tetrahedral, hexahedral and prism cells. The CFL number is set to 0.5
for all cases. Similarly to the two-dimensional cases, we make use of Gmsh to generate
three-dimensional meshes.

3D spherical Sod shock tube Here, we consider a spherical explosion problem in
3D. This test case allows to assess the ability of the schemes to capture simple but non-
aligned spherical waves without producing spurious oscillations. The computational setup
represents a spherical extension of the classical Sod problem with a domain (x, y, z) ∈ [0 :
1.2]3 with a discontinuity at r =

√
x2 + y2 + z2 = 0.5, and separating the initial states:

(ρ,v, p)l = (1, 0, 1) , (ρ,v, p)r = (0.125, 0, 0.1) , tfinal = 0.2,

with symmetry boundary conditions on x = 0 and y = 0, and outflow boundary conditions
otherwise. The numerical densities are compared with a reference solution represented
with the black line in figure 4.23. Figure (a) shows the comparison between the two-
point and multi-point solvers on N = 1283 hexahedral cells where the numerical density
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of two-point solver is represented with red square and multi-point one with blue circles.
Figure (b) shows the grid convergence for the multi-point solver with 323 cells represented
with green diamonds, 643 cells with red squares and 1283 cells with blue circle. Lastly, in
figure (c) we compare the numerical density obtained from both solvers at second-order
and once again the numerical density of two-point solver are represented with red squares
and multi-point are with blue circles

(a) Scheme comparison. (b) Grid convergence. (c) Second-order scheme.

Figure 4.23: Spherical Sod shock tube —Comparison of numerical density with reference solution
(black line) at tfinal = 0.2

Sedov blast wave problem The Sedov problem Sedov (1959) is a spherical symmetric
explosion. The domain is given by (x, y, z) ∈ [0 : 1.2]3 initially filled with perfect gas at
rest such as (ρ0, u0, v0, p0, γ) = (1, 0, 0, 1.10−6, 1.4). A total energy of Etotal = 0.851072 is
concentrated at the cells touching the origin. Symmetry boundary conditions are applied
on all boundaries. This configuration corresponds to spherical symmetric explosion at
which the shock front reaches r =

√
x2 + y2 + z2 = 1 at tfinal = 1 with a density peak of

ρ = 6. Figure 4.24 illustrates the numerical density for the Sedov blast wave problem with
1283 hexahedral cells with (a) is the result of the two-point scheme and (b) the results of
the multi-point scheme. In figure 4.25(a) is a scatter plot of both the numerical schemes
where we once again observe a nonsymmetrical solution from the two-point solver. Figure
4.25(b) illustrates the mesh convergence of the multi-point scheme on 323, 643 and 1283

cells. Finally, figure 4.25(c) compares the solution of the first and second order multi-
point scheme where we observe an improvement in capturing the numerical density with
the second order scheme.

Hypersonic flow over a sphere The computational domain for a hypersonic flow over
a sphere consists of an inner sphere of radius R = 0.5 at which no-slip wall boundary
conditions are applied and, an outer sphere of radius R = 1, at the left of which a
uniform flow of Ma = 20 is imposed. The right side of the domain is a outflow boundary
condition. We run the test case on 410000 hexahedral elements and refined at the wall
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(a) (b)(a) (b)(a) Two-point scheme. (b) Multi-point scheme.

Figure 4.24: Sedov blast wave problem — Numerical density at tfinal = 1.0.

(a) Scheme comparison. (b) Grid convergence. (c) Second-order scheme.

Figure 4.25: Sedov blast wave problem — Comparison of numerical density with the exact solution
(black line) at tfinal = 1.0.

to better capture the solution, as illustrated in 4.26(a). The comparison of the numerical
density for both the two-point and multi-point solver is illustrated in figure 4.26(b) where
the top half (resp. bottom half) represents the solution of the two-point solver (resp.
multi-point solver). A cut through the numerical solution in the place z = 0 is drawn
figure 4.27(a), and we compare the numerical density between both solvers. The two-
point scheme shows a jump in density though the shock whereas the multi-point scheme
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shows a symmetrical revolution of density. Figure 4.27(b) then presents a comparison of
the pressure coefficient along the wall of the sphere computed with both schemes with the
modified Newtonian Law represented with the black line. Other than a slight oscillation
of pressure coefficient around the stagnation point for the two-point, the solutions are
coherent with the modified Newtonian law for angles below 60◦.

(a) (b)

Figure 4.26: Hypersonic flow over a sphere —(a) Mesh of computational domain — (b) Comparison
of the numerical density for the two-point (top half) and multi-point scheme (bottom half).

(a) (b)

Figure 4.27: Hypersonic flow over a sphere — Comparison plot of numerical solution between two-point
and multi-point schemes — (a) Density plot along x-axis — (b) Comparison of pressure coefficient along
the wall of the sphere compared with the modified Newtonian Law (black line).

Blunt cone-flare We run the blunt cone-flare test case from Savino & Paterna (2005).
The free stream conditions correspond to the exit nozzle conditions of the H3 wind
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tunnel at Von Karman Institute (VKI) Dieudonne et al. (1999), such as Ma = 6, T∞ =
67.07K, p∞ = 673.67Pa. Figure 4.28(a) illustrates the geometry extracted from Savino
& Paterna (2005) and figure 4.28(b) shows the computational mesh made of hexahedra
of the domain. In order to validate the 3D scheme in the first place, we compare the
numerical solution with a computed 2D axisymmetric solution. The 2D axisymmetric
solution is obtained from a quick additional extension implemented in the simulation
code with a classical 2D axisymmetric scheme, refer to the appendix 1.2. Figure 4.29(a)
compares the density profile over the blunted cone flare of the 3D multi-point scheme on
the top half and the 2D axisymmetric solution on the bottom half. In figure 4.29(b), the
pressure on the surface of the cone flare object is extracted and we compare once again
the numerical results using the 3D multi-point scheme with 2D axisymmetric solution
represented with the red circles at tfinal = 3. The 3D scheme shows good coherence
with the axisymmetric solution. Lastly, the pressure (log scale) and Mach number profile
computed using the 3D multi-point scheme is illustrated in figure 4.30. We observe good
coherence for both the pressure and Mach profile compared to the results from Savino &
Paterna (2005).

(a) Geometry. (b) Domain mesh.

Figure 4.28: Blunted cone flare — Computational domain.

Manoeuvrable Re-entry Vehicle (MaRV) The Manoeuvrable Re-entry Vehicle
(MaRV) is a type of ballistic missile capable of altering its trajectory aerodynamically
after boost, typically after re-entry. Moreover, it may be capable of significant glide
phases and maneuvers, usually at hypersonic speeds. Here, we run this test case using
the geometries for the MaRV from Petsopoulos & Regan (1996). The free stream condi-
tions of this computation fixed at Ma = 5, T∞ = 223.15K at an altitude of 10km where
P∞ = 26500Pa, ρ∞ = 0.4 and a∞ = 300m/s. Figure 4.31(a) shows the geometry of the
MaRV object and figure 4.31(b) the mesh of the computational domain consists of 24
million tetrahedral cells. With this configuration, we ran the simulation with 3 different
angles of incidence of 0◦, 5◦ and 10◦ respectively and the numerical density profile along
the object (yz-plane) and behind the object (xy-plane) are illustrated in figure 4.32.

We then run a simulation with the N = 31 million cells where the mesh are being
refined at the back of MaRV such as illustrated in figure 4.33(a). We run the computation
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(a) (b)

Figure 4.29: Blunted cone flare — (a) Comparison of density profile between the 3D multi-point scheme
(top half) and 2D axisymmetric scheme (bottom half. — (b) Comparison of the pressure along the wall
of the blunted cone-flare computed with the 3D multi-point scheme and 2D axisymmetric solution (red
circle).

(a) Numerical pressure. (b) Mach number.

Figure 4.30: Blunted cone flare — Profiles of numerical pressure and the Mach number computed with
the 3D multi-point scheme.

with an angle of incidence of 10◦ to observe the vorticity generated by the forebody of
the object, see figure 4.33(b).

Atmospheric Reentry Demonstrator (ARD) The Atmospheric reentry demon-
strator (ARD) is a test vehicle towards developing space transportation vehicles that can
return to Earth to carry payloads or even human. Validation of theoretical aerodynamics
prediction is one of its main objectives. This demonstrator is a 3-axis stabilized automatic
capsule and has an axisymmetric shape composed of a spherical capsule followed by a tore
and a conical surface. Here, we obtained the geometry from Annaloro et al. (2017). The
free stream conditions used for the computations are of Ma = 24, T∞ = 224.5K at an al-
titude of 65.83km where P∞ = 10.23Pa, ρ∞ = 1.586E10−4kg/m3 and u∞ = 7212.43m/s.

We run a computation with the Eul-1 multi-point scheme with an angle of incidence
of 20◦ and no side slip angle on N = 6.8 millions cells. Figure 4.34(b) illustrates the
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(a) Geometry. (b) Domain mesh.

Figure 4.31: MaRV — Computational domain and geometry.

numerical pressure profile of the object. In figure 4.35(b), we present the pressure coef-
ficient, Cp distribution on the ARD. The result shows good coherence with the solution
presented by Annaloro et al. (2017). We then compare the pressure coefficient with the
flight data from Walpot (2002) along the symmetry plane (y = 0m) of the ARD and the
results are presented in figure 4.35(b).

Pre-X The Pre-X hypersonic vehicle was developed in order to test thermal protec-
tion systems (TPS) for reusable launch vehicles, and, at the same time gather aero-
thermodynamic data in the hypersonic regime to improve process of in flight measuring.
Here, we once again obtained the geometry from Annaloro et al. (2017). The free stream
conditions used for the computations are of Ma = 25, T∞ = 207K at an altitude of
73.6km where P∞ = 3.11Pa, ρ∞ = 5.5546.10−5kg/m3 and u∞ = 7205m/s.

We run a computation with the Eul-1 multi-point scheme with the perfect gas EOS
and an angle of incidence of 40◦ and no side slip angle on N = 6.4 millions cells, the
mesh of the domain is illustrated in figure 4.36. Figure 4.37(a) illustrates the numerical
pressure profile on the flow around the object. In figure 4.37(b), the pressure coefficient
Cp distribution on the Pre-X of illustrated. We observe similar Cp distribution as the
one in Figure 15 by Annaloro et al. (2017). We then compare the pressure coefficient
with the CFD computation from MISTRAL, a high-fidelity code (see Annaloro et al.
(2017)). The comparison is done along two different plans y = 0m and y = 0.3m. The
results show good coherence as presented in figure 4.38 in general. The slight difference
between the numerical solutions is due to the fact that the MISTRAL code is ran on the
Navier-Stokes equations.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.32: MaRV — Numerical density profile at the yz-plane (left) and xy-plane (right) — (a-b) 0◦
angle of incidence, (c-d) 5◦ angle of incidence and (e-f) 10◦ angle of incidence.

4.3 Implicit time-stepping scheme

In this section, the implicit method, also known as the backward Euler method is proposed
with the aim of studying steady inviscid flows employing a time-marching procedure, see
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(a) Refined mesh. (b) Vorticity.

Figure 4.33: MaRV — Refined mesh and the streamline around MaRV.

(a) Geometry and domain mesh. (b) Numerical pressure.

Figure 4.34: ARD — Geometry of the object from Annaloro et al. (2017) and the numerical pressure
profile with the Eul-1 multi-point scheme.

Yee et al. (1982). Recalling the equation of the subface-based discretization

Un+1
c −Un

c + ∆t
|ωc|

∑
p∈P(c)

∑
SF(pc)

lpcfFpcf = 0,
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(a) Cp distribution. (b) Cp comparison.

Figure 4.35: ARD — Pressure coefficient distribution and the comparison with flight data (black
squares) Annaloro et al. (2017).

Figure 4.36: Pre-X — Domain mesh.

we start by defining the non-linear function of the residual of cell c such as

Rc(U) =
∑

p∈P(c)

∑
f∈SF(pc)

lpcfFpcf . (4.3.1)

with Rc = Rc(Uc,Ud(c,f),vp) ∈ Rd+2. We also introduce

δUc = Un+1
c −Un

c , (4.3.2)

where δUc ∈ Rd+2 is the unknown and with this, we have Un+1
c = Un

c + δUc. The simple
backward Euler time implicit scheme applied to equation (3.2.4) and using this notation
yields

δUc −
∆t
|ωc|

Rc(Un+1) = 0. (4.3.3)
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(a) Pressure profile. (b) Cp.

Figure 4.37: Pre-X — Numerical pressure profile and the pressure coefficient distribution on Pre-X.

(a) Cp at y = 0. (b) Cp at y = 0.3m.

Figure 4.38: Pre-X — Comparison of pressure coefficient on Pre-X between the multi-point scheme
and MISTRAL code.

This is an implicit non-linear system at time tn+1. For clarity in the following section,
we re-write the subface-based discretization equation in the following form

|ωc|
∆t δUc = −Rc(Un+1). (4.3.4)

We have to find an expression of the residual on the right-hand side, Rc at time tn+1. A
solution of this time-implicit problem is to formulate a Newton method for solving the
non-linear problem from tn to tn+1. Let us define q as the Newton or nonlinear iteration
counter index, such that

Uq+1
c = Uq

c + δUq
c, (4.3.5)
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and, for q = 0, we set U0
c = Un

c . The traditional Newton’s method can be written as:

|ωc|
∆t (Uq

c + δUq
c −Un

c ) = −Rc(Uq+1). (4.3.6)

The solution of (4.3.6) requires the evaluation of the residual at the new iteration, that
is, Rc(Uq+1). Since Uq+1

c is not known, the solution cannot be found directly. However,
the residual Rc(Uq+1) can be linearized at the current iteration with a truncated Taylor
expansion, giving

Rc(Uq+1) ≈ Rc(Uq) +
(
∂Rc

∂Uc

∣∣∣∣∣
Uq

)
δUq

c, (4.3.7)

with ∂Rc

∂U
∈ Rd+2 × Rd+2 the Jacobian of the numerical flux. Substituting the lineariza-

tion (4.3.7) into (4.3.6), we obtain the following implicit scheme:[
|ωc|
∆t + ∂Rc(Uq)

∂Uc

]
δUq

c = −|ωc|∆t (Uq
c −Un

c ) + Rc(Uq). (4.3.8)

In practice, the Newton method is known to converge quadratically and generally requires
a small number of nonlinear iterations. However, each nonlinear iteration requires to solve
a large matrix system which is a process that can be prohibitively expensive- n.b. the
matrix is a sparse matrix with real coefficients. In order to solve (4.3.8) for steady state,
we want to find δU → 0. This can be achieved by considering the first iteration of the
Newton algorithm which leads to the classical linearized implicit scheme:[

|ωc|
∆t + ∂Rc(Un)

∂Uc

]
δUc = −Rc(Un). (4.3.9)

The term in square brackets on the left-hand side of equation (4.3.8) is referred to as the
implicit operator. The implicit operator constitutes a large, sparse and non-symmetric
block matrix with dimensions equal to the total number of cells. The matrix consists
of the flux Jacobian ∂Rc

∂Uc

evaluated at tn, augmented by a diagonal term ωc
∆tId. The

solution of this system (4.3.9) requires the inversion of the implicit operator. This can
be done using iterative methods that will be presented in section 4.3.2. In the following,
we discuss the matrix form of the implicit operator.

4.3.1 Form of the matrix operator

Referring to (4.3.7), the linearization of the residual Rn+1 can be written in the form

Rn+1
c ≈ Rn

c +
∑

p∈P(c)

∑
f∈SF(pc)

∂

∂U
(
lpcfFpcf

)
δUc +O(∆t2), (4.3.10)
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with f ∈ SF(pc) the subface f attached to the corner pc of the control volume ωc. The
flux Jacobian has to be conceived as an operator which acts on the update δU. With the
development from equation (4.3.10), equation (4.3.9) now can be written as:(

M
∆t + E

)
δU = −Rc(Un), (4.3.11)

where M is the diagonal block-matrix containing the volumes of the cells defined by
Mc = |ωc|I, E is the block-matrix containing the Jacobians of the numerical flux computed
at tn and Rn is the global block-vector containing the residuals.

In practice, we look for an approximate version of the Jacobian matrix to solve (4.3.11)
to steady state. A simple way to approximate the Jacobian of the residuals is to use the
simple formulation of the flux proposed by Rusanov (see e.g Toro (1999)) independently
of the actual Riemann solver used in the numerical scheme. Recalling the definition of
the Rusanov flux:

FRusanov = 1
2(Fl + Fr) + |Λk|

2 (Ul −Ur), (4.3.12)

where |Λk| is the absolute value of the largest eigenvalue of the linearised problem at the
interface between the left and right states. The same strategy is implemented for the
multi-point scheme. We then use a truncated Taylor expansion to write

Fn+1
c = Fn

c + ∂Fn

∂U

∣∣∣∣∣
c

δUc +O(∆t2). (4.3.13)

where Fn+1
c represents the physical flux in cell c at time tn+1, Fn

c represents the physical

flux at time tn and ∂Fe

∂U

∣∣∣∣∣
c

is the exact Jacobian of the Euler equations estimated at Uc

such that for a perfect gas EOS:

∂Fe

∂U

∣∣∣∣∣
c

=



0 nt 0

(γ − 1)q
2

2 n− qnn v⊗ n + (1− γ)n⊗ v + qnI (γ − 1)n(
(γ − 1)

2 q2 −H
)
qn Hnt − (1− γ)vtqn γqn

 (4.3.14)

where q2 = u2 + v2, v = [u, v]t, H is the enthalpy, I the 2 × 2 identity matrix and here
n = npcf . The implicit flux writes

Fn+1(Uc,Ud) = Fn(Uc,Ud)+ 1
2

(
∂F
∂U

∣∣∣∣∣
c

δUc + ∂F
∂U

∣∣∣∣∣
d

δUd

)
+ |Λ

c,d
m |
2 (δUc−δUd). (4.3.15)
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(a) 2D unstructured grid. (b) Example of a system matrix for an unstructured mesh.

Figure 4.39: Illustration of the implicit operator on unstructured mesh.

The expression of the diagonal block at cell c, Encc, writes

Encc = 1
2

∑
d∈Cf (c)

lcd

(
∂F
∂U

∣∣∣∣∣
c

+ |Λcd
m |I

)
. (4.3.16)

and the extra diagonal blocks for the line c for all d ∈ Cf (c) writes

Encd = 1
2 lcd

(
∂F
∂U

∣∣∣∣∣
d

− |Λcd
m |I

)
. (4.3.17)

An illustration of an unstructured grid is sketched in figure 4.39(a). For instance, the
stencil for cell number 6 includes the cells 5, 7, and 10. An example of the block sys-
tem matrix for this unstructured grid is displayed on figure 4.39(b) where nonzero block
matrices are displayed as filled rectangle The appearance of the system matrix for un-
structured grids has no regular pattern since the grid cells are in general numbered in an
arbitrary order and only the main diagonal is always present.

4.3.2 Iterative method and preconditioning

There are many methods in linear algebra literature for solving non-symmetric sparse
systems. Let us re-write the implicit scheme (4.3.8) as

JδU = −R, (4.3.18)

145



146 Chapter 4 : Multidimensional Godunov-type Finite Volume scheme: Applications

where J represents the non-symmetric block structured system matrix. A particularly
suitable class of iterative techniques for the solution of large linear equations systems of
this form are called the Krylov subspace methods. In this present work, we implement
the generalized minimal residual (GMRES) Krylov subspace technique to solve the sparse
non-symmetric linear system. The GMRES method minimizes the norm of the global
residual, that is

‖J∆U + R‖ (4.3.19)

over a set of m orthonormal vectors which span the Krylov subspace Km. Here, we make
use of the KSP object from PETSc library. The KSP object provides efficient access to
all of PETSc’s linear system solvers, including the GMRES solver.

The efficiency of the iterative method depends strongly on a good preconditioner,
allowing to accelerate the iterative process. Here, we implement the incomplete lower
upper factorization (ILU) pre-conditioner with a convergence tolerance of 10−6. We once
again make use of the KSP object from PETSc to compute the pre-conditioner.

4.3.3 CFL ramping
A CFL ramping technique is used to help the scheme to converge to the steady state.
The CFL ramping formula is given as

CFL = min
(

1, k
kt

)
CFLt +

(
1−min

(
1, k
kt

))
CFLs, (4.3.20)

where k is the iteration number, kt the target iteration number, CFLs the starting CFL
which is usually taken around 0.5 and CFLt the target CFL number given by the user.
Therefore, the scheme starts with a small CFL to let the iteration process mimic an
explicit integration.

Remark 4.3.1. The implicit time-marching scheme described here is implemented for
both two-point and multi-point schemes. Since the approximation of the Jacobian for
the residuals is linearised using the simple Rusanov flux, the system matrix of the multi-
point scheme is therefore considered to be ’face-based’ and only the explicit term on the
right-hand side of the multi-point scheme takes into account the nodal velocity vectorial
parameter. Future work for the implicit multi-point scheme will involve a more consistent
linearisation of the Jacobian using the vector of nodal velocity.

4.3.4 Numerical validation
Hypersonic flow over a half cylinder test case We simulate an inviscid flow at
Mach 20 around a half cylinder blunt body subject to an incoming hypersonic flow char-
acterized by (ρ0, u0, v0, p0, γ) = (1,Ma

√
γ, 0, 1, 1.4). The steady state resulting flow is

simulated with both the two-point and multi-point implicit time integrating procedure.
The simulation ends when the residual (4.3.19) is smaller than 10−12. The computational
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domain covers a large enough domain which contains half of a cylinder centered at the
origin with a radius r = 0.5, and a left incoming hypersonic flow. The cylinder surface
is a wall boundary condition, the bottom/upper boundary conditions are free outflow
and the left boundary is an inflow condition. We run this test case on 5000 structured
quadrangles and 5671 unstructured triangles.

Figure 4.40(a) illustrates the numerical density of both two-point (left) and multi-
point (right) implicit schemes with CFLt = 10 and kt = 10 using the CFL ramping
method on 5000 quadrangles. We observe post-shock oscillation on the left side, suggest-
ing that the carbuncle instability is developesd with the two-point scheme. This can be
further proven by comparing the density computed at the stagnation point. The exact
density at the stagnation point can be calculated analytically with the Rankine-Hugoniot
relation for supersonic steady flow over a blunt body and gives ρex = 6.4378 (refer to ap-
pendix 1.3). The numerical density at the stagnation point computed with the two-point
scheme is of ρtwo−point = 6.67, which exceeds the analytical solution due to the carbuncle
instability, and the numerical density at stagnation point of the multi-point scheme gives
ρmulti−point = 5.56. The convergence of the L2 residual is displayed in figure 4.40(b).
The two-point scheme does not converge due to the shock instability no matter the CFL
used. As for the multi-point scheme, we observe a faster convergence for CFL = 10.

Similarly to the previous study, figure 4.41(a) illustrates the numerical density of
both two-point (left) and multi-point (right) implicit schemes with CFL = 10 this time
on 5671 triangles. We observe once again the carbuncle instability with the two-point
scheme which is also proved in figure 4.41(b) where the L2 convergence of the of two-point
scheme does not converge due to this instability. The residual converges appropriately
for the multi-point scheme, and the residual converges at a faster rate with CFL = 10 as
expected. The numerical density at the stagnation point computed with the two-point
scheme on triangular mesh is of ρtwo−point = 7.31, which once again exceeds the analytical
density, and the numerical density at stagnation point of the multi-point scheme gives
ρmulti−point = 5.91.

Supersonic jet test case This test case is a one-dimensional Riemann problem
in a two-dimensional domain. The computational domain is Ω ∈ [0, 1] × [0, 1] with
200 × 200 Cartesian mesh. The left boundary is an inflow condition split into two
parts: (ρ, u, v, p,Ma, γ)top = (0.25, 4, 0, 0.25, 3.38, 1.4), and (ρ, u, v, p,Ma, γ)bottom =
(1, 2.4, 0, 0.5, 2.87, 1.4). The remaining boundaries are treated as supersonic outlets.
Figure 4.42 is the numerical density of the two-point (a) and multi-point (b) scheme
with CFL = 10. We then compare the numerical solutions at the outlet x = 1 to
the analytical solution obtained with and exact Riemann solver and a reference solu-
tion from Nishikawa & Kitamura (2008) in 4.43(a). Lastly, figure 4.43(b) illustrates the
L2 residual convergence in terms of the number of iteration taken in the log scale for
CFL = 1, 10, 100 & 1000 with the multi-point scheme.

Oblique shock test case This test case presents an oblique shock along a wedge
where the analytical solution can be calculated. The computational domain is Ω ∈
[0, 0.21]×[0, 0.1] and the wedge has an angle of θ = 10◦ starting from x = 0.05. and a Mach
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(a) Numerical density.

(b) L2 residual convergence.

Figure 4.40: Mach 20 flow over half cylinder — Density iso-line of both two-point and multi-point
implicit schemes on 5000 quadrangle cells at CFL = 10 and residual convergence.
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(a) Numerical density.

(b) L2 residual convergence.

Figure 4.41: Mach 20 flow over half cylinder — Density iso-line of both two-point and multi-point
implicit schemes on 5671 triangle cells at CFL = 10 and residual convergence.
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(a) Two-point scheme. (b) Multi-point scheme.

Figure 4.42: Supersonic jet test case — Comparison of numerical density of both implicit two-point
and multi-point scheme at CFL = 10.

(a) Numerical density. (b) Residual convergence.

Figure 4.43: Supersonic jet test case — Comparison of numerical density with analytical and reference
solution and residual convergence with different CFL.

5 inflow. The initial condition of this test case is (ρ0, u0, v0, p0, γ) = (1.4,Ma, 0, 1, 1.4)
and we run the test case on 50 × 50 Cartesian mesh. The steady state resulting flow is
simulated with both the two-point and multi-point implicit time marching procedure and
the simulation ends when the residual is smaller than 10−12. Figure 4.44 illustrates the
numerical density of the implicit two-point (a) and multi-point (b) schemes respectively.
The numerical density and pressure is then compared with theoretical values as shown in
figure 4.45 where profile of the solution at the outlet x = 0.2 is plotted. We also compare
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(a) Two-point scheme. (b) Multi-point scheme.

Figure 4.44: Oblique shock test case — Comparison numerical density of two-point and multi-point
implicit scheme at CFL = 10.

the convergence of the L2 residual in terms of the number of iterations for both schemes
at CFL = 1 and CFL = 10.

Blunt cone-flare test case The blunt cone-flare test case from Savino & Paterna
(2005) has the dimension and computational mesh as illustrated in figure 4.28 with fig-
ure 4.28(a) presenting the geometry of the object and figure 4.28(b) the N = 61494 trian-
gular mesh on the computational domain. The free stream condition is aMa = 6 inviscid
flow and the initial condition of the test case is (ρ0, u0, v0, p0, γ) = (1,Ma

√
γ, 0, 1, 1.4).

We will be using a symmetry boundary condition on the bottom of the axis. We run
this test case using the multi-point implicit scheme using CFL = 10, 100 and 1000. The
numerical density and pressure are illustrated in figure 4.47 whereas the comparison of
the residual convergence is shown in figure 4.48.

ARD and Pre-X Last but not least, we run the implicit time discretization scheme
on both the ARD and Pre-X test case that were previously described in 4.2.4. Here,
the simulation is ran on a two-dimensional slice of the object with the objective of as-
sessing the capacity of the two-dimensional time implicit scheme. Therefore, at this
stage, we will not be analyzing the flow, nor the pressure coefficient of the object. The
free stream conditions remain unchanged for both test cases. The computation is ran
on N = 320000 cells for ARD and N = 320000 cells for Pre-X, both using the multi-
point scheme with CFL = 10000. The numerical pressure profiles are illustrated in
figures 4.49(a) and 4.50(a) respectively. Figures 4.49(b) and 4.50(b) show the conver-
gence of the L2 residual at CFL = 10000.
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(a) Comparison of density. (b) Comparison of pressure.

Figure 4.45: Oblique shock test case — Comparison of two-point and multi-point scheme implicit
scheme at CFL = 10.

Figure 4.46: Oblique shock test case — Comparison of two-point and multi-point scheme implicit
scheme at CFL = 10.

4.4 Chapter summary

In the previous chapter, the theoretical framework of a generic multidimensional
Godunov-type Finite Volume scheme for systems of conservation laws on unstructured
grids is presented. This novel scheme is subface-based, requiring subface fluxes by call-
ing upon simple approximate Riemann solvers and a node-based sufficient condition to
ensure conservativity of the scheme.

To present a thorough demonstration of this numerical scheme, an application to the
system of gas dynamics has been thoroughly depicted in this chapter, starting off with the

152



4.4 Chapter summary 153

(a) Numerical density. (b) Numerical pressure.

Figure 4.47: Blunted cone-flare test case — Numerical results of multi-point scheme at CFL = 1000

Figure 4.48: Blunted cone-flare test case — Comparison of residual convergence of the multi-point
scheme implicit scheme with CFL = 10, 100 and 1000.

(a) Numerical pressure. (b) Residual convergence.

Figure 4.49: ARD — Numerical pressure profile and the residual convergence of ARD computed with
the implicit multi-point scheme at CFL = 10000.
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(a) Numerical pressure. (b) Residual convergence.

Figure 4.50: Pre-X — Numerical pressure profile and the residual convergence of Pre-X computed with
the implicit multi-point scheme at CFL = 10000.

two-dimensional case. A Lagrangian approximate Riemann solver is first established for
the Lagrangian gas dynamics equations projected onto the normal direction n. Explicit
conditions on the discontinuity velocities are derived to ensure positivity of specific volume
and internal energy and entropy control. The conservation condition applied onto the
two-dimensional gas dynamics equations then boils down to the Lagrangian nodal solver,
allowing us to approximate the vectorial parameter for the nodal velocity vp.

We then use these elements as the building block to design the corresponding Eulerian
simple Riemann solver. Once again, with the Lagrange-to-Euler mapping, hypothesis
(H1) and (H2) and the fundamental relation, the Eulerian solver is obtained, and by
construction the associated Eulerian scheme is multi-point, conservative, entropic, and
positive under a well-defined CFL condition. Moreover, the wave-speeds of the Riemann
solver are appropriately ordered by construction. A summary on the scheme with its
associated subface-based flux is presented. An extension to the second-order of accuracy is
also achieved using classical piecewise linear reconstruction associated with a slope limiter
for the space discretization and the Runge-Kutta method for the time discretization.

This novel subface-based scheme is named the multi-point scheme and the classical
one as two-point scheme. A set of test cases have been simulated with the aim of assessing
its robustness by comparing the results of both two-point and multi-point schemes. A
few sanity checks were done such as the modified Sod shock tube which was compared
with the Roe solver with and without entropy fix, and the cylindrical Sod shock tube
with a comparison of CPU time for both two-point and multi-point schemes on first and
second order. Then, the classical isentropic vortex is done in order to run a convergence
analysis for the first and second order accuracy. A series of test cases mainly from Quirk
(1994)’s catalog was also implemented. The aim here is to exhibit the characteristic of the
multi-point scheme where it is insensitive to numerical instabilities while comparing to
the two-point scheme. These test cases include the odd-even decoupling and its modified
version, hypersonic flow over a half cylinder, the Sedov blast wave problem, the Noh
implosion and the forward-facing step test case.

A straightforward extension to the three-dimensional gas dynamics equations is
then accomplished. Before presenting the numerical results, we introduced the three-
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dimensional geometrical entities used, a summary of the three-dimensional subface-based
scheme and also a few important PETSc libraries that were used for the 3D code data
management, especially for the MPI implementation. A second-order extension is also
accomplished to improve accuracy. The numerical validation for the 3D gas dynamics
include a sanity check with the 3D spherical Sod shock tube, the Sedov blast wave and the
hypersonic flow over a sphere where once again we compare with the two-point scheme,
the blunted cone-flare where we compare the 3D solution with the 2D axisymmetric one,
and lastly 3D re-entry vehicles such as the MaRV, ARD and Pre-X. These test cases were
compared with reference solutions from experimental results or code results and show
good coherence.

A final extension involving the implicit time-stepping discretization was included in
this study. The objective of the implicit scheme is to study steady inviscid flows. The
theoretical framework for this scheme is first presented, followed by the presentation of
the iterative method and preconditioning used to solve the non-symmetric sparse sys-
tem. A two-dimensional sequential simulation code for the implicit time discretization
is developed and series of classical test cases were implemented to compare the residual
convergence with different CFL for both two-point and multi-point schemes.
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5 A Godunov-type Finite Volume scheme
for the shallow water equations
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In this chapter, we will be implementing the Godunov-type Finite Volume scheme
presented in chapter 2 and chapter 3 on a system of conservation laws with source term,
namely the shallow water equations. Shallow water flows are typical for flows where the
vertical dimension is much smaller than the typical horizontal one, such in ocean, rivers,
lakes, close to coasts for example. The challenge here is to take into account the source
term in the equation, at the same time preserving the well-balanced nature of the system.

Similarly to the work accomplished for the gas dynamics model in the previous chap-
ters, this chapter is once again inspired by the work of Gallice (2002b) where we first
introduce the simple Riemann solver in the one-dimensional Lagrangian system of coor-
dinates, this time taking into account the source term in the definition of the jump terms.
Conservation laws with source terms often have steady states in which the flux gradients
are nonzero but exactly balanced by the source terms. This Lagrangian Riemann solver
is then used as a building block to construct the Eulerian simple Riemann solver using
the Lagrange-to-Euler relation. This relation between Lagrangian and Eulerian system
of coordinates allows for a clear definition of ordered Eulerian wave speeds, positivity
preservation under a well-defined CFL like condition and an embedded well-balanced
property treatment. Moreover, special care has to be taken to ensure that steady state
solutions are maintained.

Similarly to the one-dimensional case, we then incorporate the subface-based nu-
merical scheme (refer Chapter 3) to the two-dimensional shallow water equations. The
multi-point scheme involves a nodal solver that allows to take into account all cell states
surrounding a given node. Therefore, the aim of this section is to:

• Recall the shallow water equations in both Lagrangian and Eulerian representation;
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• Constructing a well-balanced Godunov-type Finite Volume scheme that is
positivity-preserving;

• Incorporating the Finite Volume scheme on the one-dimensional and two-
dimensional shallow water equations;

• Validate the numerical scheme on demanding test cases.

5.1 Governing equations and notations

One considers the free surface flow of water in a channel by assuming that the water is
incompressible, non-viscous, non-heat conducting, without bottom friction and subject to
gravitational forces. The horizontal plan is given by coordinate x and y. The body force
vector is denoted by g = (0,−g) where g is the gravitational acceleration that will be
assumed constant in this work. The two-dimensional computational domain is denoted
by D. The bathymetry of the channel B(x, y), is assumed fixed in time but may be
irregular, and the water depth is denoted by h(x, y, t), see figure 5.1. Lastly, the velocity
vector of the fluid is referred to as u = (u, v).

g
x =(x,y)

u =(u,v)

x

y

η
h(x,y,t)

B(x,y)

Figure 5.1: Illustration of the shallow water context.

The shallow water equations (see Leveque (1998)), are balanced laws and are rep-
resented by the following non-linear system of Partial Differential Equations (PDEs):

∂U
∂t

+∇ · F(U) = S(U), (5.1.1)

where, U = U(x, t), for x = (x, y) ∈ R2 and t ≥ 0, is the vector of conservative variables
which takes values in R3 and F = F(U) is the flux tensor in R3 × R2, while S(U) in R3

is the source term involving the bathymetry. Let ex, ey be the vectors of the Cartesian
basis of R2, then F = Fex ∈ R3 and G = Fey ∈ R3 the components of the tensor flux.
Its divergence then writes

∇ · F(U) = ∂

∂x
F(U) + ∂

∂y
G(U), (5.1.2)
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so that system (5.1.1) rewrites in the more classical form

∂

∂t
U + ∂

∂x
F(U) + ∂

∂y
G = S(U), (5.1.3)

where the vector or conservative variables U, the flux vectors F(U) and G(U), and the
source term vector S(U) are explicitly given by

U =

 h
hu
hv

 , F(U) =

 hu
hu2 + p
huv

 ,

G(U) =

 hv
huv

hv2 + p

 , S(U) =

 0
−gh∂xB
−gh∂yB

 . (5.1.4)

The variable p can be seen as the pressure and in the case of shallow water equations
it takes the simple form: p ≡ p(h) = 1

2gh
2. If the source term is identically null,

S(U) = 0, then system (5.1.3) becomes a hyperbolic system of conservation laws of
which the eigenvalues are: λ− = u − a and λ+ = u + a, where a =

√
gh plays the role

of the sound speed. Moreover, we can also interpret the homogeneous version of system
(5.1.3) as the isentropic Euler system if ρ ≡ h and a polytropic pressure law p(ρ) = Kργ

is considered, with K = 1 and γ = 2. With such analogy we define the internal energy
ε = ε(h) with dε

dh
= p

h2 and the energy as E = ε+ 1
2 |u|

2 such that the entropy inequality
is given by

∂

∂t
(hE) + ∂

∂x
(uhE + pu) + ∂

∂y
(vhE + pv) ≤ −gh(u∂xB + v∂yB). (5.1.5)

We remark that in the case of a regular bathymetry, ∂xB = 0 and ∂yB = 0, the foregoing
equation is equivalent to

∂

∂t
(hEB) + ∂

∂x
(uhEB + pu) + ∂

∂y
(vhEB + pv) ≤ 0, (5.1.6)

where EB = E+B. The exact solutions of system (5.1.3) are usually not known, generally
tremendously complicated in particular due to the presence of irregularities such as shock
waves, rarefaction corners or contact discontinuities. The set of admissible solutions of
system (5.1.3) is characterized by the positivity of the water depth h:

A = {U, s. t. h > 0} . (5.1.7)

Numerical methods that are able to maintain numerical solutions within A are referred
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to as being positivity preserving. Moreover, there exist large sets of stationary solutions
for the shallow water equations when the bottom bathymetry is non zero. Of particular
importance, are the so-called Lake at Rest solutions defined by:

∀(x, y) ∈ D, ∀t > 0, u(x, y, t) = 0, h(x, y, t) +B(x, y) = constant. (5.1.8)

Lake at rest solutions are important solutions that should be captured and maintained
exactly when resorting to numerical methods. In such case, the numerical method is
said to be well-balanced (WB) (refer to Gallice (2002b); Bouchut (2004); Gallardo et al.
(2007)). In this work, we only consider wet situations where h > 0, and, we postpone the
issue of dealing with wet/dry transition area for future developments.

5.2 One-dimensional well-balanced Godunov-type
scheme

In this section, we will be tackling the one-dimensional shallow water equations by build-
ing a simple Lagrangian Riemann solver in the first place. After ensuring the properties
of the Lagrangian solver, we then derive the Eulerian counterpart. The associated first
order Finite Volume numerical scheme ensures well-balance and positivity preservation
properties. A second-order accurate extension is then proposed based on Runge-Kutta
time discretization and piece wise-linear limited reconstructions.

5.2.1 Governing equations

The one-dimensional shallow water equations in the Eulerian description are given by the
following system:

∂

∂t
U + ∂

∂x
F(U) = S(U). (5.2.1)

Here, U = U(x, t), F(U) = F(U(x, t)) and S(U) = S(U(x, t)) are respectively the vector
of conservative variables, flux vector and source term, more precisely,

U =
(

h
hu

)
, F(U) =

(
hu

hu2 + p

)
, S(U) =

(
0

−gh∂xB

)
.

The entropy inequality is given by

∂

∂t
(hE) + ∂

∂dx
(uhE + pu) ≤ −gh(u∂xB). (5.2.2)
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On the other hand, the one-dimensional shallow water equations in the Lagrangian coor-
dinates can be written in a simpler form

∂

∂t
V + ∂

∂m
G(V) = P(V), (5.2.3)

where m is the mass variable defined as dm = h dx, and

V =
(

1/h
u

)
, G(V) =

(
−u
p

)
, P(V) =

(
0

−gh∂mB

)
,

and for which the entropy inequality becomes

∂

∂t
E + ∂

∂m
(pu) ≤ −ghu ∂mB. (5.2.4)

Now that we introduced the one-dimensional shallow water equations in Eulerian and
Lagrangian representation, we proceed to establishing a simple approximate Lagrangian
Riemann solver.

5.2.2 Simple approximate Riemann solver for Lagrangian shal-
low water

Once again inspired by the seminal works of Gallice (2002a), we start by designing an
approximate Riemann solver for shallow water equations written under the Lagrangian
representation. Considering a Godunov-type scheme for the Lagrangian system (5.2.3),
the associated simple approximate Riemann solver with wave speeds −λl, 0 and λr > 0
is given by

WLagr
(

Vl,Vr,
m

t

)
=



Vl if m

t
≤ −λl,

V?
l if − λl ≤

m

t
< 0,

V?
r if 0 < m

t
≤ λr,

Vr if m

t
≥ λr.

(5.2.5)

Here, λl and λr are parameters that are strictly positive. The intermediate states write
V?
s = (1/h?s, u?s) for s = l, r. Following the work of Gallice (2002a), the consistency of the

approximate Riemann solver, is ensured provided that the following equation is satisfied,

−λl(V?
l −Vl) + λr(Vr −V?

r) = JGK− JmPK, (5.2.6)

where JGK = Gr − Gl is the variable jump and JmPK the jump of the source term.
Replacing each component in (5.2.6) yields

−λl
(

1
h?l
− hl

)
+ λr

(
hr −

1
h?r

)
= −(ur − ul), (5.2.7)
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−λl (u?l − ul) + λr (ur − u?r) = (pr − pl) + ghJBK, (5.2.8)

where hJBK = JmKh∂mB and h∂mB is an arbitrary approximation of h∂mB that we shall
determine later. Analogically to the gas dynamics equation and for the sake of simplicity,
we represent JpK = JpK + hJBK where JpK is the total pressure jump and equation (5.2.8)
becomes

−λl (u?l − ul) + λr (ur − u?r) = JpK. (5.2.9)

Now, assuming that the hypothesis (H1) is satisfied, we can proceed to write

u?l − λl
1
h?l

= ul − λl
1
hl
, (5.2.10)

u?l = u?r, (5.2.11)

u?r + λr
1
h?r

= ur + λr
1
hr

(5.2.12)

We can define u? = u?l = u?r thanks to (5.2.11), and with equa-
tions (5.2.7), (5.2.8), (5.2.10), (5.2.12), the intermediate states yield

u? = 1
λl + λr

(
λlul + λrur − JpK

)
, (5.2.13)

1
h?l

= 1
hl
− 1
λl(λl + λr)

(
JpK− λr(ur − ul)

)
, (5.2.14)

1
h?r

= 1
hr

+ 1
λr(λl + λr)

(
JpK + λl(ur − ul)

)
. (5.2.15)

From the previous equations, it is clear that the positivity is ensured provided that λl
and λr are large enough because the denominator is quadratic in λ and can be made as
small as necessary to compensate the sum of the jumps in pressure, velocity and source
term. Moreover, for sufficiently large wave speeds, the solver is also entropic in the sense
that

(prur − plul) + u?ghJBK ≤ λl (E?
l − El) + λr (E?

r − Er) . (5.2.16)

We are now in position to determine explicit conditions on the wave speeds to ensure
positivity preserving properties.
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5.2.2.a Positivity-preserving and entropy consistent approximate of the La-
grangian Riemann solver

Substituting (5.2.13) into (5.2.10-5.2.11), h?l and h?r can be written in a convex combina-
tion of the wave speeds,

h?l = λl
λl + λr

(
hl −

JpK
(λl)2

)
+ λr
λl + λr

(
hl + JuK

λl

)
,

h?r = λr
λl + λr

(
hr −

JpK
(λr)2

)
+ λl
λl + λr

(
hr + JuK

λr

)
,

(5.2.17)

with JpK = JpK + ghJBK. The positivity of the water height holds true provided that the
terms between parentheses are positive. Therefore, similar condition the conditions on λl
and λr as mentioned in 2.2.4.b is recovered and allows to ensure the positivity of h?l and
h?r, such that

λl = max
(
hlal,

√
JpK+hl,−JuKhl

)
, λr = max

(
hrar,

√
−JpK+hr,−JuKhr

)
. (5.2.18)

Where, for x ∈ R, (x)+ denotes the positive part of x, i.e., (x)+ = 1
2(x + |x|). In order

to ensure the well-balanced property of the scheme, the lake at rest solution has to be
maintained and must satisfy the following solution :

ul = ur = 0, hl +Bl = hr +Br = constant > 0.

Note that the Riemann solver produces u? = 0 if and only if

ghJBK = −(pr − pl), (5.2.19)

which further implies that 1
h?l

= 1
hl

and 1
h?r

= 1
hr

. Moreover, if we assure that hJBK =

h(Br −Bl), h can be defined as such

h =


JpK
JfK

if JhK 6= 0

hl = hr if JhK = 0
(5.2.20)

We are now in position to express the numerical flux in terms of the states of the Riemann
solver

G? = 1
2(G?

l + Gr)−
λl
2 (V?

l −Vl)−
λr
2 (Vr −V?

r). (5.2.21)

This concludes the design of our positivity preserving and well-balanced Lagrangian Rie-
mann solver and the entropy stability will be studied in future work. This solver will be
used next as a building block for the Eulerian counter-part.
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5.2.3 Simple approximate Riemann solver for Eulerian shallow
water

The extension of the Eulerian Riemann solver is obtained by means of a Lagrangian to
Eulerian mapping, see Gallice (2003) and Chan et al. (2021). Here, the approximate
Riemann solver associated to a Godunov-type scheme for the Eulerian system (5.2.1) is
given by

WEul
(

Ul,Ur,
m

t

)
=



Ul if x

t
≤ −Λl,

U?
l if − Λl ≤

x

t
< Λ0,

U?
r if Λ0 <

x

t
≤ Λr,

Ur if x

t
≥ Λr.

(5.2.22)

Here, −Λl,Λ0,Λr are the Eulerian wave speeds and the intermediate states write U?
s =

(h?s, h?su?s) for s = l, r. The Eulerian Riemann solver is simply deduced from the La-
grangian one by considering

U?
l/r = U(V?

l/r), (5.2.23)

and the Eulerian wave speeds are obtained using the Lagrange-Euler relation from Gallice
(2003),Chan et al. (2021),

Λl = ul − λl
1
hl
, Λ0 = u?, Λr = ur + λr

1
hr
. (5.2.24)

Remark that the properties of the Eulerian Riemann solver are inherited from the La-
grangian one. Namely, the solver is positive under the explicit control of the Lagrangian
wave speeds. Moreover, the Eulerian wave speeds are ordered by construction, thanks to
the positivity of h: −Λl ≤ Λ0 = u? ≤ Λr. The interface flux F? at x

t
= 0 expressed in

terms of the wave speeds and intermediate states yields

F? = 1
2(Fl + Fr)−

|λl|
2 (U?

l −Ul)−
|Λ0|

2 (U?
r −U?

l )−
|Λr|

2 (Ur −U?
r). (5.2.25)

5.2.4 Well-balanced Godunov-type scheme

Let us consider a one-dimensional mesh of the computational domain Ω = [xmin, xmax]
made of N > 0 cells ωi = [xi−1/2, xi+1/2], of size ∆x = xi+1/2 − xi−1/2. Built upon the
Eulerian Riemann solver, the one-dimensional well-balanced first-order Finite Volume
numerical scheme simply writes

Un+1
i = Un

i −
∆t
∆x

[
Ui+1/2 −Ui−1/2

]
−∆tS(Ui)n, (5.2.26)
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here S(U)ni is an averaged value of the source term that we shall compute later. The
generic numerical flux is given by

F?
i+ 1

2
= 1

2
(
Fn
i + Fn

i+1

)
+
|Λl,i+ 1

2
|

2 (U?
i+ 1

2
−Ui)+

|u?1+ 1
2
|

2 (U?
r+ 1

2
−U?

l+ 1
2
)+
|Λr+ 1

2
|

2 (Ui+1−U?
r+ 1

2
).

(5.2.27)
The Eulerian wave speeds Λl,r are determined for each interface thanks to (5.2.24), and
they are derived naturally from the Lagrangian ones (5.2.18).
It remains to determine the discretization of the source terms along with a CFL condition
ensuring the positivity preservation and the well-balance property. Recall that the well-
balanced property is fulfilled if ul = ur = 0 and hl + Bl = hr + Br = constant, then
u?l = u?r = 0, h?l = hl and h?r = hr. Substituting these intermediate states into (5.2.27),
the well-balance property for the momentum component means

−1
2
(
pni+1 − pni−1

)
−
∫
ωi
ghn(x)∂xB(x) dx = 0, (5.2.28)

because uni = 0. We are looking for a well-balanced solution, that is un+1
i = 0. Replacing

the pressure by its expression in terms of h yields

−1
2

(1
2g(hni+1)2 − 1

2g(hni−1)2
)

= −g
(
hni+1 + hni−1

2

)(
hni+1 − hni−1

2

)
, (5.2.29)

therefore the source term can be approximated as follows

−
∫
ωi
ghn(x)∂xB(x)dx ≡ −ghi

∫
ωi
∂xB(x)dx = −ghi(Bi+1/2 −Bi−1/2). (5.2.30)

If we set Bi±1/2 = 1
2(Bi±1 + Bi) and hi = 1

2(hni+1 + hni−1), then in the case of a lake at
rest solution, equation (5.2.28) is fulfilled. Indeed we have Bi = constant− hi for all cell,
therefore (Bi+1/2 −Bi−1/2) = Bi+1 −Bi−1

2 = −h
n
i+1 − hni−1

2 .
A well-balanced discretization of the source term gives

−
∫
ωi
ghn(x)∂xB(x) dx = −g

(
hni+1 + hni−1

2

)(
Bi+1 −Bi−1

2

)
. (5.2.31)

5.2.5 Time step control

The time step is controlled by a classical CFL condition based on the computed Eulerian
wave speeds from (5.2.24) that depend on the Lagrangian ones (5.2.18) as

∆t ≤ min
i

(
∆x

|ui ± c±i |

)
. (5.2.32)

165



166Chapter 5 : A Godunov-type Finite Volume scheme for the shallow water equations

Further work will require a more established CFL condition such as the work done for
the gas dynamics equation. This indicates one needs to express a convex combination
in terms of the state variables and at the same time taking into account the source
term. This way, the positivity of the Lagrangian and Eulerian intermediate states should
guaranteed.

5.2.6 Second order extension
The second order temporal extension of the previously described Eulerian scheme is
achieved by a classical predictor-corrector (P/C) scheme. The space discretization is
brought to second order by means of piecewise linear reconstruction (P1) with Minmod
or Van Leer slope limiter, that is a classical MUSCL-type scheme. Each inter-facial value
is replaced by its piecewise linear limited reconstruction at intermediate half-time step.
In our approach we reconstruct the variables h to ensure the positivity of the water
height thanks to the use of a slope limiter, and the constant = h+B. The reconstructed
bathymetry is deduced by subtraction of h + B and h, hence the reconstruction of B is
piecewise linear per cell and ∂xB is then constant per cell. Note that this choice ensures
both, positivity preserving of the reconstructed states and the well-balanced character
of the scheme as the reconstruction operator exactly preserves the lake at rest solutions.
Concerning the source term (5.2.31), h being reconstructed, we can compute the recon-
structed value of hi+1/2 as the average values of the two reconstructions from cell i and

i+ 1 (likewise for hi−1/2), then
∫
ωi
ghn(x)∂xB(x) dx ' g(∂xB)hi+1/2 + hi−1/2

2 . Other for-
mula are possible.
Such extensions via MUSCL and P/C are genuinely classical, thus we omit detailed de-
scription here and proceed to classical 1D shallow water test cases to assess the properties
of the scheme.

5.2.7 One-dimensional numerical validation
In this section we present several classical test cases to assess the properties of the 1D
scheme based on the approximate Riemann solver developed in section 5.2.3. The main
purpose is to observe the well-balanced property of the numerical scheme and the positiv-
ity preservation of the specific volume. The CFL is set to 0.9, N = 100 unless otherwise
stated, and the gravity constant g = 9.81. We may use the shorthand notation q = hu.

Accuracy test We consider the test proposed in Xing & Shu (2005) to measure the
accuracy of the numerical scheme. The computational domain is L = 1 with periodic
boundary conditions. The bottom function B and the initial conditions are:

B(x) = sin2(πx), h(x) = 5 + ecos(2πx), q(x) = hu(x) = sin(cos(2πx)).

The exact solution is unknown explicitly for this case. A reference solution is computed
using the second order scheme with N = 10000. The simulation runs up to t = 0.1 since
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5.2 One-dimensional well-balanced Godunov-type scheme 167

shocks develop later in time for this test case. Table 5.1 presents the L2 errors of the
water height h and the associated orders of accuracy. We observe a plain first order and
an almost second one.

Number of cells (N) P0 scheme P1 scheme
L2 error L2 order L2 error L2 order

50 1.79× 10−2 — 3.12× 10−2 —
100 8.97× 10−3 0.99 1.09× 10−2 1.5
200 4.49× 10−3 0.99 3.89× 10−3 1.51
400 2.26× 10−3 0.99 1.35× 10−3 1.53
800 1.16× 10−3 0.97 4.58× 10−4 1.56
1600 5.96× 10−4 0.97 1.48× 10−4 1.63

Table 5.1: Accuracy test. L2 errors and L2 orders for variable h for both first-order P0 and second
order P1 schemes.

Flows over a bump This series of test case from Goutal & Maurel (1997) allows to
challenge the numerical scheme against well-balanced solutions of flows over a bump. The
domain is Ω = [0 : 25] of length L = 25 m and the bathymetry is defined by

B(x) = max(0, 0.2− 0.05(x− 10)2). (5.2.33)

Different flow regimes are initialized following the initial conditions and boundary condi-
tions given in table 5.2.

Still water over a bump The still water test case, also known as lake at rest, is a
classical test case to validate the well-balanced property of a scheme. Figure 5.2 represents
the numerical solution of the free surface at t = 50 s against the exact solution. The
scheme obviously preserves the stationary solution and the L1 error obtained for the water
height h is of the order of machine precision, 5.55× 10−17, as expected.

Subcritical and supercritical flows over a bump A subcritical flow is determined
when the velocity of the flow is smaller than the acoustic wave velocity, meaning that the

Flow regime Initial conditions Boundary conditions
h+B (m) hu (m2/s) (hu)in (m2/s) hout (m)

Still water 0.5 0 - -
Subcritical flow 2 0 4.42 2
Supercritical flow 2 0 2505.67 2 (hin)
Transcritical flow 0.66 0 1.53 0.66

Transcritical flow (shock) 0.33 0 0.18 0.33

Table 5.2: Initial and boundary conditions for the 1D flow over bump test cases.

167



168Chapter 5 : A Godunov-type Finite Volume scheme for the shallow water equations

0 5.0 10.0 15.0 20.0 25.0
Position (m)

0.1

0.2

0.3

0.4

0.5

F
re

e
su

rf
ac

e
(m

)

Bottom

Numerical solution

Exact solution

Figure 5.2: Still water — Bottom bathymetry (black) and free surface elevation at time t = 50 s for
the numerical solution (red symbol) against the exact solution (blue dashed line).

Froude number, Fr = u/
√
gh is less than one. Contrarily a supercritical flow is observed

when the Froude number is greater than one. The numerical free surfaces at t = 100 s for
both of such flows are represented in figure 5.3 against the exact solution. The numerical
solution is in well agreement with the exact solution in both cases.

Transcritical flows over a bump A transcritical flow regime exists when certain
parts of the flow are subcritical while others supercritical. For the first transcritical
test, the flow is subcritical before the bump and supercritical after. The second test
corresponds to a transcritical flow with shock, the flow is subcritical everywhere except
for the supercritical point at x = 10 above the bump, creating a stationary hydraulic
shock wave. Figure 5.4 illustrates the free surface of these flows at t = 100 s against
the exact solution. While for the first test the agreement is almost perfect, the presence
of the shock wave pollutes the numerical solution. Indeed an overshoot is observed just
after the shock.

Dry bed generation The dry bed generation test case from Gallardo et al. (2007)
is essential to verify the preservation of the positivity of the water height. In this test
a vacuum state (i.e. dry bed) is formed in-between two rarefaction waves travelling in
opposite directions. The computational domain is Ω = [0 : 10] of length L = 10 m and
we observe the results at final time t = 1 s. Outflow boundary conditions are considered,
and the initial conditions are

h(x) = 0.1m, q(u) = (hu)(x) =
{
−0.3m2/s if x ≤ 5,
0.3m2/s if else.
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(a) Subcritical flow over a bump. (b) Supercritical flow over a bump.

Figure 5.3: Subcritical and supercritical flow over a bump — Bottom bathymetry (black) and free
surface elevation at time t = 100 s for the numerical solution (red symbol) against the exact solution
(blue dashed line).
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(a) Transcritical flow over a bump. (b) Transcritical flow with shock over a bump.

Figure 5.4: Transcritical flow over a bump — Bottom bathymetry (black) and free surface elevation at
time t = 100 s for the numerical solution (red symbol) against the exact solution (blue dashed line).

Notice that this test case involves a flat bottom. Figure 5.5 shows the results of a mesh
convergence for both water height and discharge respectively for the first order scheme
against the exact solution (dashed blue line). The grid is refined under the sequence
100, 200 and 400 cells. The numerical solution converges towards the exact one without
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170Chapter 5 : A Godunov-type Finite Volume scheme for the shallow water equations

any positivity problem as expected since small amount of water remains on the dry area
(here h ≈ 10−16). A modification of this test case, as proposed in Gallouet et al. (2003),

(a) Free surface elevation. (b)Discharge.

Figure 5.5: Dry bed generation test case — Grid convergence for N = 100, 200 and 400 cells.

introduced a non-flat bottom bathymetry. The computational domain length is L = 25 m
and the bathymetry is defined as

B(x) =
{

1 m if 25/3 ≤ x ≤ 25/2,
0 m else.
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Figure 5.6: Modified dry bed generation —Free surface (left) and discharge (right) at times t =
0s, 0.05s, 0.25s, 0.45s and 0.65s.

In Figure 5.6 we present the numerical results obtained with N = 100 cells and several
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intermediate times before the final time t = 0.65 s. The free surface and discharge are
presented respectively on the left and right panels. No visible problem is observed. As
expected because our scheme does not deal yet with wet-dry front, a small amount of
water is still present on the bathymetry.

In this section, we presented a well-balanced Godunov-type scheme for the one-
dimensional shallow water equations. This scheme is a re-interpretation of the work
established by Gallice (2002a). A simple approximate Lagrangian Riemann solver is
built in the first place, and the well-balance property as well as the positivity preserva-
tion property is studied. The Eulerian counterpart is then achieved with the Lagrange-
to-Euler mapping and by construction, the Eulerian scheme inherits the properties of
the Lagrangian ones. Numerical validations demonstrate the well-balanced property of
the scheme and the positivity-preserving property of the scheme is also assessed with a
few near-dry test cases. Nonetheless, an in-depth study and analysis on the positivity-
preserving property with an appropriate time step condition and the entropy stability of
the scheme is yet to worked on.

5.3 Two-dimensional well-balanced Godunov-type
scheme

Now that the one-dimensional well-balanced scheme is established, we are in position to
design the two-dimensional scheme solving the shallow-water system (5.1.1). We will be
implementing the multidimensional Godunov-type scheme described in chapter 3, this
time on the the two-dimensional shallow-water equations where a source term is present.
Let us recall a few important notations before proceeding.

Notations The computational domain is a polygonal portion of R2 paved with a set
of non overlapping polygonal cells ωc with c is the generic label of the cell. The generic
label of a point is p, xp denotes its vector position and P(c) the set of vertices of ωc.
The vertices of cell ωc are counter-clockwise ordered, and p− and p+ are respectively the
previous and the next points with respect to p, refer to figure 5.7. The subcell ωpc is the
quadrangle formed by joining the cell centroid, xc, to the midpoints of [xp− ,xp], [xp,xp+ ]
and to xp. The set of subcells ωpc for p ∈ P(c) constitutes a partition of the cell ωc, that
is,

ωc =
⋃

p∈P(c)
ωpc. (5.3.1)

We also introduce the set of faces of cell ωc and denote it F(c). Each face f of cell c is
decomposed into subfaces by means of the partition of c induced by the subcells pc for
p ∈ P(c). As such we define SF(pc) the set of subfaces attached to the corner pc, which
is nothing but the set of faces of subcell ωpc impinging at point p. We denote respectively
by lpcf and npcf = (nx, ny)pcf the measure and the unit outward normal of the subface
f . We observe that the set of subfaces SF(pc) for p ∈ P(c) constitutes a partition of the
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Figure 5.7: Geometrical entities attached to the polygonal cell ωc.

set of faces of ωc, that is,
F(c) =

⋃
p∈P(c)

SF(pc). (5.3.2)

Given a cell c and one of its face f , a unique ’neighbor’ cell can be associated and we
refer to it as d(c, f) or d to shorten the notation. The set of neighbors of cell c is denoted
by N (c).
In what follows, we will be recalling the subface-based Finite Volume scheme presented
in chapter 3 in its generic form, this time taking into account the source term.

5.3.1 Subface-based Finite-Volume scheme with source term

We start by integrating the system of conservation laws (5.1.1) over ωc and employing
Green formula yields

|ωc|
dUc

dt +
∫
∂ωc

F(U)n ds =
∫
ωc

S(U) dv, (5.3.3)

where Uc(t) = 1
|ωc|

∫
ωc

U(x, t) dv is the cell-averaged value of U over ωc and Un
c ≡ Uc(tn)

for any discrete time tn. Employing a classical first-order explicit time integration turns
(5.3.3) into

Un+1
c −Un

c + ∆t
|ωc|

∫
∂ωc

F(Un)n ds = ∆t
|ωc|

∫
ωc

S(Un) dv. (5.3.4)

The Finite Volume scheme (5.3.4) requires the construction of an approximation of the
normal flux integral. Following Gallice et al. (2022), this integral term is a node-based
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approximation that relies on the partition of ωc into subcells∫
∂ωc

F(Un)n ds =
∑

p∈P(c)

∫
∂ωpc∩∂ωc

F(Un)n ds. (5.3.5)

The surface integral term at the right-hand side of (5.3.5) is approximated along the
subfaces by means of subface flux Fpcf as follows∫

∂ωpc∩∂ωc
F(Un)n ds =

∑
f∈SF(pc)

lpcfFpcf ,

and the numerical approximation of the subface flux will be done by means of approximate
Riemann solver that will be described in section 5.3.3 onwards.
As for the source term, its integral is defined as

1
|ωc|

∫
ωc

S(Un) dv =
∑

f∈F(c)
Sf , (5.3.6)

and its definition will be presented later in 5.3.5. Substituting the above forms into (5.3.4)
gives the generic subface-based Finite Volume scheme

Un+1
c −Un

c + ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcfFpcf = ∆t
∑

f∈F(c)
Sf . (5.3.7)

With the aim of defining an approximate Riemann solver to characterize the subface flux
Fpcf , we emulate the strategy from Chapter 3 and 4 (or see G. Gallice & Maire (2022)),
where the subface-based Finite Volume scheme for Eulerian gas dynamics equations was
built. The key feature of this scheme includes:

• Node-based conservation condition (refer to section 3.2.6). The subface-based
Finite Volume scheme is considered conservative if the summation of the subface
fluxes attached to subfaces impinging at p is equal to zero, such as∑

c∈C(p)

∑
f∈SF(pc)

lpcfFpcf = 0.

This condition has to be fulfilled for all nodes.

• Fundamental relation between Lagrangian and Eulerian framework. (refer
to section 3.3). The Eulerian Finite Volume scheme is built using the Lagrangian
counterpart. The Lagrangian simple approximate Riemann solver is built in the
first place. The Lagrange-to-Euler mapping then allows to express the Eulerian
variables and fluxes in terms of the Lagrangian ones. The Eulerian wave speeds can
be estimated directly in terms of the Lagrangian ones thanks to the (H1) hypothesis.
and lastly, the fundamental relation F+

n − F+
n = G+

n − G+
n that demonstrates

the equivalence of the Lagrangian and Eulerian numerical fluxes.
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174Chapter 5 : A Godunov-type Finite Volume scheme for the shallow water equations

In what follows, we present the systems of balanced laws in both Eulerian and Lagrangian
framework. We then establish the Lagrangian simple approximate Riemann solver and
the node-based conservation condition in the Lagrangian framework. This will then be
used as a building block to construct the Eulerian counterpart.

5.3.2 Description of the one-dimensional Eulerian and La-
grangian systems of balanced laws

Let us consider the subface characterized by the unit outward n. The normal and tangen-
tial components of the velocity vector u write respectively un = u ·n and ut = u · t, and,
obviously, u = unn + utt. The vector of conservative variables and the flux projected
onto the normal direction n write

U =

 h
hun
hut

 , Fn = Fn =

 hun
hu2

n + p(h)
hunut

 . (5.3.8)

Therefore, the one-dimensional Eulerian system associated to the SW system in the n
direction, where xn = x · n, reads

∂U
∂t

+ ∂Fn(U)
∂xn

= Sn(U), (5.3.9)

where Sn(U) is the associated source term Sn(U) = (0, qn, 0)t with qn = −gh(∇B)n and
(∇B)n = ∇B · n to simplify the notation in what follows. Employing the Lagrange-
to-Euler mapping we can derive the corresponding one-dimensional Lagrangian system

∂V
∂t

+ ∂Gn(V)
∂m

= Pn(V), (5.3.10)

where m is the Lagrangian mass coordinate related to the Eulerian coordinate xn and
τ = 1/h is called the specific volume by identification with the gas dynamics. The
Lagrangian vector of conservative variables, the Lagrangian flux and source term write

V =

 τ
un
ut

 , Gn =

−un
p
0

 , Pn(V) =

 0
qn
0

 .

5.3.3 Lagrangian simple Riemann solver

This Lagrangian simple approximate Riemann solver structure mimics the continuous
structure of the one-dimensional Lagrangian system of balance laws. It is naturally
composed of four states Vl, V?

l , V?
r and Vr separated respectively by discontinuities of
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speeds −λl, 0 and λr in the (m, t) plane.

Wl

(
Vl,Vr,

m

t

)
=



Vl if m

t
≤ −λl,

V?
l if − λl <

m

t
≤ 0,

V?
r if 0 < m

t
≤ λr,

Vr if λr <
m

t
.

λl and λr are positive real parameters which must be constrained as to ensure the posi-
tivity and entropy stability properties of the Riemann solver following the methodology
introduced in Gallice (2002a, 2003) and revised in Chan et al. (2021); Gallice et al. (2022).
The states components write Vs = (τs, un,s, ut,s)t and the intermediate states components
V?
s = (τ ?s , u?n,s, u?t,s)t for s = l, r. Considering the jump condition for τ across the second

wave, which is also equivalent to the (H1) hypothesis, we get

0(τ ?r − τ ?l )− (u?n,r − u?n,l) = 0 =⇒ u?n,r = u?n,l ≡ u?n.

Therefore, the jump conditions for τ boils down to

λl(τ ?l − τl)− (u?n − un,l) = 0, (5.3.11a)
λr(τ ?r − τr) + (u?n − un,r) = 0. (5.3.11b)

Now, following Chan et al. (2021) we complete the Lagrangian Riemann solver charac-
terization introducing the intermediate fluxes for s = l, r

Gn,s = (−un,s, ps, 0)t, (5.3.12)

which satisfy the system

λl(V?
l −Vl) + Gn,l −Gn,l = Pn,l, (5.3.13a)

−λr(Vr −V?
r) + Gn,r −Gn,r = Pn,r, (5.3.13b)

where Gn,s = Gn(Vs) and Pn,s = Pn(Vs) is an appropriate mean value of the source
term for s = l, r. Combining the first components of (5.3.13a), (5.3.13b) with (5.3.11a),
(5.3.11b) leads to un,l = u?n = un,r because the source term is null for its first component.
We arrive at the following expressions of the intermediate states, fluxes and source terms
for s = l, r

V?
s =

 τ ?s
u?n
u?t,s

 , Gn,s =

−u
?
n

ps
0

 , Pn,s =

 0
qn,s
0

 ,
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As such, the system of 6 equations for 7 unknowns is given by (5.3.13a) and (5.3.13b),
that is

(Sl)


λl(τ ?l − τl)− (u?n − un,l) = 0,
λl(u?n − un,l) + pl − pl = qn,l,

λl(u?t,l − ut,l) = 0,
(Sr)


λr(τ ?r − τr) + u?n − un,r = 0,
λr(u?n − un,r)− (pr − pr) = −qn,r,

λr(u?t,r − ut,r) = 0.

We can express 6 unknowns in terms of the 7th unknown, for instance u?n in a parametric
form. The left and right tangential velocities are simply given by solving the third
equations to get u?t,s = ut,s because λs 6= 0 for s = l, r. Moreover, we can introduce
the ’new’ pressures as

p̃l = pl + qn,l, and p̃r = pr + qn,r. (5.3.14)

Next the intermediate normal velocity u?n is viewed as a parameter to express the 4
remaining unknowns, τ ?l/r and pl/r, solution of the 4 remaining equations:

(Sl)
 λl(τ ?l − τl)− (u?n − un,l) = 0,

λl(u?n − un,l) + pl − p̃l = 0,
(Sr)

 λr(τ ?r − τr) + u?n − un,r = 0,
λr(u?n − un,r)− (pr − p̃r) = 0,

(5.3.15)

In other words, given λs > 0 and u?n, we computeτ
?
l = τl + (u?n − un,s)

λl
,

pl = p̃l − λl(u?n − un,s)

τ
?
r = τr −

(u?n − un,r)
λr

,

pr = p̃r + λr(u?n − un,r)
(5.3.16)

The value of λs > 0 is restricted from below because to ensure the positivity of the
specific volumes, from the first equations of (Sl) and (Sr) we deduce the conditions still
parametrized by the normal velocity u?n as

λl ≥ −
u?n − un,l

τl
, and λr ≥

u?n − un,r

τr
. (5.3.17)

The last unknown is the velocity u?n that we shall determine in the next subsection. Next,
we invoke the consistency of the Lagrangian Riemann solver with its underlying balance
law by summing (5.3.13a) and (5.3.13b) to get

Gn,r −Gn,l = λl(V?
l −Vl)− λr(Vr −V?

r) + Gn,r −Gn,l −Pn,r −Pn,l. (5.3.18)

On the other hand, utilizing the expression of the components of Gn,r and Gn,l yields

Gn,r −Gn,l = (pr − pl)

 0
1
0

 . (5.3.19)
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The consistency of the simple Lagrangian Riemann solver with its underlying balanced
law amounts to study the solutions of Gn,r − Gn,l = 0. To this end, we compute the
difference pr − pl summing the second equations of (Sl) and (Sr)

pr − pl = (λl + λr)
{
u?n −

[
λlun,l + λrun,r

λl + λr
− (p̃r − p̃l)

λr + λl

]}
. (5.3.20)

This equation incites us to introduce the normal velocity

un = λlun,l + λrun,r

λl + λr
− (p̃r − p̃l)

λr + λl
. (5.3.21)

From this definition and (5.3.20) we conclude that if u?n = un (resp. u?n 6= un), then
the simple Lagrangian Riemann solver is (resp. is not) consistent with its underlying
balance law and induces (resp. does not induce) a classical conservative Godunov-type
Finite Volume scheme. Before moving on, we to the Eulerian solver, we demonstrate the
Lagrangian equivalence of the node-based conservation condition.

Lagrangian node-based conservation condition Thanks to the fundamental prop-
erty, the Eulerian node-based conservation condition is equivalent to the Lagrangian one
and can be expressed as such

∑
f∈SF(p)

lpf

−
[
m∑
k=1

λk (Vk+1 −Vk)
]
l,r

+ Gnpf ,r −Gnpf ,l

 = 0. (5.3.22)

This condition involves all faces f impinging at point p. By substituting the components
in the above equation, the generic term between curly brackets yields

−
[
m∑
k=1

λk (Vk+1 −Vk)
]
l,r

+ Gnpf ,r −Gnpf ,l = λl(V?
l −Vl)− λr(Vr −V?

r)

+ Gn,r −Gn,l −Pn,l −Pn,r

(5.3.23)

The left and the right states correspond respectively to the cells c and d since the unit
normal npcf is pointing from cell c towards cell d. The right-hand side of the foregoing
equation coincides precisely with the right-hand side of (5.3.19) which has been derived
to study the consistency of the simple Lagrangian solver with its underlying conservation
laws. This means that here, we have arbitrarily employed the same conservation condition
than the one derived for gas dynamics. Thus, by virtue of (5.3.19), equation (5.3.23) turns
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successively into

−
[
m∑
k=1

λk (Vk+1 −Vk)
]
l,r

+ Gnpf ,r −Gnpf ,l = Gn,r −Gn,l = (pr − pl)

 0
1
0


= (pr,f − pl,f )

 0
1
0

 .
(5.3.24)

Therefore, the Finite Volume scheme is conservative provided that the following node-
based condition is satisfied

∑
f∈SF(p)

lpf (pr,f − pl,f )

 0
1
0

 = 0. (5.3.25)

Note that the second and third components of the foregoing vector correspond to npf ,
and condition (5.3.25) implies ∑

f∈SF(p)
lpf (pr,f − pl,f )npf = 0. (5.3.26)

At this point, u?npf is still an unknown parameter attached to each subface impinging
at node p. To close this system of equations, we assume that u?npf corresponds to the
projection of the unknown nodal vector up onto the unit normal npf , that is for all p and
f

u?npf = vp · npf . (5.3.27)

This fundamental assumption reduces the number of unknowns to the vectorial unknown
up, which can be interpreted as an approximation of the nodal velocity. Thanks to
(5.3.20) and (5.3.21) we are able to express the interface pressure differences such that∑

f∈SF(p)
lpf (λl,f + λr,f )(vp · npf − unpf )npf = 0. (5.3.28)

Finally, the node-based condition (5.3.26) (or equivalently (5.3.28)) boils down to the
system

Mp up = wp, (5.3.29)

where up is the unknown and

Mp =
∑

f∈SF(p)
lpf (λl,f + λr,f )(npf ⊗ npf ), wp =

∑
f∈SF(p)

lpf (λl,f + λr,f )unpcfnpf . (5.3.30)

This system is non other than the Lagrangian nodal solver that provides an approxi-
mation of the nodal velocity vp.
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5.3.4 Corresponding Eulerian simple Riemann solver
Let us deduce the corresponding Eulerian simple Riemann solver. Relying on hypothesis
(H1) we can deduce the Eulerian wave speeds Λl, Λ0 and Λr from their Lagrangian
counterparts λl, λ0 = 0 and λr as

Λl = un,l − λlτl = u?n − λlτ ?l , Λ0 = u?n, Λr = u?n + λrτ
?
r = un,r + λrτr. (5.3.31)

Provided that the Lagrangian approximate Riemann solver preserves the positivity of spe-
cific volumes, i.e., τ ?s ≥ 0, then these Eulerian wave speeds are ordered: Λl ≤ Λ0 ≤ Λr.
The positivity property holds true provided that the Lagrangian wave speeds satisfy con-
dition (5.3.17). The Eulerian approximate Riemann solver is deduced from its Lagrangian
counterpart as follows

WE

(
UL,Ur,

xn

t

)
=


Ul if xn

t
≤ Λl,

U?
l = U(V?

l ) if Λl <
xn
t
≤ Λ0,

U?
r = U(V?

r) if Λ0 <
xn
t
≤ Λr,

Ur if Λr <
xn
t
.

Here, V 7→ U(V) is the Lagrange-to-Euler mapping defined by

V = τ(U− he1) + τe1, where e1 = (1, 0, 0)t.

The Eulerian intermediate states read U?
s = (h?s, h?su?n, h?su?t,s)t knowing that h?s = (τ ?s )−1

for s = l, r. We observe that the Eulerian approximate Riemann solver is also
parametrized by the normal star-velocity. More importantly, by construction, the Eule-
rian approximate Riemann solver has the same properties as its Lagrangian counterpart.

In the development of the simple Lagrangian solver, we stated that the contribution
of the bathymetry, Pn,s = (0, qn,s, 0)t is an appropriate mean value of the source term for
s = l, r. To determine this term we enforce that the simple Lagrangian Riemann solver
verifies the steady state Lake at Rest (LaR) solution. Indeed, let us assume that the left
and right states verify 1

τs
+ Bs = constant and un,s = ut,s = 0 for s = l, r. Under this

lake at rest solution and considering (5.3.21) we have

unpcf = −(p̃r,f − p̃l,f )
λr,f + λl,f

= −
(pr,f + qnpcf ,r − pl,f − qnpcf ,l)

λr,f + λl,f
. (5.3.32)

It is natural to expect that the nodal solver produces up = 0 to respect the lake at rest
solution. To obtain such a solution then, for all face f impinging at point p, we must
retrieve unpcf = 0, see system (5.3.29). In other words

pr,f + qnpcf ,r − pl,f − qnpcf ,l = 0. (5.3.33)

Moreover, if up = 0, then up ·npf ≡ u?npf = 0 for all f impinging at point p, then systems
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(Sl) and (Sr) reduce to τ ?s,f = τs,f , and, ps,f − ps,f = qnpcf ,s, for s = l, r. The mean value
of the source term can be approximated by

−qnpcf ,l = qnpcf ,r = 1
2

1
τ f

(Br −Bl) , (5.3.34)

where the derivative of B in the normal direction npcf is assumed to be Br − Bl, and a
mean value of τ at face f remains to be defined. Recalling that p = p(τ) = 1

2
1
τ 2 and

considering the lake at rest solution, B = constant − 1
τ
, so that, Br − Bl = − 1

τr
+ 1
τl
,

then we rewrite (5.3.33) as

1
2

(
1
τr,f

+ 1
τl,f

)(
1
τr,f
− 1
τl,f

)
− 1
τ f

(
1
τr,f
− 1
τl,f

)
= 0, (5.3.35)

which is true in the general case if we assume

1
τ f

= 1
2

(
1
τr,f

+ 1
τl,f

)
, or , hf = 1

2 (hr,f + hl,f ) . (5.3.36)

Notice that hf is a coherent approximation of the water height at the interface f between
states hr and hl.

Wave speeds Similarly to the study done in chapter 4 for the positivity of state vari-
ables, the positivity of the water heights can be ensured with a proper explicit condition
on the Lagrangian wave speeds. Here, we mimic the Dukowicz (1984) approximation
which is a convenient manner of ensuring the positivity of the specific volume for the
Lagrangian Riemann solver. In this case, the Dukowicz approximation for gas dynamics
with perfect gas law (with γ = 2 in our case) is defined by

λl = al
τl

[
1− Gu

?
n − un,l

al

]
, λr = ar

τr

[
1 + Gu

?
n − un,r

ar

]
, (5.3.37)

with G = γ + 1
2 = 3

2 > 1. Consequently, we can ensure the positivity of the water heights,
and the left and right discontinuities using (5.3.37) give

λl = al
τl

+ G
(
−u

?
n − un,l

τl

)
≥ −u

?
n − un,l

τl
, λr = ar

τr
+ G

(
u?n − un,r

τr

)
≥ u?n − un,r

τr
,

(5.3.38)
which is nothing but the positivity conditions derived in (5.3.17).

Remark 5.3.1. The matrix and the right-hand-side of the nodal solver depend on the
wave-speeds in a non-linear way. Practically only one step of a fixed-point Newton method
is computed with the initial wave speeds λs = as

τs
for s = l, r in the nodal solver. We have
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experienced that two steps of this Newton method does not bring any obvious advantage
in terms of accuracy, while increasing the computational cost.

5.3.5 Summary of the Eulerian multidimensional Finite Volume
scheme

We recall that the multidimensional Finite Volume scheme writes

Un+1
c −Un

c + ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcfFpcf = ∆t
∑

f∈F(c)
Sf , (5.3.39)

where Fpcf is the left-sided flux with respect to the subface f and the unit outward normal
npcf . The left-sided flux between cells c and d ≡ d(c, f) (notice that c ≡ c(d, f)) for a
simple Eulerian Riemann solver is

Fpcf ≡ F−npcf = Fnpcf (Uc)−
[
m∑
k=1

Λ(−)
k (Uk+1 −Uk)

]
c,d

, (5.3.40)

while the right-sided flux writes

F+
npcf = Fnpcf (Ud)−

[
m∑
k=1

Λ(+)
k (Uk+1 −Uk)

]
c,d

. (5.3.41)

Recall that the Eulerian Riemann solver is deduced from its Lagrangian counterpart that
allows to compute the m = 4 states that are separated by 3 discontinuities

Classical face-based Finite Volume method with two-point flux Taking the
arithmetic average of the left and the right-sided fluxes allows us to define the averaged
flux on the subface f

Fnpcf = 1
2
[
Fnpcf (Uc) + Fnpcf (Ud)

]
− 1

2

[
m∑
k=1
|Λk|(Uk+1 −Uk)

]
c,d

. (5.3.42)

This flux is common in magnitude to face f but applied with a plus (resp. a minus) sign
in cell c (resp. d). The conservation is simply retrieved by cancellation when summation
over the cells is invoked.

Node-based Finite Volume method with multi-point flux The fundamental
property demonstrates that the difference between the right and left-sided subface fluxes
in the Eulerian framework is equivalent to the Lagrangian one, leading to

F+
npcf − F−npcf = G+

npcf −G−npcf = (pd − pc)

 0
1
0

 . (5.3.43)
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Combining the foregoing equation with (5.3.42) we arrive at

F−npcf =1
2[Fnpcf (Uc) + Fnpcf (Ud)]−

1
2

[
m∑
k=1
|Λk|(Uk+1 −Uk)

]
c,d

(5.3.44)

−λc + λd
2

[
up · npcf − unpcf

]0
1
0

 .
This explicit expression of the numerical flux shows that in the unlikely event vp ·npcf =
unpcf we retrieve the classical conservative face-based Finite Volume scheme. In general,
there is no reason for this to happen. We recall that the value of vp is the approximate
solution of the nodal solver (5.3.29), while unpcf is explicitly given by (5.3.21). Note that
the positivity of water height is ensured provided that the wave speeds are computed
with (5.3.37), and that the lake at rest solution is retrieved provided that the source term
contribution is considered as in (5.3.34) by the Riemann solver.

Source term treatment To complete the scheme (5.3.7), it remains to express the
source term Sf . We recall that the discrete source term at the right-hand side approxi-
mates explicitly

∆t
|ωc|

∫
ωc

S(x, y, tn) dv ' ∆t
|ωc|

∫
ωc
−g

 0
h∂xB
h∂yB

 (x, y, tn) dv. (5.3.45)

Again we make the fundamental hypothesis of enough regularity to ensure that these
integrals and products are well defined. The well-balanced discretization of the source
term must ensure that the lake at rest steady-state solution be exactly preserved. Pre-
viously we have shown that the intermediate states of the Riemann solver are already
well-balanced. As such the discrete source term must balance the remaining terms from
the fluxes which are

∑
p∈P(c)

∑
f∈SF(pc)

lpcfFpcf =
∑

p∈P(c)

∑
f∈SF(pc)

lpcf
1
2
[
Fnpcf (Uc) + Fnpcf (Ud)

]
. (5.3.46)

More precisely, in the case of a steady state lake at rest solution we expect that

Un+1
c = Un

c

where Un
c = (hnc , 0, 0) and hnc + Bc = constant > 0. Due to the fact that the velocity is

null as well as the source term for the first component of U, we have directly hn+1
c = hnc .

For the non-trivial second and third components, we first can revamp the double sums
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into a single sum on the faces as:

∑
p∈P(c)

∑
f∈SF(pc)

1
2(pd + pc) lpcfnpcf ≡

∑
f∈F(c)

1
2(pd + pc) lfnf , (5.3.47)

where lf , nf are the face length and unit outward pointing normal respectively. Recalling
the geometrical relation on a closed contour ∑f∈F(c) lfnf = 0, we have the following
equalities

∑
f∈F(c)

1
2(pd +pc) lfnf =

∑
f∈F(c)

1
2pd lfnf + 1

2pc
∑

f∈F(c)
lfnf︸ ︷︷ ︸

=0

=
∑

f∈F(c)

1
2(pd−pc) lfnf . (5.3.48)

Next, following the one-dimensional case we assume that the source term can be expressed
as ∑

f∈F(c)
Sf =

∑
f∈F(c)

−g2hf (Bd −Bc) lfnf , (5.3.49)

where hf is an approximation of the averaged water height at the face f . At last in order
to fulfill the well-balanced property, we must ensure that

∑
f∈F(c)

1
2(pd − pc) lfnf =

∑
f∈F(c)

−g2hf (Bd −Bc) lfnf . (5.3.50)

A sufficient condition to fulfill (5.3.50) yields that for each face f between cells c and d
one verifies

1
2(pd − pc) = −g2hf (Bd −Bc), (5.3.51)

which, considering the case of a steady state lake at rest solution (B = constant − h),
allows to define the face based water height as

hf = pd − pc
g(hd − hc)

= hd + hc
2 . (5.3.52)

Therefore, the source term approximated by
∑

f∈F(c)
Sf =

∑
f∈F(c)

−g2hf (Bd −Bc) lfnf , (5.3.53)

yields a well-balanced Finite Volume numerical scheme by construction.
Remark 5.3.2. Similarly to the one-dimensional case, if the bathymetry is flat then
the source term vanishes as expected. Whereas if the water height is constant in space,
hf = h, then the source term in the cell yields −g2h

∑
f∈F(c)(Bd−Bc) lfnf , which is indeed

a consistent definition of a discrete gradient of B.

Remark 5.3.3. Notice that we could have used a different technique for the well-balanced
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property based on the reconstruction of the steady states Castro et al. (2008, 2020). First
the Riemann solver developed for the homogeneous system (Euler isentropic Chan et al.
(2021)) is used, which de facto does not produce well-balanced intermediate states. But
then the source term is discretized with a reconstruction technique in such a way that the
source term discretization compensates exactly with the pressure term in the case of Lake
at Rest solution.

By construction, the proposed two-dimensional numerical scheme associated to the
Eulerian simple Riemann solver and the discrete source term described in this section
is well-balanced as it ensures that lake at rest solution is retrieved by construction. It
remains to determine the CFL condition for the two-dimensional case that ensures pos-
itivity and entropy stability. A thorough theoretical study is required and this will be
done in the future work. Let us proceed to the numerical validation of this scheme on a
classical test suite for two-dimensional shallow-water equations.

5.3.6 Two-dimensional numerical validation
In this section we present several classical test cases to assess the properties of the both
two-point and multi-point schemes. The main purpose is not only observe the well-
balanced and positivity-preserving property of the schemes, but also to study the differ-
ence between the two-point and multi-point schemes in terms of shock-generated spurious
instabilities. The CFL is set to 0.5 and the gravity constant g = 9.81 unless otherwise
stated.

Radial dam break The first benchmark test case is the circular dam-break problem
on flat bottom from Alcrudo & Garcia-Navarro (1993). This problem involves the break-
ing of a circular dam allowing to verify the performance of the algorithm when solving
symmetrical flow problems. The computational domain is a square Ω ∈ [0, 50] × [0, 50]
separating two regions by a cylindrical wall of radius r0 = 11m, for which the initial
conditions are

h =
{

10 m if r ≤ r0,
1 m if r > r0,

u = v = 0m2/s, r =
√

(x− 25)2 + (y − 25)2.

When the water starts to drain at t = 0, the circular dam-break bore waves will spread
and propagate radially and symmetrically. The final solution is plotted at tfinal = 0.69s.
Figure 5.8(a) shows the 3D view of the water height h on a 50×50 structured and regular
grid with the two-point scheme results on the left side and the multi-point one on the
right. Likewise the contours of water height from h = 1m to h = 10m are illustrated
in figure 5.8(b). Figures 5.9 is a mesh convergence of the water height along the radius
on N = 502, 1002 and 2002, compared to a reference solution for the two-point scheme
in 5.9(a) and the multi-point scheme in 5.9(b). For both schemes, the waves propagate
uniformly and symmetrically. Next, the same simulation is ran on 6630 triangular cells
and the results are presented in figure 5.10. The same conclusions occur.
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(a) 3D view of water height h. (b) 10 iso-lines of 1m < h < 10m.

Figure 5.8: Circular Dam break — Water height at t = 0.69s of the two-point (left) and multi-point
(right) schemes on 50× 50 grid.

(a) Two-point scheme. (b) Multi-point scheme.

Figure 5.9: Circular Dam break — Mesh convergence of the water height along the radius compared
to a reference solution (black line).

Oblique hydraulic jump The oblique hydraulic jump is induced by means of an
interaction between a super-critical flow and a converging wall deflected through an angle
θ = 8.95◦, see Alcrudo & Garcia-Navarro (1993). The computational domain is set to
Ω ∈ [0, 40]× [0, 30]. The initial conditions is a uniform flow given by

h = 1m, u = 8.57m/s, v = 0m/s.
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(a) 3D view of water height h. (b) 10 iso-lines of 1m < h < 10m.

Figure 5.10: Circular Dam break — Water height at t = 0.69s of the two-point (left) and multi-point
(right) schemes on 6630 triangular cells.

The boundary conditions are set to super-critical flows upstream and downstream. The
exact solution is given by h = 1.5m, u = 7.9556m/s for the downstream flow and an angle
of 30◦ for the angle of the jump connecting down to upstream flow. The final time is set
to tfinal = 10s and the mesh is made of N = 11892 triangles.

In figure 5.11 we present the numerical water height obtained with the two- and multi-
point schemes (top and bottom respectively) in color and for 5 isolines (1m < h < 1.5m).
Next in figure 5.12(a) are compared the water height along the line y = 40m with respect
to the exact solution showing that the correct solution is captured by both schemes
while the two-point seems slightly less dissipative. At last in figure 5.12(b) we present
the comparison between the first and second order scheme showing an increase in the
accuracy with which the discontinuity is captured.

Figure 5.11: Oblique hydraulic jump — Numerical water height at tfinal = 10s on 11892 unstructured
grids: Two-point (top) vs multi-point (bottom) water height in color and 5 iso-lines (1 < h < 1.5).
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(a) Water heights along y = 40m. (b) 1st and 2nd order multi-point schemes.

Figure 5.12: Oblique hydraulic jump — Comparison of numerical density with the exact solution (black
line) along y = 40m.

Flow over three mounds This test case has a complex bottom configuration and
allows to verify the well-balanced property of the schemes. The bottom configuration for
a domain Ω = [0, 40m]× [0, 40m] is defined by the function:

B(x, y) = max
[
0, 1− 1

8R10,11, 1− 3
10R10,31, 1− 4

10R27,20

]
, Ra,b =

√
(x− a)2 + (y − b)2.

We initialize a lake at rest solution, that is the initial conditions are h + B = 4m and
u = v = 0m/s and the final time is t = 200s. The mesh is constituted of 100 × 100
uniform squares and periodic boundary conditions are considered.
The free surface obtained by the two-point and multi-point schemes are presented in
figure 5.13 along with the bathymetry. We clearly see that the initial state for both
schemes is exactly preserved. The water height with 10 isolines from hmin = 3.15m to
hmax = 4m are shown in figures 5.14(a) and 5.14(b) respectively, proving that the schemes
reproduce the initial (and exact) solution. The L2 error for the water height for both
schemes are then presented in 5.14(c) in log scale to demonstrate that the still water
steady state is maintained. Notice that the WB property is obtained independently of
the bathymetry B.

Modified dry bed generation This test case simulates the generation of a dry bed
on a non-flat bathymetry. While the test is 1D, we run it in 2D on a Cartesian grid. The
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(a) Two-point scheme. (b) Multi-point scheme.

Figure 5.13: Flow over three mounds — Numerical solution at t = 200s by the two-point and multi-
point schemes on a 100× 100 square grid, and log of error versus log of time.
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(a) Two-point scheme. (b) Multi-point scheme. (c) Error vs time.

Figure 5.14: Flow over three mounds — Isolines of h at t = 200s of both the two-point and multi-point
schemes and plot of error vs time.

initial conditions on domain Ω = [0, 30]× [0, 10] are set to

h = 10m, u =
{
−35m/s if x > 50/3

35m/s otherwise , v = 0m/s. (5.3.54)

The step bathymetry is set to B = 1m if 25/3 < x < 25/2 and B = 0m otherwise,
see the gray shape in figure 5.15. Outflow boundary conditions are set on the left/right
boundaries while periodic ones are considered on top/bottom. The velocity field creates
two rarefaction waves moving in opposite directions, the left one further interacting with
the bottom step and later escaping through the boundaries, as such drying the domain.
The final time is set to t = 1s and several intermediate times are observed: t = 0.05s,
0.25s, 0.45s and 0.65s. The mesh is made of 100 × 100 quadrangles. In figure 5.15 we
present the free surface elevation h+B for the intermediate times. The numerical results
of the multi-point scheme are in agreement with classical ones. Due to the fact that our
scheme does not allow for a strict h = 0, then a small film of water always remains on
the step and the bottom surface. Nonetheless no spurious effect is observed.

188



5.3 Two-dimensional well-balanced Godunov-type scheme 189

(a) t = 0.25s. (b) t = 0.45s.
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(c) t = 0.65s. (d) Free surface h+B for the multi-point scheme.

Figure 5.15: Modified dry bed generation — Numerical solution at t = 0.05s, 0.25s, 0.45s and 0.65s on
100× 100 grid.

Colliding flow Next we test the sensibility of the numerical schemes towards shock
instabilities, i.e. carbuncle. The first test case is a colliding flow on a flat bottom by Kemm
(2018). The computational domain of this test case is Ω ∈ [−2.5m, 2.5m]× [−2.5m, 2.5m]
and we set the gravitational constant to g = 1. The initial condition is given as

h = 1m, u =
{

30m/s if x ≤ 0,
−30m/s if else. , v = 0m/s.

A small perturbation of the form δ(2z− 1), where z is a random number, z ∈ [−1, 1] and
u = u + δ(2 ·RND− 1) is introduced to the initial state variables with δ = 10−5 in order
to trigger an instability. The domain is paved by 50 × 50 uniform quadrangular cells.
Because the test is essentially 1D in x direction, this perturbation should not impact the
numerical schemes.
In figure 5.16 we plot the scatter plot of the water height h, at time t = 2s for both
two-point and multi-point schemes. Clearly the two-point scheme produces spurious in-
stabilities whereas the multi-point scheme displays a symmetrical solution. This spurious
instability is referred to as the ’carbuncle effect’ Kemm (2018).
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(a) Two-point scheme. (b) Multi-point scheme.

Figure 5.16: Colliding flow — Numerical water height at t = 2s for the two-point (left) and multi-point
(right) schemes and a 50× 50 quad grid.

5.4 Chapter summary

This chapter has presented an extension of the original numerical scheme for one- and
two-dimensional shallow water balanced laws. The main characteristics of this numerical
method is its direct construction based on the Lagrangian counterpart, allowing a more
explicit strategy to assure good properties of a numerical scheme, including an appropriate
wave speeds ordering and positivity preservation. This method in the one-dimensional
case was established in Gallice (2002a) and reinterpreted in this present work. It is also
constructed to assure that the steady-state solutions (Lake at Rest) are exactly retrieved
by the Riemann solver, in other words the Riemann solver is well-balanced. Using this as
a building block we construct a non-conservative Finite Volume scheme. The Lagrange-
to-Euler mapping then allows to preserve and transfer these properties to the Eulerian
ones and the conservation condition of this scheme is further retrieved on a node-based
fashion. Several numerical results in both one- and two-dimensional are presented to
assess the behavior of both two-point and multi-point numerical method. The multi-
point scheme seems once again insensitive to the so-called carbuncle effect. The oblique
hydraulic jump test case also shows that the second order scheme produces results with
better accuracy as expected.
This work has been developed under the fundamental hypothesis that the domain is, and
remains, wet. It remains to demonstrate rigorously the positivity-preserving and entropy
stability properties of the numerical method under the constraint of a finite time step.
A possible improvement would be to treat wet-dry transition area which would demand
some technical adjustments on the implementation level. A second line of improvement
is the extension to higher orders of accuracy using polynomial reconstructions and a
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posteriori MOOD type limiting procedure, refer to Clain & Figueiredo (2017); Chan
et al. (2021).
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6 Conclusion

The main objective of this thesis is to develop a numerical scheme for multidimensional
supersonic/hypersonic aerodynamics on unstructured mesh. Supersonic aerodynamics
are flows with strong shock and rarefaction waves. Therefore, we aim at building a
robust and precise numerical method in order to capture these waves correctly. The
numerical method addressed is the Godunov-type Finite Volume method, associated with
this scheme is a Riemann solver. In this thesis, the mathematical model used is the Euler
equations and the cornerstone of this work is to forge a link between the Lagrangian and
Eulerian framework, mainly inspired by the seminal work of Gallice (2001, 2002a, 2003),
and also the work Shen et al. (2014) that was used as a starting point into developing
the numerical scheme presented in this work.

The first stage of this project consists of building a robust scheme for one-dimensional
system of conservation laws. The main feature of the one-dimensional simple approxi-
mate Riemann solver developed in this work lies on its properties: positivity-preserving,
entropy stable and an explicit condition on the discontinuity velocities. To achieve these
properties, the solver is first developed in the Lagrangian framework, offering a solver that
preserves contact discontinuity. The positivity-preserving property and entropy control
is accomplished by deriving explicit conditions on the Lagrangian wave speeds. Once the
Lagrangian Riemann solver is validated, the Eulerian counterpart is established thanks to
the Lagrange-to-Euler mapping. By construction, the Eulerian simple approximate Rie-
mann solver inherits the appropriate properties from its Lagrangian counterpart. This
solver is the cornerstone to build a positive and entropic Godunov-type scheme, provided
that the time step condition is fulfilled. This scheme is then adopted as the parachute
scheme for the high-order extension with MOOD limiting strategy, see Chan et al. (2021).

Following the one-dimensional study, we proceed to the multidimensional case. The
multidimensional study is separated into two parts. The first part consists of the theo-
retical framework of the multidimensional numerical scheme. An original Godunov-type
Finite Volume scheme for general hyperbolic systems of conservation laws on unstruc-
tured grids is demonstrated. The key feature of this method is that the discretization
is subface-based, contrastingly to classical multidimensional Finite Volume schemes that
are face-based. In this thesis, the subface-based discretization is named the multi-point
scheme, as opposed of the classical discretization known as the two-point scheme. Suc-
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cinctly, a generic mesh will be partitioned to subcells and the numerical flux approxi-
mation is subface-based. The subface flux is obtained from an approximate Riemann
solver. A node-based sufficient condition is established on all nodes to ensure conserva-
tivity of the scheme. The scheme is considered D-preserving with a specific time step
condition. Then, implementing the same strategy and following Gallice (2003)’s work,
the simple approximate Riemann solver is first built in the Lagrangian framework. The
Lagrangian solver is then used as a building block for the Eulerian counterpart, thanks to
the Lagrange-to-Euler mapping, (H1) and (H2) hypothesis and the fundamental relations
that allow to obtain the Eulerian numerical fluxes from the Lagrangian ones.

After establishing the theoretical framework of the multidimensional scheme, the sec-
ond part consists of the applications of the scheme. For an elementary demonstration, the
multidimensional scheme is incorporated to the two-dimensional gas dynamics equations
in the first place. By doing so, the node-based conservation condition boils down to the
nodal solver, allowing to compute the nodal velocity of each nodes. The Eulerian numer-
ical flux takes into account of the nodal velocity, building a node-based stencil where all
the neighboring cells sharing a node are taken into account. This Riemann solver associ-
ated to the subface-based scheme carries the positivity preserving and entropy stability
properties. A second-order extension is accomplished using classical methods: polynomial
reconstruction (refer to Diot (2002)) plus the Venkatakrishnan (1995) limiter for space
discretization and the Runge-Kutta method (refer to Gottlieb & Shu (1998)) for time
discretization. When compared to classical two-point schemes, the multi-point scheme
appears to be insensitive to numerical instabilities, i.e., the carbuncle phenomenon and
the odd-even decoupling. A straightforward extension to three-dimensional cases is then
achieved. The three-dimensional algorithm is validated with the 2D axisymmetric equa-
tions in the first place. A few challenging test cases involving re-entry vehicles are also
exhibited. To complete this chapter, the implicit time-stepping scheme is presented. This
scheme is useful mainly to study steady inviscid flows.

In the final chapter, we implement the subface-based scheme on system of conser-
vation laws with source terms, namely the shallow-water equations, with the aim of
building a well-balanced Godunov-type scheme. A consistent practice is to build a one-
dimensional Eulerian approximate Riemann solver with its Lagrangian counterpart in
the first place. Once the well-balanced property of the scheme is achieved, we proceed to
the multidimensional subface-based scheme incorporated to the two-dimensional shallow
water equations. Numerical validations allow us to come to the same conclusion where
the multi-point scheme seems to be insensitive to numerical instabilities.

Further work will regard the extension of the presented multidimensional scheme for
the Navier-Stokes equations on unstructured grids which was the main motivation of this
thesis. Extension on real gas and ALE method is also considered in order to establish a
complete aerodynamics module. An extensive numerical analysis of the existing scheme
will be performed to better understand numerical instabilities such as the carbuncle
phenomenon and also to characterize the multi-point scheme that seems insensitive to
numerical instabilities. Other than that, for three-dimensional cases, a preliminary study
on the main principles and basic design of waveriders (see appendix 1.4) was carried out.
Subsequently, a detailed study on the flow over the object and eventually an improvement
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on the design of the waverider is yet to be done. As for the implicit time marching scheme,
the sequel is to develop the three-dimensional implicit scheme along with it a parallel
simulation code. A fully multi-point linearization of the matrix form based on the nodal
velocity and an extension to second order would also be in the lineup of perspectives.
The last chapter on well-balanced Godunov-type Finite Volume scheme was more on an
exploratory research, therefore it gives a heap of possible suite, including the study on
the entropy stability of the well-balanced scheme, a convex combination CFL condition
that ensures the positivity-preserving solution etc. Lastly, extension to more complex
physics such as the MHD equations are also in view.
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A Appendices

1.1 State-of-the-art Riemann solvers

1.1.1 Roe Riemann solver

The Roe (1981) Riemann solver is one of the earliest approximate Riemann solvers to
improve the performance of the Godunov method. This solver is an exact Riemann solver
applied to the linearized Riemann problem written as

∂U
∂t

+ A(Ul,Ur)
∂U
∂x

= 0, (A.1)

where A is the Roe average Jacobian matrix and is required to satisfy the three following
properties :

• Hyperbolicity. The Jacobian matrix A should have purely real eigenvalues λi =
λi(Ul,Ur) ordered as λ1, λ2 . . . λn with its corresponding set of complete eigenvec-
tors v1,v2 . . .vn;

• Consistency. The exact Jacobian yields A(U,U) = A(U);

• Conservation across discontinuities. Fr − Fl = A(Ur −Ul).
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Matrix A can be constructed by different methods that leads to the definition of the Roe
averaged values with the Roe average values

ρ̂ = √
ρlρr,

û =
√
ρlul +√ρrur√
ρl +√ρr

,

Ĥ =
Hl
√
ρl +Hr

√
ρl√

ρl +√ρr
,

ĉ =
√√√√(γ − 1)

(
Ĥ − û2

2

)
,

(A.2)

where Ĥ is the total enthalpy. The eigenvalues, λ and the eigenvectors, v of the Jacobian
matrix are

λ1 = û− ĉ , v1 = [1, û− ĉ, Ĥ − ûĉ]t,
λ2 = û , v2 = [1, û, û2/2]t,
λ3 = û+ ĉ , v3 = [1, û+ ĉ, Ĥ + ûĉ]t.

(A.3)

To complete the Roe numerical flux FRoe, it remains to determine the wave strengths αi
by projecting the jump ∆U onto the right, average eigenvectors, ∆U = ∑3

i=1 αivi. With
some algebra manipulation, the jumps α yield

α1 = 1
2ĉ2 (∆p− ĉρ̂∆u),

α2 = ∆ρ− 1
ĉ2 ∆p,

α3 = 1
2ĉ2 (∆p+ ĉρ̂∆u)

(A.4)

where ∆p = pr − pl, ∆ρ = ρr − ρl and ∆u = ur − ul. Finally the Roe flux is written as

FRoe(Ul,Ur) = 1
2(Fl + Fr)−

1
2

3∑
i=1

αi|λi|vi. (A.5)

Note that the solution of the linearized Riemann problem consists only of discontinuous
jumps, meaning that the approximation is correct for contact discontinuities and shocks,
whereas for rarefaction waves, the approximation can lead to nonphysical phenomena due
to violation of the second law of thermodynamics. An entropy fix is therefore introduced
to the Roe approximate solver by modifying the modulus of the eigenvalues

|λi|? =
 |λi|, if λi ≥ δ,

1
2δ (|λi|2 + δ2), if λi < δ.

(A.6)
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The value of δ is arbitrary as long as it is small relative to unity. By construction, the
Roe approximate Riemann solver unfortunately has the drawback of creating nonphysical
results, i.e. entropy violating discontinuous waves, or generating the infamous shock
instabilities such as the carbuncle phenomenon. Note that the effect of this drawback
can be reduced by implementing an appropriate entropy fix.

1.1.2 HLL Riemann solver

The HLL approximate Riemann solver is first proposed in Harten et al. (1983) where
an approximate solution of the Riemann problem (2.2.93) is sought by computing the
numerical flux directly. Given initial conditions Ul and Ur and assuming Λl and Λr the
fastest left and right wave speeds emerging from the solution of the Riemann problem,
the structure of the approximate solver is given in figure A.1. The states are represented
as follows:

U(x, t) =


Ul if 0 ≤ Λl,
U? if Λl ≤ 0 ≤ Λr,
Ur if 0 ≥ Λr,

(A.7)

and the numerical flux is determined by

FHLL(Ul,Ur) =


F(Ul) if 0 ≤ Λl,

F? if Λl ≤ 0 ≤ Λr,
F(Ur) if 0 ≥ Λr.

(A.8)

We want to determine the values of U? that allow us to deduce the numerical flux at the

Figure A.1: Wave configuration of the HLL Riemann solver.

interface as F = 1
2(F− + F+). Recalling the definition of the left-sided and right-sided
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fluxes for the HLL Riemann solver following 2.1.4, we arrive at

F− = F(Ul)− Λ−l (U? −Ul)− Λ−r (Ur −U?),
F+ = F(Ur)− Λ+

l (U? −Ul)− Λ+
r (Ur −U?),

The conservative property of the Riemann solver allows to derive the intermediate state
U? such that when F+ = F−,

F(Ul)− F(Ur)− Λ−l (U? −Ul)− Λ−r (Ur −U?) = 0.

and the intermediate state vector reads

U? = ΛrUr − ΛlUl + F(Ul)− F(Ur)
Λr − Λl

. (A.9)

The average numerical flux at the cell-interface yields

F = 1
2(F− + F+) = 1

2(F(Ul) + F(Ur))−
1
2 |Λl|(U? −Ul)−

1
2 |Λr|(Ur −U?). (A.10)

Finally, to complete the HLL scheme, the wave speeds Λl and Λr are estimated with{
Λl = min(ul − al, ur − ar),
Λr = max(ul + al, ur + ar).

(A.11)

The HLL Riemann solver consists of only two waves and therefore is considered incom-
plete, resulting in numerical diffusion for intermediate waves.

1.1.3 HLLC Riemann solver

The HLLC (Harten, Lax, Van Leer, Contact) Riemann solver, see Toro (1999) is a mod-
ified version of the HLL solver. A crucial difference between the HLL and HLLC solvers
is that the HLLC solver takes into account the presence of intermediate waves, such as
contact discontinuities and shear waves. The structure of the solution as presented in
figure A.2 composed of four constant states separated by three discontinuities Λl,Λ0 and
Λr.

F(Ul,Ur)HLLC =


F(Ul) if 0 ≤ Λl,

F?
l if Λl ≤ 0 ≤ Λ0,

F?
r if Λ0 ≤ 0 ≤ Λr,

F(Ur) if 0 ≥ Λr.

(A.12)

Once again following 2.1.4, the left-sided and right-sided fluxes for the HLLC Riemann
solver writes

F− = F(Ul)− Λ−l (U?
l −Ul)− Λ−0 (U?

r −U?
l )− Λ−r (Ur −U?

r),
F+ = F(Ur)− Λ+

l (U?
l −Ul)− Λ+

0 (U?
r −U?

l )− Λ+
r (Ur −U?

r),
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Figure A.2: Structure of the solution of the Riemann problem in the x − t plane for the HLLC
approximate Riemann solver..

The Rankine-Hugoniot conditions across the waves speeds allow to write

F?
l = Fl + Λl(U?

l −Ul), , F?
r = F?

l + Λ0(U?
r −U?

l ) , F?
r = Fr + Λr(U?

r −Ur).

The aim is to determine the vectors U?
s with s = l, r in order to compute the average

flux at an interface. The following conditions are imposed on the Riemann solver, where
u?l = u?r = u? = Λ0 and p?l = p?r = p?. Similarly to the HLL solver, the unknowns are
obtained by implementing the integral form of the differential conservation laws. The
intermediate states U?

s are given by

U?
s = ρs

(
Λs − us
Λs − Λ0

)
1

Λ0

Es
ρs

+ (Λ0 − ul)
(

Λ0 + pl
ρs(Λs − us)

)
 , (A.13)

with the intermediate wave speed Λ0 = pr − pl + ρlul(Λl − ul)− ρrur(Λr − ur)
ρl(Λl − ul)− ρr(Λr − ur)

. As for
the left and right wave speeds, different choices to compute Λl and Λr are discussed
in Batten et al. (1997) without a firm basis and clear agreement without practitioners.
Finally, the average numerical flux at the cell-interface yields

F = 1
2(F−+F+) = 1

2(F(Ul)+F(Ur))−
1
2 |Λl|(U?

l−Ul)−
1
2 |Λ0|(U?

r−U?
l )−

1
2 |Λr|(Ur−U?

r).
(A.14)
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1.2 Axisymmetric Euler equations
A three-dimensional flow is sometimes invariant under rotation along the axis of symme-
try, making it possible to describe the problem with only two space coordinates. This
approach has the advantage of transforming an initially 3D problem into a 2D axisymmet-
ric problem, allowing to consider 3 velocity components at the same time conserving the
initial shape of the case. The aim of this extension is to validate the 3D Euler equation
with cylindrical symmetry when the azimuthal velocity is taken into account.

The vector form of the axisymmetric Euler equations can be written as

(yU)t + (yF)x + (yG)y = S, (A.1)

with

U =


ρ
ρu
ρv
ρe

 , F =


ρu

ρu2 + p
ρuv
ρuH

 , G =


ρv
ρuv

ρv2 + p
ρvH

 , S =


0
0
p
0

 ,

We implement a classical approach where a source term is derived from (A.1) and
added to the right-hand side of the equation. The source term is defined as

RHS = (S−G)
y

, (A.2)

and the numerical scheme then becomes

Un+1
c −Un

c + ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcfFpcf = ∆t
|ωc|

∑
p∈P(c)

∑
f∈SF(pc)

lpcfRHSpcf , (A.3)

with

RHS = −1
y


ρv
ρuv
ρv2

(ρe+ p)u

 .

202



1.3 Some properties of the steady Euler equations 203

1.3 Some properties of the steady Euler equations

The governing equations for steady Euler equations are

∇ · (ρv) = 0,
∇ · (ρv⊗ v) +∇p = 0,
∇ · (ρev) +∇ · (pv) = 0,

(A.1)

with e = ε + 1
2v2, the total energy, h = ε + p

ρ
enthalpy and H = h + 1

2v2 the total
enthalpy. The total energy equation rewrites

∇ · (ρHv) = 0. (A.2)

For smooth solutions, ∇ · (ρHv) = H∇ · (ρv) + ρv · ∇H, and due to the first equation in
(A.1), we arrive at

v · ∇H = 0. (A.3)

This means that for smooth flows, it is constant along streamlines. We proceed to study
the jump across a discontinuity surface σ characterized by unit normal n, such as n2 = 1.
The jump across σ reads [φ] = φ+−φ−, and φ+ = limh→0 φ(x+hn), φ− = limh→0 φ(x−hn)
for h > 0, and x ∈ σ. Recall that

[φψ] = φ[ψ] + ψ[φ], (A.4)

where φ = 1
2(φ− + φ+). The Rankine-Hugoniot conditions for the governing equations

therefore writes,
[ρv · n] = 0,

[ρ(v⊗ v)n] + [p] n = 0,
[ρHv · n] = 0.

(A.5)

The first equation of (A.5) can be rewritten as a mass flux

ρ−v− · n = ρ+v+ · n = µ.

Employing (1.3), the mass flux turns into

(v · n)[ρ] + ρ[v · n] = 0. (A.6)

We also have µ

ρ+ = v+ · n and µ

ρ−
= v− · n, implying

µ

[
1
ρ

]
− [v · n] = 0. (A.7)
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For the moment equation, inserting (1.3) into it leads to ρ(v · n) [v]+v [ρv · n]+[p] n = 0.
Employing the same arguments, we arrive at

µ [H] = 0. (A.8)

To study the steady Rankine-Hugoniot relations, we reuse µ = ρ−v− · n = ρ+v+ · n. The
jump relations then become

µ

[
1
ρ

]
− [v · n] = 0,

µ [v] + [p] n = 0,
[H] = 0.

(A.9)

Projecting the second jump relation on to the normal direction leads to

µ [v · n] + [p] = 0. (A.10)

It is clear that the tangential component for the velocity is continuous across the shock
wave, and that the total enthalpy is conserved across the shock wave. Substituting the
first jump relations into (A.10) yields

[p] = −µ2
[

1
ρ

]
. (A.11)

Recalling that H = ε+
[
p

ρ

]
+ 1

2v2, and employing (1.3), we recover the Hugoniot relation

[ε]− p
[

1
ρ

]
= 0. (A.12)

Now, let us investigate the steady supersonic flow in front of a half cylinder where we will
observe the presence of a curved detached shock in front of the body such as illustrated
in figure A.3. The incident flow is a uniform flow defined by ρ∞, p∞,v∞ = v∞ex,Ma∞ =
v∞
a∞

> 1, H∞ = ε∞ + p∞
ρ∞

+ 1
2v2
∞ and a2 = −

(
∂p

∂τ

)
η

the isentropic sound speed. For

a gamma gas law p = (γ − 1)ρε and a2 = γ
p

ρ
. The total enthalpy is conserved not

only along streamlines but also across the shock wave and thus H = H∞ throughout the
steady flow. For a gamma gas law,

H = a2

γ − 1 + 1
2v2 = H∞. (A.13)

The physical quantities at the wall are denoted using the subscript w, and 0 is the
stagnation point belonging to the symmetry axis v0 = v0ex and v0 = 0 due to the wall
boundary condition. Writing (A.13) between the incident flow and the stagnation point
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Figure A.3: Illustration of a detached curved shock in front of a cylinder body.

along the symmetry axis leads to a∞
γ − 1 + 1

2v
2
∞ = a2

w

γ − 1, which allows to express the
sound speed at the stagnation point as

a2
w = a2

∞

[
1 + (γ − 1)

2 M2
∞

]
. (A.14)

Behind the shock wave, the physical quantities are denoted by means of the superscript
?. The shocked quantities are computed by means of the Rankine-Hugoniot relations.
Let us rewrite it along the symmetry axis

µ = ρ∞v∞ > 0, ρ∞v∞

(
1
ρ?
− 1
ρ∞

)
− (v? − v∞) = 0,

where v? is the normal component of v?. This leads to

ρ?

ρ∞
= v∞

v?
, (A.15)

which is nothing but the mass conservation along the streamline.
From Hugoniot relation (A.12), we have

ε? − ε∞ + 1
2(p? + p∞)

(
1
ρ?
− 1
ρ∞

)
= 0.

Substituting ε = p

(γ − 1)ρ into the foregoing relation yields

1
ρ?

= 1
ρ∞

(γ + 1)ρ∞ + (γ − 1)p?
(γ − 1)ρ∞ + (γ + 1)p? . (A.16)
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Inserting the above equation into (A.11), we arrive at

p? = p∞

[
1 + 2γ

γ + 1(M2
∞ − 1)

]
. (A.17)

From the mass conservation (A.15), we deduce

ρ? = ρ∞

[
1− 2

γ + 1

(
M∞ − 1
M∞

)]−1

. (A.18)

Asymptotically, ρ
?

ρ∞
→ γ + 1

γ − 1 when M∞ → +∞. The flow is isentropic between the wall

and the shock wave along the streamline, therefore pw
p?

=
(
ρw
ρ?

)γ
, and, on the other hand,

a2
w

(a?)2 = pw
p?
ρ?

ρw
. This then leads to

pw
p?

=
[
a2
w

(a?)2

] γ
γ−1

,

ρw
ρ?

=
[
a2
w

(a?)2

] 1
γ−1

.

(A.19)

Asymptotically, a
2
w

a2? →
(γ + 1)2

4γ when M∞ → +∞. With some algebraic manipulation,

the stagnation pressure pw
p∞

is given By

pw
p∞

=
(
γ + 1

2 M2
∞

) γ
γ−1

[
1 + 2γ

γ + 1(M2
∞ − 1)

]− 1
γ−1

, (A.20)

and accordingly the stagnation density ρw
ρ∞

reads

ρw
ρ∞

=
[
1 + γ − 1

2 M2
∞

] 1
γ−1

[
1 + 2γ

γ + 1(M2
∞ − 1)

]− 1
γ−1

[
1− 2

γ + 1
(M2
∞ − 1)
M2
∞

]− γ
γ−1

.

(A.21)

Asymptotically, ρw
ρ∞
→

[
(γ + 1)2

4γ

] 1
γ−1

(
γ + 1
γ − 1

)
when M∞ → +∞. In our case, γ = 7

5,

therefore the stagnation density value is about ρw
ρ∞
≈ 6.4378.
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1.4 Waveriders

Waverider is a hypersonic atmospheric entry vehicle design that improves its supersonic
lift-to-drag ratio using the shock waves generated by its own flight as a compression
lift. The waverider concept has been of great interest for high-speed vehicle design.
An introductory study was carried out during this thesis mainly to understand the flight
concept of different type of waveriders and designing one. Here, we present a brief history
on the evolution of waveriders, followed by a step-by-step design of a conical waverider.
For a few introductory literatures on waveriders, refer to Kuchemann (2012), Lunan
(2015), Ferguson et al. (2015) and Bowcutt (1986).

1.4.1 Brief history of waveriders

The first design concept of a waverider was described in 1959 when Nonweiler (1959)
designed the caret wing waverider. It is a delta-winged aircraft with its rear that resemble
the caret symbol, hence it’s name. The caret wing waverider uses the flow field behind a
planar oblique shock formed on a two-dimensional wedge and the stream surfaces behind
the shock to generate its body shape. The caret wing rides on top of the attached shock
wave at the designed Mach number, however, the flow beneath the vehicle has a high
pressure due to the shock, resulting in a compression lift being generated on the lower
surface.

Inspired by Nonweiler’s work, waverider designs has since then evolved with various
study on waverider designs using different shockwave shapes. One of the simplest earliest
design was the conical flow waverider by Jones et al. (1967). The aircraft is generated by
the conical shock generated by a cone and the waverider is designed to keep the rounded
shockwave attached to its wings in order to increase lift. An extension of the conical
waverider are those of osculating cone waverider, see Chauffour & Lewis (2004), where
the three-dimensional flow field is discretized into several osculating planes and the flow
is assumed to be conical within each plane.

Another principal category of the waverider is the viscous optimized waverider. The
complex interaction between the flow field and the boundary layer instigated research on
optimized waverider designs by taking into account the effects of the boundary layer. For
instance, in the work of Corda & Jr. (1988), the viscous optimized waveriders is designed
from general axisymmetric flow fields to shape the lower surface of the vehicle. The shape
of the viscous optimizer waverider is similar to the conical ones when the shock wave on
the nose is beyond a certain critical angle. An iterative process is implemented for the
optimization of the design.

Today, hypersonic flight is becoming a common goal in aerospace technology and are
on the quest on coming up with better optimized designs based on different aspects for
hypersonic vehicles. To cite a few, various methods are summarized in Zao et al. (2020)
to improve its aerodynamic performance for wide-speed range waveriders. In Liu et al.
(2018), a new osculating flow field method is developed based on variable shock angles
to give greater flexibility in design and increase the lift-to-drag ratio of the waverider.
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This section provided a glance off the history and different categories of waveriders.
Optimization of waverider design will progress along with the fast-growing development
in aerospace technology research. The following section presents a step-by-step process
for the construction of a conical waverider that was done during this thesis. A thor-
ough numerical simulation is in view for future work, along with it an analysis on the
flow around the object and its lift-to-drag ratio and eventually improving the design of
waveriders.

1.4.2 Design of conical waverider
This subsection present the process implemented to construct a conical waverider during
this thesis. We start by introducing a few vocabularies of the waverider. Figure A.4 is
an illustration of a conical waverider and the key vocabulary to construct a waverider.

Figure A.4: Waverider vocabulary.

To begin, we fix the following parameters:

Ma = 10, δ = 5.5◦, l = 1m, φl = 30◦,

and the following are the procedure to construct a conical waverider.

Step 1. Compute a Taylor Maccoll analysis to generate a flow past a cone.
The Taylor Maccoll (1937) analysis allows to guess a shock angle β and velocity (Vr, Vs)
downstream of the shock, for a given Mach number Ma and cone angle δ. Start by
numerically integrating the Taylor Maccoll differential equation for Vr and Vs from the
shock wave until Vθ = 0. When Vθ = 0 at θ = θsurf , an iterative process is implemented
to adjust the shock angle until θsurf = β.
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Step 2. Generate a conical flow field. Generating the conical field requires
geometrical parameters of the base cone and the length of the cone l. The parameters
and the equation required to generate the conical flow field is given in table A.1 and
figure A.5 illustrates the flow field.

Shock cone Cone cone
Base radius at z = l(R) l = tan(β) l = tan(δ)

X - Coordinate x = RβcosΘβ x = RδcosΘδ

Y - Coordinate y = RδsinΘβ y = RδsinΘδ

Z - Coordinate z = Rβ/tanβ x = Rδ/tanδ

Table A.1: Generating a conical flow field.

Figure A.5: Defining the upper trailing edge.

Step 3. Define the upper trailing edge and the upper surface. Assuming that
the upper trailing edge at z = l is to be a parabola that can be described in the Cartesian
coordinate with

X = R0 + AY2,

with
X = x/(l · δ)andY = y/(l · δ).

We define a dimensionless quantity
σ = β/δ.

At the shock wave,
Xs = σcos(φl),

Ys = σsin(φl).
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Thus, A = (Xs − R0)/Y 2
x andR0/Xs = 0.75 in general. Note that the lower the values of

R0/Xs, the larger the drag and vice versa. The upper trailing edges are then defined by

xute = X · l · δ,

yute = Y · l · δ,

zute = l.

Figure A.6: Defining the upper trailing edge.

Step 4. Define the leading edge. The upper surface or also known as the free stream
surface is defined by assuming that the surface is parallel to the free stream flow. As for
the leading edge, we define along the free flow direction until the intersection with the
shock wave such as

xle = xute,

yle = yute,

zle = r/tan(β),

with r =
√
x2
ute + y2

ute.

Step 5. Define the lower trailing edge. The last step consists of defining the lower
surface, also known as the compression surface of the waverider. The streamline tracking
method is a classical way to trace the streamlines from leading edge. Therefore, in this
work, we applied the simplified tracing method, also known as the geometric relations
method (see Ding et al. (2013)). The geometric relations to obtain the lower surface are
the followings :

xlte = xute + xle · (xute − zle) · tanδ/
√
x2
le + y2

le,
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Upper surface Leading edge.

Figure A.7: Defining the upper surface and leading edge of the conical waverider.

ylte = yute + yle · (zute − zle) · tanδ/
√
x2
le + y2

le,

zlte = zute.

Figure A.8: Defining the lower surface.

A python script was developed to construct the conical waverider as described. The
script is then called in the GMSH mesh generator in order to generate the domain mesh
and a quick simulation was done on the three-dimensional simulation code. As mentioned
earlier, further studies is required to analyze the flow and study its lift-to-drag ratio.
Improvements are yet to be made on the design of the waverider in order to achieve a
better aerodynamic efficiency.
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