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Résumé

Dans cette thèse, j’ai exploré un ensemble d’interactions entre électron, matière, et
lumière dans un microscope électronique en transmission à balayage (STEM, scan-
ning transmission electron microscope). J’ai ainsi combiné des spectroscopies élec-
troniques traditionnelles, telles que la spectroscopie de perte d’énergie d’ électrons
(EELS, electron energy-loss spectroscopy) et la cathodoluminescence (CL) avec
de nouvelles techniques, telles que la spectroscopie de gain d’énergie d’électrons
(EEGS, electron energy-gain spectroscopy) et la spectroscopie d’excitation de
cathodoluminescence (CLE, cathodoluminescence excitation spectroscopy). Mon
travail a consistué une contribution importante au développement de ces deux
dernières spectroscopies. En particulier, l’étude de résonances à bande étroite
d’un micro-résonateur à modes de galerie (WGMR, whispering-gallery mode res-
onators) optique a motivé le développement de l’EEGS. Il s’agit d’une technique
prometteuse qui pourrait combiner la résolution spectrale des sources laser avec
la résolution spatiale des microscopes électroniques modernes. En outre, l’échelle
des temps de vie des résonances, de l’ordre de la nanoseconde, a déclenché le
développement de l’instrumentation de déflecteurs et de détecteurs rapides à ré-
solution temporelle, tels que la Timepix3 (TPX3).

La microscopie électronique en champ proche induite par des photons (PINEM,
photon-induced near-field electron microscopy) est une technique actuellement bien
établie, utilisée dans les microscopes électroniques ultrarapides (UEMs, ultra-fast
electron microscopes). La PINEM permet d’observer l’interaction des électrons et
des photons lorsqu’un échantillon est exposé à un champ optique intense. Dans
les microscopes à canon à électrons continus, l’EEGS est plus facilement réalisé en
utilisant un laser pulsé ainsi qu’un deflecteur de faisceau à résolution temporelle,
qui permet de synchroniser l’impulsion laser et les électrons détectés. La résolution
temporelle de l’impulsion laser et du déflecteur étant de l’ordre de la nanoseconde,
l’EEGS est observée dans le spectre EELS par une ou plusieurs résonances à
gauche du pic de perte nulle (ZLP, zero-loss peak). Celles-ci sont associées à un
gain d’énergie de l’électron détecté. Contrairement aux microscopes électroniques
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5 Résumé

pulsés utilisant des sources laser femtosecondes, dans lesquels des centaines de
résonances de gain d’énergie peuvent être observées en même temps, les expéri-
ences de EEGS dans un microscope à canon à électrons continu peuvent être très
difficiles, notamment en raison de l’importance et de la difficulté de l’alignement
du système d’injection de lumière. Dans le premier chapitre, j’ai essayé de faire
de l’EEGS une technique spectroscopique de routine dans les microscopes élec-
troniques disponibles, similaire au EELS et à la CL. Pour cela, nous avons réalisé
l’importance de contrôler le microscope électronique pour développer et essayer
de nouvelles idées, ce qui a été fait efficacement dans un microscope VG HB5011.
Le contrôle des éléments du microscope, c’est-à-dire l’unité de balayage, les dé-
tecteurs, les lentilles magnétiques, les diafragmes, la platine de déplacement de
l’échantillon, etc. a été écrit en Python3 et contrôlé graphiquement par l’utilisateur
à l’aide du logiciel d’imagerie Nionswift. Ce contrôle a permis de développer une
procédure d’alignement laser par fibre, dans laquelle le spot lumineux est centré à
moins de< 1 µm de l’axe optique du microscope. L’expérience a été transférée avec
succès sur ChromaTEM, un microscope qui peut atteindre une résolution spectrale
de ∼ 5 meV, et dans lequel des expériences préliminaires de EEGS ont été démon-
trées dans ce travail. Malheureusement, la longue fibre optique monomode utilisée
a induit de forts processus de diffusion Raman stimulée, ce qui a nuit à des mesures
spectroscopiques plus significatives. Afin d’explorer d’autres options d’expériences
EEGS dans un canon à électrons continu, des mesures sans le déflecteur, utilisant
uniquement le monochromateur d’électrons, ont été démontrées pour des sources
lumineuses picosecondes, qui présentent un potentiel pour de futures applications
spectroscopiques résolues dans le temps. De plus, l’expérience est également dé-
montrée en n’utilisant ni le monochromateur d’électrons ni le déflecteur de fais-
ceau, mais plutôt une nouvelle génération de détecteurs à résolution temporelle et
basée sur les événements, appelée Timepix3.

Les micro-résonateurs qui ont motivé le développement initial du EEGS sont
examinés dans le chapitre 02. En raison de la symétrie sphérique des WGMR, le
couplage de la lumière à partir du champ lointain peut être difficile, et plusieurs
mesures ont donc été effectuées en utilisant uniquement l’EELS et la CL sur le
ChromaTEM. Des résonateurs de 1.5 à 2.0 µm de rayon ont présenté plus de 80
modes de Mie, avec des facteurs de qualité allant jusqu’à 200, entre 1.5 eV et 7.0
eV grâce au degré remarquable de monochromaticité du faisceau d’électrons. Pour
étudier ces modes à l’aide de l’EEGS, une nanoparticule métallique est placée au
bord du résonateur, ce qui pourrait interfacer le champ lointain et les modes de
galerie. Les mesures d’EELS et de CL dans le système couplé ont révélé que le
couplage faible entre le système se produit dans les modes qui ont un moment
dipolaire net plus élevé, tels que les modes dipolaires et de coin distal du cube. En
étudiant les variations spatiales du signal associé au mode dipolaire, on a égale-
ment observé que la polarisation du mode galerie excitée suit le moment dipolaire
net induit par la sonde électronique, ce qui présente un potentiel d’application

1Fabriqués par l’entreprise Vacuum Generators.



Résumé 6

dans la détection optique et la manipulation de la lumière. Les micro-résonateurs
sphériques plus grands de ∼ 4 µm de rayon n’ont pas pu être étudiés par EELS
et CL en raison de la résolution énergétique limitée du faisceau d’électrons. Dans
ce cas, l’EEGS a été utilisée pour dévoiler d’autres informations spectrales de
l’échantillon, notamment le intervalle spectral libre de ∼ 34 meV, qui était im-
possible à résoudre dans les spectres EELS. Les facteurs de qualité mesurés dans
l’EEGS étaient de ∼ 120, incompatibles avec la théorie de Mie et signifiant ainsi
que la nanoparticule métallique limite le facteur de qualité atteignable. Enfin, des
cristaux à bande interdite photonique ont également été étudiés. Bien que des
défauts ponctuels à très haut Q n’aient pas été observés, un défaut unique (trou
manquant) dans la structure périodique diélectrique a été détecté et cartographié
spatialement avec une résolution spectrale de 15 meV, ce qui ouvre la voie à de
futures études sur de tels dispositifs.

Le TPX3 est le premier détecteur direct d’électrons basé sur les événements
disponible commercialement. Au-delà de la résolution temporelle de l’ordre de
la nanoseconde, le TPX3 offre également une lecture pratiquement sans bruit
grâce au système de seuil à pixel unique et une fonction d’étalement du point
améliorée grâce à sa détection directe des électrons. Ces propriétés remarquables
ont déclenché le développement de ce que nous avons appelé l’EELS hyperspectral
basé sur l’événement (event-based EELS), dans lequel les ensembles de données
3D, contenant 2 coordonnées spatiales et 1 coordonnée spectrale, sont reconstruits
électron par électron aussi rapidement que le temps du pixel de l’unité de balayage.
Ceci est différent des acquisitions hyperspectrales plus traditionnelles basées sur
des frames, dans lesquelles le temps de balayage de la position de la sonde électron-
ique est limité par le temps de lecture de la caméra, généralement une caméra CCD
(charged-coupled device) ou CMOS (Complementary metal–oxide–semiconductor).
J’ai développé un logiciel d’acquisition en Rust avec les performances nécessaires
pour effectuer le traitement des données en direct. Naturellement, des biblio-
thèques de post-traitement ont également été développées pour étendre les fonc-
tionnalités du détecteur au-delà de l’acquisition en direct. Grâce à celles-ci, le
event-based EELS hyperspectrale a été démontrée dans la décomposition de la
calcite (CaCO3) en oxyde de calcium (CaO) et en dioxyde de carbone (CO2),
déclenché par l’irradiation électronique. Des données hyperspectrales à résolution
temporelle arbitraire ont été démontrées, tant que l’intervalle de la tranche de
temps est un multiple du temps d’une seule acquisition de frame. La structure
fine des plasmons de la calcite est mesurée dans le temps, ce qui permet de suivre
sa transformation en oxyde de calcium. Les spectres de perte core-loss montrent
le fractionnement du champ cristallin du bord L du calcium et, en outre, le signal
du bord K du carbone disparaît avec le temps, conséquence de la forme gazeuse
du sous-produit CO2. Grâce à ce travail, nous pensons que les données EELS
hyperspectrales résolues à l’échelle de la nanoseconde vont être de plus en plus
disponibles, en particulier dans les échantillons sensibles, où l’irradiation électron-
ique modifie les propriétés de l’échantillon.



7 Résumé

La résolution temporelle nanoseconde de la TPX3 a également déclenché le
développement d’une nouvelle technique spectroscopique à l’intérieur d’un mi-
croscope électronique à transmission, appelée CLE de par son analogie avec la
spectroscopie d’excitation de photoluminescence (PLE, photoluminescence exci-
tation spectroscopy). Dans la PLE, la longueur d’onde d’excitation d’une source
laser est balayée tandis que l’émission de photons dans une fenêtre d’énergie sélec-
tionnée est collectée, ce qui permet d’étudier le processus d’absorption dépendant
de la longueur d’onde et donc de dévoiler les voies de décroissance de l’émission de
photons à partir de l’énergie d’émission souhaitée. Cependant, étant limitée par la
diffraction, la méthode PLE ne convient pas aux études à l’échelle nanométrique.
Jusqu’à présent, la CLE n’a pas été réalisée dans un STEM car les électrons rapi-
des excitent une large gamme d’énergie. Pour l’EELS, il s’agit d’une propriété
généralement souhaitée, car le spectre d’absorption peut être étudié depuis des
dizaines de meV jusqu’aux rayons X mous. Cependant, comment relier les spectres
d’émission, s’il y en a, en CL avec l’électron détecté? En d’autres termes, comment
savoir quels électrons, et leur énergie correspondante, ont déclenché l’émission d’un
photon? C’est précisément ce que peut faire CLE. À ce titre, la STEM-CLE peut
être considérée comme une contrepartie à l’échelle nanométrique de la PLE. Dans
ce contexte, la CLE a été utilisée pour étudier les processus d’émission de photons
émis en phase par rapport à la source d’excitation, comme le rayonnement de tran-
sition et les plasmons de surface, dans des nanosphères d’or à coquille de silice,
ainsi que les processus d’émission de photons sans relation de phase, comme les
défauts dans les échantillons de semi-conducteurs. Dans ce dernier cas, des flakes
de h–BN et leur émission de défauts à 4.3 eV ont été étudiées. Il a été démontré
que les plasmons de volume sont responsables de la plupart des photons émis. De
plus, l’efficacité quantique relative dépendante de l’énergie augmente linéairement
après la bande interdite du h–BN jusqu’à la gamme d’énergie des rayons X mous,
ce qui suggère que les électrons uniques créent des paires électrons-trous multiples,
qui peuvent ainsi se recombiner radiativement.



Resumo

Nesta tese, uma miríade de interações elétron/matéria/luz foram exploradas em
um microscópio eletrônico de varredura por transmissão (STEM, do inglês scan-
ning transmission electron microscope) com uma combinação de técnicas tradi-
cionais de espectroscopia de elétrons, tais como a espectroscopia de perda de
energia de elétrons (EELS, do inglês electron energy-loss spectroscopy) e cathodo-
luminescência (CL), com técnicas inovadoras, tais como a espectroscopia de ganho
de energia de elétrons (EEGS, do inglês electron energy-gain spectroscopy) e espec-
troscopia de excitação de elétrons (CLE, do inglês cathodoluminescence excitation
spectroscopy), nas quais este trabalho contribuiu para desenvolvê-las. Em partic-
ular, as ressonâncias de banda estreita de um micro-ressonador óptico motivaram
o desenvolvimento da implementação de um sistema automatizado de aquisição
EEGS, uma técnica promissora que visa combinar a resolução espectral de fontes
laser com a resolução espacial de microscópios eletrônicos modernos. Além disso,
a escala de tempo das ressonâncias desejadas, na faixa de nanosegundos, desen-
cadeou o desenvolvimento de instrumentação de defletores e detectores rápidos
com resolução temporal, como a Timepix3 (TPX3).

A microscopia eletrônica de campo próximo induzida por fótons (PINEM, do
inglês photon-induced near-field electron microscopy) é uma técnica atualmente
bem estabelecida utilizada em microscópios eletrônicos ultra-rápidos (UEMs, do
inglês ultra-fast electron microscopes). PINEM é capaz de observar a interação
de elétrons e fótons ao irradiar uma amostra com uma intensa luz laser. Nos mi-
croscópios de canhão de elétrons contínuos, o EEGS é mais facilmente realizado
usando um feixe de laser pulsado juntamente com um deflector rápido de elétrons
resolvido no tempo, o qual permite sincronizar o pulso do laser e os elétrons de-
tectados. Como o pulso laser e a resolução temporal do deflector estão na escala
de tempo do nanosegundo, o EEGS é observado no espectro EELS por uma ou
poucas ressonâncias à esquerda do pico de perda de energia nula (ZLP, do inglês
zero-loss peak), associado a um ganho de energia do elétron detectado. Diferente
dos microscópios de elétrons pulsados que utilizam fontes laser com pulsos na or-
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9 Resumo

dem de femtosegundos, nos quais centenas de ressonâncias de ganho de energia
podem ser observadas simultaneamente, as experiências com um microscópio de
canhão de elétrons contínuo podem ser muito desafiadoras, especialmente devido
à dificuldade e à importância do alinhamento do sistema de injeção de luz. No
primeiro capítulo, tentei estabelecer o EEGS como uma técnica espectroscópica de
rotina nos microscópios eletrônicos disponíveis, semelhante ao que já acontece com
o EELS e a CL. Para isto, percebemos a importância de controlar integralmente o
microscópio eletrônico para desenvolver e experimentar novas ideias, o que foi efe-
tivamente feito em um antigo microscópio VG2 HB501. O controle dos elementos
do microscópio, ou seja, a unidade de varredura, os detectores, as lentes magnéti-
cas, os diafragmas, o estágio de movimentação da amostra, etc foi programado em
Python3 e controlado pelo usuário graficamente a partir do software Nionswift.
Este controle permitiu o desenvolvimento de um procedimento de alinhamento do
sistema de injeção de luz, no qual utiliza uma fibra ótica, em que o feixe central
é alinhado a menos de < 1 µm do eixo óptico do microscópio. O experimento
foi transferido com sucesso para o ChromaTEM, um microscópio que pode al-
cançar resolução espectral de ∼ 5 meV, e no qual experimentos preliminares de
EEGS foram demonstrados neste trabalho. Infelizmente, as longas fibras ópticas
mono-modo utilizadas induziram processos de espalhamento Raman estimulado,
o que prejudicou as medições espectroscópicas mais significativas. Para explo-
rar mais opções de experimentos de EEGS em um canhão de elétrons contínuo,
foram demonstradas medições sem o deflector do feixe usando o monocromador de
elétrons para fontes de luz picosegundo, que possuem potencial para futuras apli-
cações espectroscópicas resolvidas no tempo. Além disso, o experimento também
foi demonstrado sem usar nem o monocromador nem o deflector de elétrons, mas
sim uma nova geração de detectores baseada na detecção de eventos individuais
de elétrons e resolvida no tempo chamada Timepix3.

Os micro-ressonadores que motivaram o desenvolvimento inicial do EEGS são
examinados no capítulo 02. Devido à simetria esférica dos micro-ressonadores óp-
ticos, o acoplamento de luz a partir do campo distante pode ser um desafio, e assim
várias medições foram realizadas usando apenas o EELS e a CL no ChromaTEM.
Ressonadores de 1.5-2.0 µm de raio exibiram mais de 80 modos de Mie, com fatores
de qualidade de até 200, entre 1.5 eV e 7.0 eV graças ao notável grau de monocro-
maticidade do feixe de elétrons. Para estudar estes modos usando o EEGS, uma
nanopartícula metálica é colocada na borda do ressonador, usada para interfacear
o campo distante e os modos de galeria dos micro-ressonadores. As medições no
sistema revelaram que existe um acoplamento fraco entre a nanopartícula metálica
e o ressonador nos modos que têm um momento de dipolo resultante significativo,
como no modo dipolar e o modo de canto distal do cubo. Ao estudar o modo
dipolar espacialmente, também foi observado que a polarização excitada do modo
de galeria segue o momento dipolo da rede induzido pela sonda de elétrons, o que
sugere um potencial para aplicações em sensoriamento óptico e para a manipu-

2Produzido pela empresa Vacuum Generators.
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lação da luz. Micro-ressonadores esféricos maiores de ∼ 4 µm de raio não puderam
ser estudados por EELS e CL devido à resolução limitada de energia do feixe de
elétrons. Neste caso, o EEGS foi usado para revelar mais informações espectrais da
amostra, especialmente a distância espectral entre ressonâncias consecutivas de ∼
34 meV, muito difícil de resolver nos espectros do EELS. Os fatores de qualidade
medidos em EEGS foram de ∼ 120, incompatíveis com a teoria de Mie e, por-
tanto, sugerindo que o baixo fator de qualidade das nanopartículas metálicas está
limitando o fator de qualidade do sistema acoplado. Finalmente, cristais fotôni-
cos também foram estudados. Embora defeitos pontuais com ultra-alto fator de
qualidade não tenham sido observados, um defeito único na estrutura dielétrica
periódica foi detectado e mapeado espacialmente com resolução espectral de ∼ 15
meV, o que abre o caminho para futuros estudos em tais dispositivos.

O TPX3 é o primeiro detector direto de elétrons baseado na detecção de even-
tos individuais disponível comercialmente. Além da resolução temporal na faixa
de nanosegundos, o TPX3 também oferece uma leitura praticamente sem ruído
devido ao sistema de threshold e de uma melhor função de espalhamento pontual
(PSF, do inglês point-spread function) graças a sua detecção direta de elétrons.
Estas características impressionantes desencadearam o desenvolvimento do que
chamamos de reconstrução hiperespectral do EELS baseada em eventos, no qual
conjuntos de dados 3D, contendo 2 coordenadas espaciais e 1 coordenada espec-
tral, são reconstruídos elétron por elétron tão rapidamente quanto o tempo do
pixel da unidade de varredura. Isto é diferente das mais tradicionais aquisições
hiperespectrais baseadas em imagens, nas quais o tempo de varredura da posição
da sonda de elétrons é limitado pelo tempo de leitura da câmera, geralmente uma
CCD (do inglês charged-coupled device) ou de uma CMOS (do inglês Complemen-
tary metal–oxide–semiconductor). Eu desenvolvi um software de aquisição em
Rust com a performance necessária para realizar o tratamento de dados ao vivo,
no qual, naturalmente, bibliotecas de pós-processamento também foram progra-
madas para estender as funcionalidades do detector para além da aquisição ao
vivo. Com isso, o EELS hiperespectral foi demonstrado ao estudar a decom-
posição da calcita (CaCO3) em óxido de cálcio (CaO) e dióxido de carbono (CO2),
reação causada pela exposição do material ao feixe de elétrons. Foram demon-
strados dados hiperespectrais resolvidos no tempo arbitrariamente, desde que o
intervalo de tempo da amostragem temporal seja um múltiplo do tempo de uma
única varredura completa do feixe de elétrons na região de interesse. A estrutura
fina do plásmon de volume da calcita é medida ao longo do tempo, o que permite
acompanhar sua transformação em óxido de cálcio. Os espectros de EELS na faixa
de energia do core-loss mostram a divisão do campo do cristal da borda L de cálcio
e, adicionalmente, o sinal da borda K de carbono desaparece com o tempo, uma
consequência do estado gasoso do subproduto CO2. Com este trabalho, esperamos
que os dados de EELS hiperespectral resolvidos em nanosegundos estejam cada vez
mais disponíveis, especialmente importantes em amostras sensíveis à irradiação ao
feixe de elétrons.
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A resolução temporal de nanosegundos da Timepix3 também permitiu o de-
senvolvimento de uma nova técnica espectroscópica dentro de um microscópio
eletrônico de transmissão, chamado CLE graças à sua analogia com a espectro-
scopia de excitação com fótons (PLE, do inglês photoluminescence excitation spec-
troscopy). Na PLE, o comprimento de onda de excitação de uma fonte laser é
escaneado enquanto a emissão de fótons em uma janela de energia selecionada é
coletada, o que permite estudar o processo de absorção dependente do compri-
mento de onda de excitação e, portanto, revela as vias de decaimento da emissão
de fótons. Entretanto, por ser limitada pela difração, a PLE não é adequada para
estudos na nano escala. Até agora, a CLE não foi realizada em um microscó-
pio eletrônico de varredura por transmissão porque os elétrons rápidos excitam
uma faixa larga de energia. Para EELS, esta é uma propriedade geralmente dese-
jada, pois o espectro de absorção pode ser estudado desde dezenas de meV até os
raios-X moles. No entanto, como relacionar os fótons nos espectros de emissão, se
houver, com o elétron excitante? Em outras palavras, como saber quais elétrons,
e suas energias correspondentes, desencadearam a emissão de um fóton? Isto é
precisamente o que o CLE pode fazer. A STEM-CLE, por esse motivo, provou
ser uma contraparte em escala nanométrica da PLE. Neste contexto, a CLE foi
usada para estudar os processos de emissão de fótons em fase com relação a fonte
de elétrons excitante, como a radiação de transição e os plásmons de superfície
localizados, em nano esferas de ouro envoltas por uma camada de óxido de silício,
bem como os processos de emissão de fótons sem relação de fase, como defeitos
em amostras semicondutoras. Para estes últimos, foram estudados flakes finos de
nitreto de boro hexagonal (h–BN) e sua emissão de defeitos 4.3 eV. Foi demon-
strado que os plásmons de volume são o caminho de decaimento responsáveis pela
maioria dos fótons emitidos. Além disso, a eficiência quântica relativa dependente
da energia do elétrons aumenta linearmente após o bandgap h–BN bandgap até
a faixa de energia dos raios X moles, sugerindo que os elétrons criam múltiplos
pares elétrons-buraco, que podem assim decair de forma radiativa.



Summary

In this thesis, a myriad of electron/matter/light interactions have been explored
in a scanning transmission electron microscope (STEM) combining traditional
electron spectroscopies, such as electron energy-loss spectroscopy (EELS) and
cathodoluminescence (CL) with novel techniques, such as electron energy-gain
spectroscopy (EEGS) and cathodoluminescence excitation spectroscopy (CLE), in
which this work has contributed to developing. In particular, the narrow-band
resonances of an optical whispering-gallery mode resonator (WGMR) have moti-
vated the development of EEGS, a promising technique that could combine the
spectral resolution of laser sources with the spatial resolution of modern electron
microscopes. Besides, the time-scale of the desired resonances, in the nanosecond
range, has triggered instrumentation developments of time-resolved fast deflectors
and detectors, such as Timepix3 (TPX3).

Photon-induced near-field electron microscopy (PINEM) is a currently well-
established technique used in ultrafast electron microscopes (UEMs). PINEM is
capable of observing the interaction of electrons and photons upon shining a sam-
ple with an intense optical field. In continuous electron gun microscopes, EEGS
is most easily performed by using a pulsed laser along with a time-resolved beam
blanker, which allows synchronizing the laser pulse and the detected electrons.
Because the laser pulse and the blanker temporal resolution are in the nanosecond
time scale, EEGS is observed in the EELS spectrum by one or few resonances at
the left of the zero-loss peak (ZLP), associated with an energy-gain of the incom-
ing electron. Different from pulsed electron microscopes employing femtosecond
laser sources, in which hundreds of energy-gain resonances can be observed at
once, EEGS experiments in a continuous electron gun microscope can be very
challenging, especially due to the importance and difficulty of the light injection
system alignment. In the first chapter, I have tried to place EEGS as a routine
spectroscopic technique in the available electron microscopes, similar to EELS and
CL. For this, we have realized the importance of controlling the electron micro-
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scope to develop and try new ideas, which was effectively done in a 40-year-old
Vacuum Generators (VG) HB501 microscope. The control of the microscope el-
ements, i.e. the scanning unit, the detectors, the magnetic lenses, the apertures,
the stage, etc was written in Python3 within the Nionswift imagining software.
This control has allowed the development of a fiber-based laser alignment pro-
cedure, in which the light spot is centered within < 1 µm from the microscope
optical axis. The experiment has been successfully transferred to ChromaTEM,
a microscope that can achieve ∼ 5 meV spectral resolution, and in which pre-
liminary EEGS experiments were demonstrated in this work. Unfortunately, the
long single-mode optical fiber used induced strong stimulated Raman scattering
processes, which have undermined more meaningful spectroscopic measurements.
To explore further options of EEGS experiments in a continuous electron gun,
measurements without the beam blanker using the electron monochromator have
been demonstrated for picosecond light sources, which hold potential for future
time-resolved spectroscopic applications. Further, the experiment is also demon-
strated using neither an electron monochromator nor a beam blanker, but rather
a new generation of event-based and time-resolved hybrid-pixel detector (HPD)
called TPX3.

The microresonators that have motivated the initial development of EEGS are
scrutinized in chapter 02. Due to the spherical symmetry of WGMR, the far-field
light coupling can be challenging, and thus several measurements were performed
using only EELS and CL at ChromaTEM. Bare resonators of 1.5-2.0 µm radius
have displayed more than 80 Mie modes, with quality factors up to 200, between
1.5 eV and 7.0 eV thanks to the remarkable degree of monochromaticity of the
electron beam. To study these modes using EEGS, a metallic nanoparticle (MNP)
is placed at the edge of the resonator, which could interface the far-field and the
bounded modes of the WGMR. EELS and CL measurements in the coupled system
have revealed that the weak-coupling between the MNP-WGMR system happens
in the modes that have a higher net-dipole moment, such as the dipolar and
the cube distal corner modes. By studying the dipolar mode spatially, it was also
observed that the excited gallery-mode polarization follows the net dipole moment
induced by the electron probe, which holds potential for application in optical
sensing and light manipulation. Larger spherical microresonators of ∼ 4 µm radius
could not be studied by EELS and CL because of the limited energy resolution of
the electron beam. In this case, EEGS has been used to unveil further spectral
information of the sample, especially the ∼ 34 meV free spectral range, which
was impossible to resolve in the convoluted EELS spectra. The measured quality
factors in EEGS was ∼ 120, incompatible with the Mie theory and thus meaning
that the lossy MNP is limiting the attainable quality factor. Finally, photonic
bandgap crystals have also been studied. Although ultrahigh-Q point defects have
not been observed, a single missing hole defect in the periodic dielectric structure
has been detected and spatially mapped with ∼ 15 meV spectral resolution, which
paves the way for future studies in such devices.
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The TPX3 is the first commercially available event-based direct electron de-
tector. Beyond the temporal resolution in the nanosecond range, TPX3 also offers
a practically noiseless readout due to the single-pixel threshold system and an
improved point-spread function thanks to its direct electron detection. These re-
markable properties have triggered the development of what we have called event-
based hyperspectral EELS, in which 3D datasets, containing 2 spatial coordinates
and 1 spectral coordinate, are reconstructed electron-by-electron as fast as the
scanning unit dwell time. This is different from the more traditional frame-based
hyperspectral acquisitions, in which the electron probe position scanning time
is limited by the readout time of the camera, usually a charged-coupled device
(CCD) or a complementary metal–oxide–semiconductor (CMOS). I have devel-
oped an acquisition software in Rust with the necessary performance to perform
live data treatment, in which, naturally, post-processing libraries have also been
developed to extend the detector functionalities beyond live acquisition. With
these, the hyperspectral EELS has been demonstrated in the decomposition of
calcite (CaCO3) into calcium oxide (CaO) and carbon dioxide (CO2), which is
caused by the electron irradiation. Arbitrary time-resolved hyperspectral data
has been demonstrated, as long as the time slice interval is a multiple of the time
of a single annular dark-field (ADF) frame acquisition. The calcite bulk plasmon
fine structure is measured over time, which allows to track its transformation into
calcium oxide. The core-loss spectra show the crystal-field splitting of the calcium
L edge, and, additionally, the carbon K edge signal vanishes over time, a conse-
quence of the gaseous form of the sub-product CO2. With this work, we expect
that nanosecond-resolved hyperspectral EELS data are going to be more and more
available, especially in sensitive samples, where electron irradiation modifies the
sample properties.

The nanosecond temporal resolution of TPX3 has also triggered the develop-
ment of a novel spectroscopic technique inside a transmission electron microscope,
called CLE thanks to its analogy with photoluminescence excitation spectroscopy
(PLE). In PLE, the excitation wavelength of a laser source is rastered while the
photon emission in a selected energy window is collected, which allows to study of
the wavelength-dependent absorption process and hence unveils the photon emis-
sion decay pathways from the desired emission energy. However, being diffraction-
limited, PLE is not suitable for studies in the nanoscale range. Up until now, CLE
has not been performed in a STEM because fast electrons excite a broadband en-
ergy range. For EELS, this is a generally desired property, as the absorption
spectrum can be studied from tens of meV up to the soft X-rays. However, how
to relate the emission spectra, if any, in CL with the incoming electron? In other
words, how to know which electrons, and their corresponding energy, have trig-
gered a photon emission? This is precisely what CLE can do. STEM-CLE, on
that account, has proven to be a nanometer-scale counterpart of PLE. In this
context, CLE has been used to study the photon emission processes phase-locked
relative to the exciting source, such as transition radiation and surface plasmons,



15 Summary

in silica-shelled gold nanospheres, as well as non-phase-locked photon emission
processes, such as defects in semiconductor samples. For the latter, thin h–BN
flakes and their 4.3 eV defect emission has been studied. It is shown that the
bulk plasmons are responsible for most of the emitted photons. Additionally, the
energy-dependent relative quantum efficiency is shown to linearly increase after
the h–BN bandgap up to the soft X-rays energy range, suggesting that single
electrons create multiple electrons–hole pairs, which can thus decay radiatively.
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Introduction

From the colored stained glass in old churches and cathedrals to modern television
screens, nano-optics, or nanophotonics, is ubiquitous. The number of different
ways to study the light-matter interaction in the nanoscale is way too large to
be discussed here. One of them, however, is the core of this thesis: the electron
microscope. The fast electrons, traveling at approximately 55% of the speed of
light for a typical acceleration voltage of 100 keV, focused in a sub-nanometric
beam are capable of probing the optical properties of materials at the nanoscale
range, placing electron microscopes as one of the most thriving instruments for
nano-optics.

In this work, confined optical modes and electron/matter/light interaction have
been explored in a scanning transmission electron microscope (STEM), thanks to a
variety of novel spatially resolved spectroscopies, some of which this work has con-
tributed to developing. In particular, optical cavities with long-lived excitations
and sharp linewidths were studied, which led to contributions to the development
of electron energy-gain spectroscopy (EEGS), a promising technique combining the
spectral resolution of modern laser sources with the spatial resolution of electron
microscopes. Besides, the time-scale of the desired resonances, in the nanosecond
range, has triggered instrumentation developments of time-resolved fast deflec-
tors and detectors, as shall be seen later below. As expected, these developments
were used along with more traditional spectroscopies in a STEM, such as electron
energy-loss spectroscopy (EELS) and cathodoluminescence (CL) (schematized in
Figure 1), all of them spatially resolved at the nanoscale range.

The idea of reversing the process of energy loss upon using an external light
field has its first appearance in a small paragraph of a seminar given by Archie
Howie [1, 2] and it is the main subject of chapter 01. In 2008, the feasibil-
ity of this technique, baptized as EEGS, was studied in depth [3]. In 2009, the
first measurement was performed by Barwick et. al [4] in the context of ultrafast
electron microscopy. This has triggered a variety of works [5–7], all of them us-
ing pulsed electron guns, until the work of Das et. al [8] in 2019, in which the
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the first continuous-gun EEGS measurement was performed. The motivation to
perform EEGS with a continuous electron gun is that nanosecond laser sources
can be used, differently from the typical femtosecond laser sources in ultrafast
electron microscopy, and hence, by Heisenberg’s uncertainty principle, narrower
laser linewidth can be obtained (∼ 1 µeV in nanosecond sources against ∼ 10
meV in picosecond sources). Additionally, performing EEGS with a continuous
electron gun allows using the higher-brightness cold field-emission gun (cFEG)
instead of the usual thermionic gun in pulsed microscopes and, consequently, to
explore all the recent technologies in modern STEMs, such as aberration correc-
tors and electron monochromators. Finally, as the synchronization is done by
modifying the detection scheme instead of the electron gun, switching between
EEGS to more conventional microscopy techniques (i.e. EELS, CL, diffraction
etc) is trivial, which could provide supplementary information from the sample.
With this, one of the main goals of this thesis can be stated: to perform EEGS
in the ChromaTEM microscope, an ultrahigh energy-resolved STEM containing
all the aforementioned technologies. This system was first designed to be tested
on high quality factors (Q factors) cavities, such as whispering-gallery resonators
or photonic bandgap crystals. Alternatively, a more complete study of EELS,
CL, and EEGS with measurements performed in the same highly-monochromated
electron microscope was also aimed, which could experimentally validate many
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Figure 1: Scheme of the experimental variations performed during this thesis. (a) An
incoming electron loses energy (EELS) upon interaction with the sample, which could
trigger a photon emission (CL). (b) Upon light injection, the electron can interact with
the induced fields and has a probability of being accelerated (EEGS, or energy-gain) or
decelerate (sEELS, or energy-loss). (c) The experimental scheme and how the mentioned
techniques in (a) and (b) are measured in a scanning transmission electron microscope.
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theoretical aspects of these spectroscopies. As shall be seen in the manuscript,
the development of such experiments in a demanding machine was a motivation
to program from scratch an electron microscope, including the control of the EELS
spectrometer, the magnetic lenses, the laser, etc. This robust microscope control
has allowed the development of a precise alignment procedure that systematizes
gain experiments, and a multi-microscope-compatible platform: the instrumen-
tal developments were performed in a dedicated machine and the experiment was
immediately ready to be performed on ChromaTEM. These two projects, the mi-
croscope control and the laser module, are open-source and are available to the
community under MIT licensing [9, 10].

The potential three orders of magnitude spectral resolution increase in EEGS
with respect to EELS paves the way for studying high Q factor optical devices
in an electron microscope, as shall be seen in chapter 02. A whispering-gallery
mode resonator (WGMR) is a good candidate, as it hosts multiple trapped nar-
rowband circulating optical resonances. Unfortunately, the microscope in which
EGGS was performed could only work at a maximum of 100 kV and thus the
necessary phase-matching condition could not be achieved. Besides, the spheri-
cal symmetry and low field leakage of dielectric microspheres make it difficult to
probe their high-quality optical modes using far-field radiation [11, 12], which has
prevented performing gain experiments in bare resonators. To circumvent this
problem, EEGS was performed in a coupled system of WGMR and a metallic
nanoparticle (MNP), in which the latter was used to interface the optical far-field
and the bounded cavity modes. In this context, however, it was soon realized
that ChromaTEM spectral resolution was able to unveil this coupled system. It is
important to mention that similar bare spheres (> 1 µm radius, Q ∼ 50-100) have
been studied using energy-gain with a pulsed laser, and a few resonant modes have
been identified by a chirped light beam [13]. Additionally, Hyun et. al. has seen
whispering-gallery resonances directly on EELS, although in the far-ultraviolet
and in much smaller spheres of ∼ 140 nm radius, which limits the achieved Q
factor [14]. These works, however, could not resolve a large number of modes.
Besides, the bare resonators did not offer much to be spatially explored due to
their spherical symmetry. In this work, I studied, using EELS and CL, bare and
coupled whispering-gallery resonators. By modifying the electron velocity, one
can couple more or less to the gallery resonators due to the phase-matching con-
dition and thus the influence of a sole silver nanocube at the edge of the resonator
could be explored. With the remarkable spectral resolution of ChromaTEM, it
was also possible to study how each mode of the silver nanocube, usually divided
between corner (C), edge (E), and face (F) modes, interacts with the resonator,
including the influence of the well-known mode splitting into proximal and distal
modes due to a substrate presence [15]. These measurements lead to a publication
[16], in which it is expected not only to path future works on high-Q cavities in
STEM using EELS and CL but also to contribute to the microresonators com-
munity, especially the ones working with sensing, as single-particle identification
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using whispering-gallery resonators is a major research field [17, 18].
During the development of EEGS in the Vacuum Generators model HB 501

(VG), an instrumentation-dedicated microscope, Timepix3 (TPX3), a hybrid-pixel
detector (HPD), has arrived in the group. It was motivated by the already success-
ful Medipix3, another HPD, in the older generation UltraSTEM microscope, and
by the ideas of electron-photon coincidence detection that have been developing
among some of the researchers in the laboratory. TPX3 shares all the improve-
ments of Medipix3 for EELS, most notably the reduced point spread function
(PSF) from the scintillator layer removal and the practically noiseless readout
scheme due to a pixel-wise threshold system. TPX3, however, provides more when
compared to Medipix3. It is event-based and thus is capable of discriminating sin-
gle electron detection with nanosecond temporal resolution, represented by the
time of arrival (ToA) and time over threshold (ToT) of the incident electron. The
detector solution used is produced by Amsterdam Scientific Instruments (ASI),
which also provides two time-to-digital converters (TDCs) as input lines. These
allow producing timestamps of TTL-based signals along with the same data flow
of electrons, meaning any external signal can be temporally related to the electron
events.

The first application of this system, discussed in chapter 04, was to create
what we have called event-based hyperspectral EELS, in which the scanning unit of
the microscope sends periodical signals to the TPX3, every beginning of a new scan
line, and a hyperspectral image can be performed at the same speed as standard
imaging systems i.e. annular dark-field (ADF) and bright-field (BF) detectors.
This is almost a six orders of magnitude speed increase, as single spectra can be
reconstructed limited by the pixel time of the scanning unit (∼ 40 nanoseconds
in the present case) instead of the readout of the detector (typically ∼ 1 ms for
a charged-coupled device (CCD)). An acquisition software was developed [19] in
Rust with the necessary performance to perform live data treatment. Naturally,
the library is used to extend the camera functionalities beyond live acquisitions,
being able to fast post-process data within more control parameters. The results
of this work is already published and can be found in ref. [20].

The second interesting application of TPX3 was the development of cathodolu-
minescence excitation spectroscopy (CLE) in chapter 05, which was inspired by
its powerful analog in optics: photoluminescence excitation spectroscopy (PLE).
In PLE, the exciting laser wavelength is rastered and the associated emission spec-
tra are collected. With it, the decay pathways from the selected energy rangecan
be unveiled [21]. However, being diffraction-limited, PLE is not suitable for stud-
ies in the nanoscale range. One of the interesting properties of EELS is that the
fast electron can be seen as a source of “white-light”, and hence the loss spectra
contain information from a broadband energy range. In the context of a possible
CLE, however, this is a very poor property: how to relate the emission spectra,
if any, in CL with the incoming electron? In other words, how to know which
electron, and its corresponding energy loss, has triggered a photon emission? This
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is precisely what CLE can do. STEM-CLE, on that account, has proven to be a
nanometer-scale counterpart of PLE. This work is currently under revision and its
preprint version can be found in ref. [22].



1
Concepts and mathematical Tools

1.1 Introduction

The spectroscopic techniques used in this thesis are extensively documented in
the literature. Instead of mathematically proving these, it was rather chosen to
try to give a more intuitive sense to them by using fundamental electrodynamics
concepts. It will be seen, for example, that electron energy-loss spectroscopy
(EELS) has a very well-known relation with the Green’s tensor. This physical
quantity, however, is also straightforwardly defined within the classical dipole
radiation frame, which helps connecting the Green’s tensor with EELS. The dipole
radiation is not only allegedly easier to grasp, but also brings to scope new useful
concepts, such as spontaneous decay and radiation damping. In the next section,
most of the fundamental physics concepts that will be used throughout this work
are defined and discussed with the required depth. The following section is mostly
based on Jackson’s, Notovny’s, and Stratton’s books [23–25].

1.2 Foundations of Nano Optics

1.2.1 Maxwell’s equations and Green’s functions

The generalized macroscopic Maxwell’s equations describe the behavior of static
and dynamic electric and magnetic fields. In this frame, bounded charges and
currents are incorporated in the displacement field D and the magnetizing field
H, and the equations below only depend on free charges and currents:

23
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∇ · D(r, t) = ρ(r, t),

∇× H(r, t) = J(r, t) +
∂D(r, t)
∂t

,

∇ · B(r, t) = 0,

∇× E(r, t) = −∂B(r, t)
∂t

,


(1.1)

where ρ and J are the free charges and the free current density, respectively, and E
and B denote the electric and magnetic fields, respectively. From top to bottom,
the set of four equations is called Gauss’s law, Ampère’s law, Gauss’s law for
magnetism, and Faraday’s law.

If one applies the gradient in the rotational of the magnetizing field and notices
they are orthogonal (∇·∇×H = 0), the charge-conservation equation is obtained

∇ · J(r, t) + ∂ρ(r, t)

∂t
= 0. (1.2)

The displacement field and the magnetizing field are related to the macroscopic
polarization P and magnetization M by

D(r, t) = ε0E(r, t) + P(r, t),
M(r, t) = µ−1

0 B(r, t)− H(r, t).

}
(1.3)

The displacement and the magnetizing fields can be expressed in terms of the
applied electric and magnetic fields. This is done by introducing the complex
response functions ε(r, t) and µ(r, t) called, respectively, the electric permittiv-
ity and magnetic permeability. Alternatively, one can express the polarization
and magnetization as a function of the applied fields. In this case, the response
functions are written as χe(r, t) and χm(r, t) and are called electric and magnetic
susceptibility, respectively. These equations can be resumed as

D(r, t) = ε0ε(r, t)E(r, t),

H(r, t) = [µ0µ(r, t)]
−1 B(r, t),

P(r, t) = ε0χeE(r, t),
M(r, t) = χmH(r, t).

 (1.4)

They can be substituted in equations 1.1 to obtain the wave equation for E:

∇×∇× E + ε0µ0
∂2E
∂t2

= −µ0
∂

∂t

(
J +

∂P
∂t

+∇× M
)

= −µ0
∂JT

∂t
, (1.5)

where JT is the total current density. The wave propagation velocity is c =
(ε0µ0)

−1/2 and is known as the light of speed in vacuum. The bounded current
density, thus, is ∂P/∂t+∇× M.
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The spectral representation of the fields is much more suitable for spectroscopy.
The Fourier transform from time to frequency domain is

E(ω, t) =
1

2π

∫ +∞

−∞
E(r, t)eiωtdt, (1.6)

and, applying it to the set of equations 1.1, we have:

∇ · D(r, ω) = ρ(r, ω),
∇× H(r, ω) = J(r, ω)− iωD(r, ω),
∇ · B(r, ω) = 0,

∇× E(r, ω) = iωB(r, ω).

 (1.7)

For a plane wave, the resulting electric field is

E(r, t) = ℜ{E(r)e−iωt} = 1/2[E(r)e−iωt + E∗(r)eiωt], (1.8)

where the symbol ℜ denotes the real part of the expression in the curly brackets.
With this in hand, we can write a third set of Maxwell’s equations, valid for
harmonic fields, as

∇ · D(r) = ρ(r),
∇× H(r) = J(r)− iωD(r),
∇ · B(r) = 0,

∇× E(r) = iωB(r),

 (1.9)

which are equivalent of a set of equations 1.7 for arbitrary time-dependent fields
but can now assume complex values.

Poynting’s Thereom

Another important generalized result of Maxwell’s equations is the Poynting the-
orem, which is an energy-conservation law. For a charge q under the influence of
an electric and magnetic field E and B, the Lorentz force F acting on it is

F = q(E + v × B), (1.10)

where v is the charge velocity. As the charge propagation is perpendicular to the
applied force, the magnetic field does not perform work and thus the work per unit
of time is qv · E = J · E. For an arbitrary distribution of charge in an arbitrary
given volume V , one can reach [23]∫

V

(J · E)d3x = −
∫
V

[
∇ · (E × H) +

∂u

∂t

]
d3x, (1.11)

where u is the energy density, defined as
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u =
1

2
(E · D + B · H). (1.12)

As the integration volume is arbitrary and the same on both sides, this relation
can be written in its differential form

∂u

∂t
+∇ · S = −J · E, (1.13)

in which the vector S is

S(r, t) = E(r, t)× H(r, t), (1.14)

and is called the Poynting vector. The rate of change of electromagnetic energy
inside the volume V plus the energy flow through the volume boundary is equal
to the energy dissipation inside V .

As said before, harmonic fields are particularly useful and can be used to obtain
the time average of the Poynting vector (S). From the set of equations 1.8,

J(r, t) · E(r, t) =
1

2
ℜ[J∗(r) · E(r)] +

1

2
ℜ[J(r) · E(r)e−2iωt], (1.15)

and thus it is possible to reach the time-averaged Poynting vector

S(r) =
1

2
ℜ[E(r)× H∗(r)]. (1.16)

By following similar steps for the time-dependent fields, the analogous of equa-
tion 1.11 can be written as∫

V

1

2
ℜ[J∗ · E]d3x+

∮
∂V

(S · n)da = 0, (1.17)

where the second integral is calculated in the surface area of the arbitrarily defined
volume V . Equation 1.17 provides a convenient interpretation of the Poynting
vector as the surface integral on the second term is the net energy flow of the
system. The Poynting vector, thus, is a vectorial quantity that represents the
direction of propagation of the electromagnetic energy.

Vector and scalar potentials and the Lorentz gauge

The set of Maxwell’s equations shown so far are represented by four coupled first-
order differential equations. It is usually more convenient to reduce them to a set
of two uncoupled second-order differential equations by using a vector (A) and
a scalar (Φ) potentials, which is achieved by applying a mathematical procedure
known as gauge fixing. From equations 1.1, ∇ · B = 0 and ∇ · ∇ × A = 0, and
hence

B = ∇× A. (1.18)



27 1.2. Foundations of Nano Optics

Using Faraday’s law,

∇×
(
E +

∂A
∂t

)
= 0, (1.19)

and as ∇× (∇Φ) = 0, the scalar potential can be defined as

E +
∂A
∂t

= −∇Φ. (1.20)

Finally, by exhausting Maxwell’s equations (Gauss and Ampère’s laws),

∇2Φ + ∂
∂t
(∇ · A) = −ρ/(ε0ε),

∇2 − 1
c2

∂2A
∂t2

−∇
(
∇ · A + 1

c2
∂Φ
∂t

)
= −(µ0µ)J,

}
(1.21)

in which an even more complicated coupled second-order differential equations
are left. The problem is simplified by recognizing the absolute arbitrariness of the
chosen A and Φ to notice an invariant transformation

A −→ A +∇Γ,

Φ −→ Φ− ∂Γ
∂t
,

}
(1.22)

which is equivalent to say that A and Φ must satisfy the so-called Lorentz Con-
dition [26]:

∇ · A +
1

c2
∂Φ

∂t
= 0, (1.23)

and which finally allows uncoupling the set of equations 1.22 into

∇2Φ− 1
c2

∂2Φ
∂t2

= −ρ/(ε0ε),
∇2A − 1

c2
∂2A
∂t2

= −µ0µJ.

}
(1.24)

Equations 1.24 are equivalent to Maxwell’s equations but now only one vector
and one scalar must be solved. Gauge fixing is very common for reducing the
number of degrees of freedom of coupled differential equations and is systematically
used in the following sections.

Green’s functions

In its most general description, a Green’s function G(r, r′) is the impulse response
function of the linear differential operator L such that it is any solution of [27]

LG(r, r′) = δ(r − r′), (1.25)

where δ(r, r′) is the Dirac delta function. If the linear operator L acts on the
vector field Ψ(r) with the source term f(r) such as LΨ(r) = f(r), the vector field
solution is
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Ψ(r) =
∫
V

G(r, r′)f(r′)dV ′. (1.26)

Similarly to what has been done to the spectral representation of Maxwell’s
equations, the Fourier transform of the set 1.24 become

(∇2 + k2)Φ(r, ω) = −ρ/(ε0ε),
(∇2 + k2)A(r, ω) = −µ0µJ,

}
(1.27)

where k = ω/c is the scalar wavevector. To solve both Φ and A, it is only necessary
to know the scalar Green’s function associated with the operator ∇2 + k2. For
such, one must solve

(∇2 + k2)G0(r, r′) = −δ(r − r′). (1.28)

The solution of this problem in the free space is [23]

G0(r, r′) =
e±ik|r−r′|

4π|r − r′|
, (1.29)

where the (+) solution represents a spherical wave propagating outwards the ori-
gin, while the (−) solution represents a spherical wave that converges towards
the center. Equation 1.29 allows to determine the vector and scalar potential by
directly applying 1.26.

For the electric and the magnetic field, the linear operator is slightly different
because, from the Maxwell’s equations 1.7,

∇×∇× E(r)− k2ε(r)E(r) = iωµ0µJ(r). (1.30)

It must be found the corresponding Green’s function that satisfies the tensorial
expression

∇×∇×
↔

G(r)− k2ε(r)
↔

G(r) =
↔

Iδ(r − r′), (1.31)

where
↔

G(r, r′) is called the dyadic Green’s function and
↔

I is the unit dyad [28,
29]. To determine an expression for the dyadic Green’s function, one can use the
vector field A definition in equation 1.27 along equation 1.29 to reach [23]

↔

G(r, r′) =
[

↔

I +
1

k2ε(r)
∇2

]
G0(r, r′). (1.32)

Finally, it is possible to express the electric and magnetic fields in any point
of the space outside an arbitrary volume V as

E(r) = E0(r) + iωµ0µ

∫
V

↔

G(r, r′)J(r′)dV ′, (1.33)

and
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H(r) = H0(r) +
∫
V

[
∇×

↔

G(r, r′)
]
J(r′)dV ′. (1.34)

These two equations are sometimes denoted as volume integral equations,
which permits to describe both fields as a function of the Green’s tensor 1.

1.2.2 The classical dipole radiation

In this section, the fields are written for a set of discrete charges qn. The charge
and the current density are

ρ(r) =
∑

n qnδ(r − r′),

J(r) =
∑

n qn
∂r
∂t
δ(r − r′).

}
(1.35)

One common approximation of the current density is to expand it in a Taylor
series around the point r0, here taken at the center of the charge distribution. In
a first-order approximation [24],

J(r, t) =
dp(t)
dt

δ(r − r0), (1.36)

where p is the net dipole moment, given by p(t) =
∑

n qn(rn(t)−r0). For harmonic
fields, the current density can be written as

J(r) = −iωpδ(r − r0). (1.37)

Substituting equations 1.33 and 1.34 in the obtained current density 1.37 leads
to

E(r) = ω2µ0µ
↔

G(r, r0)p, (1.38)

and

H(r) = −iω
[
∇×

↔

G(r, r0)
]
p. (1.39)

To calculate the total energy radiated by the dipole, one can use equation 1.17
and write

P loss =
dW

dt
= −1

2

∫
V ′

ℜ{J∗ · E}dV ′, (1.40)

where W is the work done by both electric and magnetic fields and thus defines
the time-averaged power loss of the system. The integral result only depends on

1Note that these are sometimes written with negative signs due to different time-dependency
conventions, by either using e−iωt or eiωt. Also, a 4π term can be encountered when written in
Gaussian’s units.
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the electric field measured at the position r0 because of the Dirac delta at equation
1.37. Thus, from equations 1.37 and 1.38, this relation becomes

P loss =
ω3p2

2c2ε0ε
ℑ
{
np ·

↔

G(r0, r0, ω) · np

}
, (1.41)

in which the Green’s tensor is taken at the direction of the net dipole momentum
p. The Green’s tensor, therefore, contains the entire energy balance information
of a system of point charges. It must be noted that the net energy, in this case, is
in the form of emitted radiation into the far-field. As long as non-point systems
are considered, ohmic losses can also play a role.

Radiation damping

As seen in the previous section, the energy loss of a point classical oscillating dipole
is translated into radiated electromagnetic radiation. This radiation, however,
does not only dissipate the energy of the oscillator but also acts back on the
charge and influences its motion. This effect is known as radiation reaction or
radiation damping. To better grasp the system dynamics, one can model the
charge motion as a forced harmonic oscillator,

m
d2r
dt2

+ ω2
0mr = R, (1.42)

where R is the radiation reaction force. By simple energy conservation in a suffi-
ciently high time interval [0, t′] [24]∫ t′

0

[
P loss + R · dr

dt

]
dt′ = 0, (1.43)

integration by parts led to [24]:

R =
q2
d3r
dt3

6πε0c3
, (1.44)

where q is the dipole charge. For an oscillatory solution, d3r
dt3

= −ω2
0
dr
dt

and thus

d2r
dt2

+ γ0
dr
dt

+ ω2
0r = 0, γ0 =

1

4πε0

2q2ω2
0

3c3m
. (1.45)

Hence, equation 1.45 shows that the effect of the emitted radiation acting back
on the oscillating dipole is to create a mathematically equivalent damped undriven
harmonic oscillator, in which the resonance frequency is ω0 and the linewidth is
γ0. In general, the equation of motion is written in terms of the dipole moment
p(t) instead of the charge position:

d2p
dt2

+ γ0
dp
dt

+ ω2
0p = 0, (1.46)
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which has a solution for p as

p = ℜ{p0e−iω0t
√

1−(γ2
0/4ω

2
0)eγ0t/2}. (1.47)

The damping term γ0 enters in both the amplitude and the oscillatory terms of
the solution, meaning it affects not only the dipole strength but also the resonance
frequency. The characteristic time of the oscillator is defined as the time in which
the amplitude decreases as a factor of e−1 from its maximum value. In such a
case,

τ−1
0 = γ0 =

1

4πε0

2q2ω2
0

3c3m
, (1.48)

which is known as the decay rate of the classical dipole in a vacuum, and as
shall see later on using quantum electrodynamics, it is the classical analog of the
quantum spontaneous decay for a two-level system.

Dipole’s interaction with the environment

Up until now, the presented mathematical formalism only considers a set of iso-
lated charges in free space. Although important for introducing concepts, this
is not always the case. Most of the time, the system solution comprises a non-
homogeneous environment with multiple dipoles. In this section, the canonical
macroscopic charge example is studied: it includes an arbitrary number N of
point charges and a macroscopic body, considered as a continuous presence of
dipoles. The excited field, instead of the resulting electric field, is obtained, con-
sidering the influence of the individual point charges and the macroscopic body,
both described by their respective Green’s tensor, as shown in Figure 1.1. This
mathematical approach is sometimes referred to as the self-consistent dipole or the
coupled-dipole method and the excited field is usually called self-field (Esf ). The
Green’s tensor is first split in two contributions: the direct dipole field

↔

G0 and the
scattered field

↔

Gs due to inhomogeneities on the system such that
↔

G =
↔

G0 +
↔

Gs.
Under an external exciting field E0, the self-field is given by [24]

Esf (rk) = E0(rk) + ω2µ0µ
↔

Gs(rk, rk)pk

+ ω2µ0µ
N∑

n=1

↔

G(rk, rn)pn, n ̸= k, k ∈ [1, N ].
(1.49)

One particular solution of equation 1.49 is the analytical solution of the self-
fields for a single dipole interacting with a non-homogeneous environment. Its
dipole moment and the polarizability tensor ↔

α(ω) is related to the local self-field
as

p =
↔
α(ω)Esf , (1.50)
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Figure 1.1: Coupled dipole or the self-consistent dipole method. The volume k (at
rk) is under an external exciting field E0 and the self-field at this position is given by
equation 1.49.

and equation 1.49, in this case, writes as

Esf (r0) = E0(r0) + ω2µ0µ
↔

Gs(r0, r0)p. (1.51)
The self-consistent dipole moment is thus determined by both the scattering

part of the Green’s function and by the particle polarizability ↔
α(ω). The dipole

moment can be written as a function of an effective polarizability and the exciting
field E0 such

p =
↔
αeff (ω)E0, (1.52)

and the reflected fields can be accounted due to the non-homogeneous environment
after correcting the particle polarizability:

↔
αeff (ω) =

↔
α(ω)

1− ω2
↔
α(ω)

↔

Gs(r0, r0)
=

1
↔
α(ω)−1 − ω2

↔

Gs(r0, r0)
, (1.53)

which is equivalent to state that the presence of a scattering object transforms the
polarizability of the dipole from ↔

α to ↔
αeff .

To further understand the coupled system, one can use the dipole motion
equation 1.46 derived for the damping radiation. The scattered field enters in the
dynamics of the dipole moment through a driving term in the harmonic oscillator,

d2p
dt2

+ γ0
dp
dt

+ ω2
0p =

q2

m
Es, (1.54)

in which the trivial solution is suggested to have an oscillatory term with a different
resonant frequency than the natural frequency ω0. The amplitude envelope also
changes from γ0 to γ and the solution can be written as
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p(t) = ℜ{p0e
−iωte−γt/2},

Es(t) = ℜ{E0e
−iωte−γt/2},

}
(1.55)

which can be solved in the motion equation and afterwards compared to equation
1.48 to obtain the relationship [30]

γ

γ0
= 1 +

6πε0
|p0|2k3

ℑ{p∗
0 · Es(r0)}, (1.56)

which measures the linewidth change in a simple inhomogeneous media. This
result has successfully explained the behavior of spontaneous emission of single
molecules over planar [31, 32] and complex [33] substrates. Additionally, relation
1.56 also explains the fluorescence quenching of molecules near planar interfaces
[34, 35] with remarkable accuracy.

1.2.3 The basics of Quantum Electrodynamics

This section introduces the basics of quantum electrodynamics (QED) to provide
further insights into the discussed concepts. Besides, new physical quantities can
be defined within the QED frame, as it is more suitable to explain a myriad of
cavity-related problems. Examples include the Purcell effect, which is the enhance-
ment of the spontaneous decay in plasmonics systems due to its surroundings [36];
the role of cavities in the decay rate of molecules or atoms [37–41] and the char-
acterization of the different atom-cavity coupling regimes. The central physical
quantity that can describe all the aforementioned physical phenomena is the local
electromagnetic density of states (EMLDOS). As shall be seen in later sections,
EMLDOS is also the core concept of electron-based spectroscopy.

The single-particle Hamiltonian under an electromagnetic field

Before deriving a fully-quantized model, a semiclassical one is obtained by intro-
ducing quantum-mechanical operators for the atomic state, but using classical field
quantities. In this frame, the light-dipole, or light-atom, interaction is expressed
by perturbation theory by the interaction Hamiltonian. For an isolated particle
of mass m under the potential V̂ , the Hamiltonian is

Ĥ0 =
p̂2

2m
+ ˆV (r). (1.57)

If the particle is under the Lorentz force (equation 1.10), it can be shown that its
effect is completely described by replacing the particle’s momentum as [42, 43]

p −→ p − qA, (1.58)

which leads to the new Hamiltonian
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Ĥ =
(p̂ − qA)2

2m
+ ˆV (r) = Ĥ0 + Ĥint, (1.59)

and thus the particle-field interaction Hamiltonian can be written by substituting
p = −iℏ∇ and considering weak perturbations fields, and hence dropping the
quadratic terms of A:

Ĥint =
iℏq
2m

(∇ · A + A · ∇). (1.60)

In the Coulomb gauge, the invariant transformation of equation 1.22 is gauge
fixed by the condition ∇ · A = 0. In this frame, the perturbed Hamiltonian is

Ĥint =
iℏq
m

A · ∇ = − q

m
A · p̂, (1.61)

which is the generalized expression for the interaction Hamiltonian. Under the
so-called dipole approximation, one considers eik·r −→ 1, meaning the radiated
wavelength is much smaller than the atomic/molecule structure. It is possible to
show that, with the Hamiltonian commutation relation

[
x̂, Ĥ0

]
= iℏp̂/m, the well-

known interaction potential for a dipole in a field [44] expression can be written

Ĥint = −µ̂ · E, (1.62)

where µ̂ is the total electric dipole moment operator of the atom and it is written
as µ̂ instead of p̂ to follow most books conventions. It is given by

µ̂ = q
Z∑
i=1

r̂i. (1.63)

These are the fundamental aspects of the semiclassical light-dipole interaction. In
the next section, the derived semiclassical Hamiltonian is used to introduce the
quantization of the electromagnetic fields, leading to a fully quantized model.

Fock states and the quantization of the electromagnetic field

The most common approach into the electromagnetic field quantization is the
replacement of the potential vector into the potential operator (A −→ Â). To
do so, the classical field is compared to the quantum harmonic oscillator [45–47],
in which it is assumed the reader is familiar with. The vector potential must be
expanded in terms of the wavevector k (kx, ky and kz) and from the two transverse
polarizations (λ1 and λ2), generating the orthonormal basis ek,λ. Similarly to the
harmonic oscillator, the destruction (âk,λ) and the creator (â†k,λ) operators destroy
and create one photon of energy ωk in the mode kλ. The eigenvalues of these
states, nk,λ, designates the number of photons in the cavity, as can be seen in the
set of equations below. The complete derivation of this section can be found in
the appendix.
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âk,λ |nk,λ⟩ =
√
nk,λ |nk,λ − 1⟩ ,

â†k,λ |nk,λ⟩ =
√
nk,λ + 1 |nk,λ + 1⟩ ,

n̂k,λ = â†k,λâk,λ,

n̂k,λ |nk,λ⟩ = nk,λ |nk,λ⟩ .

 (1.64)

These quantum eigenstates of light are more usually known as photon-number
states or Fock states of the electromagnetic field. The Hamiltonian of the radiation
field can be obtained by the analogy with the 1D harmonic oscillator as

ĤR =
∑
k

∑
λ

Ĥk,λ, (1.65)

where

Ĥk,λ =
ℏωk

2
(âk,λâ

†
k,λ + â†k,λâk,λ), (1.66)

in which the subscript R stands for the radiation Hamiltonian. The analogy also
allows to obtain the electromagnetic field operators Â(r, t), B̂(r, t), and Ê(r, t).
For the electric field,

Ê(r, t) =
∑
k

∑
λ=1,2

ek,λÊk,λ(r, t), (1.67)

in which

Êk,λ(r, t) = iωk

√
ℏ

2ε0V ωk

[
âk,λe

−iωkt+ik·r − â†k,λe
iωkt−ik·r

]
. (1.68)

For convenience, the electric field operator is split into Ê = Ê
+
+ Ê

−
to reach

Ê
+
(r, t) =

∑
k
∑

λ=1,2 ek,λi
√

ℏωk

2ε0V
âk,λe

−iωkt+ik·r,

Ê
−
(r, t) = −

∑
k
∑

λ=1,2 ek,λi
√

ℏωk

2ε0V
â†k,λe

iωkt−ik·r,

 (1.69)

in which the operators Ê
+

and Ê
−

are complex conjugates and are responsible for
destroying (absorbing) or creating (emitting) one photon in the cavity, respectively.

Second quantization of the atomic state

The eigenstates, or Fock states, were described in terms of the ladder operators
for the electromagnetic field, following a similar mathematical formalism of the
quantum 1D harmonic oscillator. It is possible to introduce the creation and the
annihilation operators for the atomic state as well, which means the Hamiltonian
can be entirely described in terms of these two sets of ladder operators. This
is known as the second quantization of the atomic Hamiltonian, which can be
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done by writing the dipole operator in terms of any complete basis of an energy
eigenstate such as [47]

µ̂ =
∑
i

|i⟩ ⟨i| µ̂
∑
j

|j⟩ ⟨j| =
∑
i,j

µi,j |i⟩ ⟨j| , (1.70)

where

µi,j = ⟨i| µ̂ |j⟩ , (1.71)

and the sum is over any complete basis of unmixed states. As the dipole operator
acts in the atomic state, µi,j = 0 for i = j, i.e. there is no atomic transition when
the states are equal. For the two-level atom system consisting of the ground |1⟩
and the excited states |2⟩ and with a transition frequency of ω0 = ω2 − ω1, one
can define the operators

π̂ = |1⟩ ⟨2| ,
π̂† = |2⟩ ⟨1| ,

}
(1.72)

and the atomic level transitions are defined by

π̂† |1⟩ = |2⟩ and π̂† |2⟩ = 0,

π̂ |1⟩ = 0 and π̂ |2⟩ = |1⟩ ,

}
(1.73)

Clearly π̂ and π̂† behave as the annihilation and creation operators for the atomic
state, respectively. If the dipole operators have real eigenvalues for the eigenstates
|1⟩ and |2⟩, equation 1.70 can be re-writen as

µ̂ = µ1,2

(
π̂ + π̂†) , (1.74)

and thus equation 1.62 becomes

Ĥint = i
∑
k

∑
λ

gk,λ(âk,λe
ik·r − â†k,λe

−ik·r)(π̂ + π̂†), (1.75)

in which equation 1.67 was used for the electric field and

gk,λ =

√
ℏωk

2ε0V
ek,λ · µ1,2. (1.76)

Equation 1.75 explicit the four combinations between the photon population
(â and â†) and the current atomic state (π̂ and π̂†) by using two sets of ladders
operators. As can be seen in Figure 1.2, however, not all of these transitions
are allowed because changing the atomic state necessarily means absorbing or
losing the appropriate energy amount. In other words photon emission must be
accompanied by a relaxation to the ground state, while photon absorption must
excite the electron to the excited state of the two-level system.
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Figure 1.2: The four combinations of the ladder operators for the electromagnetic field
(â and â†) and for the atomic state (π̂ and π̂†). The energy between atomic levels is
Ef − Ei = ℏ(ω2 − ω1) = ℏω0 and the photon energy is ℏωk.

Excluding the forbidden transitions, the effective interaction Hamiltonian becomes

Ĥint = i
∑
k

∑
λ

gk,λ(âk,λπ̂
†eik·r − â†k,λπ̂e

−ik·r), (1.77)

and its matrix elements are

⟨nk,λ − 1, 2| Ĥint |nk,λ, 1⟩ = igk,λe
i(ω0−ωk)t+ik·r√nk,λ,

⟨nk,λ + 1, 1| Ĥint |nk,λ, 2⟩ = −igk,λe−i(ω0−ωk)t−ik·r√nk,λ + 1.

}
(1.78)

The top equation means the atomic level starts at the ground state and ends up
in the excited state accompanied by a photon lost in the cavity (absorption). The
bottom equation is the opposite, as it decays to the ground state upon an emitted
photon (emission). As it shall be seen soon, the probability of transition per unit
time is given by Fermi’s Golden Rule, which depends on the square modulus of
the matrix elements. They can be written as∣∣∣⟨nk,λ − 1, 2| Ĥint |nk,λ, 1⟩

∣∣∣2 = nk,λg
2
k,λ,∣∣∣⟨nk,λ + 1, 1| Ĥint |nk,λ, 2⟩

∣∣∣2 = (nk,λ + 1)g2k,λ.

 (1.79)

The photon absorption probability is proportional to the photon population ∝
nk,λ, while the photon emission probability is ∝ (nk,λ+1). The term independent
of nk,λ is the spontaneous decay, as the transition from the excited to the ground
state can happen even in the absence of photons. The component that depends
on photon population and is identical to the photon absorption rate probability
is called stimulated emission, which is proved here using the QED formalism.
The sum of both phenomena naturally translates into the total photon emission
probability.
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The decay rate and the partial local density of states

In this section, Fermi’s golden rule is used to quantify the transition rate from
these different eigenstates under the weak-perturbation frame [45]:

γ =
2π

ℏ2
∑
f

∣∣∣⟨f | Ĥint |i⟩
∣∣∣2 δ(ωi − ωf ). (1.80)

As discussed, spontaneous decay is associated with the term independent of
nk,λ so its transition rate probability γsp can be written as

γsp =
2π

ℏ2
∑
k

∑
λ

g2k,λδ(ωk − ω0), (1.81)

and, using the definition of gk,λ (equation 1.76),

γsp =
πωk|µ1,2|2

ℏε0
1

V

∑
k

∑
λ

nµ · |ek,λ|2nµδ(ωk − ω0), (1.82)

where nµ is a unit vector taken in the direction of the dipole momentum. The right
part of this equation is called a projection in the µ direction of the EMLDOS.
This can be written as

ρe,µ(r, ω0) =
1

V

∑
k

∑
λ

nµ · |ek,λ|2nµδ(ωk − ω0). (1.83)

Hence, the spontaneous decay time can be re-written as

γsp =
πωk|µ1,2|2

ℏε0
ρe,µ(r, ω0). (1.84)

To trace the correspondence with the classical result, the EMLDOS must be de-
fined in terms of Green’s function, in which the complete derivation can be found
in the appendix:

ρe,µ(r, ω) =
2ω

πc2V

[
nµ · ℑ{

↔

G(r, r′, ω)}nµ

]
. (1.85)

In Cartesian coordinates, the entire density of states instead of its projection
in a given axis can be obtained by summing up in the canonical basis nx, ny, and
nz such that

ρe(r, ω) =
∑

u=nx,ny ,nz

2ω

πc2V

[
u · ℑ{

↔

G(r, r′, ω)}u
]
. (1.86)

By using quantum formalism, the EMLDOS, intimately linked to spontaneous
decay, is introduced. Additionally, this quantity was related to the projection of
the imaginary part of the Green’s tensor along the net dipole direction. As shall be
seen, EELS can be qualitatively associated with the classical dipole power loss and,
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thus, with the imaginary Green’s tensor and the ELMDOS. Cathodoluminescence
(CL) processes that are phase-locked with the exciting fast electron, on the other
hand, measures the energy transferred to the far-field, and so is better related to
the Poynting vector. CL can also be linked to the QED formalism of spontaneous
decay, as an electron can excite atomic states and light emission can happen
even in the absence of external optical fields. Electron energy-gain spectroscopy
(EEGS), a less usual electron spectroscopic technique, also can be explained by
the light-matter interaction Hamiltonian developed in the QED frame.

1.3 Scanning Transmission Electron Microscope

The scanning transmission electron microscope (STEM), in an utterly simple de-
scription, uses relativistic free electrons generated in an electron gun and a set of
electron lenses, also called magnetic round lenses, to form a small electron beam
onto a thin sample. The transmitted electrons are used to obtain images, diffrac-
tion patterns, or spectroscopic information of the sample. The magnetic lens used
to form the probe in the sample is called an objective lens, while lenses before it
are normally called condenser lenses. The small probe is rastered on the sample
by using a set of scanning coils. For every rastered pixel, a variety of signals can
be simultaneously collected e.g. annular dark-field (ADF), bright-field (BF), and
electron energy-loss spectra. EELS is a multi-channel signal, meaning a spectrum
is acquired per probe position, while ADF and BF signals are both single-channel
imaging detectors. BF is usually an electron scintillator coupled to a photomul-
tiplier tube (PMT) placed in the optical axis of the electron microscope up to ∼
15 mrad for typical values. The ADF is also a scintillator-PMT system, although
placed at higher angles and containing a central hole in which the low-angle elec-
trons can pass through and do not contribute to the imaging contrast.

To perform EELS experiments, an electron prism, a set of magnetic
quadrupoles (Q4), and an electron detector are required. Additionally, in modern
microscopes, sextupoles (Q6) can also be included to correct for chromatic aberra-
tion, also called Cc correction. Due to the large energy range detected by EELS,
from the far-infrared regime to the soft X-rays, the spectrum is generally divided
between low-loss, from tens of meV excitations up to ∼ 100 eV, and core-loss, from
∼ 100 eV and beyond. Figure 1.3 displays a simplified scheme of a STEM column
along with the basic aspects of EELS experiments. In the low-loss region, the un-
scattered or the elastically scattered electrons produce the most intense spectral
feature, also called the zero-loss peak (ZLP), while the other losses come from
electron inelastic scattering with outer-shell electrons of the sample. Inner-shell
excitations are studied in the core-loss part of the spectrum. At the bottom of
Figure 1.3b, the ionization threshold for the carbon K edge and the calcium L
edges are displayed. More details of EELS are provided in the following sections.

Many interesting aspects of electron microscopy come from the wave nature of
the electron beam. The electron wavelength is related to its momentum by the
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Planck constant as

λ =
h

p
. (1.87)

The wave nature of the electron beam explains the origin of the contrast of
both typical imaging systems. While low-angle scattered electrons are known to
have a strong contribution from phase-contrast, typically associated with the BF,
higher-angle scattered electrons form an incoherent form of imaging, meaning the
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Figure 1.3: Scheme of the electron microscope and an acquired EELS spectrum. (a)
Simplified version of a STEM column. Electrons are generated in the source and pass
though a monochromator. A parabolic mirror allows to perform light emission or light
injection experiments. Scattered electrons in higher angles form the ADF contrast, while
lower angles go through the EELS spectrometer. A set of quadrupoles (Q4) permit to set
the proper experiment dispersion to reach the electron detector. Additionally, in modern
EELS systems, sextupoles (Q6) are used to correct chromatic aberrations. (b) Examples
of low-loss and core-loss EELS spectra, in which the intensity is normalized relative to
the ZLP.
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interference effects of the phase-contrast are mostly washed out, typically asso-
ciated with the ADF [48, 49]. In the scattering theory, a strong atomic number
contrast is also perceived in high-angle scattered electrons, making the ADF an
important chemically sensitive imaging system [50, 51]. Because ADF has a cen-
tral hole in which the inelastically scattered beam can pass through, ADF is a
particularly important imaging system for STEMs performing EELS because they
can be acquired simultaneously. There are many other well-known techniques
available in a STEM that are not used in this work e.g. nano diffraction [52, 53],
an important tool in material’s science, and energy-dispersive X-ray spectroscopy
(EDX) a widely used technique capable of performing atomic-resolved chemical
mapping by collecting the emitted X-rays from the sample upon interaction with
the fast electron [54, 55].

Many available resources discuss these fundamental aspects of electron mi-
croscopy. The reader can find excellent discussions in the references [48, 49, 56,
57]. Nonetheless, a very brief discussion will be done for the distinct available
electron sources, the EELS spectrometer, and modern electron monochromator
designs, in special the one used in this work. These elements are displayed in the
sketch of Figure 1.3a.

1.3.1 Electron sources

In most textbook discussions on electron microscopy, one physical quantity reigns
when the objective is to gauge the electron microscope performance: the brightness
B. It is defined in terms of the current I passing through a surface of area A
within a solid angle Ω. Electron acceleration voltage (V), however, changes the gun
brightness thanks to the change in the convergence angle [57]. More appropriately,
a reduced brightness can be defined as

B =
I

AΩV
. (1.88)

Few things in an electron microscope disrupt the principle of brightness conser-
vation. One is the Boersch effect, a stochastic Coulomb interaction between elec-
trons [58] especially important in a focused probe, and that increases the energy
spread of electrons. The second is electron energy-filters, or electron monochro-
mators, which reduce the intrinsic energy spread of the beam. Energy-filtering
decreases beam current without changing area or the solid angle and thus also
decreases the beam brightness. This sometimes leads to alternate definitions of
brightness, such as including the energy spread in the denominator of equation
1.88.

Brightness and energy spread, despite the possibility of manipulating them in
the electron column, are intrinsic properties of the electron gun. They are also
related to a more complex physical quantity: electron coherence. If two points
in the beam are coherent, it means that there is a well-defined phase relationship
between them. The temporal coherence length is how much distance in the column
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this spatial coherence is sustained [57]. Temporal coherence length, therefore, is
related to the electron beam energy spread. Monochromated electron sources, for
example, have high temporal coherence because electrons travel at similar speeds
between each other. Coherence is a important concept in a microscope thanks to
its relation to a constant electron phase and, consequently, the ability to form a
strong phase-contrast and diffraction patterns. Temporal coherence length is also
important because magnetic lenses focus strength depends on the electron energy
and thus sharper images are formed within a beam with smaller energy spread
(smaller chromatic aberration).

There are several types of electron guns. They are generally divided into
thermionic sources, Schottky field-emission guns (Schottky FEGs), and cold field-
emission guns (cFEGs). Thermionic guns (usually made of tungsten (W) or Lan-
thanum hexaboride (LaB6) filaments) can be simply explained by the temperature-
dependent Fermi-Dirac distribution. As the temperature of the filament rises,
states with energies above the Fermi-level are occupied. The fermions that are
in energy states beyond the work function ϕ of the source material (ϕ = 4.5 eV
for Tungsten and ϕ = 2.4 for LaB6) are unbounded and hence can be extracted.
The available current density, in units of A/m2, for the source is expressed by
Richardson’s law:

jth = aT 2e
−ϕ
κT , (1.89)

where a is the emission constant, or Richardson’s constant, of the emitter, κ
is the Boltzmann’s constant and T is the emitter temperature. Usually, high
temperatures are required to achieve reasonable gun brightness, which in turn
spread out the Fermi-Dirac distribution too much in the energy axis, creating a
poor gun spectral resolution, in the order of 3.0 eV and 1.5 eV for W and LaB6,
respectively.

Schottky FEGs are usually described similarly to thermionic sources, using
Richardson’s law, but with an appropriate correction due to the reduced work
function, thanks to an external field applied to the surface of the emitter. Schottky
FEGs achieve a spectral resolution around 0.5 - 0.8 eV and brightness in the order
of 5 × 107 A/(m2 sr V) [59, 60].

CFEGs, on the other hand, works not at “cold" temperatures, but rather at
room temperature. The free electrons are obtained by quantum tunneling in the
presence of a strong electrostatic field. Field emission was successfully described
by Ralph Fowler and Lothar Nordheim and the equation that describes the current
density is called the Fowler-Nordheim’s equation expressed as

jfe = aβ2U
2

ϕ
exp−bϕ3/2

βU , (1.90)

where β is the field-enhancement factor, a ∼ 1.54 × 10−6 and b ∼ 6.83 × 109 are
constants and U is the extraction voltage.
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The energy distribution of the field-emission process was analytically solved
30 years after the theoretical developments of Fowler and Nordheim [61]. Today
a generally accepted value for the inherent spectral resolution of cFEGs is ap-
proximately ∼ 0.3 eV, while brightness can be as high as 4 × 108 A/m2 sr V.
Systematic efforts have been put into the microscope community to find higher-
brightness electron sources. One of the most successful attempts was done by using
carbon nanotubes as electron sources [62, 63] thanks to its very chemically inert
surface when compared to tungsten tips. The brightness from carbon nanotubes is
virtually infinity due to the single-atom electron emission. However, these tips are
still far from being practical; tip changing involves fib-milling, micro-manipulation,
and complicated welding processes. Efforts are still being put to turn such sources
viable [64]. As a second and interesting example, LaB6 nanowires have been re-
cently proved to be extremely stable emissions guns. Higher brightness and a
smaller spectral resolution when compared to tungsten tips have been observed,
including the first atomic-resolved imaging [65, 66]. However, similarly from the
carbon nanotubes, LaB6 nanowires as cFEGs are still very dependent on intricate
fabrication methods.

1.3.2 The basics of electron optics

Aberration correction

The ultimate goal of a scanning transmission electron microscope is the acquisition
of atomic-resolved images along with its spectroscopic information with the best
possible spectral resolution. It is rather obvious that correcting the aberrations
from the electron probe benefits the microscope’s spatial resolution. Aberration
correction, however, also plays a significant role in electron spectrometers and
electron monochromators. Decades of trying to produce aberration correctors
are probably responsible for a lot of recent developments in electron microscopy.
It is therefore impossible to discuss electron spectrometers and monochromators
without correctors.

Aberration correction in electron microscopy is almost as old as electron mi-
croscopy itself. In 1931 Ruska demonstrated that a magnetic coil acts as an elec-
tron lens, similar to how an optical lens acts in a photon. In 1936, Otto Scherzer
proved that these coils always have inherent chromatic and spherical aberrations
associated. His finding, the Scherzer theorem, has stimulated decades of work
from a generation of physicists around the world [67–69]. Third-order spherical
aberration, also known as Cs, is known to be one of the most limiting aberra-
tions to achieve atomic-resolved images. Efforts to correct Cs are countless. They
include a pair of sextupoles and a telescopic pair of electron round lenses [70],
and the quadrupole-octupole corrector, initially performed in a scanning electron
microscope [71] and later in a STEM [72–74].

The goal of correctors is, therefore, to compensate induced aberrations from
imperative optical elements, such as the microscope objective lens, with other
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non-imperative optical elements. In practice, one can understand it as wavefront
correctors. Similar to what happens in optics, in which spatially coherent beams
can be focused in a small light probe, electron probes achieve smaller probes when
these wavefronts are flat.

The magnetic prism

The magnetic prism is the central element in EELS. Its principle is rather easy
to understand: fast electrons travelling at a speed v along the main microscope
column axis are deflected by an electromagnet in which a magnetic field B is
present and it is orthogonal to the electron propagation direction. The electron is
submitted to the Lorentz’s force, given by F = −e(E+ v×B). In the absence of
electric field E, the electrons travel in a circular trajectory in which the radius is
given by [75]

R =
γm0

eB
v, (1.91)

where γ = 1√
(1− v

c
)2

is the Lorentz factor and m0 is the electron rest mass.

As it is clear from Equation 1.91, the electrons perform a circular trajectory
with a distinct radius for different electron energies thanks to the energy depen-
dency on the electron velocity. The magnetic prism is designed in such a way
that the electrons exit the section at around π/2 angle relative to its entrance,
explaining the very characteristic shape of electron microscopes having electron
spectrometers, as sketched in Figure 1.3a. In a standard magnetic prism, radial
focusing is achieved to first-order, meaning that, for a point beam at the entrance
of the microscope, the microscope focuses the beam in the dispersive direction
[76]. The magnetic prism, therefore, produces electron bending, dispersion, and
focusing.

The dispersion of these elements is rather small, approximately 1-2 µm/eV,
meaning that small slits were required when detection is made immediately after
the electron spectrometer, as it was performed with single-channel detectors like
PMTs. With a parallel detector, such as a charged-coupled device (CCD), a set of
quadrupoles are used between the section exit and the detector plane to chose the
appropriate dispersion conditions for the experiment (see Figure 1.3). Like any
other electron optics, electron spectrometers produce aberrations in the electron
beam so correctors must be placed to reduce them [77]. Additionally, the careful
design of the section angle of the spectrometer can also be used to reduce the
induced aberrations [75].

Electron monochromators

Similar to aberration correctors, the design of energy-filtering devices began very
early on. However, differently, these systems had experienced great early success,
pushing the limits of energy-filtered imaging and energy spectroscopy since the 60s.
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The dispersive properties of the magnetic section have allowed the development
of the first energy-selecting electron filter, called Henry-Castaing filter, or Prism-
Mirror filter [78, 79]. The Wien’s filter, developed in 1898 for a positive-ion beam,
uses simultaneously an electric and magnetic field, perpendicular to each other
and to the electron propagation direction. The fields obey the relation E = veB,
meaning that electrons traveling through the filter axis with speed ve have their
trajectory unperturbed, while others perform a helical path, creating an energy-
dependent focus along the electron direction. Wiens’s filters have achieved the
very impressive spectral resolution of ∼ 5 meV using 25-40 keV electrons back in
the 60s, being capable of detecting phonons [80] (only seen in STEM with good
spatial resolution in 2014 by Krivanek et. al. [81]) and temperature-dependent
electron energy-gain at ∼ 42 meV [82] from the ZLP. Despite all these impressive
works, the spatial resolution was limited to ∼ 100 µm.

Among all the other possible filter designs, Krivanek et. al. have developed an
electron monochromator, right after the electron gun, employing several magnetic
prisms whose energy-filtering is effectively done by a mid-path slit, as shown in
Figure 1.3a. The first prism is responsible for deflecting the beam right into the
second prism, which disperses the beam into the slit. The monochromated beam
passes through a third prism, which regroups the dispersed beam into the first
prism. The symmetry of these systems, also called α-filters for their similarity
with the Greek letter, make the electron beam trajectory direction unchanged [83,
84]. The last magnetic section in the microscope, at the EELS spectrometer, has
the same current passing through the electron monochromator. Careful design of
these two parts of the system results in an EELS spectrometer without energy
shifts even in the presence of small current variations [85]. Additionally, the slit is
capable of measuring the incident current at both halves, which is used in a control
system for the high-voltage system to keep the beam centered at the slit. Finally,
a set of quadrupoles and sextupoles are used to correct first and second-order
aberrations, creating the smallest probe possible at the slit plane.

As shall be explained in a later section, one of the microscopes used in this
thesis employs the described α-filter. The microscope has also an aberration cor-
rector up to the fifth-order, systematically achieving atomic-resolved images under
∼ 15 meV spectral resolution.

1.4 Electron Spectroscopy

1.4.1 Electron Energy Loss Spectroscopy

EELS, as it should be clear at this point, measures the energy lost by an electron
upon interaction with a sample. The origin of the EELS signal is usually explained
in terms of the work done by the induced electric field Eind acting back on the
electron [86, 87] as



Chapter 1. Concepts and mathematical Tools 46

∆E = e

∫
v · Eind(r, t)dt =

∫ +∞

0

ℏωΓEELS(ω)dω, (1.92)

where v is the electron velocity and ΓEELS is the electron energy loss probability,
given in units of the inverse of energy (usually eV−1). This equation can be re-
written as

ΓEELS(ω) =
e

ℏπω

∫
ℜ{e−iωtv · Eind(r, t)}dt. (1.93)

The general form of 1.93 is rather instructive. If one determines the induced
electric field due to the fast-moving charge in the frequency domain, loss proba-
bility can be retrieved.

Only a few problems in EELS have analytical solutions, especially for symmet-
rical structures such as spheres and cylinders or for simple objects such as planar
structures. These analytical problems can be solved by three forms: (i) by the
so-called quasi-static approach, in which the problem dynamics is considered to
be instantaneous; (ii) by solving all the fields using Maxwell’s equations, which
includes retardation effects; (iii) by using a quantized model. All of the required
concepts in this thesis can be sufficiently explained by the complete solution of the
fields using Maxwell’s equations. In this picture, the current density is J = vρ,
where ρ is the electron charge density. One can thus use the volume integral
equation for the electric field in equation 1.33 into equation 1.93 for an electron
propagating in the z direction to reach [87]

ΓEELS(r, ω) =
4e2

ℏ

∫ ∫
cos

[
ω(z − z′)

v

]
×ℑ{−z ·

↔

G(z, z′, ω) · z}dzdz′, (1.94)

where r in this context is the electron impact parameter, which lies in a perpen-
dicular plane relative to the electron propagation.

To give a more concrete meaning for ΓEELS, note how the integrand on equation
1.94 is similar to the power loss obtained for the classical dipole radiation in
equation 1.41 through the imaginary part of the Green’s tensor. It is important
to note that EELS is capable of measuring this power loss along the electron
propagation, meaning that only the component of the dipole moment along this
direction contributes to the measured spectrum. In other words, a fast electron
can induce a dipole momentum onto a sample, including directions that lie outside
the traveling path, but EELS is only capable of measuring the work done by the
z-component of these induced fields, partially depicting the total power loss from
the induced fields in the form of absorption. As shown in equation 1.85, the
projection of the Green’s tensor along a given direction is the EMLDOS. For this
reason, EELS is sometimes said to measure the partial, or projected, EMLDOS
integrated over z, or the z-EMLDOS, which is probably the closer defined physical
quantity related to what is probed by EELS [88–90].
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Low-loss & core-loss EELS

Although the presented equations are generally valid, as previously mentioned,
EELS is usually divided between inner-shell and outer-shell excitations, or core-
loss and low-loss EELS, respectively. Most of the electrons interact with the outer
atomic shells of the sample, which are responsible for the observed energy losses
up to ∼ 100 eV. This division is generally performed because the EMLDOS can
be better explained case-by-case, dependent on the absorbed energy range. For
low-losses, for example, the optical properties of the sample are used to model
the observed spectral features, even containing many theoretical overlaps between
light-based and electron-based spectroscopies. In the core-loss, the strong spatial
localization of such high energies allows unveiling details of the chemical bonds
and chemical mapping in the atomic-resolved scale. Inner-shell spectroscopy is
also largely associated with X-ray emission from the sample, as the de-excitation
process must fill the vacant electron with an outer electron with a subsequent
probability of photon emission. This has been briefly mentioned in an earlier
section. It is called electron-dispersive X-ray spectroscopy (EDX) but has not
been performed in this thesis.

1.4.2 Cathodoluminescence

CL is the process of light emission by a sample under an electron beam excitation.
For coherent processes, CL can be determined by integrating the energy flux along
the entire radial direction nr in the far-field, or in the limit of kr −→ ∞. In
Maxwell’s equations, the energy flux is given by the Poynting theorem in equation
1.14. CL is generally written [87, 89] as

ΓCL(ω) =
c

4ℏπ2ω
lim

kr−→∞

∫
r2ℜ{ur ·

(
Eind(r, t)× Hind(r, t)

)
}dΩ. (1.95)

Equation 1.95 is an analytical expression for coherent cathodoluminescence,
which includes surface plasmon resonances and transition radiation, for exam-
ple. Incoherent cathodoluminescence is generally associated with the creation of
electron-hole pairs, in which photon emission is a consequence of their recombi-
nation and is generally said to be spatially delocalized thanks to their diffusion
length. Incoherent cathodoluminescence is a very broad and active field of study
in electron microscopy e.g. the study of spatially-dependent quantum confine-
ment effect [91, 92] and single-photon sources [93]. Most of the work in this thesis,
however, was performed under the coherent excitation picture. The exception
is the last chapter, in which cathodoluminescence excitation spectroscopy (CLE)
provides a new way of understanding incoherent CL processes.

Light emission in a CL process is associated with the spontaneous decay de-
scribed in section 1.2.3, and thus also with the second equation in the set 1.79.
Spontaneous emission does not depend on the current photon population and only
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requires an excited atomic state. Within this picture, CL can be understood as a
two steps process. The fast-electron induces the electric field in the sample and
measures the EMLDOS projection in EELS. If there is a non-zero net dipole mo-
ment in the near-fields, there is also a non-zero Poynting vector in the far-field
condition (kr −→ ∞) and thus CL is expected. As it was seen in section 1.2.2,
the effect of an emitted radiation by a dipole is mathematically equivalent to a
damped undriven harmonic oscillating dipole, which is called radiation damping.
The total losses of the system (ohmic, radiation damping, etc) explain the well-
known energy shift between near-field and the far-field resonances, i.e. a peak
shift between EELS and CL [94, 95].

Finally, light collection devices in a STEM are not as standard as EELS. It
requires lenses or mirrors, optical spectrometers, and suitable electron microscopes
(large polepieces, available windows, etc.). Since the pioneering work of Yamamoto
et. al. [96], CL systems in electron microscopes have been increasingly popular
[87, 97]. It is worth mentioning that CL systems in scanning electron microscopes
(SEMs) are much more widespread, which allows to perform experiments with
higher currents, and in thick samples, although with a reduced spatial resolution
[98, 99].

1.4.3 Electron Energy Gain Spectroscopy

EEGS is based on an intermediate concept between EELS and CL. Instead of using
either the electron energy-loss or the far-field radiated field to do spectroscopy, an
intense laser pulse is shone onto the sample and the incident fast electron interacts
with the induced fields by the optical external field. This interaction is manifested
by the probability of a stimulated energy loss or gain by the swift electron, which
can be directly measured in the EELS spectrometer at both sides of the ZLP. As
the probability of stimulated gain and loss peaks is proportional to the intensity
of the induced fields by the external illumination, the spectral resolution of the
technique is given by the linewidth of the light field. This laser-assisted high
spectral resolution represents an increase of at least a factor of 100 concerning
the modern electron monochromators, as discussed in section 1.3.2. Since its
first description in 2008 [3], the technique contemplates the acquisition of the
so-called EEGS, in which a series of EELS spectra is acquired, each one for a
unique narrow-band laser wavelength. The objective of this section is to give a
simplified mathematical description of the problem. Further discussion is given at
the dedicated chapter later on in this thesis.

The unperturbed electron wavefunction can be written as a moving envelope
function g(z, t) such that [100–102]

ψ(z, t) = g(z − vet) exp[i(kez − ωet)], (1.96)

where ve is the electron velocity, z is the electron position, ke and ωe are the
electron wavenumber and its angular frequency, respectively. Using equation 1.60
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within the Coulomb gauge condition (∇·A = 0), the interaction Hamilton can be
written as

Hint = −i qℏ
2me

(
Ê

+

iωp

− Ê
−

iωp

)
· ∇, (1.97)

where ωp is the angular frequency of the external light illumination. Electrons
can interact with the scattered field by either absorbing (Ê

+
) or losing (Ê

−
) a

photon energy ℏωp [100], as already demonstrated in equation 1.69. To derive a
probability expression for the observed stimulated gain and loss peaks, the electron
wavefunction and the external light field are both modeled as Gaussian envelopes
with durations σe and σp, respectively. This allows modeling the electron-photon
interaction under multiple illumination conditions, such as in continuous regimes,
fast pulses (nanoseconds), and ultrafast pulses (picoseconds and femtoseconds).
The electron envelope can be written as

g(z, t −→ −∞) =

(
1√

2πveσe
exp

[
− z2

2(veσe)2

])
, (1.98)

and the light field as

E = E0 exp

[
−(z − c(t− τ)2)

4c2σ2
p

]
exp[i(kpz − ωpt)]. (1.99)

Solving the time-dependent Schrödinger equation, iℏ(∂/∂t)ψ = Hintψ and
after a long demonstration2, the final electron wavefunction reads as

ψ(z, t) = g(z − vet,−∞)
+∞∑

n=−∞

ξn(z − vet) exp

[
i

[(
ke + n

ωp

ve

)
z − (ωe + nωp)t

]]
,

(1.100)
where the amplitude coefficient is given by

ξn(z) =

(
Fz

|Fz|

)n

Jn

(
q

ℏωp

Fz exp
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2

4v2eσ
2
p

])
, (1.101)

and the EEGS field is defined as

Fz

(
ωp

ve

)
=

∫ ∞

−∞
dzEz(z, 0) exp

[
−iωp

ve
z

]
. (1.102)

First, note how the EEGS field Fz is the Fourier transform of the scattered
electric field along the electron propagation direction. The phase-matching con-
dition can be seen in the exponential term of equation 1.102, as the momentum
transfer must satisfy kp = ∆ke and thus the photon phase velocity must be equal

2Complete, and identical, solutions can be found in references [100, 101].
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to the electron group velocity (vp = ωp/kp = ωp/∆ke = ve) to achieve a maximum
EEGS intensity. The resulting electron wavefunction in equation 1.100 suggests
the presence of infinite stimulated electron energy-gain and losses side bands (pos-
itive and negative terms of n in the summation) at energies nℏω. The intensity of
these side bands are modulated by the amplitude coefficient expressed in equation
1.101, which follows a Bessel function of the first kind of order n.

In the absence or in the low light-intensity regime, Fz −→ 0 and Jn −→ 0 for
∀n ̸= 0, meaning only unscattered electrons contribute to the observed spectra.
As soon as the external electric field increases, scattered electrons contribute to
the amplitude of sidebands, while the unscattered amplitudes reduce. This oscil-
latory behavior of the amplitudes of the sidebands has already been reported [5],
essentially validating the set of equations described in this section.

EEGS is thus essentially measuring the intensity of scattered electrons by the
external light field, which means its probability is dependent on the laser intensity,
and its central wavelength and linewidth. Modern electron monochromators can
reach, at its best, 2-5 meV, which would be equivalent to a linewidth of ∼ 0.5
nm centered at 580 nm, while ns laser sources can reach as low as 2 pm. Besides,
EEGS is capable of increasing the desired signal by increasing the amplitude of
the external signal i.e. the laser power, especially important for weak scattered
fields.

1.5 The microscopes

As in most of the experimental physics projects, many tools have been used along
with this thesis. Extensively detailing of all of them is impractical and uninterest-
ing. Two of them, however, are worth the effort. The first is a modified Vacuum
Generators model HB 501 (VG) microscope, one of the first commercially available
dedicated STEM microscopes, more than 40 years old, in which all of the instru-
mental development of this thesis has been performed. The second is a modified
Nion Hermes200 STEM, called ChromaTEM, which is one of the most advanced
STEM at the time of writing. Many chapters in this thesis use both microscopes
and performance differences can not be stressed enough. ChromaTEM reflects all
the astonishing advances in microscopy, but with performance comes complexity,
making tests and developments unattainable. It is expected that the reader ap-
preciates the VG as much as it deserves, as every chapter in this thesis would not
be possible without it. Pictures of both microscopes can be found at the appendix
of this work.

Vacuum Generators HB501

The VG used has been extensively modified along with its lifespan. Better PMTs
are used in both ADF and BF imaging systems, the serial EELS detector has been
replaced by a parallel acquisition system, and most parts of the analog panel, used
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to control objective lenses, stigmators, the electron spectrometer, etc. have been
replaced by a custom-made scanning unit developed by Marcel Tencé over the past
years. Many key group developments have been performed in this microscope,
which includes the development of 3D datasets, or hyperspectral images [103],
single-atom EELS measurements [104] and an in-house-built cathodoluminescence
system [92]. The latter has also triggered many important studies, such as the
observation of single-photon generation under electron excitation [105], photon-
bunching in cathodoluminescence [106] and, more recently, the study of single-
photon emitters in individual defects in hexagonal boron nitride [93].

The microscope uses a cold field emission gun, which allows one to reach cur-
rents up to ∼ 250 pA in a sub-nanometer probe size with a spectral resolution of
∼ 300 meV at full-width at half-maximum. The EELS spectrometer is a Gatan
666 model, with electron aberration correctors up to the second-order controlled
by homemade electronics. For low dispersion, EELS is limited by the point spread
function (PSF) of the electron spectrometer at ∼ 5 pixels, mostly due to photon
backscattering between the scintillator and the CCD layer. The microscope also
has a light-collection device based on a high numerical aperture parabolic mirror
that can be positioned within a micrometer range by a set of micrometer posi-
tioners. The CL signal is gathered in an optical fiber bundle directly coupled to
an optical spectrometer. This prototype has developed into a commercial solution
by Attolight (Mönch actuator) [107]. For this thesis, an optical table has been at-
tached close to the CL system to perform light injection and collection with more
degrees of freedom on the alignment. As it will be seen later in this work, this has
allowed several single-fiber experiments that would otherwise be impossible.

As it will be shown, I have also actively developed this microscope using
Python3 within the interface of the open-source software NionSwift [108]. Im-
plementations details are given in the next chapter.

ChromaTEM

ChromaTEM is based on a Nion Hermes200, a Cs-corrected microscope that op-
erates between 30 and 200 kV. The stabilized cFEG allows reaching currents as
high as ∼ 1 nA with a 0.2 nm probe size. The microscope also has an electron
monochromator (α-filter) capable of reaching down to ∼ 5 meV spectral resolution
at the electron acceleration of 60 kV. The improved spectral resolution allows the
microscope to access the far infra-red region of the energy-loss spectrum, down to
the 40 meV or less, and essentially opening an entire branch of optical excitations
vastly unknown by the electron microscopy community. This is an immense con-
trast concerning VG microscopes, in which having reasonable signal-to-noise even
at the 1.5-2.0 eV range can be challenging due to the ZLP tail and high-voltage
instabilities. Naturally, ChromaTEM has triggered multiple works in the infra-
red regime, specially on phonons [81, 109, 110] and plasmons [111–113]. The CL
system in ChromaTEM uses the commercial solution from Attolight and has also
triggered recent works involving the relation between EELS and CL [16, 114] with
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a much better EELS spectral resolution than previous studies. Mirror positioning
is made by a set of three encoded stepper motors that translates into a spatial
resolution of ∼ 50 nm. Note that although an optical table close to the CL is
unpractical, it is possible to attach small optical setups directly at the CL system,
as shall be seen in later chapters.

1.6 Numerical Methods

There are many available computational tools to solve classical problems in elec-
tromagnetism, all of them rely on results of the Maxwell’s equations discussed
above. These can be used to determine, for example, light propagation in a non-
trivial medium, in which analytical solutions are non-existent, but can also be
used to determine the induced fields upon a point charge excitation, mimicking
the fast electron.

The EELS retarded field response of nanoparticles has been modeled using
the boundary element method (BEM) [115, 116], which takes its name due to the
algorithm functioning, full-filling the problem boundary conditions. Later, the
EELS response of metallic nanoparticles has been scrutinized using dipole discrete
approximation (DDA), a more general method capable of simulating materials of
arbitrary geometry [117, 118] and finite-element method (FEM) [119, 120]. More
recently, more sophisticated and user-friendly software has been developed, most
notable by MNPBEM, an efficient MATLAB toolbox that uses BEM to simulate
EELS of metallic nanoparticles [121, 122].

In this thesis, finite-difference time-domain (FDTD) has been used [123, 124].
Different from BEM, FDTD makes no assumption of the system e.g. boundary
conditions, which makes it a very straightforward simulation tool, with little to
no need for previous experience. Besides, as it will be later discussed, one of the
most important samples used throughout this work is optical resonators, which
are most commonly studied under FDTD because the time-domain provides one
of the most critical parameters for these devices, i.e., the quality factor. Thanks
to that, EELS has also been studied under this picture, in which a brief discussion
is provided.

Finite-difference time-domain

In FDTD, the space is divided into a discrete mesh and time evolves in discrete
time steps. The space cells are also called Yee’s cells. As it was seen in Maxwell’s
equations 1.1, the time variation of the electric field (or magnetic field) depends
on the curl of the magnetic field (electric field). This relationship is the basics of
FDTD: the updated value of the electric field (magnetic field) is its current stored
value added to the curl of the magnetic field (electric field).

To find an expression more suitable to FDTD, equation 1.38 can be substituted
in equation 1.94, and, to be consistent with most EELS literature, the inward
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solution of 1.29 was written in Gaussian units

ΓEELS(ω) =
e2

4πω2

∫ ∫
cos

(
ω(z − z′)

v

)
×ℑ

{
Eind

z (z, ω)

p(z′, ω)

}
dzdz′, (1.103)

where z′ is the position of the calculated field, z is the dipole charge position, and
p(z′, ω) is the amplitude of the dipole. The simulation is performed by displacing
a dipole along the electron direction in the finest possible step size dz. For every
point, the induced fields are calculated along the same trajectory z′. The only
output from the simulation is the ratio Eind

z /p in equation 1.103. To obtain the
induced fields, the simulation must be performed twice: once with and once with-
out the scattering structure. Finally, note how the electron velocity only enters in
the cosine term of equation 1.103, making it a trivial tool for studying the elec-
tron phase-matching conditions in optical resonators because arbitrary electron
velocities can be determined with a single FDTD simulation.



2
EEGS with a monochromated and continuous

electron beam

2.1 Introduction

The idea of reversing the process of energy loss upon using an external light field
has its first appearance in a small paragraph of a seminar given by Archie Howie
[1, 2]. It was suggested as “electron probe excitation with photon emission” and
briefly discussed the surprising lack of works using cathodoluminescence (CL) in
transmission electron microscopes, despite being already popular in scanning elec-
tron microscopes [125], and the pioneering works of Yamamoto [96, 126]. Howie
proposed the illumination of a sample using tunable light sources to populate de-
fect states and that an energy-gain and loss peak would rise although very weak.
The electron energy-gain peak was not, however, a complete stranger to the com-
munity. A few experiments dating from the 60s and 70s have already reported elec-
tron acceleration as a consequence of the sample’s temperature-dependent phonon
energy [127, 128]. These works reverberate until today, with the potential use of
electron probes as local thermometers [129].

In 2008, electron energy-gain spectroscopy (EEGS) arose as a promising tech-
nique that could overcome the poor spectral resolution endured by electron energy-
loss spectroscopy (EELS) and the lack of signal by CL, ultimately combining the
sub-meV spectral resolution from modern laser sources with the spatial resolu-
tion of electron microscopes [3]. EELS and CL, more traditional electron spectro-
scopies, are depicted in Figure 2.1a. They rely on the energy lost by a fast-electron,
which could be detected by EELS and, if any light is emitted, by CL. Stimulated
EEGS/EELS (that can be also written as sEEGS and sEELS) are shown in Figure
2.1b, where an intense external optical pulse excites the sample and interacts with
the incoming electron. Figure 2.1c schematizes typical results from these spectro-
scopies. In energy-gain, resonances can be found at the left of the zero-loss peak
(ZLP) at multiples of the photon energy, indicating that the electron has gained
energy. As the left side of the ZLP is expected to display peaks strictly related to
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Figure 2.1: Scheme of some of the experimental techniques performed during this
thesis. (a) An incoming electron lost energy (EELS) upon interaction with the sample,
which could trigger a photon emission (CL). (b) Upon light injection, the electron can
interact with the induced fields and has a probability of being accelerated (sEEGS, or
energy-gain) or decelerated (sEELS, or energy-loss). (c) The experimental scheme and
how the mentioned techniques in (a) and (b) are measured in a scanning transmission
electron microscope.

the external field, the analysis of this side of the spectrum is prioritized and thus
sEEGS/sEELS is generally called simply EEGS.

The evident energy-momentum mismatch constraint between photons and fast
electrons can be rather easily lifted when considering bounded evanescent opti-
cal fields, and thus the complex nature of their wavevectors, similarly to what
has already been seen in the Smith-Purcell effect [130, 131]. Alternatively, the
energy-momentum match can be seen in terms of the phase and group velocities
of electrons and photons. The relativistic electron energy is given by

Ee =
√
c2p2e +m2c4, (2.1)

where c is the speed of light in vacuum, pe is the electron momentum and m is the
electron rest mass. The photon energy for a media with an index of refraction n
is

Ep =
c

n
pp, (2.2)

and for a photon propagating in a direction that makes an angle θ with the electron
propagation direction, an electron energy gain of δEe must be followed by a proper
increase of electron momentum of δpe = δEe/vg,e, where vg,e is the electron group
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Figure 2.2: Dispersion curves for electrons and photons. (a) Scheme of the electron and
photon momentum and their relative angle of propagation θ. (b) For a given electron en-
ergy, the electron-photon coupling condition must satisfy the energy-momentum match.
This means for a given δE energy increase of the free-electron, a well-defined momentum
increase of δp must follow. In other words, the coupling can happen when the electron
group velocity ( δEδp ) is equal to the photon phase velocity. (c) The electron group velocity
as a function of its momentum (or energy) along with the photon phase velocity in free
space (n=1.00) and a media with n = 2.33. Electron-photon energy-momentum match
means that curves must cross.

velocity. The propagating photon with energy δEp provides a momentum of δpp =
δEp/vp, but only the momentum component aligned with the electron propagation
direction can be transferred, as shown in Figure 2.2. The energy-momentum match
condition is, therefore, δEe = δEp and δpe = δpp cos θ, which translates to

vg,e cos θ = vp, (2.3)

in which equation 2.1 can be used to reach the following expression

pec
2√

c2p2e +m2c4
cos θ = c/n. (2.4)

The matching condition is shown in Figure 2.2c for a media of index of refraction n
= 2.33 and θ = 0. By what was stated before, the electron-photon cannot directly
couple in the free-space because the electron group velocity does not ever reach c.
Additionally, condition 2.4 is satisfied for every photon energy in a given medium
because phase and group velocities are identical and constant for a given index of
refraction.

In 2009, the pioneering work of Barwick et al. experimentally demonstrated
the interaction of photons and electrons by using carbon nanotubes and silver
nanowires [4]. The technique was baptized Photon-induced near-field electron
microscopy (PINEM) and could map in real space the evanescent fields of the
sample upon interaction with an external light field. An intense 220 femtosecond
laser pulse was used to shine both the microscope electron gun and the sample, but
with an optical path control between them to create a fine-tuning time delay line.
Although the pulse was not short enough to grasp the dynamics of the evanescent
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fields, which lies in the tens of femtoseconds for plasmonic nanoparticles, they
have successfully shown the feasibility of this experiment, paving the way for high
spectral resolution, time-resolved, electron spectroscopy. The experimental results
led to a few other impressive theoretical works that provided insightful results both
in the classical and quantum formalism [100–102].

However, one important question remains open. The probability of the gain sig-
nal depends on what? Most certainly in the light intensity, as already discussed by
Barwick. For a plasmonic nanostructure, however, the field intensity scattered by
the nanoparticle for a given Eext(ω) is proportional to the particle-induced dipole
moment p(ω) = α(ω)Eext(ω), where α(ω) is the structure polarizability. For a con-
stant Eext(ω) across multiple wavelengths, the electron energy-gain probability is
thus dependent on the external illumination wavelength. The femtosecond laser
source was very prone to high-intensity signals due to the high peak field intensities
while maintaining a small average power, crucial for preventing sample destruc-
tion. However, femtosecond laser sources suffer from a bad spectral resolution due
to their short pulse duration, which is sometimes called the transform limit and
it is a consequence of the Fourier transform of the signal from time to frequency
domain. To give an order of magnitude of the problem, a 100 fs laser source would
have a minimum bandwidth of ∼ 20 meV. Nevertheless, 20 meV energy resolution
is more than enough to reveal spectral features of broadband optical transitions,
such as surface plasmon resonances, which has already been shown [6]. Another
strategy to achieve an improved spectral resolution from pulsed laser beams is by
time-modulation or beam chirping. With this, adjacent Mie modes of large silica
spheres (> 1 µm in radius) have been successfully extracted [13]. Spectral and
momentum-resolved experiments have also been performed in photonic crystals:
the well-defined band structure can be entirely mapped by controlling both the ex-
citation wavelength and the angle of the incident light. Moreover, distinct quality
factors have been identified by sweeping the time-delay in the femtosecond range
[132]. Apart from an improved laser-assisted spectral resolution, several other
outstanding works have explored PINEM with distinct objectives. Attosecond
coherent control of the free-electrons was performed by modulating the quantum
wavefunction of the fast electrons by the optical phase of the incident field. These
functions were demonstrated to be modulated by the intensity of the external light
by following the characteristic Rabi frequency oscillations [5, 7]. More recently,
phase-matching of the electron and the optical field over hundreds of micrometers
led to high energy gain/loss bandwidth, up to 1700 eV [133].

The aforementioned studies, although relevant for the development of laser-
assisted spectroscopy with a high spectral resolution, cannot match the typical
spectral resolutions of continuous or nanosecond-pulsed laser sources. Besides,
electron monochromators have undergone massive improvements in the past few
years, reaching a spectral resolution as low as tens of meV [81], similar to CL sys-
tems. The systematic meV spectral resolution in EELS and CL have undermined
the applicability of laser-assisted spectroscopy using femtosecond laser sources,
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remaining an option mostly for microscopes without an electron monochromator
nor a light collection device. Photo-emitted emission guns do not have, up to
date, available electron monochromators, and, perhaps even more critical, they
are mostly using thermionic or Schottky FEGs (except [134]), severely crippling
the ultimate microscope brightness and, therefore, its spatial resolution.

The first step towards a real improvement of the spectral resolution was done
in 2019 by Das et al. A dye laser with tens of picometer linewidth, equivalent
to ∼ 10 µeV at 585 nm, was used together with a rather intricate detection and
synchronization system [8], as schematized in Figure 2.3. A pair of electrostatic
blanking plates, running on typical voltages of hundreds of volts and maximal
repetition rates of ∼ 20 kHz, was used to deflect the incident electrons on the
detector with a temporal resolution of tens of nanoseconds. The pulsed laser source
is focused on the sample by a high-numerical-aperture parabolic mirror, identical
to the one usually used for CL experiments, employing a typical repetition rate of
10 kHz and a pulse duration of ∼ 30 ns. The proof of concept of this system was
performed in the Vacuum Generators model HB 501 (VG) microscope and the
gain peaks were only observed when the synchronization system was employed:
a digital signal is sent to both the laser and the blanking plates aiming to only
detect incident electrons that crossed the sample while the laser was shining. To
account for the effective response time of the laser and the fast blanker (electric
travel time through cables, laser electronics, light path, etc.), a tunable delay
time was set between both input triggers, which is represented by ∆t in Figure
2.3. The signal to the blanking plates is not only affected by ∆t, but also by the
duty cycle of the periodic input trigger. The digital “high” corresponds to the
time the electrons will effectively reach the detector and so for the typical 30 ns
pulse duration and 10 kHz repetition rate, the total number of detected electrons
is reduced by a factor of ∼ 30 ns / 100 µs = 3 × 104. In his work, Das et al.
have demonstrated the feasibility of this approach for a single wavelength, lacking
hence the spectroscopic potential of the technique. More importantly, however,
the work has shown experiments in an entirely different regime from the previously
mentioned studies. The synchronization is done at the detection level, and not by
controlling the photo-emitted electron such as in the pulsed electron microscopes
and hence opening the way to perform gain spectroscopy using continuous electron
sources and, consequently, to explore the vast instrumentation advances in the past
few years, most notable electron monochromators and sub-atomic electron probe
sizes.

A few months later, Liu et. al. have shown gain experiments using continuous
laser and electron sources, well-known to have the best achievable spectral resolu-
tion [135]. The very low maximum light irradiance before sample damage occurs
forced the use of monochromated electron sources to improve the signal-to-noise
ratio to detectable levels. Although other experiments in such conditions have
been performed [136], multiple wavelengths experiments have not been reported.
Much more recently, however, an outstanding spectral resolution of approximately
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Figure 2.3: Performing EEGS experiment in a continuous electron gun. (a) The
nanosecond laser source is focused on the sample by a parabolic mirror. A synchro-
nization electronics triggers both the laser and the blanking plates within a user-defined
time interval ∆t. (b) The time evolution for three trigger cycles to the laser and the
fast blanker with a periodicity ∆tper. The fast blanker has an additional parameter that
controls the pulse duration ∆tpulse.

3 µeV , a factor of 1000 improvement from the best available electron monochro-
mators, has been shown by using resonators with high quality factors [137]. The
huge field amplification sustained by the high quality factor resonator allowed
the experiment to be performed with a tunable continuous laser source without
an electron monochromator. The very high photon orders (> 500) relaxed the
monochromator condition as the electron energy change goes as high as 200 eV.
The number of photon orders also enables the identification of the electron-photon
coupling parameter, which was also mapped spatially around the resonator.

A pertinent question is, therefore, what else must be done? Albeit EEGS
with µeV spectral resolution has been demonstrated, many points remain to be
cleared out. First and most important, achieving such spectral resolution using
cold field-emission guns (cFEGs) have immense experimental impacts. Not only
by the obvious improvement in gun brightness but by the conceptual achievement
of atomic-resolved EEGS when aberration-corrected microscopes are employed.
Moreover, it is easy to underestimate the importance of a monochromated elec-
tron source in laser-assisted experiments, especially because the ultimate spectral
resolution is going to be limited by the light source rather than the electron source.
As discussed, however, EEGS maps the induced field as a response to the exciting
wavelength, while EELS provides the entire absorption information over a much
broader spectral range. The techniques, therefore, are not meant to be redundant
but rather give complementary information about the sample. Lastly, EEGS re-
sults have found success in optical cavities, such as surface plasmon resonances and
high quality-factor silica-based resonators, but still, there is much to perform in
non-coherent optical excitations present, for example, in semiconductor samples.
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2.2 Instrumental developments

After the proof-of-concept experiment performed by Das et. al., several problems
arose in the experimental setup. The most severe of them involves the multimode
fiber-coupled injection system and the spatial profile of the output light beam.
The beam profile of a multimode optical fiber displays a well-known so-called
speckled pattern [138–140], a consequence of interference between the high number
of modes that can propagate in these fibers. The amount of propagating modes
can be determined by

M ∼ V 2

2
, with V =

2πa

λ
NA, (2.5)

where V is called V-number, a is the fiber core radius, λ is the light wavelength
and NA is the numerical aperture of the fiber. Using the equation above, the
number of modes in the waveguide used in ref. [8] is ∼ 240000 (� = 600 µm,
NA = 0.22, λ = 0.6 µm). Similar to the electron microscope, the focal plane
of a laser focused by an optical thin lens represents the Fourier transform of the
beam. By using a small round aperture in the Fourier plane, for example, one is
applying a low-pass filter, letting it through only small spatial frequencies, which
is precisely the principle of laser pinhole mode cleaners. With this in hand, it is
easy to understand that using a large multimode fiber is very detrimental to the
experiment because the focused laser spot in the sample is very large, especially
useless for a nanometric electron probe. The practical impact of such a setup
is that most of the input power is being used to destroy the sample rather than
contributing to the electron energy-gain.

The experiment’s feasibility was also severely undermined by the lack of com-
munication and automatization between the laser source, optical components, and
the microscope. Stimulated emission from organic dyes, for example, are known
to have a very non-uniform response over the emitted wavelength [141–143]. As
the stimulated gain peaks are dependent on the injected light intensity, the gain-
spectroscopy within the assumption of constant light intensity must be performed
with some sort of control system. The problem became even more obvious if one
consider the response function of the optical setup, which includes the chromatic
aberrations and the wavelength-dependent transmissibility/reflectance from the
optical components. On the microscope side, the laser wavelength control must
be synchronized with the EELS detection system. As the experiments evolved,
many other instrumental advances have shown to be very convenient. Additionally,
a multi-microscope-compatible platform was also intended because the instrumen-
tal developments performed in a dedicated machine would be immediately ready
to be performed on any machine running a similar software. More specifically,
the ChromaTEM microscope was the main goal. Based on these considerations,
it was decided to program the entirety of the microscope from scratch using the
recent microscope software developed by Nion Company, the Nionswift [108].
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2.2.1 Controlling the electron microscope

Nionswift is an open-source, cross-platform, python-based imagining software fo-
cusing on scanning transmission electron microscopes (STEMs). It encourages the
creation of microscope instruments, or controllers, that are registered as hardware
components in the environment. Within this picture, several controllers were de-
veloped, most notably for the electron spectrometer, the optical spectrometers, the
sample stage, the collection of magnetic lenses, the apertures, and for the scan-
ning unit. Most of them are serial-based communication (through RS-232 ports),
such as the current-controller power supply of the electron spectrometer/electron
lenses and the apertures. They were developed around the PySerial library [144]
and, although not part of Python3 standard library, it is reliable because it was
wrapped around Microsoft .NET framework System.IO.Ports, the still standard
Microsoft module for serial communication (recently made cross-platform through
Linux distributions). A base class was developed for most of the controllers, in
which particular methods are instantiated: the EELS spectrometer, for instance,
has a value setting method to control the current of the optical elements and a
few others controlling the wobbler conditions. When registering a controller, one
must only inherit the base class and define very few methods, called abstract meth-
ods in Python3, to have the entire controller working properly. In the electron
spectrometer, this method is only the value set, as the wobbler is derived from
it. This allows a much more flexible software architecture: if another user has
an EELS spectrometer controlled by Transmission Control Protocol (TCP) rather
than serial, there is a single method that must be re-written. Analogously, this
permits the development using dummy methods, in which software tests can be
done without the actual hardware connected to it.

The instruments cited above have little-to-no support from Nionswift. This
is of course understandable, as one can create and instantiate virtually anything
that the user wishes to be working together within the microscope environment.
Scan units (SUs) and detectors, however, are mandatory in any scanning micro-
scope. These have special base classes that must be inherited to have the myriad of
already-implemented functionalities, most notable regarding the interaction in the
graphical user interface (GUI). This, however, does not exempt the development
of libraries for both of them but reduces the arduous task of producing consistent
GUIs. The SU used in this work is a custom-made FPGA-based solution controlled
through USB by a set of C/C#/C++ libraries [145], in which a Python3 wrapper
was written to make it compatible with Nionswift. The SU not only controls the
electron probe rastering but also possesses multiple general-purpose input/output
(I/O) pins, which are used, among other things, to perform hyperspectral image
synchronization between the detector and the SU. Camera components in Nion-
swift also profit from base classes that can be conveniently inherited by the user.
When the camera component is identified as EELS, for example, complete binning
in the non-dispersive direction is automatically available.

Finally, another important instantiation is the so-called STEM Controller. It
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is designed in such a way that accessing the other controllers and camera/SU
components are made easy and thus methods that are meant to be dependent
on the multiple components of the microscope are stated there. As an example,
note how the sample stage is usually set to move as a specific fraction of the
current field of view of the current scanning settings. Additionally, the electron
spectrometer defines the experiment dispersion, in units of eV/channel, and this
must be informed to the current EELS detector, while other experiments, such as
CL, have associated cameras in which their dispersion is linked to other controllers
(an optical spectrometer in this case). These co-dependencies, of course, happen
all the time in an electron microscope and they are all taken care of inside the
STEM Controller.

The entire microscope control project has been made open-source and available
under MIT license [9]. The user-interface snapshot of some developed modules can
be found at the appendix of this work.

2.2.2 EEGS experiment

In this section, it is described how the flexibility of the Nionswift software has
allowed the integration of multiple inter-dependent hardware to create an EEGS
experiment within the microscope software environment. Before describing each
one of the components and how they are related to the experiment, the used laser,
unarguably the most important of them, is discussed in detail.

The dye laser

The Laser (light amplified by the stimulated emission of radiation) is one of the
most research-widespread quantum mechanical devices. The key quantum effect
that enables the existence of the laser is the stimulated emission (SE). SE is
normally explained in terms of its quantum-similar effects: the spontaneous decay
and the stimulated absorption, all of them described in Chapter 1 (see Figure
1.2). In the SE, an incident photon triggers an atomic decay from the excited to
the ground state and is followed by a photon emission, coherent, in-phase, with
the former photon. This description is enough to understand the first condition
(i) for the existence of the laser: population inversion. If the excited state is
not more populated than the ground state, an incoming photon would be more
likely to be absorbed. Thus, when population inversion is maintained, a gain
medium exists, such that incoming photons are likely to trigger new photons by
the cost of an atomic relaxation. The second laser condition (ii) is the presence of
an exciting source, capable of sustaining the population inversion from the gain
media even when other photons are relaxing these states through SE. This can
be done in a variety of ways, such as by direct light excitation (in which case the
pump light source usually have higher-energy photons than the emitted from the
gain media), by electron collisions (gaseous lamp, for example), or by chemical
reactions producing molecules in their excited state. The third condition (iii)
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is the presence of a resonant cavity to efficiently harvest the photons from the
gain medium. For pulsed lasers, there are two ways of doing it: either by using
pulsed exciting sources, in which laser output will have the lifetime limited by
the excitation lifetime, or by allowing light circulation in the cavity for a finite
amount of time, called Q-switch operation [146, 147]. This technique was initially
developed for the freshly-designed ruby laser [148]. The long-lived gain medium
excited state, around 2-3 milliseconds lifetime, is pumped by a lamp source with
a similar pulse duration inside a low quality factor (Q factor) cavity, which means
excited states do not efficiently decay into the ground state because of the poor
photon circulation. This creates a heavily-populated excited state and, when the
cavity is switched to a higher-Q value, the entire energy is quickly harvested,
generated initially by the spontaneous emission of the gain media and efficiently
de-excited by the circulating photons. This process creates pulses much shorter
than the actual lifetime of the excited state, in the order of tens of nanoseconds
for the ruby laser.

As a pump source, a Q-switched neodymium-doped yttrium aluminum garnet
(Nd: YAG) laser [149] is used. Although with an excited state lifetime of approx-
imately 230 µs, the Q-switch operation allows the creation of 20-40 ns pulses at
a maximum of 10 kHz repetition rate at 532 nm. The gain media in this work
is composed of an organic dye solution, mostly known as dye-lasers, first demon-
strated in 1966 by Sorokin et al. [141, 150]. The complex chemical structure of
organic dyes has as a consequence an intricate energy diagram containing multiple
overlapping excited states, which have placed dye-lasers as important devices due
to the continuous tunability of the output photon wavelength. Wavelength tuning
is achieved by placing diffraction gratings as part of the resonant cavity, which
can be used to select the energy of the circulating photon by adjusting the angle
of incidence [151]. Even the most up-to-date design of dye cells is close to the im-
pressive results obtained by Litman and Metcalf back in 1976, achieving 1.25 GHz
spectral halfwidth (∼ 5 µeV) thanks to the grating-grazing incidence and a tuning
mirror [152]. More than the constant tuning of a single dye laser, commercially
available dye-lasers often also possess easily changeable dye cells, allowing one to
choose between the hundreds of available dyes. Although several have been used
in this thesis, such as DCM and Pyrromethene 580, Pyrromethene 597 was by
far the most utilized organic dye. It outputs light between 566 and 611 nm with
a peak efficiency conversion of ∼ 25% at 583 nm [153]. Albeit organic dyes are
known to be very prone to photo-bleaching, reducing efficiency conversion as fast
as 20 minutes for the most fragile ones, Pyrromethene 597 is a robust dye, lasting
more than over a month even under heavy utilization. The dye cell grazing-grating
used has 1800 lines/mm, leading to ∼ 2.8 pm laser linewidth at 595 nm, or 10
µeV spectral resolution. Tuning range is from 560 nm to 900 nm, typical grating
efficiency is in the order of 10% and laser output is linearly polarized.
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Controlling the experiment

The elements of the experimental setup are shown in Figure 2.4. The optical
setup is divided between two main parts: the coupling of the dye-laser light beam
into the optical fiber, as shown by Figure 2.4a, and the other side of the optical
fiber, attached to the microscope light injection (or collection) system and shown
in Figure 2.4b.

The first control developed is concerning the laser function. The laser power
supply has several serial-based commands, in which pump laser current, repetition
rate, and Q-switch operational condition is configured. The first two are directly
controlled in the Nionswift plugin, while Q-switch operation is set to manual
triggering, meaning that an external TTL pulse is responsible for the Q-switch
and consequent pump laser pulse into the dye cell. This manual laser triggering
is key to the experiment, as it is used to create the delay line between the laser
pulse and the fast blanker aforementioned.

The achromatic lenses L1 and L2 in Figure 2.4a have the same focal point (and
thus produce a telescopic imaging system with unity magnification) and are used
to produce a cross-over in which the continuous neutral density gradient wheel
is placed. The gradient wheel is linked to a servo motor by a mechanical belt
and two homemade 3D printed rotating shafts. Additionally, an Arduino UNO
is used to control the servo motor by using the microcontroller standard library
[154]. The beamsplitter cube BS1 reflects 90% of the incident light, and the
10% left is sent to the power meter PM1 (Thorlabs S120C sensor with Thorlabs
PM100USB interface). The power meter can be controlled by SCPI (standard
commands for programmable instruments), an ASCII-based command language,
through its USB 2.0 interface [155]. PM1 is mostly used to determine transmission
percentage across the optical fiber, which helps during alignment and to estimate
the reminiscent chromatic aberration of the optical system. The silver mirror M1
and the achromatic aspheric lens L3 are used to focus the laser beam onto the
fiber. In M1, there are two angular degrees of freedom controlled by piezoelectric
actuators (Thorlabs PIAK10 [156]), while L3 is mounted in 5 degrees of freedom
lens mount (3 spatial and 2 angulars). The fiber uses a standard fiber SMA
connector and is mounted in a 3-axis NanoMaxTM flexure stage [157] using manual
differential micrometers. The alignment is done mainly by playing with M1 and
the fiber 3-axis stage. For a monomode fiber, typical transmission values are
∼ 8-10 %. For the Pyrromethene dye range (566-611 nm), residual chromatic
aberration produces a transmission curve as a function of the laser wavelength
with ∼ 20% power fluctuation.

The other side of the fiber, shown in Figure 2.4b and 2.4c uses an achromatic
aspheric lens L4 to collimate light from the fiber. It is mounted in a cage system
and has two spatial adjustment knobs. The silver mirror M2, which contains two
angular degrees of freedom, reflects the light to the parabolic mirror inside the
microscope after traversing a silica vacuum window, called the microscope edge
(ME, cannot be seen in Figure 2.4c). Analogously to BS1 and PM1, there is
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Figure 2.4: Scheme of the optical components of the EEGS experiment. (a) The laser
output is focused on a gradient wheel density filter. The telescopic lenses L1 and L2
produce an output with unity magnification. The beamsplitter BS1 is used to collect
10% of the incident power in the power meter PM1. Finally, the laser beam is focused
on the optical fiber. (b) The other side of the output fiber is coupled with L4. M2
and BS2 are used to send the light beam to the parabolic mirror, focusing the beam on
the sample plane (dashed line). The boundary between atmosphere and vacuum (inside
microscope) is represented by the microscope edge ME. (c) A photo of the partial scheme
shown in (b). The gradient wheel angle φ is controlled by an Arduino UNO, which is
in turn controlled by a proportional controller with a pre-determined set point and an
actual measure given by PM2. L1, L2: achromatic lenses; L3, L4: achromatic aspheric
lenses; BS1, BS2: 90:10 beamsplitter; M1, M2: silver mirror; PM1, PM2: power meters.
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a cube beamsplitter BS2 in the light path which transmits 10% of the incident
light to the power meter PM2 (Thorlabs S120C sensor with Thorlabs PM100USB
interface). Additionally, note how there is a scheme of a proportional controller
between PM2 and the gradient wheel in Figure 2.4. During EEGS acquisition,
laser power must be constant across the different wavelengths, which is not the
case for organic dyes. Even using a pre-calibrated dye efficiency correction proved
to be a poor solution due to the chromatic aberration of the system, meaning
that a robust solution necessarily involves a control system, independent from the
current state of the optical system. The power control is performed within the
Nionswift environment as a thread running only during data acquisition.

The third part of the experiment that must be controlled is the fast blanker
and its synchronization system with the laser pulses, as mentioned in the intro-
duction and shown in Figure 2.3. The fast blanker uses a pair of copper plates
that can deflect the electron beam by a few millimeters (size of a typical EELS
detector) and can reach a maximum repetition rate of 20 kHz. The typical applied
voltages are ± 400 V when using 100 keV electrons, for example. Further details
on the blanker instrumentation can be found in references [8] and [158]. In this
scenario, three signals must be controlled in the nanosecond time-precision range:
each one of the plates and the laser Q-switch input. For this, the custom-made
scanning unit developed by Marcel Tencé [145] was used. The unit not only has
the necessary control for the scanning coils of the microscope, but it also has mul-
tiple input/output (I/O) lines that are available to be programmed running in a
200 Mhz clock (5 ns temporal resolution). As both the signals in the fast blanker
plates are subjected to identical electronics, the impulse response function of the
electronics is expected to be similar. The laser Q-switch signal, on the other hand,
is subjected to unknown electronics and physical processes, not to mention distinct
cable lengths, etc. To account for all those variations, a signal delay parameter
must be integrated into the software, which is easily done in the SU FPGA with
the same 5 ns temporal resolution. Additionally, a time width parameter is added
to the equation to determine the exposure of the camera to the temporally selected
electrons. Ideally, this value must be identical to the laser pulse duration to have
an optimal signal-to-noise ratio.

The alignment procedure of the laser-fiber coupling in Figure 2.4a has been
described and it follows a standard interactive process performed in the elements
M1 and L3, aiming to maximize the transmitted power through the fiber. The
most challenging part, however, is the alignment of the single fiber relative to the
sample plane in Figure 2.4b. This alignment is performed in two steps: alignment
of the mirror relative to the sample and alignment of the fiber relative to the
mirror. This was first achieved and improved in the available VG microscope by
placing an optical table close to the CL system, as previously stated. The resulting
system has been transferred to ChromaTEM and is shown in Figure 2.4c.

The entire laser, optics, and fast blanker control project has been made open-
source and available under MIT license [10]. In the appendix, the reader can have
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more details on how EEGS experiments can be performed with the instruments
(laser, optical components, etc.) far from the microscope control computer. Ad-
ditionally, a picture of the laser and the user interface developed for the EEGS
experiment control is displayed.

2.3 Methods and results

In this chapter, the alignment of the optical setup shown in Figure 2.4b&c is de-
scribed in detail. It is demonstrated that a sub-micrometer spot size is conjugated
at the sample plane when the sample is illuminated by a monomode optical fiber.
Finally, I discuss the limitations of using waveguides for the present work, as well
as suggestions to circumvent such problems.

2.3.1 Alignment

As mentioned in early sections, a robust alignment of the light injection system
must encompass both the alignment of the mirror relative to the sample and the
alignment of the fiber relative to the mirror, sketched in Figure 2.5a. In light-
collection experiments, large-core fibers or fiber bundles relax the fiber-mirror
alignment because of their large surface area. For single fibers, fiber-sample align-
ment is critical and a maximum transmitted power happens when both alignments
are properly performed.

The alignment procedure thus consists of reducing progressively the fiber core
size from ∼ 600 µm to 10-25 µm while carefully adjusting the x-y fiber position and
the mirror z-axis (see Figure 2.5a for axis direction). Despite this method being
reliable after a bit of experience, I have developed an experiment to measure the
field-of-view of the fiber, which in turn means that it is possible to objectively
determine the beam size in the sample plane during the light injection. The
mechanical spectral-image, so-called like this because of its 3D dataset containing
two spatial coordinates and one spectral component, is performed by rastering
the light point source position in the x-y plane (or, equivalently, rastering the
mirror), and, for each of its position, collect a CL spectrum. In other words, a
light spectrum is collected for multiple uniformly-spaced d values, in both x and
y directions, as shown in Figure 2.5a. The total light intensity 2D histogram
corresponds to the fiber field-of-view in the current fiber and mirror positions.
The results for multiple fibers with different core radii are shown in Figure 2.5b.
Measurements were performed by scanning a nano-diamond of ∼ 100 nm size
containing multiple nitrogen-vacancy emission centers. The 200 µm fiber shows a
field-of-view of approximately 13 µm, meaning that if light was injected through
this fiber, the light spot at the sample plane would have a similar size. For
a monomode fiber, the determined spot size was approximately 800 nm, which
allows a much higher power density at the sample plane if compared to the early
experiments using 600 µm core fibers.
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Figure 2.5: Scheme of the fiber-mirror alignment. (a) The fiber, with core radius r,
produces a field-of-view (FOV) at the sample plane after the coupling lens and being
focused by the parabolic mirror. If a point emitter is displaced by a distance d greater
than the FOV, the light emitted from the point is not collected. (b) The field-of-view
for different fiber radii. These 2D histograms are formed by rastering the point emitter
position around the focal point of the parabolic mirror and acquiring a spectrum for
every pixel. The integrated photon intensity across all wavelengths is shown.

2.3.2 Preliminary experiments

Although most of this thesis has been developed in the instrumentation-dedicated
VG microscope, no results obtained in this machine will be shown in this section.
Not for a lack of interesting data, but rather by the existence of gain experiments
performed in the new generation of the microscope, much harder to obtain due to
the complexity of the machine and the technical constraints. A small discussion
is nevertheless presented in the next section regarding what has been done in the
older microscope to put the improved experiment in perspective.

Early results

The very first EEGS experiments were performed by directly coupling the laser
into a big 600 µm optical multimode fiber. As discussed before, these fibers sustain
a huge number of modes and thus limit the size of the focused spot. Additionally,
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they output speckled beams, which makes the gain experiment virtually impossible
in both the spatial domain and in the energy domain thanks to the dependency of
the speckled pattern on the laser wavelength. Because of the large laser spot and
the consequent poor power density, electron energy-gain signal was only observed
with laser powers as high as ∼ 100 mW. Most of the deposited energy contributed
to heat-induced sample damage without contributing to the energy-gain signal.
More information on these early experiments can be found in references [8, 159].

The natural development of the experiment was to perform it using free-space
optics. The improvement has allowed injecting a Gaussian beam into the mirror
and thus perform meaningful spectral images, as well as, for the first time, laser-
assisted spectroscopy, or EEGS. Most of the experiments were performed using
∼ 1 mW laser power, a two order of magnitude improvement in power density.
Polarization-resolved experiments were also performed, confirming the feasibility
of this experiment despite using a parabolic mirror as a focusing optical device.
These results are extensively discussed in reference [159].

Unarguably the most flexible way of working with laser beams, free-space op-
tics, however, can impose constraints. In the ChromaTEM, the presence of an
optical table attached to the CL system is impossible due to the poor mechanical
stability of this system. Additionally, the laser cannot be placed close to the micro-
scope because of the noise induced by the cooling systems and the dye circulator
pump. The solution found was to use a fiber-based miniaturized optical setup, as
shown in Figure 2.4c. The dye laser has remained in another room, mechanically
decoupled from the microscope. The optical fiber used has ∼ 40 m in length in
order to connect both ends (between Figure 2.4a and 2.4b).

ChromaTEM results

The experiments in ChromaTEM shown are all carried out using the electron
monochromator, in which the spectral resolution was set between 30 - 100 meV
depending on the needs and the electron energy (30 meV was only achieved in
60 keV electrons). The standard sample used to perform the experiments is a
lacey carbon in which a 50-200 nm layer of silver is deposited by Joule deposition.
The silver-carbon lacey itself is enough to have multiple energy-gain hotspots but
more controlled samples can be produced by shining single intense laser pulses
to produce silver spheres ranging from 50 to 200 nm in diameter. The first gain
signals were, therefore, obtained in very similar conditions when compared with
the experiments in the VG microscope using the optical fiber; the unique differ-
ence being the expected difference in the time delay parameter because the laser
was kept in the optics room, both for convenience and for isolating it from the
microscope. The total distance between the microscope control and laser control
was ∼ 40 m and thus an optical fiber and the Q-switch co-axial signal cable with
the appropriate length was used.

Initial ChromaTEM measurements were performed aiming to characterize the
fast blanker. The best achieved ZLP at 100 keV with the blanker on is ∼ 60
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Figure 2.6: The impact of the blanking plates in ChromaTEM. EELS resolution is ∼
60 meV and the microscope voltage is set at 100 keV. (a) The pair of copper plates of
the fast blanker acts as a quadrupolar element, which changes the EELS dispersion. (b)
Laser on and off with the fast blanker on. Silver bulk plasmon energy does not change
as a function of temperature.

meV, significantly higher when compared with the normal EELS spectrum, which
was first attributed to a non-perfectly aligned blanking plate relative to the non-
dispersive axis of the spectrometer. EELS dispersion, however, was found to be
dependent on the voltage supplied to the fast blanker, suggesting the plates are
acting as a quadrupolar element, as can be seen in Figure 2.6a by the energy
shifting of both the simulated energy-loss peak 1 and the silver bulk plasmon. The
energy shift in the bulk plasmon, however, can be due to the laser presence, as both
bulk and surface plasmons resonances are known to be temperature-dependent
[160–162]. In Figure 2.6b, no bulk plasmon energy shift is obtained as the laser is
switched on and off, which reinforces the quadrupolar hypothesis.

The microscope at 60 keV not only has an intrinsic better spectral resolution
but also the fast blanker uses a smaller voltage for a complete deflection of the
beam from the EELS detector, which in turn alleviates some of the perceived
problems. Figure 2.7a shows a typical gain curve for a constant average laser power
of ∼ 2 mW rastering between 575 nm and 605 nm within a 0.5 nm step, meaning
an approximate ∼ 1.5 meV spectral distance between adjacent laser wavelengths.
Acquisition time per spectrum was 500 ms, with an average of 25 spectra per
laser wavelength, and hence roughly 12.5 minutes total acquisition time. Sample
contamination was not a problem under the aloof electron probe and the good
vacuum conditions of ChromaTEM. The microscope was at 60 keV and a spectral
resolution of ∼ 30 meV was achieved, which unveiled the presence of multiple
sub-replicas spaced by approximately 60 meV (∼ 14.6 THz or 490 cm−1, as shown
by δ1 and δ2 in Figure 2.7c) due to Stimulated Raman amplification in silica, and

1Remember EEGS experiments actually produces resonances at both sides of the ZLP.
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which is discussed in the following paragraphs. However, this experiment shows
with remarkable clarity the principle of gain spectroscopy: thanks to the 30 meV
spectral resolution, the resonance position of the gain peaks follows the energy
of the photon shone onto the sample. To better grasp the technical improvement
relative to the previous experiments in a non-monochromated cFEG STEM, Figure
2.8 compare experiments in similar laser rastering conditions, from 575 nm to 605
nm with a spectrum dwell time of 500 ms, and similar energy-gain amplitudes. For
the non-monochromated machine, 100 spectra are taken for each laser wavelength
using 1.0 nm steps. For ChromaTEM, the number of averages is 25 and the laser

Figure 2.7: Energy-gain results in ChromaTEM with a spectral resolution of ∼ 30
meV (at 60 keV). (a) Gain spectroscopy curves for the loss (left) and the gain (right)
side of the ZLP, showing the multiple sub-replicas found during the experiments. (b)
Two examples of fitting for the white horizontal lines in (a). A triple Gaussian model
was used. (c) The mean of the three Gaussians for every laser wavelength. (d) The filled
curves describe the measurement uncertainty over a ±3σ, displaying an unequivocal
correspondence between EELS and the laser wavelength in approximately ∼ 250 µeV.
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Figure 2.8: Comparison of EEGS curves for two microscopes in a similar acquisition
condition, from 575 to 605 nm and 500 ms dwell time per spectra. In the left, the VG
microscope is used, which has a cFEG electron source but not an electron monochroma-
tor. Each wavelength is averaged 100 times and the laser step is 1.0 nm. In the right, the
measurement is performed on ChromaTEM. In this case, each wavelength is averaged
25 times and the laser step is 0.5 nm.

step wavelength is 0.5 nm. Note, however, that the studied sample is different
in each case and thus the objective is not to compare the spectral features, but
rather the increase of signal-to-noise ratio in ChromaTEM due to its improved
spectral resolution.

Each laser wavelength curve in Figure 2.7a was fitted using an unconstrained
triple Gaussian model. Two of these fitting results are shown in Figure 2.7b,
associated to the horizontal white lines named “1” and “2” in Figure 2.7a. The
mean of the Gaussians is displayed in Figure 2.7c. The filled regions represent
the uncertainties of the results over three standard deviations (±3σ). As ex-
pected, the standard deviation increases as long as lower-intensities sub-replicas
are considered, which is just a matter of uncertainty propagation from the Gaus-
sian fittings. The achieved standard deviation here is used as a suggestion of the
effective spectral resolution of the gain spectroscopy. In the present case, EELS
can unequivocally be associated with a well-defined laser wavelength within ∼ σ ±
250 µeV, for the most energetic and intense sub-replica. This value is already more
than 10x smaller than the fwhm of the ZLP, but still not yet the laser linewidth of
10 µeV, which is attributed to the low gain signal, in the order of 10−3 of the ZLP.
Unfortunately, increasing this value by simply increasing laser power, as it should
be done, is not possible because the stimulated Raman amplification is destroy-
ing the spectral density of the laser beam. Finally, note the 38.3 meV spectral
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shift between the electron and the laser energies, depicted by ∆E in Figure 2.7c.
The laser has been calibrated within a 0.1 nm spectral resolution using an optical
spectrometer, or around 360 µeV at 580 nm, and thus suggesting a possible mis-
calibration of the electron spectrometer. This value must be carefully re-measured
in the near-future, as it could have important consequences for EELS experiments.

Raman response function of silica-core fibers was extensively studied in the
past, with extraordinary contributions from Stolen et al. during the AT&T ef-
forts in fibered communications [163–165]. Figure 2.9a exemplifies the problem.
The dye laser employed has a very high spectral density, meaning all its power is
comprised in ∼ 2.8 pm linewidth. Upon interaction with silica, Raman scatter-
ing produces multiple replicas equally-spaced in energy, also called Stokes orders.
These higher-order peaks are more than 100x broader than the pump wavelength,
which destroys the laser spectral density. This effect is severely worsened by the
use of a monomode optical fiber, which has a small core size, and by the 40 m
long fiber. In Figure 2.9b, the spectrum of ∼ 8 mW laser output from the fiber
is shown, which confirms the multiple Stokes orders. In Figure 2.9c, the relative
intensity of each of the multiple Stokes shifts is shown as a function of the output
power, which follows a Poisson distribution, given by

f(k, λ) =
λke−λ

k!
, (2.6)

where λ is the average number of events and k is the number of scattering events.
For the fundamental laser, the number of Raman scattering is zero, thus associ-
ated with k0. The k parameter increases by an unit for successive higher-order
Stokes peaks, as shown in Figure 2.9b. In Figure 2.9c, the k value is determined
for each curve, giving the ratios of k3/k1 ∼ 2.9 and k2/k1 ∼ 1.8. For the un-
scattered peak, the fitting gives k0 −→ 0, which approximates to an exponential
decay in 2.6. For intense optical pulses, only 20% of the laser power is output at
the initial and narrow laser wavelength, which severely cripples the experiment.
Unfortunately, the intensity of these features as a function of laser wavelength is
difficult to interpret because although the laser power at the sample is constant
across wavelengths, the necessary input power before fiber coupling is not. Equiv-
alently, the transmission efficiency of the optical setup is wavelength-dependent.
It can be stated, therefore, that there are no solutions apart from mitigating the
stimulated Raman scattering from the input light field.

In this scenario, few solutions are possible to reach more meaningful EEGS
experiments. First is shortening the optical fiber, which can be done by moving the
laser closer to the microscope. This is currently a non-ideal solution considering the
demanding microscope environment: the high current used in the pump Nd: YAG
laser and the mechanical noisy power supply and pumps can be very detrimental
to ChromaTEM performance. An alternative solution involves using multimode
fibers to transfer most of the laser power, and includes an optical setup system
to spatially filter laser modes before injecting them onto the sample. Other fiber
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Figure 2.9: Stimulated Raman amplification in mono mode silica fibers. (a) A narrow-
band laser interacts with silica, the core material of optical fibers. Raman scattering in
silica outputs a light beam containing multiple wavelengths, or Stokes shifts, that are
not useful for electron energy-gain spectroscopy. (b) The spectrum of the laser beam
immediately before being shone into the sample. The output power is ∼ 8 mW, a typical
value used in EEGS. (c) The ratio between the replica intensity relative to the total
spectrum intensity shows the Poissonian nature of these Stokes shifts.

technologies can also be utilized, especially hollow photonic crystal fibers which
would prevent stimulated Raman for obvious reasons. Despite the many available
options, the solution decided to be explored within the thesis period was to use
ultrashort picoseconds laser sources. The natural broadening of the laser linewidth
reduces the power spectral density and, for the same average power compared with
the nanosecond dye laser, no stimulated Raman peaks were observed in the 40 m
silica core optical fiber.

2.3.3 Gain without the fast blanker

In the previously mentioned ChromaTEM experiments, the fast blanker is used
to synchronize the laser pulse with electron detection, drastically increasing the
signal-to-noise ratio. The fast blanker, however, can present a few experimental
inconveniences, such as losing the EELS loss signal, the change in electron disper-
sion due to its quadrupolar effect, and its limitation in the maximum repetition
rate, currently around 20 Khz. This section explores options in which EEGS can
be performed without the fast blanker
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Using electron monochromators

Gain experiments with a monochromated electron beam were systematically per-
formed without the fast blanker and using the nanosecond dye laser. Due to
the Raman amplification and consequent small power spectral density, gain peaks
were limited in intensity, displaying nevertheless easily-seen resonances after a few
seconds of acquisition time, with probabilities around 10−7, which are 104 weaker
compared to the blanker-on counterpart, as expected. These experiments have
been much easier to perform after the installation of the Medipix3 direct electron
detector, which has virtually no readout noise, and thus spectra accumulation is
performed with no additional cost.

For the experiments, a supercontinuum white laser (SuperK FIANIUM, from
NKT Photonics) was used. Much more convenient than the dye laser, it provides
fiber-coupled diffraction-limited output from 400 to 2400 nm range. The pulse
width is approximately ∼ 15 ps with a tunable repetition rate from 150 kHz up to
78 Mhz. In the maximum repetition rate, the laser duty cycle (on-to-period rate)
is approximately ∼ 10−3, similar to the dye laser ∼ 0.3 × 10−3, which means that
the laser peak power per pulse is also similar for the same average laser power.
The SuperK FIANIUM also has available multi-line filters, capable of output up
to 8 different wavelengths simultaneously with bandwidths ranging from 2.0 nm
in the UV range from 15 nm in the infrared range. Several energy-gain spectra
for distinct laser wavelengths are shown in Figure 2.10. They were obtained using
the maximum repetition rate of 78 Mhz and an average power of ∼ 1.5 ± 0.5
mW. The interest in using such lasers lies in their flexibility when compared to
organic dyes. Not only the available energy range is much broader, but output
power along them is also very stable. Finally, the fiber-coupled system can be
directly used with the alignment procedure described early on. As a drawback,
EGGS using picosecond laser sources in a continuous electron gun can only be
performed in a microscope with an electron monochromator due to the absence of
beam blanker in ChromaTEM working in such high repetition rates. Additionally,
the spectral broadening of such sources is in the order of ∼ meV, meaning no µeV
spectroscopy can be performed.

Exploring the temporal resolution of such devices might be possible under spe-
cific circumstances. As is discussed in the next paragraphs, a new generation of
event-based electron detectors is emerging. These are capable of collecting the
temporal information of all the individual electrons hitting the EELS detector.
Additionally, some of these detectors have time-to-digital converters (TDCs), al-
lowing external signals to imprint timestamps signatures in the normal electron
data flow.

Using Timepix3

Timepix3 (TPX3) is a hybrid pixel detector capable of detecting electrons without
the need of a scintillator layer and is thus known as a direct electron detector.
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Figure 2.10: EEGS performed using a 15 ps laser pulse at 78 Mhz repetition rate with-
out the fast blanker. Spectral bandwidth in these conditions depends on each wavelength
but is roughly ∼ 10 nm. Peak intensity is approximately 10−7 relative to the ZLP and
no higher-order replicas have been observed.

Every pixel has a counting threshold, effectively detecting a hit only if the incident
signal surpasses a certain intensity. Therefore, it offers a noiseless, high-quantum-
efficiency, low point spread function (PSF) way of performing EELS. TPX3 will be
extensively discussed throughout this work, including in its own chapter later on.
This section, however, is going to provide a glimpse of its capabilities, showing
that EEGS can be performed in a continuous electron gun without neither an
electron monochromator nor a fast blanker.

Gain experiments were performed using the dye laser at 10 kHz repetition rate
and with the CheeTah TPX3 solution from Amsterdam Scientific Instruments
[166] in the VG microscope and, therefore, without an electron monochromator.
The electrons that arrive in the detector are individually identified in the raw data.
Each one contains multiple information but, in the current experiment, only one
spatial coordinate (in the dispersive axis direction) and the time of arrival are
relevant. In addition to the electron events, CheeTah also has two TDCs, which
allows two TTL-based signals to be plugged in. These work as supplementary
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events and the readout board is capable of creating timestamps for both the rising
and the falling edge of these signals. The interesting part of the CheeTah solution
is that both the electron and the supplementary events are read relative to the same
clock, defined as 40 Mhz in the readout FPGA board. The Q-switch signal can
be simultaneously sent to both the laser and one of the CheeTah TDCs. Electron
energy-gain resonances are expected to happen at a constant time delay from
the Q-switch timestamp and must last approximately the laser pulse duration.
Figure 2.11a shows this concept for a laser power of ∼ 25 mW and the dye laser
set at 585 nm of approximately 1 s acquisition time. At time delay defined as
0 ns, four gain replicas can be seen, lasting between 20 ns and 30 ns. In Figure
2.11b, the time of arrival relative to the last Q-switch signal is plotted for the
electrons at the left of the ZLP (and hence the gain side) for distinct pump laser
currents, which are seen to change the laser pump delay time and, to a lesser
extent, the laser pulse duration, as can be seen in Figure 2.11c after performing
a Gaussian fit in each one of the curves. This experiment can be regarded as a
form of coincidence experiment, relating electrons with external events in the time
domain. One can think of studying the EELS loss spectrum side as a function of
the laser pulse intensity, such as variations in the dielectric response function of the
sample. Alternatively, temperature-dependent measurements can be performed if
the EELS spectrum is studied as a function of the time delay, in which the sample
goes from high temperatures during the laser pulse but relaxes to the environment
conditions afterward.

Using TPX3 instead of the fast blanker has proved to be a much better solu-
tion in many aspects. As it will be seen in the TPX3 chapter in this thesis, an
acquisition software capable of translating raw individual electron data to frame-
based conventional data in a live fashion was developed, exempting the user from
the burdening task of post-processing for every acquired data. The live signal
allows switching between time-resolved and conventional spectra as fast as when
using the fast blanker. In this scenario, TPX3 does not suffer from all the afore-
mentioned fast blanker issues (quadrupolar effect and misalignment relative to the
detector) and, more importantly, the electrons are not prevented to arrive in the
detector; they are just not shown for the user. This means that spectral images
can be reconstructed for both gain-resolved and using all the available electrons
simultaneously. Signal saturation, however, is the single drawback of using TPX3
rather than the fast blanker. As it will be discussed later, TPX3 has three distinct
and independent saturation bottle-necks: pixel-wise due to the inherent dead-time
that must be elapsed between successive hits; column-wise due to the way data
outputs from the detector and detector-wise thanks to the limited bandwidth that
can be transmitted between the FPGA and the client computer. During EELS
measurements, column saturation is usually the bottleneck and thus ZLP intensity
can become meaningless during gain acquisition, although it can be estimated by
proper detector masking.
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Figure 2.11: Electron energy-gain measurements using TPX3. (a) The laser Q-switch
is sent to the TDC, creating timestamps that can be compared to the time of arrival of
individual electrons, as seen by the histogram of the time difference as a function of the
electron energy. (b) The number of hits in the left side of the ZLP as a function of the
time elapsed from the last TDC for multiple laser currents, or powers. A dependency of
the laser pulse arrival time on the pump laser current was observed. Pulse width changes
slightly but is roughly ∼ 26 ns. (c) Gaussian fitting results of the curves in (b).

2.4 Conclusions & prospects

In this chapter, EEGS performed with a continuous electron gun was extensively
discussed. The technique is still much more challenging when compared to the
energy-gain experiments performed in ultrafast electron microscopes. The energy-
gain with the continuous gun, however, allows the use of narrower linewidth laser
sources, such as the nanosecond dye lasers used in this work, and can benefit from
a huge number of modern microscope technologies that are not normally available
in pulsed electron guns. These can be as fundamental as the electron gun, in
which cFEGs are the current standard and can reach higher brilliance relative to
thermionic or Schottky FEGs used in pulsed guns; or more complex microscope
features, i.e. aberration correctors and electron monochromators.
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The instrumental developments in this thesis have allowed to systematically
perform gain experiments using fibered solutions in ChromaTEM, a cutting-edge
microscope capable of reaching ∼ 5 meV spectral resolution. CL experiments are
used to align the high-numerical-aperture parabolic mirror within 1 µm of the
microscope central field of view to perform the light injection. Initial results with
the electron monochromator have shown details of the fast blanker operation, un-
veiling a quadrupolar effect. EEGS was performed at best with 30 meV spectral
resolution, clearly showing the dependency of the resonance position on the ex-
ternal laser wavelength. Unfortunately, further results were undermined by the
presence of a strong stimulated Raman effect in the 40 m long monomode silica
fiber. Energy-gain without the fast blanker was briefly discussed, in special ex-
ploring the ultrafast laser sources with similar duty cycles and by using an electron
detector capable of output the temporal information of the electron events.

The EEGS development was first designed to be tested on high quality factor
microcavities, such as whispering-gallery mode resonators (WGMRs) or photonic
bandgap crystals. Although this experiment has not yet been performed in Chro-
maTEM, the next chapter nonetheless shows one example on how EEGS can be
used when EELS and CL do not provide the necessary spectral resolution. Fu-
ture experiments also include the study of metallic nanoparticles by EELS, CL
and EEGS, which has not already performed within the same machine and using
an electron monochromator. This could experimentally validate many theoreti-
cal aspects of these spectroscopies. Finally, many developments are underway to
systematize EEGS with sub-meV spectral resolution as a standard spectroscopic
technique, which can be performed in the current system by mitigating the stimu-
lated Raman from the input light. Additionally, it is expected to run ChromaTEM
with TPX3, which would allow a myriad of different time-resolved experiments to
be performed.

Although it was suggested the usage of TPX3 as a possible solution to perform
EEGS experiments without a beam blanker, many interesting applications can
emerge by improving the 5 ns temporal resolution of the fast blanker used beyond
the TPX3 time bin of 1.5625 ns. Similar to energy-gain experiments in ultrafast
electron microscopes, in which a laser pulse is sent to the electron gun and the
sample within an adjustable time delay in-between, ultrafast gain experiments in
a continuous electron gun could be performed by using photo-activated ultrafast
beam blanker, instead of the 5 ns static plates used, in the detection system,
as depicted in Figure 2.12a. Such a system has already been implemented [167,
168], achieving a deflection voltage of 10 V with repetition rates as high as 100
Mhz, and a temporal resolution of ∼ 100 fs, the same order of magnitude of
EEGS in ultrafast electron microscopes. Additionally, the event-based nature of
TPX3 could be used to improve the temporal resolution at least by two orders of
magnitude of the variety of beam blanker designs intended to be used in continuous
electron gun microscopes [168–170]. To do this, one can use the non-dispersive
direction of the detector, as shown in Figure 2.12b. As in TPX3 the x, the y and



Chapter 2. EEGS with a monochromated and continuous electron beam 80

Figure 2.12: Ideas for improving the temporal resolution of EEGS experiments. (a)
Using a photo-activated beam blanker allows to send the same laser beam to the sample
and to the blanker with an optical delay line between them, similar to what is performed
in ultrafast electron microscopes. (b) With an event-based detector, the blanking repe-
tition rate, associated with the period ∆tper, can be sampled an additional factor of 256,
the non-dispersive direction of the detector, in the limit of a single-line ZLP.

the electron time of arrival (ToA) are simultaneously known, the detector rows
can be used to further sample the repetition rate of the fast blanker, and hence a
thin ZLP in the non-dispersive direction is ideal . In this scenario, TPX3 and fast
blanker synchronization must be done, similar to what is described in chapter 4
between the TPX3 and the microscope scanning unit, as will be seen later on this
work.



3
Optical microcavities & electron beams

3.1 Introduction

The past few years have witnessed unprecedented advances in photonic technolo-
gies. In particular, plasmonics has attained the precise engineering of absorption
and scattering properties of metallic nanoparticles (MNPs) due to improvements
in synthesis methods [171–174]. Indeed, the surface plasmon resonances are de-
pendent on a variety of parameters of the MNPs. Concurrently to this emerging
technology, fabrication techniques have allowed the widespread use of optical mi-
crocavities, such as whispering-gallery mode resonators (WGMRs) and photonic
bandgap crystals, which have attracted strong interest in the context of quantum
electrodynamics, [175, 176] optomechanics, [177, 178] and sensing applications
[179–181]. The tuning capability of all these devices makes the study of coupled
systems particularly interesting as we discuss throughout this work.

Similar to a musical instrument, optical microcavities have a size-dependent
resonant spectrum. These have a variety of possible designs, such as the already-
mentioned WGMR, a pair of parallel reflecting surfaces, also called Fabry-Perot
resonators [182, 183], or microdisks or toroids in which a single circulating plane
is defined [184–186], to name a few. In the simplistic geometrical optics frame,
the light in such structures is trapped due to successive total internal reflections.
Unable to leave the optical resonator, the light would be circulating indefinitely,
and, due to the well-defined size of the device, the circulating wavelength would
also be perfectly defined. In wave optics, however, perfect spherical resonators do
not exist, nor completely non-absorbing media. To account for such imperfections,
a quality factor (Q factor) is usually defined for each resonant mode. For a resonant
mode at the angular frequency ω and linewidth ∆ω, the Q factor is defined as

Q =
ω

∆ω
= ω

ET

Ploss

= ωτ, (3.1)

where ET is the total energy stored in the cavity, Ploss is the dissipated power and
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τ is the cavity ring-down time or the photon lifetime. Since the first theoretical
description [187] and their experimental observations [188, 189], the quest for
high Q factor resonators has begun. Initially used for particle-size, material, and
temperature identification, these high-Q devices were later explored in fluorescence
[190, 191], lasing [192, 193] and cavity quantum electrodynamics through both
strong [194, 195] and weak [196, 197] coupling. In a general way, the Q factor
follows an inverse sum law [11] such as

Q−1 = Q−1
int +Q−1

rad +Q−1
sur, (3.2)

where Qint, Qrad and Qsur represent, respectively, the Q factor related to internal,
radiative, and surface losses. For silica and quartz resonators, the absorption in
the IR and VIS region of the spectrum is minimal and thus Qint can reach Q
factors as high as 1011, much higher than the highest reported experimental val-
ues of 108−9 [18, 198, 199]. Qsur is generally associated with surface roughness or
material adsorption, which are usually small for modern synthesis techniques and
high-vacuum measurements. However, some of the resonators scrutinized in this
work were deposited onto a thin amorphous carbon membrane of approximately
∼ 20 nm, which certainly impacts the ultimate Q factor obtained. Additionally,
resonators in which a MNP is attached to its edge, also called coupled resonators,
are also subjected to a strong reduction of their Qsur, especially for lossy adsorbed
materials such as metals. Finally, Qrad is related to the a/λ ratio in WGMRs,
where a is the sphere radius, meaning it could be made arbitrarily high by in-
creasing the sphere radius. Spheres of 40 µm have theoretical values of Qrad ∼
1023 for modes close to λ = 1550 nm, for example. In photonic bandgap crystals,
point defects can be engineered by disturbing the periodic lattice, which allows
light to be confined in a small mode volume V . The Qrad related to these point
defects are usually limited by the in-plane radiation leaking [200], and thus many
efforts have been put to design the lattice disturbance with the highest possible
Qrad. Figure 3.1(b&c&d) show a scheme of a WGMR, a coupled WGMR and a
photonic bandgap crystal with a missing hole, associated with a point defect.

The aforementioned mode volume V is another important figure of merit of
all optical microresonators, which can be described as the electromagnetic field
localization or the energy stored per unit volume in the cavity [181, 199]. For
Fabry-Perot resonators, a typical mode volume for a resonance of Q ∼ 105 is V
∼ 105 µm3 [201]. For WGMRs, modes of Q ∼ 109 are associated with mode
volumes of V ∼ 103 µm3 [199]. For photonic bandgap crystals, the extreme mode
localization means they have the smallest possible mode volume, even for relatively
low quality factors. For resonances of Q ∼ 104, mode volume can reach values as
small as V ∼ 10−1 µm3 [200].

As a final relevant common property of optical microresonators, the resonances
are characterized by their transverse electric (TE) or transverse magnetic (TM)
polarization, in which the electric and magnetic field have no radial components
relative to the confined mode wavevector, respectively (r · E = 0 for TE and
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Figure 3.1: Configuration used to study the coupling between electrons and microcav-
ities. (a) Scheme of an electron microscope containing an electron source, an electron
monochromator, a cathodoluminescence (CL) mirror, the sample and an electron spec-
trometer. (b) Scheme of an electron beam and the excited TM mode (dashed line) in a
bare dielectric sphere. (c) Through the addition of a metallic nanocube, the polarization
of the excited WGM can be controlled by the electron-probe position. (d) The missing
hole in a photonic bandgap cavity opens a single-defect state that can be spatially de-
scribed by electron energy-loss spectroscopy (EELS).

B · E = 0 for TM). A fast electron excites TM modes much more efficiently
than TE modes, which can be understood by the absence of an radial electric
field component in TE modes [87, 202]. Point defects in photonic bandgaps,
for example, have TE polarization as the electric field is in the plane of the 2D
periodic structure. As already seen in chapter 1, EELS measures the EMLDOS in
the direction of the electron propagation, and, since there is a weak net electric
field in this direction, this sample must be tilted in order to effectively probe such
point defects. The dependence of EELS on the cavity mode polarization is further
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discussed in the text for both WGMR and photonic bandgap crystals.
There is an understandable scarcity of works concerning electron beams and

microcavities, most of them due to the lack of sufficient spectral resolution in
previous electron microscopes. Figure 3.2 shows selected works using the three
spectroscopic techniques used in this thesis, in which other optical excitations are
included for comparison purposes, such as measurements of defects in semiconduc-
tors [92], different from all the others for being non-phase-locked with the exciting
fast electron, and surface plasmon resonances [112, 204]. Henke et. al. have
measured a whispering-gallery resonance in ring resonators with Q factors two
orders of magnitude greater than all previous works [137] by electron energy-gain,
demonstrating for the first time the outstanding potential of such technique. As
a downside, if any, electron energy-gain spectroscopy (EEGS) measures a narrow-
band energy range relative to what EELS and CL can typically do, and thus the
number of identified modes are generally reduced [13]. Wang et. al have mea-
sured the band structure of photonic bandgap crystals by EEGS by controlling
both the excitation wavelength and the photon incident angle [132]. Cathodolu-
minescence experiments have a much greater potential for mapping several modes

Figure 3.2: Selected works of measured optical excitations in an electron microscope
using EEGS, EELS and CL. EEGS was used to map WGMRs by Henke et. al [137] and
Kfir et. al [13] along with photonic bandgap crystals by Wang et. al [132]. CL was
used to identify defects in semiconductors by Zagonel et. al [92] and whispering-gallery
resonances by Müller et. al [203]. EELS is used to identify several surface plasmon
modes [112, 204], a few low-Q whispering-gallery resonances by Hyun et. al. [14] and
multiple higher Q gallery-modes, as shown in this chapter [16].
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with reasonable quality factors, as shown by the work of Müller et. al [203]. CL,
however, can only identify modes in the visible range, and higher Q mapping usu-
ally comes with a reduced field-of-view of the optical spectrometer. EELS can
measure gallery-modes even close to the silica bandgap at ∼ 9 eV, as shown by
Hyun et. al [14], but, with an extreme degree of monochromaticity, much smaller
energies modes can be mapped, from 1.5 eV up to close to the silica bandgap [16],
as shown later in this chapter. Finally, by combining EELS and CL, one can map
the same resonance with different techniques, and thus with different attainable
Q factor mapping, providing complementary information of the WGMR, either
coupled with a MNP or not [16].

In this chapter, microresonators are scrutinized under electron beams in a
highly monochromatic electron microscope. Especially, WGMRs of ∼ 2 µm radius
are studied, both bare and coupled with MNPs, by EELS, CL and EEGS. In the
bare resonators, more than 80 resonant modes have been observed, from 1.5 to
7.0 eV. In the coupled resonators, which are simply bare resonators with MNPs
attached to their edge, these modes interact with the modes of the nanoparticle by
weak-coupling, leading to a dependence of the coupling strength on the selected
mode order. A few preliminary results of EELS in photonic bandgap crystals
are also discussed. More specifically, the spatial mapping of a single missing hole
defect is identified, which should lead to important insights to map ultrahigh-Q
photonic crystals. These experiments are sketched in Figure 3.1.

3.1.1 Whispering-gallery mode resonators

A physical description of whispering-gallery modes was first proposed by Lord
Rayleigh using acoustic waves circulating the dome of St. Paul’s Cathedral [205].
To obtain the electromagnetic-wave analog of this system, the diameter of tens
of meters of the cathedral must be scaled down to the micrometer range e.g. in
circular or spherical microstructures. Resonances are characterized by their trans-
verse electric (TE) or magnetic (TM) polarization and a set of angular, radial, and
azimuthal mode numbers (l, q, and m). Besides, WGMRs made from materials
with low intrinsic loss, such as silica, can sustain modes that have exceptionally
high Q factors [175].

The analytical solution to explain WGMRs are long to obtain, although it
starts from the relatively simple Maxwell’s equations. The Helmoltz’s equation
for the electric and magnetic field can be obtained from the vector identity ∇ ×
(∇× E) = ∇(∇ · E)−∇2E, and in the absence of charges,

∇2U(r) + k2εµU(r) = 0,

∇ · U(r) = 0,

}
(3.3)

where U can be both E and B. To solve this problem, the above vector equation
is substituted by three scalar wave equations with solutions as Ψ(r). They are
subsequently written in spherical coordinates, in which variables can be separated
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(Ψ(r, θ, φ) = Ψ(r)×Ψ(θ)×Ψ(φ)), and, with the appropriate boundary conditions,
three independent solutions of this system are found in terms of the vector spherical
harmonics [25]

Xm
l = ∇Y m

l × r/
√
l(l + 1),

Ym
l = ∇Y m

l r/
√
l(l + 1),

Zm
l = Y m

l r/|r|,

 (3.4)

in which the electric field, for both polarizations, are [206–208]

ETE
lm (r) =

1

kr
E0fl(r)Xm

l (θ, φ),

ETM
lm (r) =

1

n2
E0

(
∂fl(r)

∂r

1

k2r
Ym

l (θ, φ) +
√
l(l + 1)fl(r)

1

k2r2
Zm

l (θ, φ)

)
.

 (3.5)

Inside the resonator (r < a), fl(r) = ψl(kr), and, outside, fl(r) = C1ψl(kr) +
C2χl(k0r), where ψl and χl denote, respectively, the first and second type Riccati-
Bessel functions, C1 and C2 are coefficients to be determined, n is the refractive
index of the resonator, and a is its radius.

The solutions of fl(r) also respect a radial equation [206, 207], which was used
by Nussenzveig as an analogy with the time-independent Schrödinger equation
[209], in which the effective potential is equivalent to considering the trapped
light as a bounded state. Higher values of l produce evanescent fields that leak
very little to the exterior of the resonator and could only escape by tunneling
through the potential barrier. These low-leaking modes will circulate many turns
and, consequently, have high Q factors.

Resonant frequencies

The multiple resonant mode frequencies can be obtained from this mathematical
model by solving the spherical boundary conditions i.e. the continuity of the
tangential components in the set of equations 3.5

C1ψl(kr) + C2χl(k0r) = χl(ka),

C1ψ
′
l(kr) + C2χ

′
l(k0r) = Pχ′

l(ka),

}
(3.6)

where P = n or P = n−1 for TE and TM polarization, respectively. Assuming
large ratios of a/λ, an expression for the resonant condition can be written in
terms of the Bessel (Ju) and Neumann (Nu) functions [206, 207] such as

P
J ′
l+1/2(nx)

J ′
l+1/2(nx)

=
N ′

l+1/2(nx)

N ′
l+1/2(nx)

, (3.7)
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where x = 2πa/λ is usually called the size parameter. By solving this equation,
one can define a free spectral range as the spectral distance between adjacent
modes of the same polarization and radial order as

∆ν∆l=1
q,l ≈ c

2πna
, (3.8)

and also derive the spectral distance between modes of the same radial and angular
order but with distinct polarization

∆νTM−TE
q,l ≈ c

2πna

√
n2 − 1

n
. (3.9)

Alternatively, the scattering of a plane wave by a dielectric sphere can also be
studied under the Mie-Lorentz theory. In this picture, Mie efficiencies for the light
extinction, scattered, absorbed, and backscattered can be calculated from a pair
of coefficients [25, 202, 210, 211] that can be written such as

tMl =
−jl(x)x1j′l(x1) + xj′l(x)jl(x1)

h+l (x)x1j
′
l(x1)− x[h+l (x0)]

′jl(x1)
, (3.10)

and

tEl =
−jl(x)[x1jl(x1)]′ + ε[xjl(x)]

′jl(x1)

h+l (x)[x1jl(x1)]
′ − ε[xh+l (x0)]

′jl(x1)
, (3.11)

where x1 = 2πa/λ
√
ε, ε being the dielectric function inside the resonator, h+l and

h−l are the spherical Hankel functions, outgoing and ingoing waves for the + and −
superscripts, respectively, and j+l and j−l are spherical Bessel functions, following
the same propagation convention as the spherical Hankel functions.

EELS & CL in WGMRs

The analytical solution of the energy loss and radiation emission probability of a
fast electron upon interaction with a spherical dielectric body can be written as
[87, 202, 212]

Γloss(ω) =
1

cω

∞∑
l=1

l∑
m=−l

K2
m

(
ωb

vγ

)
×
[
CM

lmℑ{tMl }+ CE
lmℑ{tEl }

]
, (3.12)

and

Γrad(ω) =
1

cω

∞∑
l=1

l∑
m=−l

K2
m

(
ωb

vγ

)
×
[
CM

lm|tMl |2 + CE
lm|tEl |2

]
, (3.13)

where Km is a modified Bessel function of order m, b is the electron impact pa-
rameter relative to the sphere center, tMl and tEl are the Mie scattering coefficients
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aforementioned, which depend exclusively on the sphere radius and its dielectric
function, and CM

lm and CE
lm are coupling coefficients that depend on the ratio of

electron to light velocities v/c and can be found in ref. [212]. These simple results
show that EELS and CL are well-fitted tools to study extinction and scattering
spectroscopy at the nanometer scale. Note that, for lossless media, the dielectric
function is real and by using mathematical properties of the spherical Bessel func-
tions, ℑ{tM,E

l } = |tM,E
l |2, which means Γloss(ω) = Γrad(ω). For complex dieletric

functions, ℑ{tM,E
l } ≥ |tM,E

l |2 and hence Γloss(ω) ≥ Γrad(ω). In other words, the
energy lost in the form of radiation is always smaller than the total energy lost by
the incoming electron [202].

3.1.2 Whispering-gallery mode resonators & metallic
nanoparticles

Due to their high Q factor, coupling light to a WGMR is a challenging task.
Efficient methods almost always rely on evanescent fields using gratings, prisms,
or tapered fibers [11, 209, 213, 214], as shown in Figure 3.3(a&b). In particular,
fiber tapering can reach coupling efficiencies as high as 99% but requires active
positioning to maintain this level of performance over long periods. Free-space
light is an alternative to evanescent coupling, but it has only encountered partial
success with spheres [12, 215] and asymmetric cavities [216, 217] having high
radiative losses due to the bounded nature of the gallery modes.

Figure 3.3: Methods of exciting WGMRs. (a) Using frustrated total internal reflection
in a glass prism. (b) Using tapered optical fibers. (c) Using nanoparticles attached to
the edge of the resonator in order to couple far-field radiation.

A practical solution to the problem is to couple an intermediate (e.g., plas-
monic) nanoparticle to the gallery modes and to employ it as an evanescent light
coupler into the WGM microresonator [218–221], sketched in Figure 3.3c. This ap-
proach has been successfully used to detect and characterize the nanoparticle using
mode energy shifting [17, 222, 223], splitting, [18, 224] or broadening [225, 226] of
the unperturbed resonances. Single-metallic-nanoparticle and gallery-mode cou-
pling using far-field light has been studied for applications in photocatalysis, [227]



89 3.1. Introduction

as well as for engineering ultranarrow plasmonic resonances [228, 229]. Selective
coupling into TE and TM modes depending on the incident free-space light po-
larization has also been observed [230], finding interesting applications in sensing
thanks to the clearer mode identification enabled by this method [181]. However,
a sufficient degree of spatial resolution to study the induced near electric field is
still lacking in all of the mentioned studies.

An alternative to studying nanoparticles with high spatial resolution is to use
a scanning transmission electron microscope (STEM). EELS and CL spectroscopy
are techniques that can be performed inside the STEM and can combine the
sub-nm probe size with high spectral resolution (<10 meV) when monochromatic
electron sources are used. EELS and CL have been extensively explored to study
small (radius < 150 nm) spherical particles [88, 97, 231], including the observation
of low-order optical modes in SiO2 spheres by Hyun et al. [14]. Large spheres (ra-
dius > 1.5 µm) have been studied with electron beams by using photon-induced
near-field electron microscopy [4], in which a few gallery modes have been observed
due to the interaction of an externally applied optical field with the free electrons
[13]. More recently, Müller et al. have measured broadband light emission from
high-Q WGMRs using fast electrons [203], but without the complementary infor-
mation obtained from EELS. Most of these examples, however, could not resolve
a large number of modes. Besides, the bare resonators did not offer much to be
spatially explored due to their spherical symmetry.

3.1.3 Photonic crystals

The seminal work of Eli Yablonovitch entitled “Inhibited Spontaneous Emission
in Solid-State Physics and Electronics” [39] has shown that carefully designed
periodic dielectric structures can forbid light propagation in a band of the electro-
magnetic spectrum and hence they exhibit the so-called electromagnetic bandgap.
Yablonovitch’s work marks the beginning of the blooming era of photonic bandgap
crystals [232, 233].

The origin of the photonic bandgap can be more easily understood in 1D
periodic structures, such as the one shown in Figure 3.4a. For a periodicity of d,
the primitive reciprocal lattice vector is (2π/d)z and the Brillouin zone comprises
−π/d ≤ k ≤ +π/d. Because the wavevector repeats itself outside the Brillouin
zone, the light line folds at k = π/d, which explains the wavevector range shown
in Figure 3.4(a&b). For the case of n1 = n2, at the edge of the Brillouin zone,
λ = 2d and there are two possible phase configurations of the propagating electric
field, as depicted by the purple and the red curves in Figure 3.4a. When there
is an index of refraction contrast, i.e. n1 > n2, the electric field profile is forced
to change. It is possible to show that for such a case, the low-frequency modes
concentrate their energy in the media with the highest index of refraction [234].
In other words, the spatial energy redistribution due to the index of refraction
contrast splits the allowed frequencies, creating an electromagnetic bandgap. For
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consistency with most available textbooks, it is worth mentioning that the upper
and the lower bands are also sometimes referred to as air and dielectric bands.

Figure 3.4: Properties of photonic bandgap crystals. (a) The periodic sheets have a
periodicity of d and the electric field amplitude for the upper band (purple curve) and
the lower band (red curve) are shown for k = π/d and n1 = n2. (b) If n1 > n2, the
energy redistribution between the dielectric sheets split the allowed light frequencies, and
an electromagnetic bandgap is opened. (c) A 2D periodic structure of pillars is prone
to exhibit a TM bandgap. (d) Conversely, an array of holes is prone to display a TE
bandgap. (e) The photonic bandgap design by Kuramochi et. al. [235] tried in this work.
The distance of neighbor holes of a line defect are modulated by different distances d1,
d2, and d3.

2D periodic structures are subjected to similar reasoning, although in this case
the bandgap band structure must be independently determined for each TE and
TM polarization. In general, a periodic structure of dielectric rods with air gaps
between them is much more prone to exhibit a TM bandgap; TE gaps being
difficult to open. Conversely, a periodic array of holes is usually associated with
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TE band gaps, as shown in Figure 3.4(c&d). A complete photonic gap, with
simultaneous TE and TM band gaps, can be fabricated by carefully designing
the crystals with large holes and thin veins connecting the structure, although
experimentally challenging. The reason behind the relation between design and
either TE either TM gap is complex [234], but can be more easily grasped by
a similar argument as for the 1D structures: large band gaps are related to the
contrast of the energy density of the fields between the dielectric (high ε) and
the air layer (or the low ε). In the set of dielectric rods within an air media, TE
polarization fields are both weak media because they are forced to penetrate low-
ε regions. In the complementary structure, the continuous presence of material
provides high-ε paths for the fields to propagate on and thus a much higher contrast
of the fields between the dielectric and the air region [234].

Extreme light-localization can be achieved by perturbing the dielectric period-
icity of the crystal by a single or multiple lattice site. These are most known as
point defects and are the equivalent of having a single state within the forbidden
electromagnetic bandgap. There are several ways of designing such defects in 2D
photonic crystals, ranging from local lattice radius adjustment [236–239], by re-
moving them completely [240], by removing sites and perturbing the periodicity
[200], or by complete line defects [241]. These outstanding and numerous exam-
ples engineered photonic crystals with Q factors as high as 105. More recently,
Kuramochi et. al. have designed an ultrahigh-Q cavity (Q ∼ 106) by modulating
the local width of a line defect [235], which is sketched in Figure 3.4e and is the
base design studied in this thesis.

3.2 Results

3.2.1 Bare microspheres

Non-functionalized SiO2 spheres from BangsLabs Inc [242] ranging from 1.5 µm
to 2.0 µm in radius have been used for the experiments. The microscope is a
modified Nion Hermes 200 fitted with an Attolight Mönch CL system, known as
ChromaTEM throughout this thesis. Experimental results were interpreted by
energy-loss simulations done by using a 3D finite-difference time-domain (FDTD)
method available in Ansys Lumerical [124] and based on the work from Cao et. al.
[243] by using custom-made Lumerical and Python3-based post-processing scripts.
Mie scattering calculations were used to estimate the sphere radius [210, 244]. The
dispersion values for the SiO2 response were taken from Malitson’s work [245].

Figure 3.5 shows the combined results of EELS and CL using acceleration volt-
ages of 200 kV and 100 kV for one bare sphere suspended on a carbon membrane
of ∼20 nm thickness. More than 80 resonances were observed in the broadband
excitation using 200 keV electrons in EELS, while no energy loss was observed for
100 keV due to the reduced coupling for slower electrons. In both the experimental
results and the FDTD simulations, TE polarization is poorly excited by the fast
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Figure 3.5: Emergence of optical modes in a SiO2 sphere of 1.595µm radius. (a)
EELS and CL spectra were measured by using 200 keV electrons, compared to FDTD
simulations. The inset shows measurements at 100 keV, lacking any visible resonances.
(b) Zoomed area around the highlighted gray rectangle in (a). (c) Measured CL and
simulated FDTD Q factors, plotted along with the spectral distance from EELS, CL,
and FDTD. The FDTD Q factor is divided by a factor of 5 for readability.

electron, also as a consequence of equation 3.12 due to the smaller coupling terms
of TE in comparison with TM for these electron energies.

Each resonance in EELS and CL was fitted with a Gaussian and the obtained
center subtracted from the adjacent mode to form a spectral distance curve, which
was subsequently compared with the theoretical free spectral range (FSR)[207,
246]. These values were used for modes from 2.0 eV to 3.0 eV to extract the effective
index of refraction. The index was calculated to be 1.398 at 2.0 eV and 1.409 at 3.0
eV, which are values that agree within ≈ 95% with reference values [245]. Beyond
3.0 eV, modes have Q factors exceeding 105 from Mie Theory, which would be easily
washed out by losses and finite energy resolution of our experimental setup. This is
especially important for the far-UV resonances observed in EELS, as multiple sets
of radial orders combined with the limited spectral resolution of the electron beam
undermine mode order identification and the estimative of the index of refraction.



93 3.2. Results

Figure 3.6: FDTD simulation results for a bare SiO2 sphere. (a) EELS probability
over a broadband energy range for 100 keV, 150 keV, and 200 keV electrons and a sphere
of radius ≈ 1.60 µm. (b) Details of the TM22 and TE22 resonances for multiple electron
kinetic energies. (c) The probability for three TM and TE resonances as a function of
v/c.

The Q factors from FDTD follow an exponential-like profile as radiation leakage
is the only source of loss in the simulation, similarly to what has been already
discussed in section 3.1.1. The inflection point near 2.8 eV in the experimental
Q factor from CL can be attributed to a combination of experimentally induced
losses, such as the effect of the carbon membrane and surface inhomogeneities,
[207, 247] as well as the expected quality factor reduction from the increased
radial order.

The EELS probability for a bare resonator was FDTD-simulated for several v/c
ratios, as shown in Figure 3.6. A few angular order peaks close to the visible range
for a sphere of ≈ 1.60 µm were inspected. For the TM22 mode, for example, the
EELS probability increases approximately two orders of magnitude as the electron
energy is increased from 100 keV to 200 keV. Also, the loss probability for the TE
modes approaches the TM ones only when v ∼ c, as expected [202]. The quality
factor for the TM polarization is slightly smaller than the TE one, which is also
an expected result when only radiation losses are taken into account [207].

3.2.2 Coupled microspheres

To study the coupling of nanoparticles with WGMRs, silver nanocubes of ≈ 100
- 120 nm side length, synthesized by seed-mediated growth, [248, 249] have been
drop-casted on the sample grid containing the SiO2 spheres. To mitigate the direct
coupling of the electron beam with the WGMR, the electron acceleration is kept
at 100 keV, where the coupling terms for angular modes l ≈ 20 are reduced by
two orders of magnitude, as shown in Figure 3.6. In theory, for a lossless Drude
Metal, bare nanocubes are known to support an infinite number of optical modes
[250, 251], which are conventionally divided into corner (C), edge (E), and face (F)
modes [113, 252–254]. The presence of the SiO2 sphere, as a substrate, induces
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Figure 3.7: Hybridization of the silver nanocube corner, edge and face modes into
distal and proximal resonances due to the substrate presence.

mode hybridization for each of the C, E, and F modes, leading to the so-called
proximal (P) and distal (D) splitting in reference to the induced fields concentrated
close or opposite to the substrate [15, 255], respectively. An illustration of the field
amplitudes for these hybridized modes is sketched in Figure 3.7. Figure 3.8 shows
the most notable of these modes identified simultaneously by EELS and FDTD
simulations, done by placing a 100 nm Ag nanocube on a 500 nm thick SiO2 plane
substrate to observe the cube-substrate hybridization. Weak coupling between the
gallery modes circulating in the sphere and the cube surface plasmons is observed
in the spectral range of the dipolar mode (Dip) and, to a lower extent, in the first
observed distal corner (DC1) resonance, as shown in Figure 3.8a

Loss spectra were studied with the electron probe positioned at the cube top
(opposite edge from the substrate), side (lateral edge), distal corner (opposite
corner from the substrate), and proximal corner (closer corner to the substrate)
positions, which contain all possible symmetries of the problem. No gallery modes
were observed in the proximal corner mode PC2, the second distal corner DC2,
the proximal and distal edge modes (PE and DE, respectively), and the distal
face mode DF, even though similar bare resonators exhibited detectable modes
up to 7 eV under 200 keV electron excitation. This behavior can be attributed
to the near-zero net dipole moment of these higher-order modes, and thus, the
resulting electric field is not enough to be observed in the EELS spectrum. Figure
3.8c shows filtered spectral maps of the cube modes, which match the already-
known tomographic reconstructions of this system [15] and were also observed in
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Figure 3.8: Characterization of MNP-WGMR coupling. (a) Experimental electron
energy-loss spectra of a silver nanocube of ≈ 105 nm side length placed on a silica sphere
for four different probe positions as indicated by the inset scheme. (b) FDTD simulated
electron energy-loss spectra of a silver nanocube of 100 nm on a SiO2 planar substrate
for similar probe positions. (c) Spectral maps obtained by EELS for all identified modes
and, superimposed, the FDTD-simulated relative value of the electric field.

the FDTD simulations, as shown in the appendix of this work. The relative value
of the electric field obtained from FDTD for each of the cube modes is shown in
the respective experimental cube map.

Due to the much more complex distribution of the local electric field associated
with these higher-order modes, the analysis has focused on the cube’s dipolar
mode (Dip), which is characterized by dipole moments along with the three main
symmetry directions. Within the dipolar picture, it is suggested that different
probe positions, that translate into distinct net dipolar moment directions, induce
different gallery-mode polarizations. As TE modes have no radial electric fields
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Figure 3.9: Polarization dependence of the MNP-WGMR coupling. (a,b) Polarization
dependence on the probe position as observed in the EELS (a) and CL (b) signals
associated with the dipolar mode. TM and TE modes are simultaneously observed
in CL for the lateral probe position, while they were not seen in EELS due to the
limited spectral resolution of the technique. (c) Spectral distance and quality factors for
the resonances found with the lateral probe position. The uncertainty in the spectral
distance is < 1meV for all data points.

(r · E = 0), the top probe position primarily excites TM modes. If the probe is
placed laterally to the cube, the resulting electric field is mostly tangential to the
sphere surface and can thus excite both TE and TM modes [230, 256], as has been
already shown in the set of equations 3.5. The experimental results from EELS
show resonances that are equally spaced by ∼ 71 meV for each top and lateral
probe position, but shifted ∼ 22 meV between each other, as shown in Figure 3.9.
This value is smaller than the fwhm derived from the EELS spectra and therefore
limits the resolution of possible neighboring TE and TM resonances. CL offers
a simple solution to further explore the problem thanks to its superior spectral
resolution.

The employed CL system is angle-selective and can only detect gallery modes
that circulate close to the plane containing the electron trajectory due to the
mirror position relative to the sample and the electron beam direction, as can be
seen in the microscope sketch in Figure 3.1. Experimental CL results are shown
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in Figure 3.9b. For the top probe position, which induces a strong radial electric
field, TM polarization is more clearly resolved, while for a lateral probe both sets
of TM and TE resonances can be observed. The measured FSR is ∼ 69 meV and
the TE-TM spectral distance can be directly determined with the lateral probe
spectrum as ∼ 35 meV.

The measured resonances have been fitted for the lateral probe position and
divided into two different sets. Consecutive modes were subtracted to obtain a
spectral distance curve and the standard deviation was used to estimate Q fac-
tors. Uncertainty bars for the Q factor are also included due to the non-negligible
fitting uncertainties. The spectral distance curve shows no notable difference be-
tween polarizations, as expected from its definition. The Q factor for TE modes
has a minimum value centered on the cube dipole resonance, which is expected
because cube-induced losses are then maximal. For the TM modes, a steady Q
factor decrease down to the lowest energy resonance at ∼ 1.9 eV is observed, but
not a clear minimum. Unfortunately, the low emitted light intensity and the im-
possibility of easily changing the electron acceleration preclude further exploration
of the coupled system.

It is worth mentioning that CL results outside the dipolar energy range were
also obtained. While induced gallery modes were not observed in EELS for DC2

(Figure 3.8a), CL displays a coupling component, as shown in Figure 3.10. This
observation reinforces the argument that the coupling strength is dependent on
the net dipole moment. Since CL measures the radiative component of the cou-
pled plasmon-WGM mode, induced gallery modes can be observed. In addition,
EELS is a combination of radiative and non-radiative losses and, because the
non-radiative contribution only contains plasmonic losses and dominates over the

Figure 3.10: Experimental CL results. (a) CL spectra for the cube-substrate system at
four different probe positions. (b) Spectral maps for the dipolar (Dip), first and second
proximal corner (PC1 and PC2), first and second distal corner (DC1 and DC2), and
distal edge (DE) modes. Scale bars are 50 nm.
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radiative component, gallery modes are difficult to resolve in the EELS spectra.
Most of the identified modes revealed by EELS have been also seen in CL, includ-
ing the first-order proximal mode PC1 that was difficult to resolve in EELS because
of its closeness to the dipolar mode (Dip) and the tail of the much stronger PC2.
Additionally, PC1 and PC2 can be better spatially resolved because thick regions
of the sample can be probed in CL, differently from EELS, in which penetrating
trajectories in such a thick sample is difficult. Note that PC2 radiates less than
PC1 due to its higher-order, analogously to what happens to DC2 relative to DC1.

To obtain further insight into the physics of the nanocube-sphere system, the
effective polarizability modified by the non-homogeneous environment (section
1.2.2) is used. The polarizability α(ω) is calculated from a finite-difference method
(see appendix) and the Green’s tensor

↔

G(ω) using the boundary-element method
[87]. This theoretical formulation was mainly performed by Vahagn Mkhitaryan
and F. Javier García de Abajo, with a common discussion between me and the
other co-authors of the associated published paper in ref. [16].

These elements are represented in Figure 3.11b, where Re{α−1} is found to
change its sign around 2.5 eV, indicating the emergence of a prominent particle
plasmon, whereas

↔

G displays sharp oscillations revealing the effect of coupling
to the Mie modes of the sphere. For comparison, the featureless profile of the
Green’s tensor for a planar silica surface is also shown. From these considerations,
the weak-coupling regime is certainly the case, as the lifetime of the MNP dipole
is much smaller than that of the whispering-gallery modes, so that the imagi-
nary part in the denominator of αeff remains relatively large and dominated by
the nanocube component. Then, the optical response of the MNP-sphere hybrid
system is enhanced at the points in which the real part of the denominator is can-
celed, as indicated by the crossings between ℜ{α−1} and ℜ{Gzz} in Figure 3.11b.
The effective dipole induced on the particle receives contributions associated with
different scattering paths, as schematically shown in Figure 3.11a. Namely, it is
contributed by the direct field produced by the electron (Edir

EB), as well as by the
scattering of this field at the sphere (Erefl

EB) and the scattering of the dipole field at
the sphere acting back on the dipole (Erefl

dip); these contributions are all captured
in αeff .

To calculate EELS in this model, the multiple-elastic-scattering of multipole
expansions (MESME) method [257] with the sphere and the MNP acting as scat-
tering centers has been used. In particular, the sphere is described by multipoles
up to order > 30 and the MNP through the electric dipolar components of the
scattering matrix. This method captures all scattering paths schematically repre-
sented in Figure 3.11a. The results presented in Figure 3.11c confirm the analysis
based on αeff : the EELS probability with the MNP alone exhibits a prominent
plasmon, but it is modulated through coupling to Mie resonances of the sphere in
a way similar to that observed in the experiment. Note that the model successfully
describes the sphere and MNP coupling within the dipolar picture, but it does not
account for higher-order plasmon modes. In this sense, although Figure 3.11 shows
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Figure 3.11: Analytical description of free-electron interaction with a MNP-WGMR
hybrid system. (a) Electric field contributions to the self-consistent dipole model (see
main text), where the MNP is treated as a dipolar scatterer. (b) Calculated electro-
magnetic Green’s tensor components for the self-induced field produced by the particle
dipole on itself due to the presence of the dielectric sphere, compared with the real part
of the inverse of the MNP polarizability. (c) Model calculation of the EELS probability
corresponding to the nanocube alone and the nanocube placed near the sphere for the
electron beam position shown in the inset.

gallery modes along the entire displayed energy range, they are not observed in
Figure 3.8a because higher-order modes mask the tail of the dipolar resonance.
Further discussion of the analytical model can be found in the appendix of this
work.

EEGS on the coupled system

One suggestion to increase the resonance Q factor is to increase the sphere radius,
as Qrad scales exponentially for a given resonance wavelength. However, as can
be seen in equation 3.8, the spectral distance between adjacent modes is inversely
proportional to the sphere diameter, and hence the finite spectral resolution of
EELS hinders mode identification. Besides, CL becomes a less viable spectro-
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scopic technique because increasing Qrad is equivalent to reducing the leaking of
the confined modes to the far-field. Such a scenario is precisely where EEGS is
supposed to replace EELS and CL. As already discussed, energy-gain experiments
in WGMR were performed by Kfir et. al. [13], although not in the larger spheres
as reported here, and by using a chirped light pulse rather than scanning the laser
wavelength.

Figure 3.12: EEGS performed in a 4 µm radius silica sphere. (a) The annular dark-field
(ADF) image shows the cube and the electron probe position of the EEGS measurement.
In this position, only TM modes are excited because TE modes do not have a radial
component of the electric field. (b) A single EEGS spectra for a laser wavelength of 577
nm, showing the fitted resonance in the blue curve. (c) The bi-dimensional histogram of
the laser excitation wavelength and the energy-gain spectra for the energy range defined
by the gray rectangle in (b). Additionally, the horizontal white line 1 corresponds to the
spectrum displayed in (b). (d) Every laser wavelength in (c) was fitted with a Gaussian
and their intensity is displayed in the red dots. These have been again fitted with three
Gaussians, shown by the continuous blue curve.

EEGS was performed in the Vacuum Generators model HB 501 (VG) mi-
croscope (a non-monochromated cold field-emission gun (cFEG) STEM), as the
experiment was currently not feasible on ChromaTEM. The gain curves were per-
formed rastering the laser wavelength between 575 nm and 605 nm with a step of 1
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nm, ∼ 3.5 meV spectral spacing between points. The sample is a sphere of approx-
imately 4 µm radius, twice as big when compared to previous experiments. Figure
3.12 shows the histogram of the energy-gain peaks for multiple laser wavelengths,
in which the curve in (a) is related to the horizontal white line “1” in (b). The
electron probe position is indicated by the red square and is associated with the
top probe position, and thus with the excitation of TM-only whispering-gallery
modes. Every resonant peak (blue curve in Figure 3.12b) was fitted with an un-
bounded Gaussian and the intensity of them as a function of laser wavelength is
shown by the red crosses in Figure 3.12d. Subsequently, a second model based
on three Gaussians has been used to fit the encountered intensities, unveiling the
three modes as indicated by the continuous blue curve in Figure 3.12d. The sig-
nals are rather noisy, which again reinforces the massive technical advantage of
ChromaTEM for performing EEGS over the VG microscope, as has already been
discussed in the previous chapter of this thesis. To sustain the meaningfulness of
these curves, the free spectral range of the resonances were estimated based on
equation 3.8, which thus must be twice as small as the ∼ 69 meV for the TM-only
modes in the previous experiments, as can be seen in Figure 3.9b. The measured
value for the 4 µm sphere was determined in ∼ 34 meV range, a great agreement
with the expected value.

For a given resonance wavelength, Qrad grows astronomically with the sphere
radius, not compatible with the encountered Q factors of 122, 103, and 126, only
slightly higher than the previous experiments. As the ultimate Q factor follows
an inverse sum law, a single limiting factor is enough to prevent its increase,
which is here attributed to the presence of the lossy metallic nanocube. Besides,
the surface of these larger spheres has shown to have adsorbed material on it,
reducing further the potential for high-Q applications. Placing the electron probe
in the lateral of the cube would excite both TM and TE modes, and thus a richer
EGGS spectrum could be retrieved. Unfortunately, these experiments have shown
featureless curves, attributed to the high spectral density and the subsequent loss
of contrast. This stands as a second example of the importance of cutting-edge
microscopes for EEGS measurements, such as ChromaTEM: even if the spectral
resolution is ultimately given by the laser linewidth, unstable zero-losses, poor
spectral resolution, and poor electron spectrometers can effectively restrict the
maximum observable Q factor.

As discussed, transferring the EEGS experiment to ChromaTEM is a work in
progress. In such a case, spatial maps for specific resonances could be performed,
which is expected to provide a very comprehensive dynamics of the coupling: TM
modes would have energy-gain resonances all along the cube perimeter, while TE
modes would be concentrated to the lateral edges of the nanocube.
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3.2.3 Photonic bandgap crystals

Photonic bandgap crystals have also been subjected to study in ChromaTEM,
in which its remarkable spectral resolution allows to resolve high-Q resonances to
perform EELS measurements in the infrared spectral range, still vastly unexplored
because the tail of the zero-loss peak (ZLP) normally hinders resonances in this
energy range.

Figure 3.13: Preliminary measurements of the ultrahigh-Q slot cavity. The defect is
designed by modulating the line width of a line defect. The slot, or the line defect,
exhibits low-Q guided modes, which are at energies close to the expected bandgap of the
photonic crystals. Their long tails and the unfortunate sample contamination prevented
the ultrahigh-Q mode identification.

The photonic crystal sample is based on the ultrahigh-Q cavity obtained by
modulation of the line width of a line defect [235], as sketched in Figure 3.14e,
and in which Q factors as high as 106 have been experimentally observed [258,
259]. The line defect can be made into a slot, in which the fast electron can probe
close to the maximum of the field intensity. These cavities have been produced
and characterized in the Quantum dot & photonic nanostructures group in the
center of nanosciences and technologies (C2N) by Xavier Checoury and have been
observed in ChromaTEM. The slot cavity around the ultrahigh-Q defect is shown
in Figure 3.13. The expected bandgap, from previous measurements at C2N, is
between approximately 0.75 eV to 0.88 eV, in which EELS measurements seems
to properly identify. Unfortunately, the cavity had a contaminant close to the
defect site, which could interefere with the maximum attainable observed Q factor.
Besides, guided modes were observed at E1 and E2, close to the edges of the
bandgap, and their long tails can also hinder the sharp spectral feature associated
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with the ultrahigh Q factor of the cavity defect. Finally, Figure 3.13 shows a
non-tilted measurement to properly show the spatial distribution of the guided
modes. Measurements, however, were also performed with a tilted angle, with the
rotating axis perpendicular to the slot, as high as 600 mrad (∼ 34.4 degrees). No
defects were identified within the photonic bandgap in any case. In this picture,
the simplest defect, an individual missing hole in a completely periodic structure
[200, 237, 241], has been studied. Missing holes can be found in any of these
cavities as a consequence of a faulty fabrication processes. When far from the
defect site, their impact are minimal in the attainable defect Q factor.

Figure 3.14: Prelimary measurements on a single-hole defect in a photonic crystal.
(a) EELS measurements for the holes in the vicinity of the defect with the electron
propagation perpendicular to the photonic cavity. (b) Same as (a) but with the cavity
tilted by 600 mrad around the holes 3 and 6. (c) The scheme of the cavity and the
missing-hole defect. The angular tilt relative to the incident electron is shown at the
bottom.

As aforementioned, these defects have a TE polarization, meaning the electric
field is mainly at the sample plane, orthogonal to the electron propagation direc-
tion. In Figure 3.14a, a hyperspectral image is obtained for every neighbor hole
from the defect center, in which the fields at the electron propagation direction
are mapped. When the sample is tilted by 600 mrad along the axis of rotation
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shown in Figure 3.14c, the EELS intensity along the holes “3” and “6”, crossing the
rotation axis, is much more intense, which is explained by the projection of the
in-plane electric field. The spectral resolution of the microscope was ∼ 18 meV,
which would be capable of measuring Q factors as high as Q∼ 43 for resonances
centered at ∼ 0.78 meV. Even for these simple defects, expected quality factors
are in the order of 103 [175, 237] and thus certainly limited by the microscope
spectral resolution. Even at the best microscope condition, the maximum observ-
able quality factor is ∼ 150 for 5 meV ZLP fwhm. EEGS is, therefore, the natural
solution for spatial mapping of these resonances.

The experimental observation of such resonances is important. Not only the
expected quality factor is 1-2 orders of magnitude greater than the whispering-
gallery resonators, but the volume of these modes is also much higher. For photonic
crystals, mode volumes scale as ∝ (λ/n)3 and thus higher brightness electron guns
are needed to achieve the appropriate spatial resolution.

Unfortunately, EELS can not appropriately map the maximum field intensity
of such defects, which is positioned at the center of the missing hole, where the
sample is too thick. For this, mode mapping must rely on the evanescent fields
across the neighbor holes. Summed to the in-plane electric field for TE-based
point defects, mode mapping in EELS is incomplete without simulations. This is
also a work in progress, in which FDTD-based simulations, similarly to the ones
performed for whispering-gallery microresonators, are underway.

3.3 Conclusions & prospects

Bare and metallic nanoparticle-coupled microspheres were studied with high spa-
tial resolution using fast electrons, observed from energy absorption (EELS), light
emission (CL), and, to a lesser extent, EEGS measurements. While CL can be used
to improve the experimental spectral resolution, EELS provides rich and complete
absorption information over a large spectral range: a compelling example of how
EELS and CL can be used together to provide self-complementary information.
EEGS measurements showed resonant modes in higher-radius spheres, which were
not observed in EELS at ChromaTEM, although the lack of signal-to-noise ra-
tio prevented a more comprehensive study, i.e. spatial maps for different TE and
TM resonances. FDTD-simulated energy-loss spectroscopy, beyond its remarkable
agreement with experiments, provided a deep physical insight into the coupling
mechanism. Finally, the plasmon resonance excitation by the electron probe allows
for the manipulation of the gallery-mode polarization by either coupling to TM or
both TM and TE resonances. With the advent of a new generation of monochro-
mated STEMs, experiments requiring such high spectral and spatial resolution are
now possible.

Although the WGMR and MNP coupled system is an interesting one, the
presence of a lossy nanoparticle disrupted the bounded modes to the point that
the ultrahigh-Q factor is probably impossible, which has triggered the beginning



105 3.3. Conclusions & prospects

of the work on photonic crystals. For such a system, the sample can be studied
stand-alone, without any loss on the expected Q factors due to experimental con-
straints. Observing ultrahigh-Q, however, is not an easy task because coupling
and observing these modes require proper phase-matching and an extreme de-
gree of monochromaticity of the electron beam. Naturally, and rather obviously,
EEGS spectroscopy stands as the possible solution to this problem. During these
trials, a work was published on a whispering-gallery micro-ring chip, performing
for the first time µeV-resolution electron-based spectroscopy [137]. Fortunately,
many things are still to be done. The spatial resolution of the small mode vol-
umes created by ultrahigh-Q point defects in photonic crystals has not yet been
reported and probably requires cFEG electron guns. Besides, photon emission of
these structures can be efficiently studied in ChromaTEM, thanks to the efficient
high-numerical-aperture parabolic reflector.

Finally, it is worth mentioning that these ultrahigh-Q photonic cavities have
an even broader research interest. The phase-matched fast electrons travelling
through the cavity slot shown in Figure 3.13 can strongly interacts with the TE
defect mode, leading to much higher EELS probabilities of the defect state. Ad-
ditionally, for a high enough electron current, the long-lived ring-down time of
these defects are expect to produce non-linear effects, such as the “spontenous
energy-gain”, in which the inter-arrival times of two electrons must be inferior to
the lifetime of the defect state. In this case, the direct electron detector Timepix3
(TPX3) can provide valuable insights, as it is capable of output the electron time
of arrival (ToA) and thus experimentally confirming the temporal correlation of a
energy-gain event with a prior energy-loss event.



4
Event-based EELS: developments &
applications in the nanosecond scale

4.1 Introduction

As should be clear up to this point, the transmitted electrons carry spectral in-
formation from the sample and are studied by electron energy-loss spectroscopy
(EELS) with high spatial resolution, down to the atomic level. Data is usually
acquired in the form of a hyperspectral image, a data cube indexed by one energy
and two spatial coordinates.

One of the main concerns when performing EELS is that the energy-momentum
transferred during the inelastic scattering of the electron may cause undesired ef-
fects in the sample, such as knock-on displacement, induced heating, and radiolysis
[75, 260]. Several approaches have been proposed to diminish them, such as custom
scan paths and fast scans combined with data reconstruction algorithms [145, 261–
263]. Although effective, these solutions are limited by their frame-based nature,
which have a minimum acquisition time given by the readout scheme, typically of
a few milliseconds for charged-coupled device (CCD) cameras, for example.

Up until now, frame-based detectors have been the usual solution for EELS.
These count the number of electrons hits in a given dwell time indiscriminately
and thus the temporal information is limited by the spectrum acquisition time,
as shown in Figure 4.1a. CCDs and complementary metal–oxide–semiconductor
(CMOS) are the most widespread frame-based detectors for EELS [264, 265]. For
both detectors, a scintillator and an array of optical fibers are typically used to
convert the incident electrons into photons. These detectors have a variety of
noise sources, such as dark and readout noises, and can dramatically degrade
the spectral resolution due to the increased point spread function (PSF) imposed
by the scintillator layer. A second kind of electron detection uses hybrid-pixel
detectors (HPDs), in which the sensor layer and the readout chip (also called
application-specific integrated circuit or ASIC) are manufactured independently
from each other. Multiple successive generations of ASICs led to the spread of
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HPDs in many different research subjects, such as space dosimetry [266], syn-
chrotron source imaging [267, 268], X-Ray spectroscopies [269, 270] and electron
microscopy, including diffraction [271, 272], imaging [273–276] and EELS [277,
278]. One of the most successful ASICs, the Medipix3, introduces several im-
provements relative to CCDs and CMOS for EELS acquisition. These include
the practically zero readout noise, the improved PSF due to the direct electron
detection and the readout time as low as ∼ 500 µs [279]. Despite their improved
acquisition speed, the problems related to frame-based acquisition persist because
scanning pixel time in a scanning transmission electron microscope (STEM) can
go as low as tens of nanoseconds. This is much faster than the readout time of
any commercially available frame-based detector.

Figure 4.1: Comparison between frame-based and event-based hyperspectral acquisi-
tions. (a) In the frame-based hyperspectral image reconstruction, the entire spectral
dimension is acquired for each electron probe position. The minimum exposure time is
given by the camera readout time, typically in the millisecond range for CCDs. (b) The
event-based reconstruction places each electron in its corresponding data cube position
when an electron hit is detected. Because of this, the electron beam can be rastered as
fast as the time resolution of the event-based camera, typically in the nanosecond range.
In both cases, the cube color code represents a typical acquisition time of a frame-based
measurement (∼ 1 ms). In such a time window, the scan unit can raster a great number
of pixels.

A different concept of hyperspectral data acquisition for EELS can be defined
when electrons are individually counted and can be unequivocally placed in the
corresponding spectral and positional coordinates of the data cube. For example,
one can consider a fast rastering electron beam with 0.5 µs pixel time. In such a
time interval, for a probe with ∼ 50 pA only ∼ 150 electrons would hit the sample,
most of them falling in the zero-loss peak (ZLP). For a single-pixel acquisition,
there would not be enough electrons to produce a usable EELS spectrum. How-
ever, continuously scanning and adding the electrons in an event-based fashion
can lead to a meaningful reconstruction of the data cube. We show such a scheme
in Figure 4.1b. The ∆t shown is a typical frame-based acquisition time (∼ 1 ms).
For the event-based acquisition, the SU rasters a great number of pixels within the
time interval ∆t that would be needed to collect a spectrum in the frame-based
approach. Of course, contrary to the frame-based approach, the arrival time of
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each of these hits is known with a precision much better than ∆t. Also, during
∆t, one acquires electron hits from different points of the data cube in space. One
must therefore relate a given electron hit with the corresponding probe position
to construct a hyperspectral image. In this case, hyperspectral images can be
acquired with very fast scanning pixel dwell time and thus synchronously with the
normal annular dark-field (ADF) imaging without any performance penalty.

In this chapter, the implementation of this concept for EELS is demonstrated,
similarly to what was recently performed for event-driven 4D STEM acquisition
[280]. The probe position and the electron hit can be related in the temporal
dimension by using an electron detector capable of output such information. At
first, details of the event-based hyperspectral EELS implementation is explained,
describing, in particular, the Timepix3 (TPX3), the direct electron detector used
throughout this chapter and the next, and the related features of the used readout
board, called SPIDR (Speedy PIxel Detector Readout), that allowed timestamping
supplementary events from the scan unit (SU) superimposed on the data flow
of the electron events. To illustrate the problem, an event-based hyperspectral
acquisition using 120 ns pixel time sampled over 512 x 512 pixels is shown. The
last part of the chapter is dedicated to the application of this system to follow the
decomposition of calcite (CaCO3) into calcium oxide (CaO) and gaseous carbon
dioxide (CO2) under electron beam irradiation.

4.1.1 The Timepix3 and the CheeTah solution

To implement the event-based hyperspectral EELS, a TPX3 detector has been
used. In its first version, Timepix was a simple modification of Medipix2, allowing
one to increment the pixel counter by clock ticks instead of the number of events
since a reference clock was distributed on each one of its pixels [281]. Timepix had
thus the old functionality of counting hits but also the option of output either time
of arrival (ToA) or time over threshold (ToT) values [282]. The former measures
the time elapsed until a hit is detected, while the latter measures the time the hit
stays over the pixel signal threshold. Its successor, the ASIC TPX3, was the first
real data-driven detector in the entire Medipix/Timepix family, as a pixel hit in
any of its 256x256 pixels is responsible for triggering data output from the chip. A
voltage-controlled oscillator (VCO) running at 640 Mhz allows TPX3 to achieve a
nominal temporal resolution of 1.5625 ns (called fine ToA) and, in contrast with
the first Timepix generation, can simultaneously provide ToA and ToT [281, 283].

The obvious motivation from the architecture change from Timepix to TPX3
(frame to event-based) is the total data transfer time interval of the pixel matrix.
In Timepix, this value is the readout time, as defined in this work, and is a
constant value of ∼ 300 µs independent of the detector occupancy (defined as the
percentage of pixels hit). In TPX3, for a given bandwidth Bw (the number of bits
transferred per unit time) this interval is estimated to be
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Ttransfer = NS/Bw, (4.1)

where N is the number of pixel hits and S is the size, in bits, of the individual
packet sent. A single-chip TPX3 has 8 output links that can perform 640 Mpbs
data transfer, reaching thus a maximum transfer bandwidth of 5.12 Gbps. This
means that for the standard packet size of 48 bits (Figure 4.2a), an occupancy of
50% of pixels has a data time transfer similar to the readout time for frame-based
mode, as shown in Figure 4.2d. In this scenario, two important conclusions can
be stated: (i) the detector has a better performance using event-based, or sparse
readout, for occupancy rates smaller than to 50%, and (ii) the data-driven TPX3
has a much smaller dead-time between consecutive hits in the same pixel. Indeed,
for the frame-based approach, the dead-time per pixel is given by the readout speed
of ∼ 300 µs while in the event-based, this dead-time is reduced to 475 ns. As it
is discussed better in the following paragraphs, the pixel hit is represented by its
analog input, shown in Figure 4.2c. This pulse is responsible for determining both
the ToA and the ToT, and the aforementioned dead-time of 475 ns is related to its
duration: a second electron hit must arrive when the analog input has sufficiently
decayed.

There are several packet formats for the output data. In this work, TPX3 was
only used in the event-based operation with simultaneous acquisition of ToA and
ToT, which leads to the packet data structure shown in Figure 4.2a. Pixel address
is 16-bits long (16b) and contains the information of both the horizontal and
vertical hit position, as shown in the chip illustration in Figure 4.2b. As the pixel
matrix is 256x256, 8b is required for each positional value. ToA is 14b relative to
the 40 Mhz reference clock, meaning it can count up to 214 × 25 ns = 409.6 µs.
ToT is a 10b also relative to the 40 Mhz reference clock. Finally, fine ToA (fToA)
is the value associated with the VCO signal running at 640 Mhz. Figure 4.2c
sketches how the time-related values for a single pixel are determined. A pixel hit
over threshold puts the pixel discriminator in a high state and immediately starts
the VCO, which is asynchronous relative to the reference clock of 40 Mhz, and it
runs “on-demand”, triggered by the high state of the discriminator. Additionally,
the VCO is common for every array of 8 pixels, called super-pixels, and can only be
accessed by one pixel at a time. It runs until the next rising edge of the reference
clock, which latches the ToA time and starts the ToT counter simultaneously,
running until the discriminator goes to the lower state. The global ToA (gToA)
is a counter incremented every falling edge and is shared between every double
column of TPX3. The latch is thus used to obtain the current gToA counter value
for a single pixel.

For the development of the application, a solution from Amsterdam Scien-
tific Instruments (ASI), called CheeTah, was used, which includes the SPIDR
board [284] and the control software. The detector consists of four 256x256 chips
mounted linearly adjacent to each other to form a 256x1024-pixel array, more
appropriate to perform EELS. The packet structure described in Figure 4.2a is
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Figure 4.2: General aspects of TPX3. (a) Packet data structure for the event-based,
simultaneous ToT/ToA mode. (b) The TPX3 chip. It is a 256 x 256 matrix containing 55
µm side-length pixel. The pixel address of the packet structure is related to the impact
position of the hit, as shown by the red square. (c) Scheme of how the time-related
quantities are obtained at the pixel level. If the hit signal in the analog input is higher
than the set threshold, the signal discriminator goes high and the on-demand 640 Mhz
VCO signal starts until the next rising edge of the 40 Mhz reference clock, which is also
when the global ToA (gToA) is identified by the ToA latch. gToA is distributed every
double column of the chip and is incremented at every falling edge of the reference clock.
Finally, ToT counts the number of clock hits until the discriminator goes low, or the
analog input goes below the threshold. (d) Shows the time of data transfer in the frame-
based and event-based architecture. For the frame-based, this time is constant and is
what has been called readout time. In the event-based, the sparse readout scheme means
that for occupancy percentages lower than 50%, event-based is faster than frame-based.

slightly modified in CheeTah. Most notably, the electron ToA is extended by us-
ing a 16-bit counter, increasing the raw packet size from 48 to 64 bits. In this
scheme, at each ToA overflow of 409.6 µs, the counter is incremented by a unit,
which effectively increases the total measured time to 216 × 409.6 µs = 26.8435456
s. Additionally, data is sent by packet chunks for each one of the four TPX3 chips,
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which are preceded by an extra 64 bits of data, called the header.
Another very distinct feature of CheeTah is the presence of two time-to-digital

converters (TDCs). These are based on the same reference clock of 40 Mhz, but
a set of six phase-locked generated 320 Mhz clocks allows to reach time discrimi-
nation within 12 bins in the 320 Mhz signal [284–286]. In practice, this translates
into 1/12 × (1/320 Mhz) ∼ 260 ps time bins. The TDCs input lines are thus ca-
pable of creating timestamps of external signals, and, as the same reference clock
is used, these signals can be time-related to the ToA of electron events. Equiva-
lently, events in CheeTah can be either electron events, as already discussed, or
TDC events, also called supplementary events. These work on the same reference
clock and thus the absolute time of both can be retrieved. Finally, TDC events
are time-only, and neither pixel address nor ToT applies. The 320 Mhz generated
clock uses a 35-bit counter, reaching a maximum timestamp before overflow at
235 × (1/320 Mhz) = 107.3741824 s. To reach the 260 ps temporal resolution, an
extra 4-bit of data is provided (from 0 to 11).

4.2 Event-based hyperspectral EELS implementa-
tion

When TPX3 is used in EELS, therefore, one has access to each electron’s posi-
tional coordinates (the dispersive and non-dispersive directions) and the temporal
coordinates, represented here by both ToA and ToT. To reconstruct the hyper-
spectral image, a way to correlate the temporal information of the electron events
with the electron probe position must be found. One approach is to feed the SU
reference clock signal into TPX3, which would require flexible and programmable
SUs and TPX3 control boards. The employed solution is to create supplemen-
tary events in the TPX3 data flows, effectively exploring the two distinct kinds of
events: one linked to individual electrons and another to reference timestamps of
the microscope probe position.

In the following, the dispersive direction of the detector is denoted as α and
the non-dispersive β. A custom-made SU solution that is based on a 25 Mhz clock
and can scan as fast as 40 ns per pixel [145] was used. To synchronize the SU and
the SPIDR clocks, the SU sends reference signals, or supplementary events, to the
CheeTah, as demonstrated in Figure 4.3a. They contain only timestamps and can
be represented by any input signal that can be used to unequivocally determine the
electron probe position (x, y). Although theoretically one could use a single signal
indicating the start of the rastering, sending periodic reference signals prevents
clock drift, which is especially important for long (>10 s) acquisition times. In
the present case, the beginning of a new scan row (y direction) as a trigger falling
edge was used, while the end of a line is represented by a rising edge. The difference
between a falling and a rising edge is the scanning flyback time setting.

The complete hyperspectral reconstruction principle is shown in Figure 4.3b,
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Figure 4.3: The hyperspectral data reconstruction process. (a) The scheme of the
system used for data acquisition. The scan unit inputs temporal supplementary events,
while individual electrons produce positional and temporal events. (b) A sketch on how
the temporal information of both electrons and supplementary events can be used to
arrange electrons in the reconstructed hyperspectral spatial data (x and y). The pixel
address (α and β) is used to determine the spectral information of each probe position.
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which depicts the timeline of the occurring events. For clarity, electron events en
are further subdivided into En = en(t) and εn = en(α, β) to explicitly indicate
what information is used in each step of the reconstruction. As the received
supplementary event S(t) relates to the beginning of a new scan row, the number
of columns (x direction) must be known by the software. This value is used as the
number of time bins between a supplementary falling event and a successive rising
event, as shown at the top in Figure 4.3b. As an example, it is possible to see that
electrons e1 and e2 are in the same row because they are both after S1,fall but are
in different columns because they are in different time bins within the scan row. It
is important to note that electron emplacement in the hyperspectral spatial pixel
(x and y) is only dependent on time. The pixel address of the electron event, εn,
is only used to form the hyperspectral signal (α and β), as shown in Figure 4.3b
at the bottom left by ε6. Additionally, the rising edge trigger input by the SU
indicates the end of a scan row, meaning the high digital signal corresponds to
the flyback of the electron probe; any electron event that arrives during this time
interval is rejected, as illustrated by E5. As a final remark, it is important to clarify
that the time t in En = en(t) is simply the electron ToA corrected by the fine ToA,
having a nominal temporal resolution of 1.5625 ns. Note also that the multiple
electron-hole pairs created by a single impinging electron create multiple detector
hits, called clusters. To circumvent the problem of multiple event counting due
to clusters, a cluster-correction algorithm was implemented. It must use both the
temporal and the spatial information of adjacent electron hits to be effective and
is explained in detail later in this work.

A live acquisition program was coded in Rust [287] capable of translating the
received events by the TPX3 to a variety of outputs, including the hyperspectral
image illustrated in Figure 4.3 [19]. The software can be controlled in a user
interface plugin developed for the Nionswift software [108], which is also used
for data acquisition and for controlling the microscope. Other software features
include the acquisition of single spectra, which uses the period of a TTL signal
in the TDC line to determine the spectrum dwell time. The processed data is
transferred by transmission control protocol (TCP) using a 10-Gbit optical fiber
from the dedicated processing computer to the client computer. For a single
spectrum, data is transferred in its entirety (1024-sized array for fully-binned
measurements and 1024x256-sized for image measurements) with configurable bit
depth to accommodate a high range of acquisition times. For the hyperspectral
image, one must note that for a 512 x 512 image with 120 ns pixel time, an
entire 512 x 512 x 1024 hyperspectrum is simultaneously reconstructed with the
ADF, although very sparse. The transfer rate would need to be ∼ 140 Gbit/s
(using 16-bit integer) which is much higher than the transfer limit of the 10-Gbit
Ethernet. In such cases, data can be transferred more compactly by sending a list
of indices to be incremented in the datacube. As an example, for a hyperspectrum
containing 64 x 64 spatial pixels, and considering the 1024 pixels in the detector
row, these indices must be between 0 and 4194304.
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Figure 4.4 shows an initial example of a live hyperspectral reconstruction. The
pixel dwell time was kept at 120 ns in a 512 x 512 spatial sampling with a current of
approximately 10 pA from a region of approximately 1.0 µm2. The flyback time is
set at 28 µs but measured as ∼ 28.5 µs and thus a single frame takes approximately
46 ms to acquire. The sample contains some silver nano-cubes drop-cast onto a
thin film of amorphous carbon. At the top, the ADF image obtained during data
acquisition and three snapshots for different accumulation times of the energy-
filtered hyperspectrum between 5 eV and 45 eV, comprising the strong carbon
plasmon resonance peaked at approximately 22 eV. At the bottom, it is displayed
the spectrum for the 8 x 8 pixel cell highlighted by the yellow square. In the
first 2 s of acquisition, 43 complete ADF frames are accumulated and a minimal
contrast shows up in the energy-filtered image. After 16 s and 76 s of acquisition
(corresponding to, respectively, 347 and 1649 frames), the contrast is greater and
the bulk plasmon of amorphous carbon resonance is much more distinguishable.

Figure 4.4: Energy-filtered hyperspectral image containing 512 x 512 pixels and using
120 ns pixel time between 5 eV and 45 eV for a sample of silver nano-cubes drop-casted
over a thin amorphous carbon film. The ADF (top left) and three images (1, 2, and 3, at
the top) and the corresponding spectra acquired inside the highlighted yellow square (8
x 8 pixels) taken after 43, 347, and 1649 complete ADF frames shows the time evolution
and the event-based nature of hyperspectral data formation.

The developed software [19], as mentioned, provides live imaging capabilities,
i.e. 2D and 1D EELS spectra, as well as the live reconstruction of hyperspectral
images. Previous frame-based hyperspectral maps of 512 x 512 pixels would be
acquired in at least 4 minutes considering a sub-ms readout time of the EELS
detector. In this work, the same spatial sampled hyperspectral image is acquired
every ∼ 46 ms, which is almost x104 faster than the frame-based approach and
is an important technical advance in EELS instrumentation. To provide a bet-
ter understanding of the software scalability concerning the hyperspectral data
reconstruction, the processing time for the equivalent of 5 s of acquired data is
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Figure 4.5: Processing time of a 256 x 256 hyperspectral image with 1 µs pixel dwell
time for 5 s of data acquisition, showing the expected linear relationship. Approximately
24 pA is required to reach a processing time of 5 s, the same as the acquisition, meaning
software would not handle live acquisitions from currents beyond 24 pA.

plotted as a function of the chosen current in Figure 4.5, considering a fixed pixel
dwell time of 1 µs and a spatial sampling of 256 x 256 pixels. The performance
was analyzed using perf [288], a performance analyzing tool available from the
Linux kernel, and were repeated between 50-100 times to obtain more meaningful
results. As expected from the event-based nature of TPX3, the processing time is
linear with the current, with an angular coefficient m ∼ 0.207 s/pA. To reach the
live processing limit, processing time must be equal or greater than the acquisi-
tion time, which happens for a current of ∼ 24 pA in these conditions, five times
higher than the maximum TPX3 throughout of 5 pA. Simulation performance for
the pixel dwell time and the spatial sampling direction, as well as specifications of
the used computer for the data processing, can be found in the appendix.

4.3 The calcite decomposition

In order to demonstrate the event-based hyperspectral image, a calcite (CaCO3)
sample is used and its well-known transformation to calcium oxide (CaO) and car-
bon dioxide (CO2) under the electron beam irradiation (CaCO3

e−−→ CaO + CO2)
[289–291] is explored. The experiment was performed in a Vacuum Generators
model HB 501 (VG) at 100 kV equipped with an LN2 cold stage that stays at
approximately 150 K. The acquired data had 4 µs pixel time with the 32 nm x 32
nm region sampled by 32 x 32 pixels. The convergence angle was 15 mrad and a
collection aperture of ∼ 2 mrad was used to have both an improved spectral reso-
lution and to produce a non-saturated EELS dataset. The electron spectrometer
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was set to a small dispersion of ∼ 0.445 eV/pixel to monitor simultaneously the
low loss region, the carbon K edge, and the calcium L2,3 edges. In these condi-
tions, one ADF image, and therefore one hyperspectral image, is completed every
∼ 5 ms. Such a rate is comparable with that of a single energy-filtered transmis-
sion electron microscope (EFTEM) image, although in the present case the whole
spectral range is gathered. The collected signal is extremely low at these rates,
as the dwell time for the acquisition of each pixel’s spectrum is 4 µs, and some
time-binning is needed for interpreting the data. Therefore, the total of 93 s of
the acquisition was sliced into 232 hyperspectral images with intervals of 400 ms,
which corresponds to roughly 80 complete ADF frames and an exposure time per
pixel of 320 µs. As it shall be seen, this temporal sampling is enough to unveil
the calcite decomposition dynamics in the low-loss energy range. Data analysis in
this work was done using the Hyperspy package [292].

4.3.1 Cluster correction

Before examining the data set, a custom-developed algorithm, implemented within
the Rust-based live processing library, was used to identify and treat clusters from
the hyperspectral time slices. To do so, both ToA and the pixel hit position
are used: the set of pixels within a single cluster is counted as a single event
carrying the average ToA and pixel impact position. A new cluster is created if
the next electron event has a ToA superior to the previous one by > 200 ns or if
the pixel distance is > 2 pixels in any of the α or β directions independently (see
the appendix for further details on different parameters). Figure 4.6 shows the

Figure 4.6: Impact of the cluster-correction algorithm in the EELS data. (a) The nor-
malized frequency of the summed ToT before and after cluster correction. (b) The elec-
trons inter-arrival times for the uncorrected, cluster-corrected and cluster+ToT-corrected
data. Fitting was performed for the latter and provided an expected number of occur-
rences of λ ∼ 2072 electrons.ms−1, corresponding to a current in the detector of idet ∼
0.334 pA.
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impact of cluster treatment on the EELS hyperspectral data. In Figure 4.6a, the
histogram of the ToT for all pixel hits before the cluster-correction (orange curve)
and the histogram of the sum of the ToT of all the pixel hits that belong to a single
cluster (blue curve) are plotted. A Gaussian fit to the distinct peak shown in the
cluster-corrected data gives us an average value of ∼ 139.13 ns and an equivalent
full-width-half-maximum ∆TToT = 22.65 ns, which is under the clock tick of 25
ns. In such a case, ToT-based spectroscopy has a resolution of approximately
16.18 keV and hence is difficult in the typical EELS range (< 1 keV). In Figure
4.6b, the time difference between consecutive events, called inter-arrival times
(ITs), is plotted for the same electrons as in Figure 4.6a. A consequence of the
independence of the events in a Poisson process is that the number of events as
a function of the observed IT follows an exponential decay e−λt, where λ is the
expected rate of occurrences in the Poisson process. The uncorrected curve (light
red) seems to be properly following an exponential decay for ITs longer than 100 ns
but has a steep increase of approximately two orders of magnitude for ITs shorter
than 50 ns. After cluster-correction (light blue curve), the curve approximates
to an exponential behavior for shorter times, despite a still visible deviation for
ITs < 25 ns. Additionally, it is also shown (light orange curve) the IT for the
electrons in which their cluster total ToT is between 60 and 220 (gray rectangle
in Figure 4.6a), which follows a much-closer exponential behavior for short ITs.
Identified clusters with small total ToT are primarily formed in between TPX3
chips and thus might be subjected to a different cluster formation dynamics that
does not follow Poisson statistics. Finally, the current in the detector estimated
by the number of hits after cluster + ToT correction is 0.322 pA. The fitting result
(dashed line) gives λ ∼ 2072 electrons.ms−1, which corresponds to a current of ∼
0.334 pA and agrees within 96% with the electron hit estimate. Note that the
Poisson statistics of the electrons is an indicative of the non-saturated regime of

Figure 4.7: Typical acquisition conditions. (a) ADF images at approximately 25 s of
acquisition time (left) and at the end of the acquisition after 93 s (right). (b) Typical
EELS spectrum for a single pixel in a single time slice, showing a full-width at half-
maximum of 2 pixels.
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electron detection.

4.3.2 Results & discussion

Figure 4.7a displays one snapshot of the ADF at ∼ 25 s of acquisition time (left),
which already shows a contrast due to the accumulated sample damage. The ADF
at the right shows a higher field-of-view image after the entire 93 s of acquisition.
Figure 4.7b shows a typical single-pixel spectrum in one time slice (320 µs pixel
exposure time), displaying a ZLP with a maximum number of ∼ 60 electron hits
and a full-width at half-maximum of 2 pixels, a consequence of the improved PSF
of direct electron detectors [277].

Figure 4.8: Hyperspectral EELS results for the calcite decomposition in the low-loss
energy range. (a) Two energy-filtered snapshots centered at E = 13 eV accumulated in
the energy interval ∆E for the time slices at T1 = 30 s and T2 = 45 s summed over the
time interval ∆T = 400 ms. The time evolution for two pixels, Pos1 and Pos2, is also
shown. (b) Similar to the snapshots in (a), but for a time interval of 100 ms (top) and
1600 ms (bottom).

Figure 4.8a shows a few results from the time-resolved hyperspectrum after
running the cluster-correction algorithm in the data set. Two energy-filtered im-
ages centered at the plasmon resonance feature at ∼ 13 eV, indicated as ∆E and
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associated with the CaO formation [290, 291], are shown at left for two distinct
times (T1 and T2) within the same time interval ∆T = 400 ms and thus depicts
the CaO formation dynamics within ± 200 ms time resolution. The EELS spectra
as a function of the total elapsed time for the pixel Pos1 (yellow square) and Pos2
(green square) are shown at the right. Note how Pos2 is farther from where CaO
formation starts and hence the transformation is triggered at a later time than at
Pos1. There is a clear transformation in the low-loss spectra, most notably around
the aforementioned resonance at ∆E, successfully captured by the time-binning
chosen. In Figure 4.8b, a similar energy-filtered snapshot is shown, but with time
intervals of 100 ms and 1600 ms, demonstrating that the time-binning value can
be arbitrarily picked as long as it is a multiple of a single-scan image acquisition
time.

In Figure 4.9a, similar spectra for the core-loss energy range around the
Carbon-K edge and the Calcium L2,3 edges are shown for the entire sample region.
In Figure 4.9b, it is displayed the sum of the normalized signal between 286 eV and
305 eV (comprising thus the C-K edge) divided by the signal between 343.5 eV and
351.0 eV (Ca L2,3). To have a better signal-to-noise ratio, time slices were binned
by a factor of 8, and thus have a time resolution of ∼ 3.2 s. The smaller propor-
tion of carbon relative to calcium over time suggests the calcite decomposition is
happening and, consequently, carbon content is reducing in the system.

Figure 4.9: Hyperspectral EELS results for the calcite decomposition in the core-loss
energy range for the entire sample region. (a) Time evolution around the C-K edge at the
left while, at the right, we display around the calcium L2,3 edges. (b) The ratio between
C-K edge (286 eV - 305 eV) and the calcium-L2,3 (343.5 eV - 351.0 eV). The diminishing
proportion indicates that despite sample mass-loss, carbon content is reducing relative
to calcium.
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To extract more spectral information from the calcite decomposition dynamics,
one could further increase the time interval of the hyperspectral slices, sacrificing
time resolution for more signal per spectrum. More interesting, however, is to
perform a low-rank approximation, such as singular value thresholding (SVT),
a.k.a. PCA (principal component analysis), which can increase the signal-to-noise
ratio [293, 294] without sacrificing time and spatial resolution. Figure 4.10 shows
the result of SVT of the dataset with 3 components for a single spatial position
close to the yellow square (Pos1) highlighted in Figure 4.8. The time evolution
shows the progressive reduction of the carbon content, followed by a more and
more pronounced crystal field splitting of the t2g and eg peaks in the Ca L2,3 edge
due to the undistorted octahedral symmetry and change in length of the Ca-O
bonds in CaO compared to CaCO3 [291], as valence band shifts are expected to
occur on those cases [295]. The SVT was performed with the ZLP and the pixels
close to the chip edges masked. Finally, note that although the time slice interval
has the unbinned value of 400 ms, single-pixel exposure time is ∼ 320 µs.

Figure 4.10: Set of spectra for a single pixel close to Pos1 for four different times after
PCA denoising. Carbon content is progressively reduced, while the crystal field splitting,
associated with the Ca-O bonds, increases. Time slices are within the unbinned time
interval of 400 ms and exposure time, per pixel, is 320 µs.

4.4 Conclusions & prospects

In this chapter, event-based and frame-based detectors were compared, especially
in the context of EELS. TPX3, an event-based direct electron detector was intro-
duced, which is capable of acquiring energy-loss spectra with a practically noiseless
readout scheme and with an improved PSF relative to scintillator-based indirect
detection systems. TPX3 is capable of providing the ToA of the electron events
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within 1.5625 ns temporal resolution. Additionally, the CheeTah solution has
two TDC line inputs, which is the core of the event-based hyperspectral EELS
implementation thanks to external events from the SU to add timestamps in the
electron data flow. These enable the live acquisition of standard EELS spectra and
hyperspectral 3D data, in which a software has been developed and is available
under MIT licensing [19].

The acquisition of a hyperspectrum with scanning speed limited by the SU
rastering time instead of the detection system was presented. To demonstrate
our system capabilities, it was studied the decomposition of calcite into CaO and
CO2 under electron beam irradiation. After cluster correction and ToT correc-
tion, electron arrival times follow a Poisson distribution, which shows both the
well-known statistics of the electron emission in a cold field-emission gun (cFEG)
and the non-saturated regime of the data acquisition. Note that, in principle, hy-
perspectral images can be acquired with pixel times as low as 1.5625 ns (nominal
temporal resolution of TPX3), although reaching this scan rate would need further
TPX3 calibrations [296, 297] that are irrelevant for the present minimum rastering
time of 40 ns. Time-resolved data is shown for the CaO formation in the low-loss
and the core-loss energy range. For the latter, a single-pixel spectrum after per-
forming signal decomposition was achieved in the hyperspectral slices, although
meaningful spatial maps are working in progress in more controlled samples.

It is believed that event-based hyperspectra will become increasingly avail-
able in the microscopy community. They will effectively tackle several important
problems that require both nanometric spectral resolution and nanosecond time
resolution. Several applications can be contemplated with such systems, especially
regarding optical excitations in the nanosecond timescale, which include high-Q
optical resonators, already demonstrated in the previous chapter and that have
been scrutinized under electron beams for multiple works [16, 137, 203], and ac-
cessing the chemistry of electron-irradiation sensitive materials like graphene oxide
[298].



5
Cathodoluminescence excitation spectroscopy

5.1 Introduction

The second interesting application of Timepix3 (TPX3) in this thesis is the de-
velopment of cathodoluminescence excitation spectroscopy (CLE), which was in-
spired by its powerful analog in optics: photoluminescence excitation spectroscopy
(PLE). This chapter was developed in equal co-authorship with the post-doctoral
Nadezda Varkentina.

In PLE, the exciting laser wavelength is rastered and the emitted photons
are collected by using an optical spectrometer or in a selected energy range in a
single-channel detector, such as a photomultiplier tube (PMT), making it possible
to determine absorption curves related to a specific emission pathway, as shown
in Figure 5.1. This has led to many successful measurements, such as the role of
phonons in the absorption spectra of single carbon nanotubes [299] or the energy
transfer in carbon nanotubes/porphyrin compounds [300]. More recently, PLE
was used to determine the excitonic binding energies of monolayer transition metal
dichalcogenides [21, 301]. However, being diffraction-limited, PLE is not suitable
for studies in the nanoscale range.

One of the interesting properties of electron energy-loss spectroscopy (EELS)
is that the electron travels at relativistic velocities, from 0.33c for 30 keV to 0.70c
for 200 keV. When this fast-moving charge crosses the sample, the axial and radial
electron fields have significant values only within a few hundreds of attoseconds
interval. The Fourier-transform in the frequency domain shows that the electron
contains energy contributions from a broadband range [302]. In the context of a
possible CLE , however, this is a very poor property: how to relate the emission
spectra, if any, in cathodoluminescence (CL) with the incoming electron? In other
words, how to know which electron, and its corresponding energy, has triggered a
photon emission? This is precisely what CLE is proposed to do.

To better grasp the idea of this concept, one can use some of the results already
discussed in this thesis. For the measurements shown in chapter 3 for the spherical
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Figure 5.1: Sketch of the PLE experiments. (a) The photoluminescence spectrum of
the sample is acquired for multiple excitation energies by rastering ωe. The output light
can be analyzed by using an optical spectrometer (b), acquiring an emission spectra for
each laser wavelength or by using a filter and a single-channel detector (c), such as a
PMT.

microresonators, EELS and CL spectra are temporally uncorrelated. Although, in-
deed, one represents the absorption spectrum (EELS) while the other the emission
spectrum (CL), it is impossible to experimentally know which absorbed energy has
triggered which photon emission. As the myriad of different processes that can
happen between absorption and emission have different time-scales, one can state
that these spectra are simply time-averaged.

In this chapter, CLE is demonstrated with nanometer-scale spatial resolution
over a broad energy range, from the visible to the soft X-ray, 2 eV to 620 eV, in
a scanning transmission electron microscope (STEM). The approach relies on a
new coincidence scheme between inelastic electron scattering and photon emission
events. If the temporal information of both these events is known, correlation can
be performed to unveil the probability of each energy transfer pathway, and thus
CLE spectra are constructed with EELS events that are time-correlated with an
emitted photon, while the energy-dependent relative quantum efficiency spectra
are given by the ratio of CLE and total EELS spectra. As a proof-of-principle
of CLE, examples from the two main families of optically relevant materials were
studied i.e., plasmonic nanoparticles, typically associated with phase-locked, rela-
tive to the exciting source, light emission processes, and defects in semiconducting
materials, most usually associated with incoherent processes [87]. For the former,
silica-shelled Au nanospheres were studied, in which two light emission pathways
are identified: surface plasmons (SP) for the Au and transition radiation (TR)
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for the SiO2 and Au. The direct energy and time correlation between absorption
and emission for these excitations, known to be coherent, is a confirmation of the
relevance of CLE. For the latter, h–BN flakes were used, in which the decay path-
ways leading to the excitation and emission of the 4.1 eV defect were explored. All
excitations, from the near-band edge (NBE) to the core-losses, including the bulk
plasmon, are demonstrated to participate in photon emission. The bulk plasmon
is experimentally confirmed as the main absorption pathway. Nevertheless, the
relative quantum efficiency first peaks at the NBE energy and is followed by a lin-
ear increase up to the maximum energy in the soft X-ray energy range (620 eV),
which had not yet been shown. Finally, spatially resolved CLE in h–BN reveals
the spatial variation of the excitation and decay pathways with a 40 nm spatial
resolution. STEM-CLE, on that account, has proven to be a nanometer-scale
counterpart of PLE.

It is important to note that coincidence experiments in a electron microscope
have already been performed in the past, especially by the pioneering experiments
of Kruit et. al., in which X-rays photons and electrons were time-correlated in
the attempt of improving the EELS detection limits [303]. This work was per-
formed before the widespread usage of parallel EELS detection, and thus a PMT
as used. More recently, coincidence experiments using similar X-rays photons
were performed using a TPX3 and hence a 2D EELS detector, which allowed to
study a much broader energy range simultaneously [304, 305]. The coincidence
of infrared photons and electrons was also performed [306], although the relative
quantum efficiency as a function of energy and its spatial dependence has not been
measured.

5.1.1 Light emission mechanisms

Before discussing the results of this chapter, it is instructive to introduce a more
robust theoretical background relative to the light emission mechanisms because
knowing the dynamics of CL provides insights regarding the associated absorption
process. In the electron microscopy community, they are usually classified regard-
ing the phase relation between the exciting source, the electron beam, and the
emitted radiation. Following the nomenclature given by García de Abajo, coherent
excitations are when the emitted light and the exciting electron are phase-locked,
while, in an incoherent process, the emitted light has no phase relation with the
electron beam [87, 97].

Coherent excitations

One of the simplest coherent light emission processes is Cherenkov Radiation (CR).
It arises in dielectric media in which the electron travels faster than light, or,
equivalently, ve > c/

√
ε [87, 307, 308]. The light is emitted along the so-called

Cherenkov cone, analogously to what happens to pressure shock waves created
by supersonic sources. Another coherent process is TR, which is usually pictured
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by the collapsing of the electron image charge when the fast electron crosses the
sample. An effective dipole is created perpendicular to the sample surface, which
produces an emission pattern with two lobes with a minimum at the electron
propagation direction [87]. As expected from coherent processes, Cherenkov and
TR are subjected to interference patterns, which has already been observed and
discussed in the pioneering works of Yamamoto et. al. [309, 310]. However,
as pointed by García de Abajo et. al., whereas CR is connected to electrons
propagating in an infinite media, TR is linked to the emission between an interface
of two different media, and thus for finite media the distinction between them is
not straightforward [307].

Finally, light emitted from SP is also coherent. In fact, the first spatial map of
surface plasmons in individual nanoparticles in a STEM was done by CL rather
than EELS [231], which would only make sense if EELS and CL were spatially
correlated, as in coherent excitations. With the emergence of ultrahigh monochro-
mated electron microscopes, such as in ChromaTEM, mapping surface plasmons
in EELS had become an almost trivial task [16, 112]. However, CL still has a few

Figure 5.2: Photon emission pathways upon electron scattering. A relativistic inelastic
electron scattering event in a solid can generate different excitations (vertical purple
arrows): direct optical transition, NBE transition, bulk plasmon excitation, and core-
electron excitation. Excitations not involving single particles (excitons, bulk and surface
plasmons, etc.) are represented between a fundamental (F) and excited (E) state. These
can relax through different pathways, leading to the excitation of a final optically bright
energy level and photon emission (vertical orange arrows).



Chapter 5. Cathodoluminescence excitation spectroscopy 126

advantages with respect to EELS, especially because light manipulation is still
much easier to do than with electrons, so polarization-resolved measurements are
capable of providing directional information [311]. Besides, the spectral resolution
of optical spectrometers routinely achieves 5-10 meV, which is cheaper and less
complex than electron monochromators.

In the context of CLE, coherent cathodoluminescence is easily described be-
cause the emitted photon energy is close to the electron energy lost, being the
difference due to total intrinsic losses of the system (i.e. ohmic losses and radia-
tion damping mostly, as discussed in Chapter 1). These are the direct process, as
depicted in Figure 5.2, in which vertical arrows depict optical transitions, purple
for absorption and orange for emission, while relaxation pathways are illustrated
by black arrows.

Incoherent excitations

It was stated previously that the electron beam could be seen as a broadband
excitation source. What does this phrase mean exactly? Is the electron beam
thus correspondent to a white-light excitation source? If this is true, CLE and
PLE would be strictly equivalent. Electron beams can transfer momentum to the
sample, which means they can excite non-direct energy transitions between the
valence and the conduction band. Differences apart, an incoherent light emission
process would be equivalent to what happens in photoluminescence: light is ab-
sorbed in a given energy, and then the excited state decays inelastically to produce
photons in a different energy, inferior to the absorbed one.

Incoherent processes are most usually associated with the creation of electron-
hole (e–h) pairs. For electron energies of typical microscopes, the bulk plasmon
resonance is one of the most probable excitation [87, 97], which have picosecond
lifetimes and rapidly decays into multiple e–h pairs. Subsequently, they diffuse in
the material, in the tens of picoseconds timescale, until a radiation center is found,
where light is effectively emitted. This behavior has been recently experimentally
strengthened thanks to the observation of photon-bunching in CL experiments
[106, 312, 313], meaning a single electron can trigger the emission of multiple
photons.

Under this same logic, the pathways described in Figure 5.2 can be adequately
described. In the near-band, the incoming electron can be absorbed, even in an
indirect bandgap semiconductor such as h–BN [314]. Bulk plasmon, as already
discussed, can excite multiples e–h pairs and, finally, core electrons, from the inner
bands of the atom, can also excite electrons to the valence band, similarly to what
is done in core-loss EELS.

5.1.2 Correlation algorithm

The temporal resolution of the electron events was obtained thanks to a TPX3
hybrid-pixel detector (HPD). All the libraries written for the acquisition of TPX3
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live measurements [19], presented in the previous chapter, were used as a base to
a post-processing library, which has currently two major capabilities. The first
is the arbitrary time-slicing of hyperspectral data, as already discussed in the
calcite decomposition. The second is the coincidence-seeking algorithm, which
can process spatially-resolved CLE maps. Both are readily compatible with the
optional cluster-correction, which is indeed applied throughout this chapter1.

For the photon-electron coincidence, the time of arrival (ToA) of each electron
event is compared with the ToA list from the photon events after both being
sorted by time. A coincident electron is found when its time lies within a given
time interval, ±25 ns in this work, centered at the first-matching photon time.
Instead of pairing every electron with all the elements of the photon list, a sliding
window algorithm is performed, which allows increasing performance by as much
as a factor of 10 due to the effective photon list’s reduced size. Additionally,
concurrency (using multiple cores of the computer) is implemented in parts of the
code. The algorithm standard output consists of a list of energy-loss indices along
with their associated time delay. For the hyperspectral dataset reconstruction,
supplementary events from the microscope scanning unit are used. This procedure
can be found in detail in ref. [20] and in the previous chapter. Time delay was set
to zero at the maximum of coincidence counts. Its absolute value is meaningless
as it includes electronic and propagation delays.

The typical photon rate is 8-10 kcounts/s or, equivalently, ∼ 90-100 photon
events every MB of TPX3 raw data for the typical electron beam current used.
Processing time depends on the desired maximum time width, in which an in-
creased value improves overall performance, although it may take unnecessary
space and memory of the computer. The processing time is in the order of ∼ 10
s/GB of data in the mentioned acquisition conditions, and is roughly independent
if the data is a 3D hyperspectrum or not. For the former case, typical EELS
hyperspectral images have 50-100 GB of data, and hence can be processed in ∼
12.5 min. As a comparison, a Python3-based algorithm with similar logic can take
more than 20 hours to process.

5.2 Results & Discussion

To give reference EELS and CL spectra, the silica-shelled gold nanospheres and the
h–BN flakes were studied in ChromaTEM, which has an electron monochromator.
The achieved EELS spectral resolution was approximately 15 meV and the results
are shown in Figure 5.3. For the nanospheres, the EELS spectrum shows a strong
SP resonance along with a weak TR, as expected from their respective oscillator
strengths. The NBE of silica can be seen at roughly ∼ 9 eV, which is also the
expected value [245]. In the h–BN, absorption shows distinctly the NBE of the

1The time over threshold (ToT) correction discussed in the previous chapter, however, is not
applied.
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Figure 5.3: Time-averaged CL (orange) and EELS (purple) spectra of an Au/SiO2

nanosphere and a thin h–BN flake show different absorption and emission features, de-
scribed in the text. From these correlative time-averaged spectra, one cannot identify
which absorption transitions lead to light emission. The small intensity emission at ∼
2 eV in the h-BN CL spectrum is a replica of the 4.1 eV defect emission due to the
diffraction grating. The insets show images of the nanosphere and the h-BN edge. CL
and EELS spectra have been normalized and shifted vertically for clarity. The spectra
were acquired in ChromaTEM.

semiconductor in the low-loss regime. In the core-loss range, the Boron K edge
at ∼ 190 eV is observed. For the CL emission spectra in the Au nanosphere, SP
and TR were both observed while, for h–BN, the well-known 4.1 eV defect is the
sole feature. Being an incoherent source of light, one can only conjecture, based
on theory or indirect evidence, which electron does trigger such emission, and,
as depicted in Figure 5.2, NBE, bulk plasmons, core-hole excitation, or direct
excitations could be all candidates for this. The weight of different pathways
could not be measured in the past, which is precisely the main objective of this
technique.

To achieve CLE, a temporal resolution below the time interval between events,
given by the electron current (typically 1 electron every 25 ns for 10 pA), is re-
quired for all energy loss events of interest. The EELS-CL setup used for coincident
measurements is displayed in Figure 5.4a. For EELS, a TPX3 detector, mounted
in a non-monochromated cold field-emission gun (cFEG) electron microscope, was
used [20], which provides sub 10 ns time resolution over arbitrary energy ranges de-
termined by the resolution power of the electron spectrometer and the TPX3 pixel
size. The EELS spectral resolution of the electron microscope is approximately 0.3
eV. Additionally, the particular detector used (CheeTah, from Amsterdam Scien-
tific Instruments) has two time-to-digital converters (TDCs), allowing to append
timestamps from external signals into the original electron data flow, as already
discussed in the previous chapter of this thesis. Photon emission events were de-
tected with a PMT working in the 2.0 to 5.0 eV energy range. The PMT output is
directly connected to one of the TPX3 TDC lines. Electrons and photons’ arrival
times were stored in a list, along with the energy loss of the electron. The search
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Figure 5.4: CLE in a STEM. (a) Sketch of the experimental setup: A 60-100 keV
electron beam is focused in a nanometer spot that can be scanned along the surface of
a sample. Time-resolved CL events (orange) are collected through a parabolic mirror
and detected, after passing through an optical lens (L) and a bandpass filter (F), with a
PMT, and time-resolved EELS events are measured by a TPX3 detector after an EELS
spectrometer. These are stored in an ordered list, used to produce coincidence spectra
(blue). (b) A search algorithm is used to find electrons that are within ±25 ns of a
detected photon.

algorithm described in section 5.1.2 is used to find electrons that are within ±25
ns of a detected photon, from which a 2D histogram of time delay versus electron
energy loss is reconstructed for a think h–BN flake, as shown in Figure 5.5a. The
number of detected electrons as a function of the observed time delay is shown
by the red curve, in which the baseline count, representing the non-correlated

Figure 5.5: The photon-electron time-delay coincidence histogram for a thin h–BN
flake. (a) The time delay between a photon and an electron as a function of the electron
energy loss. The red curve is proportional to the number of coincident electrons in the
time delay axis. (b) Series of spectra for multiple time delay windows. CLE, unless
otherwise stated, is defined as 0 ± 5 ns.
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photon-electron pairs, is approximately 104, and it peaks at 5 × 104 counts at
zero time delay. As already discussed in the previous chapter, reaching the ∼ 1.56
ns temporal resolution in TPX3 requires a temporal calibration at the pixel level
[296, 297], which was not performed, and hence the red curve full-width at half-
maximum of approximately 7.81 ns represents the response time of the detection
scheme. This 2D histogram shows the temporal evolution of the loss spectrum as
a function of delay to a detected photon. In short time delay intervals (0± 5 ns,
unless a wider time range is specified) a CLE spectrum is extracted. In Figure
5.5b, the same 5 ns time interval is used to plot several EELS spectra centered at
distinct absolute time delays, from -20 to +20 ns, which clearly display changing
features, most notable the intensity of the bulk plasmon at ∼ 25 eV and the fading
of the TR peak for long absolute time delays. The CLE spectrum resembles an
EELS spectrum but is weighted by the photon emission probability, as shown in
Figure 5.5b in the blue curve.

The ratio of the CLE and the non-coincidence EELS, therefore, provides the

Figure 5.6: CLE results for silica-shelled gold nanospheres and h–BN flakes. (a) The
total EELS (all detected electrons), and the CLE for the nanospheres. (b) Similar for the
h–BN flakes. (c) The relative QE for both samples, defined as the ratio between CLE and
EELS. For the nanosphere, the SP and TR decay channels are efficient photon emission
pathways. For the h–BN thin flake TR, NBE, and all energies above it contribute to
photon emission. NBE losses are more efficient pathways for light emission than energies
below the bulk plasmon. Above 15 eV, the relative QE increases linearly. The nanosphere
relative QE was divided by 2 for clarity.
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relative quantum efficiency (QE) of different absorption processes. It highlights the
differences between competitive radiative and non-radiative pathways, as displayed
in Figure 5.6. For the nanospheres with the electron beam incident on the SiO2

shell, the CLE spectrum shows that photon emission is due to the Au nanosphere
SP decay (2.0-2.4 eV) and SiO2 TR (2.6-4.0 eV), while higher energy losses do not
contribute to light emission in the emission detection range. This is a reassuring
observation, as photonic modes such as plasmons or TR are created in phase with
the electron field and can only be created by loss events with energies in the same
range as the emission ones [87]. A similar observation is reported by Feist et
al. on micrometric photonic structures using an equivalent EELS-CL coincidence
experiment [315]. The observation of these coincidence events and decay channels
essentially validates the present methodology.

In a thin h–BN flake (<50 nm), the CLE and the relative QE spectra show
contributions from TR, NBE, bulk plasmons, and higher energies towards the 4.1
eV defect and the TR. As discussed, the contribution from TR is usually missed
in EELS spectra because of its small cross-section. As a matter of fact, they are
invisible in the EELS and CL spectra of Figure 5.3. In the CLE spectra of Figure
5.6b, however, their contribution (at 1e-5 event counts compared to the regular
EELS counts, a typical 2 orders of magnitude better sensitivity than previously
demonstrated) is revealed, as a signature of the remarkable sensitivity of CLE,
much along the lines of PLE. From the CLE, it is experimentally proven that the
common assumption that the bulk plasmon at ∼ 24.4 eV is indeed the main source
of electron-hole pairs which, after relaxation, triggers the 4.1 eV photon emission
of the defect. Nevertheless, NBE absorption is demonstrated to be a non-negligible
source of emission, with core-losses also a possible excitation path. The energy-

Figure 5.7: Core-loss spectra for a thin h–BN flake. (a) EELS and CLE of one h-BN
flake measured up to 620 eV. B-K and N-K mark the boron and nitrogen EELS K edges.
(b) Relative QE for the measured flake. The minimum of relative QE is visible at around
15 eV, as well as the decrease in relative QE between 6.5 and 15 eV (pointed by green
vertical arrows). The CLE spectrum is integrated within the time range of ±10 ns in
this case.
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resolved relative quantum efficiency in Figure 5.6c shows strikingly that NBE is
a more efficient excitation channel than other excitations up to 15 eV. Above this
energy, the efficiency for photon emission increases linearly, up to the maximum
energy measured (620 eV), as shown in Figure 5.7, and highlighted by the green
arrow in Figure 5.7b. The extrapolated linear trend at low energy crosses zero
at the bandgap energy, in which the following dynamics can be suggested: each
excitation at energy loss E can lead to the generation of at most N electron-hole
pairs, where N = E/Eg, and Eg is the bandgap energy. Below the bandgap,
the number of electron-hole pairs generated is zero. Assuming that the last step
to the 4.1 eV defect emission is the NBE electron-hole pairs, the linear trend is
deduced. With this, the peak in the relative QE at the NBE energy is reminiscent
of an unforeseen resonant effect that will require further theoretical investigation.
Direct resonant excitation of defect states by fast electrons has yet to be observed.

For the acquisition of the data displayed in Figure 5.4, the probe position

Figure 5.8: Spatially resolved CLE maps in h–BN. (a) CLE energy-filtered map above
6.5 eV, the NBE energy, showing multiple localized absorption maxima, that lead to
the photon emission of the 4.1 eV defect. (b) CLE energy-filtered map between 2 eV
and 5 eV, showing where TR occurs. Both the h–BN thin flake and the amorphous
carbon support (lower right, which is the support for h–BN in the TEM sample) show
absorption leading to photon emission. (c-d) CLE spectra of regions marked 1 and 2 in
panels (a&b), with marked integrated ranges for maps a and b, respectively.
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was standing still. As a single TDC in TPX3 was used, the other input line was
available to perform event-based hyperspectral images, as discussed in the previous
chapter. This allows one to map the different pathways directly in real space. The
4.1 eV emission in h–BN is known to arise from single point defects [93]. For each
single defect, the CL excitation area forms an intensity spot ≈ 80x80 nm2 wide,
as can be seen in Figure 5.8a. The CLE mapping was performed by rastering a
nanometer-sized beam on the sample, and collecting the entirety of electron and
photon events corresponding to emission in the 3.65-4.13 eV range at each pixel
of the scan. From these, the same coincidence-seeking algorithm can be used to
reconstruct CLE maps.

These time-resolved maps permit disentangling the different decay pathways in
space and energy, with a 40 nm spatial resolution. Indeed, the CLE map filtered
above 6.5 eV energy loss shows two sharply localized intensity spots consistent with
the observation of 4.1 eV localized defects, as shown in Figure 5.8a. Conversely,
the CLE map filtered between 2 eV and 5 eV, on the peak linked to TR, shows that
both the h-BN flake and the thin amorphous carbon support exhibit coincidence
events distributed in a relatively uniform manner, as shown in Figure 5.8b. It must
be stated that the specific absorption signature of the defects at their absorption
energy was not identified. Coincidence measurements with better EELS spectral
resolution might reveal it in the future.

5.3 Conclusions & prospects

It was demonstrated spatially-resolved CLE, which includes the main advantages
of PLE, i.e. the high sensitivity measurement of the relative quantum efficiency
and the consequent insight between multiple light emission decay pathways with
that of electron spectroscopies, i.e. the broadband excitation energy range, and
the nanometer-scale spatial resolution. Numerous applications of CLE are ex-
pected for nanomaterials, ranging from the optimization of single-photon sources
[316], the unveiling of the role of nanometer to atomic-scale features on the optical
properties of transition metal dichalcogenide monolayers by mapping the excitons
biding energy [21] to the characterization of new optical materials such as hybrid
perovskites [317], and others yet to be discovered and understood. The spec-
tromicroscopy scheme described requires only time-resolved electron and photon
detectors, being implementable in any electron microscope. Therefore, it applies
to any object compatible with STEM observation, should they present either co-
herent (plasmonics systems, photonic bandgap materials, waveguides etc) or inco-
herent (quantum wells, quantum dots, single-photon emitters etc) [97, 302] light
emission processes. The current applications of the setup in the time domain
are limited by the electron detector temporal resolution. Improvements in the
near future are expected with a proper time calibration at the pixel level, which
can be performed, for example, by acquiring CLE spectra of short-lived optical
transitions, such as surface plasmons, in all the pixels of the 2D detector. Be-
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cause they are coherent light emission processes, and because their decay time is
in the femtosecond time range, the rising and falling edge of the coincident elec-
trons are much faster than the TPX3 electron time bin of 1.5625 ns, and hence
time correction is possible. Additionally, an improved temporal resolution is ex-
pected by the new Timepix4 detector [318], with fast deflectors or with the use of
pulsed electron guns [4, 5, 134]. Photon and electron energy-resolved experiments
in the core-level range with better temporal resolution should give further hints
on the microscopic physics behind the relaxation pathways. Additionally, as the
number of emitted photons per electron per energy is lost using single-pixel detec-
tors, the use of multiple PMTs or 2D arrays of detectors solves this, giving access
to excitation-energy-resolved Hanbury Brown and Twiss interferometry [105] for
energy-resolved retrieval of quantum statistics, energy efficiency for total photon
yield and excited-energy-resolved bunching experiments [106]. As for PLE, CLE
resolved in emission and absorption energy will allow one to assign specific energy
bands to each observed transition, but now with nanoscale spatial resolution. Fi-
nally, polarization-dependent EELS [319, 320] and CL can also be explored in the
near-future.



6
General conclusions & prospects

In this work, I was mainly interested in instrumental developments in electron
microscopy. Since the beginning of my Ph.D., it was clear how the standard, and
commercially available, software tools in electron microscopes are very limiting to
the more intrepid user. Deprived of developing more complex tasks, the micro-
scopist is tied to writing a few simple scripts within the microscope environment,
at best, which can lack the necessary control depth to automate more complicated
routines. My first big project during my thesis was the attempt to transform elec-
tron energy-gain spectroscopy (EEGS) in a standard spectroscopic technique that
could be as easy as electron energy-loss spectroscopy (EELS) and cathodolumines-
cence (CL) to perform. Albeit not yet the case, I am convinced that a significant
step was taken. The most important aspect of such a step is the microscope con-
trol described in chapter 2. With it, a Vacuum Generators HB501 (VG) dedicated
scanning transmission electron microscope (STEM) was controlled with Python3
within the Nionswift software. By using a modular scheme, other control inter-
faces were developed, most notably an application interface between Nionswift
and a set of external instruments required to perform EEGS, such as the laser,
the motor-driven optical elements, the power meters, etc. With them, I was able
to architecture automated EEGS alignment and acquisition thanks to the control
of the EELS camera, the sample stage, and all the aforementioned instruments
with the microscope user interface. Additionally, as Nionswift currently runs in
both the VG and the ChromaTEM, our recently acquired highly monochromated
electron microscope, all the developments are interchangeable between these mi-
croscopes, which means more significant developments can be made before the
experiments in ChromaTEM. Chapter 3 is mostly a consequence of these efforts.
Initially, with the whispering-gallery mode resonators (WGMRs), in which ultra-
high Q factors were not obtained, and thus EELS and CL had enough spectral
resolution to unveil the gallery-modes, and later by attaching a single metallic
nanoparticle (MNP) to the edge of the resonator. In the latter, the spherical sym-
metry of the problem was broken, and much more interesting spatial features were
revealed, including the MNP-substrate hybridization and the energy-dependent
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weak-coupling between the MNP and the WGMR. EEGS was performed in a
larger microresonator, in which the increased mode density prevented the mode
identification in EELS. Countless EEGS spectra were performed in such a system,
varying the resonator and the MNP size and material. Although not shown in
this thesis, these experiments were performed along with, and helped to polish,
the instrumental developments. This is why I tend to arrange both chapters 2 and
3 within the same project. Chapter 3 is the physical problem that motivated the
developments presented in chapter 2.

The second big project during my Ph.D. was the development of the live pro-
cessing of the Timepix3 (TPX3) data, which has allowed me to better grasp the
hardware world of electron microscopy instrumentation. I was able to project
the so-called event-based hyperspectral EELS, in which complete 3D datasets can
be acquired within tens of milliseconds. In this case, data acquisition speed is
limited by the rastering speed of the electron probe, finally overcoming the long-
lasting limitation of the readout time from frame-based parallel detectors, such
as charged-coupled devices (CCDs). This means that hyperspectra can be ob-
tained along with the traditional imaging systems, such as the annular dark-field
(ADF), which is discussed in depth in chapter 4. Naturally, this development
required a high-performance software, in which the Rust programming language
was chosen. Additionally, several independent base libraries were developed, re-
sponsible for managing time-to-digital converters (TDCs) structures, reading raw
packets, handling electron clusters, etc, which also led to the development of a
high-performance post-processing library. Although the birth of cathodolumines-
cence excitation spectroscopy (CLE), discussed in chapter 5, could have used any
programming language to post-process and seek the coincident electron-photon
pairs, the usage of the recently developed Rust library sped up processing by at
least a factor of 100: instead of more than 20 hours of data processing in Python3,
the Rust-based algorithm was able to do it in a bit more than 10 minutes. This
certainly impacted our understanding of the technique, as data were acquired and
immediately analyzed, and thus tens of spectra could be done each day, exploring
several samples within distinct experimental conditions. Beyond, all the already
developed event-based hyperspectral EELS can be directly used, which has allowed
performing CLE spatially resolved, less than 40 nm in the present case.

In each chapter, a conclusion and a few prospects are presented, albeit giving
general future ideas is not difficult. The entire project gravitates toward high
spectral & temporal resolved novel spectroscopic ideas in a continuous electron
gun. The concept of µeV-based electron spectroscopy is extensively discussed in
chapter 2, and nothing is preventing such experiments apart from ultrahigh Q fac-
tor samples, which is of course a considerable part of the problem. In the temporal
resolution, however, much has to be done. The static plate beam blanker used
is very far behind modern designs, capable of reaching down to 100 fs temporal
resolution [168], more than four orders of magnitude faster than the 5 ns used
in this work. Together with an event-based detector such as TPX3, further time
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binning can be obtained in the non-dispersive direction of the detector, which can
open the study of dynamics in the ultrafast time scale, an entire physics domain
still vastly unexplored in continuous-gun electron microscopes. This would en-
able, among other things, the study of ultrafast optical excitations using EEGS,
the proper study of the weak-coupling dynamics in high-Q systems, as presented
in chapter 3, and the lifetime study of shorter-lived optical transitions in CLE, as
discussed in chapter 5.
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Appendix

7.1 Concepts and Mathematical Tools

A - Fock states and the quantization of the electromagnetic
field

The most common approach into the electromagnetic field quantization is the
replacement of the potential vector into the potential operator (A −→ Â). To do
so, the classical field is compared to the quantum harmonic oscillator [46], with
which it is assumed the reader is familiar. The potential vector must be expanded
in terms of k (kx, ky and kz) and from the two transverse polarizations (λ1 and
λ2) such that

A(r, t) =
∑
k

∑
λ=1,2

ek,λAk,λ(r, t), (7.1)

where the coefficients are

Ak,λ(r, t) = Ak,λ(t)e
ik·r + A∗

k,λ(t)e
−ik·r. (7.2)

The orthonormality can be stated in a single equation:

ek,λ · ek,λ′ = δλ,λ′ , (7.3)

where δλ,λ′ = 1 for λ = λ′ and are zero otherwise. The Coulomb gauge condition
(∇ · A = 0 and ∇2A − 1

c2
∂2A/∂t2 = 0) can be written identically to the simple

1D harmonic oscillator equation of motion as

ω2
kAk,λ(t) +

∂2Ak,λ(t)

∂t2
= 0, (7.4)

where ωk = ck. This mathematical equivalence allows quantizing the electromag-
netic field in the same fashion as the simple harmonic oscillator. The solution of
the equations above is
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Ak,λ(r, t) = Ak,λe
−iωkt+ik·r + A∗

k,λe
iωkt−ik·r. (7.5)

In the absence of charges, the electric and magnetic field can be derived the
gauge conditions E = −∂A/∂t and B = ∇× A and thus

E(r, t) =
∑

k
∑

λ=1,2 ek,λEk,λ(r, t),

B(r, t) =
∑

k
∑

λ=1,2

k × ek,λ

k
Bk,λ(r, t),

 (7.6)

in which

Ek,λ(r, t) = iωk

[
Ak,λe

−iωkt+ik·r − A∗
k,λe

iωkt−ik·r] ,
Bk,λ(r, t) = ik

[
Ak,λe

−iωkt+ik·r − A∗
k,λe

iωkt−ik·r] .
}

(7.7)

The total electromagnetic energy in such a case is, from equation 1.12

U =
1

2

∫
V

[ε0E(r, t) · E(r, t) + µ−1
0 B(r, t) · B(r, t)]. (7.8)

To solve the problem, a quantized cavity of volume V = L3 is defined, and
with a somewhat lengthy demonstration [46],

U =
∑
k

∑
λ

Uk,λ, (7.9)

with the coefficients

Uk,λ = ε0V ω
2
k(Ak,λA

∗
k,λ + A∗

k,λAk,λ). (7.10)

The Hamiltonian of the 1D quantum harmonic oscillator [45–47] is

ĤHO =
p̂2

2m
+

1

2
mω2x̂2 =

1

2
ℏω(ââ† + â†â) = ℏω

(
ââ† +

1

2

)
, (7.11)

where â and â† are, respectively, the destruction and the creation operators. They
satisfy the commutator [â, â†] = 1 and have the following property when applied
to the eigenstate |n⟩

â |n⟩ =
√
n |n− 1⟩ ,

â† |n⟩ =
√
n+ 1 |n+ 1⟩ ,

}
(7.12)

which allows to finally quantize the fields: the eigenstates are indicated by the
subscripts k and λ. The destruction and creator operators destroy and create one
photon of energy ωk in the mode kλ. The eigenvalues of these operators, nk,λ,
designates the number of photons in our quantized cavity. All these properties
can be synthesized in the set of equations below:
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âk,λ |nk,λ⟩ =
√
nk,λ |nk,λ − 1⟩ ,

â†k,λ |nk,λ⟩ =
√
nk,λ + 1 |nk,λ + 1⟩ ,

n̂k,λ = â†k,λâk,λ,

n̂k,λ |nk,λ⟩ = nk,λ |nk,λ⟩ ,

 (7.13)

in which these quantum eigenstates of light are more usually known as photon-
number states or Fock states of the electromagnetic field. The Hamiltonian of the
radiation field can be obtained analogously as performed in equation 7.11. Hence,

ĤR =
∑
k

∑
λ

Ĥk,λ, (7.14)

where

Ĥk,λ =
ℏωk

2
(âk,λâ

†
k,λ + â†k,λâk,λ), (7.15)

in which the subscript R stands for the radiation Hamiltonian. Direct comparison
between the last equation and the total energy in a cavity obtained in equation
7.10, we can relate the vector potential amplitudes to the quantum mechanical
mode operators such that

Ak,λ −→
√

ℏ
2ε0V ωk

âk,λ,

A∗
k,λ −→

√
ℏ

2ε0V ωk
â†k,λ.

 (7.16)

Using the equations above to convert the classical vector potential (equation
7.1) into the quantum operator, one reaches

Â(r, t) =
∑
k

∑
λ=1,2

ek,λÂk,λ(r, t), (7.17)

where

Âk,λ(r, t) =
√

ℏ
2ε0V ωk

(
âk,λ(t)e

−iωkt+ik·r + â†k,λ(t)e
iωkt−ik·r

)
. (7.18)

Similarly, with equation 7.16, we can turn the classical electric and magnetic
fields (equations 7.6 and 7.7) into quantum operators. For the electric field,

Ê(r, t) =
∑
k

∑
λ=1,2

ek,λÊk,λ(r, t), (7.19)

in which

Êk,λ(r, t) = iωk

√
ℏ

2ε0V ωk

[
âk,λe

−iωkt+ik·r − â†k,λe
iωkt−ik·r

]
. (7.20)
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For convenience, we can split Ê = Ê
+
+ Ê

−
to reach

Ê
+
(r, t) =

∑
k
∑

λ=1,2 ek,λi
√

ℏωk

2ε0V
âk,λe

−iωkt+ik·r,

Ê
−
(r, t) = −

∑
k
∑

λ=1,2 ek,λi
√

ℏωk

2ε0V
â†k,λe

iωkt−ik·r,

 (7.21)

in which the operators Ê
+

and Ê
−

are complex conjugates and are responsible for
destroying (absorbing) or creating (emitting) one photon in the cavity, respectively.

B - The decay rate and the partial local density of states

In this section, Fermi’s golden rule is used to properly quantify the transition rate
from these different eigenstates under the weak-perturbation frame [45]. According
to Fermi’s Golden Rule, the transition rate is

γ =
2π

ℏ2
∑
f

∣∣∣⟨f | Ĥint |i⟩
∣∣∣2 δ(ωi − ωf ). (7.22)

As discussed, spontaneous decay has a term independently of nk,λ so its tran-
sition rate probability γsp can be written as

γsp =
2π

ℏ2
∑
k

∑
λ

g2k,λδ(ωk − ω0), (7.23)

and, using the definition of gk,λ (equation 1.76),

γsp =
πωk|µ1,2|2

ℏε0
1

V

∑
k

∑
λ

nµ · |ek,λ|2nµδ(ωk − ω0), (7.24)

where nµ is a unit vector taken in the direction of the dipole momentum. The
right term of this equation is called a projection in µ direction of the local density
of electromagnetic states (EMLDOS-µ). This can be written as

ρe,µ(r, ω0) =
1

V

∑
k

∑
λ

nµ · |ek,λ|2nµδ(ωk − ω0). (7.25)

Hence, the spontaneous decay time can be re-written as

γsp =
πωk|µ1,2|2

ℏε0
ρe,µ(r, ω0). (7.26)

To trace the correspondence with the classical result, the EMLDOS must be
defined in terms of Green’s function. The first step is to write the Green’s dyadic
function as we have done for the vector potential (equation 7.1), electric and
magnetic fields (equation 7.6)

↔

G(r, r′, ω) =
∑
k

∑
λ

ek,λGk,λ, (7.27)
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in which Gk,λ are yet to be determined. As the Green’s function must satisfy the
Helmholtz equation (1.31) we can substitute them to reach∑

k

∑
λ

Gk,λ

[
∇×∇× ek,λ −

ω2

c2
ek,λ

]
=

↔

Iδ(r − r′), (7.28)

and the terms inside brackets are components of the electric field, which must
satisfy [

∇×∇× ek,λ −
ω2
k

c2
ek,λ

]
= 0, (7.29)

which leads to ∑
k

∑
λ

Gk,λ

[
ω2
k

c2
− ω2

c2

]
ek,λ =

↔

Iδ(r − r′), (7.30)

and, if both sides are multiplied by ek,λ, the orthonormality property can be used
to remove both summations and reach

Gk′,λ′
ω′2
k − ω2

c2
= ek′,λ′ , (7.31)

and putting this value back into 7.27:

↔

G(r, r′, ω) =
∑
k

∑
λ

c2
|ek,λ|2

ω2
k − ω

. (7.32)

To proceed, a well-known mathematical identity in physics must be used [24,
321]. It states

lim
η−→0

ℑ
{

1

ω2
k − (ω + iη)2

}
=

π

2ωk

[δ(ω − ωk)− δ(ω + ωk)], (7.33)

and by multiplying by |ek,λ|2 in the identity and sum all over possible modes (in
k and in λ),

ℑ

{
lim
η−→0

∑
k

∑
λ

|ek,λ|2

ω2
k − (ω + iη)2

}
=
∑
k

∑
λ

π

2ωk

|ek,λ|2δ(ω − ωk). (7.34)

From the equation above, ωk can be removed from the double sum because
delta function will nonetheless restrict values to ω = ωk. Negative frequency
terms have also been dropped. Using equation 7.32, one can reach

ℑ{
↔

G(r, r′, ω)} =
πc2

2ω

∑
k

∑
λ

|ek,λ|2δ(ω − ωk), (7.35)

and thus finally rewrite the EMLDOS using equations 7.25 and 7.32 such that
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ρe,µ(r, ω) =
2ω

πc2V

[
nµ · ℑ{

↔

G(r, r′, ω)}nµ

]
. (7.36)

In Cartesian coordinates, we can display the entire density of states instead of
its projection in a given axis by summing up in the canonical basis (nx, ny and
nz) such that

ρe(r, ω) =
∑

u=nx,ny ,nz

2ω

πc2V

[
u · ℑ{

↔

G(r, r′, ω)}u
]
, (7.37)

and by trivial tensorial operations, the full local density of states expression can
be reached

ρe(r, ω) =
2ω

πc2V

[
ℑ
{
Tr
[↔

G(r, r′, ω)
]}}

. (7.38)

This section has introduced, by using the quantum formalism, the EMLDOS,
intimately linked to the spontaneous decay. By returning to the classical electro-
magnetic field, in which the Green’s tensor was previously defined, it was shown
that the EMLDOS is also related to the projection of the imaginary part of the
Green’s tensor along the net dipole direction. As shall be seen, electron energy-
loss can be qualitatively associated with the classical dipole power loss and, thus,
with the imaginary Green’s tensor and the ELMDOS. Cathodoluminescence, on
the other hand, measures the energy transferred to the far-field, and so is better
related to the Poynting vector. Cathodoluminescence can also be linked to the
QED formalism of spontaneous decay, as an electron can excite atomic states and
light emission can happen even in the absence of external fields. Electron energy-
gain, a less usual electron spectroscopic technique, also can be explained by the
light-matter interaction Hamiltonian developed in the QED frame.

C - Pictures of the microscopes

Figure 7.1 displays two photographs of the microscopes used in this work. The
instrumental developments of EEGS were done in the Vacuum Generators model
HB 501 (VG) machine, which was dedicated to this project. The TPX3 was
also developed in this microscope, and as soon as the live data treatment was
successfully implemented, the detector went to a second VG microscope at our fa-
cility, which has an overall improved performance due to its liquid-nitrogen-cooled
sample stage. Most of the measurements shown in this work were performed in
ChromaTEM, our recently-acquired state-of-the-art electron microscope, contain-
ing an aberration-corrector up to the fifth order and an electron monochromator.
The EEGS technique was successfully transferred to ChromaTEM, while TPX3
has not yet been used in this machine primarily due to the detector saturation
issue. Other relevant details of the microscopes can be found in the discussion in
the main text of this thesis.



Chapter 7. Appendix 144

Figure 7.1: The microscopes used in this work. The instrumental developments were
done in VG, while most of the presented measurements were done in ChromaTEM.
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7.2 EEGS in monochromated continuous electron
gun

A - User interface of the developed instruments

Figure 7.2 shows the user interface (UI) of NionSwift and a few of the Python3-
based developed instruments during this thesis. The EELS spectrometer (1) has
three windows, named “Focus”, “Dispersion” and “VSM”, in which all the available
optical elements can be adjusted or wobbled. The EELS detector (2) settings can
be adjusted between different modes. A common base class allows to use the same
developed UI for the several available different detectors, by simply inheriting the
class and defining the required methods. To perform CL experiments, an optical
spectrometer must be controlled (3), and, similar to the EELS detector, the same
UI is used for the several available light spectrometers. The scan channels are
displayed in the center of the image. The windows called “ADF” and “BF” (4)
actually displays the same image, apart from a Gaussian blur, which is a simulated
data used for development, and they are both 2D data. Hyperspectral images were
also developed in the scan channels (5), in which the “Pick Region” square allows
to have the associated spectra, also simulated in the present case. Scan channels

Figure 7.2: The user interface of the Nionswift software with the multiple developed
instruments, including the EELS spectrometer (1), the EELS detector control, the optical
spectrometer (3) for CL experiments, the scan channels, either 2D (4) or 3D datasets
(5), which can be controlled by a standard interface (6), the electron lenses (7) and
the apertures (8). Some instruments are not shown, specially the sample stage and the
multiple the vacuum gauges values.
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are controlled by a standard UI palette (6), in which the pixel dwell time, the field
of view, the spatial sampling, the rotation, etc. can be set. The available channels
are shown at the bottom and can be activated by their related check box. The
magnetic lenses are also controlled (7), both for the objective and the condenser
system, and including a wobbling system and an astigmatism control. Finally, the
control of the available apertures is also developed (8). Some instruments are not
shown, for the sake of clarity of Figure 7.2, most notable the sample stage and the
multiple vacuum gauge controls in different sections of the microscope.

B - User interface and functioning of the EEGS experiments

Figure 7.3 shows how EEGS experiments can be performed in any microscope
running Nionswift (considering the appropriate hardware, i.e. the fast blanker, is
present). A stand-alone station was developed in Python3 to control the required
instruments, i.e. the optical elements and the power meters (1), the laser (2),
and the laser power supply (4). The available methods for these instruments

Figure 7.3: The stand-alone EEGS station developed. In the station, the optical
table (1), the laser (2), a Raspberry Pi (3), and the power supplies and pumps (4) are
together in the same mobile cart. The laser, the optical components and the power
meters are controlled via USB, which is directly connected to the Raspberry Pi. A TCP
socket server is opened in the Raspberry Pi, which allows to control the instruments by
connecting a TCP socket client in the Nionswift computer running the microscope. In
this configuration, only a TCP connection between the Raspberry Pi and the microscope
computer is required, which can be achieved through a local network without physically
connecting both ends.
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can be wrapped in a TCP socket system, meaning a byte-based communication
protocol can be developed to call the desired function. The instruments in the
stand-alone station are connected to a Raspberry Pi (3), which also opens a TCP
socket server in a custom-made UI box, as indicated by the red box and arrow
at the server-side of Figure 7.3. If a client is connected (same host and post as
the server, defined in the red box and arrow at the client side in Figure 7.3),
a synchronous communication is capable of remotely control the instruments in
the EEGS station. As an example, to set the laser wavelength to 580.001 nm,
the TCP message must initiate with a specific header, which is the name of the
function, followed by ⟨0x00000000⟩, and then followed by the desired wavelength
containing exactly 16 bytes, with exactly 8 bytes after the comma. The message
continues with another ⟨0x00000000⟩ and by the name of the instrument, which is
b‘LASER’ in this case. The server decodes the message, runs the desired method
and replies when it is done, in a synchronously fashion.

The point of this station is to exempt the user from concern with the multiple
instruments related to the performance of EEGS experiments. These do not need
to access the properties of the microscope and thus can be isolated for better
management. In this picture, the laser can be placed far away from the microscope
and its control computer, as the only required connection is a TCP socket, which
could be done using a local network.
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7.3 Optical microcavities & electron beams

A - FDTD-simulated cube mode hybridization on a flat SiO2
substrate

For the cube-SiO2 substrate system, the finite-difference time-domain (FDTD)-
simulated loss probability was obtained using a 1.25 nm mesh size with electric
dipoles evenly spaced by ∼ 8 nm. The SiO2 substrate was 500 nm thick and
the silver nanocube had 100 nm in side length. Figure 7.4a shows the results for
the obtained spectra for the probe at the top edge (opposite from the interface
Ag - SiO2) and top corner positions for 200 keV and 100 keV electrons, in which
the loss probability changes by less than a relative factor of two (compared to
the factor of 100 for the bare resonator). In Figure 7.4b, the simulated and the
experimental results are compared. The simulated modes are redshifted with
respect to the experimental results in all observed modes (except for the distal
face), presumably due to variations in the effective index of refraction between
experiment and simulations.

Although redshifted, all experimentally observed resonances were also observed
in FDTD. To make a correspondence between them, the absolute value of the near
electric field was obtained, as shown in Figure 3c . This correspondence can also be
done by simulating a full spectral image by rastering the electron probe position
in a square mesh containing the cube and part of the substrate. For this, the
mesh size was increased to 2.50 nm while dipoles were evenly spaced by ∼ 25 nm
intervals to reduce the simulation time. The electron impact position grid was
150 nm wide in both the x-y plane (z being the electron propagation direction)

Figure 7.4: EELS probability comparison for different electron energies and between
experiment and simulation. (a) FDTD simulated spectra for 200 keV and 100 keV
electrons. (b) Comparison, for 100 keV electrons, between the experimental results and
the simulations.
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max

min

Dip PC2 DC1

DC2+PE DE DF

Figure 7.5: FDTD-simulated spectral maps for the cube-substrate system, including
the dipolar (Dip), second proximal corner (PC2), first distal corner (DC1), second distal
corner (DC2), proximal edge (PE), distal edge (DE), and distal face (DF) modes. Scale
bars are 50 nm.

and the impact distance step size was 5 nm. Only minor changes were found in
the spectral maps with respect to each single loss spectrum at the corresponding
probe positions despite the alleviated simulation conditions, thus indicating a good
simulation convergence. Figure 7.5 shows the simulated spectral image under the
above conditions for the resonances listed in the main text (Figure 3c), with a
remarkable resemblance between them. Note that simulations have rendered the
proximal edge mode (PE) as very faint and close to the second distal corner mode
(DC2), similarly to the experiment. Figure 7.5 for DC2 + PE clearly shows a
proximal edge component, although much less strong than the distal corner.

Finally, note that a smaller order proximal order mode PC1 has not been
observed in EELS, despite being predicted in the FDTD simulations (Figure 3).
This mode is known to be close to the global dipole and very diffuse, which makes
it very challenging to detect experimentally [15]. It is also important to note that
unequivocally characterizing the entire cube-substrate modes requires an extreme
degree of electron beam monochromaticity. Experimentally, mode PC2 is centered
at 2.813 eV and mode DC1 is centered at 2.898 eV. The 85 meV distance is smaller
than the ∼ 250 meV mode FWHM, and thus, mode overlap is expected in our
spectral maps.

B - MNP polarizability

In the analytic model, the nanocube is described as a dipolar point scatterer of
isotropic polarizability α(ω) placed at the particle center. In order to estimate
α(ω), it was adopted the model of Fuchs and Sihvola [250, 322] for the quasistatic
polarizability of the cube,
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Figure 7.6: Comparison of the polarization obtained through COMSOL and the an-
alytical form based on the quasistatic approximation with retardation corrections as
described in the main text.

αQS =
V

4π

∑
m

Cm

(ε/εh − 1)−1 + nm

, (7.39)

where V is the cube volume, ε is its dielectric function (taken from tabulated
data [323] for silver), εh is the host permittivity (1 for vacuum in the present
case), m is a mode index, and Cm and nm are tabulated in Ref. [250]. The cube
polarizability was obtained by using a finite-difference numerical method using
the COMSOL multiphysics software. Comparison of the quasistatic polarizability
and the numerical simulation reveals large discrepancies, which can be attributed
to retardation effects. The latter can be incorporated in the analytical model
through the relation [324]

α =
αQS

1− αQS

V
M
, (7.40)

where M = (4π
3
)1/3(kd)2 + i2

3
(kd)3, k = ω/c, and d is the cube edge length. This

prescription brings the model polarizability in close agreement with the numeri-
cal simulation, as shown in Figure 7.6. This analysis confirms the robustness of
the polarizability here used for the analytical model of the MNP-sphere system,
although it does not account for higher-order particle plasmons.

C - Additional results from the analytical model

It is shown in Figures 7.7 and 7.8 additional results obtained from the analytical
model discussed in the main text for electrons moving with energies of 200 keV
and 100 keV, respectively.

For 200 keV, Figure 7.7 shows that the coupling is also sensitive to the electron
beam position, even in the sphere without a MNP, because the Mie resonances
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under consideration become more evanescent outside the dielectric for higher or-
bital angular momentum. For 100 keV electrons (Figure 7.8), excitation of Mie
resonances in the sphere without the MNP is negligible because of the mismatch
between the electron velocity and the orbital group velocity of the whispering-
gallery modes; however, the presence of a MNP acts as a mediator in the coupling
to Mie modes, which leave sizable signatures in EELS for the hybrid system.
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Figure 7.7: EELS probability calculated by assimilating the MNP to a dipolar scatterer
and retaining the full multipolar response of the sphere. The spectra for the MNP alone
(leftmost column), the sphere alone (second-left column), the hybrid MNP-sphere system
(third column), as well as the overlay of only-sphere and MNP+sphere systems spectra
(rightmost column) are compared for different positions of the electron beam (see insets
in the left column) and an electron energy of 200 keV.

Figure 7.8: Same as Figure 7.7, but for 100 keV electrons.
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7.4 Event-based EELS: developments & applica-
tions in the nanosecond scale

A - Hyperspectral reconstruction algorithm performance

To provide a better quantitative analysis of the developed live algorithm, some
performance curves have been produced using simulated hyperspectral data. The
simulation takes into account all the experimental variables, such as pixel dwell
time (Tp), the sampling in the xt and yt positions, the number of acquired frames
(F ), the electron probe current (I, in electrons/s) and the flyback time (Tb). Unless
otherwise stated, the standard values for the current, the flyback time, the pixel
dwell time, the x and y spatial sampling are, respectively, 1 pA, 0, 1 µs, 256 pixels,
and 256 pixels.

The performance was analyzed using perf [288], a performance analyzing tool
available from the Linux kernel. To not overcomplicate the benchmark statistics,
only the task-clock event is shown here, which roughly translates into the human-
perceivable time elapsed until the entirety of the data is processed. Additionally,
perf was repeated between 50-100 times to obtain more meaningful results, in
which error bars are the measurement standard deviation. The computer used to
benchmark the data has a Intel Core i7-8665U running at 1.90 Ghz. The total
acquisition time Ttotal, the number of electrons ne, and the number of TDCs (one
falling edge at the beginning of the scan row and one rising edge at the end of the
scan row) ntdc in each simulated data are, respectively

Ttotal = Fyt(xtTp + Tb),

ne = TtotalI,

ntdc = 2Fy.

 (7.41)

The total number of events is ne + ntdc = Ttotal × I + 2F × y. As there are only
linear operations in both the electron and the TDC event packets, the processing
time must scale, at worst, as O(n) for both the number of electrons and TDCs,
where n is the number of processed events and O is called the "Big O notation”,
usually used to describe the behavior of algorithms as a function of sampling size.

In the inset of Figure 7.9a, the processing time is plotted as a function of the
input current, displaying a linear relationship, as expected. In the outer graph,
the processing time is plotted as a function of the pixel dwell time (from 8 µs
to 62 ns), or, equivalently, the number of frames, given all the other parameters
constant. The number of electrons is equal for all data points and the difference
for smaller dwell times relative to bigger ones is the quantity of supplementary
events, as more frames mean more scan rows. A linear dependence is only seen
for a high rate of supplementary events, in which the number of TDCs starts to
be comparable to the number of electron events (8% of the total number of events
are TDCs for 62 ns pixel dwell time). Finally, note that, even for the 62 ns pixel
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Figure 7.9: Algorithm performance for multiple acquisition parameters. Total acqui-
sition time is fixed in 5 s and Tb = 0 for all cases. Spatial sampling, pixel dwell time,
and current is 256 x 256, 1 µs and 1 pA unless said otherwise. (a) The processing time
as a function of the number of frames by changing the pixel dwell time. In the inset,
the processing time is shown as a function of the electron probe current, displaying a
linear relationship. (b) Processing time as a function of the spatial sampling. For the
blue (red) curve, Y (X) value is fixed at 256 bins, while the other dimension is varied.

dwell time data point, 5 s of acquired data, at 1 pA, can be processed as fast as ∼
0.36 s, which means currents up to ∼ 14 pA could be theoretically processed live,
albeit impossible to be verified due to the maximum throughout of TPX3 at ∼ 5
pA. In Figure 7.9b, similar curves are obtained by independently varying xt and
the yt sampling from 32 to 2048 pixels, while the other coordinate is kept fixed at
256. Interestingly, for a given current and total acquisition time, the processing
time is smaller for higher sampling rates in the horizontal axis, which is simply
explained by the reduced number of required scan rows (or TDCs). For the y
axis, the processing time is approximately constant, or O(1), because the number
of required supplementary events is constant as the increased number of lines is
compensated by the reduced quantity of frames.

In general, these curves show that reducing pixel dwell time is not usually
limiting, even for the small currents considered here. Besides, TPX3 provides a
way of increasing the spatial sampling of hyperspectral images with no additional
cost, although more computer memory (or storage disk space) is needed.

B - EELS spectra dependency on the total cluster ToT

For the same data studied in Figure 4.6, it was plotted the dependency of the
summed time over threshold (ToT) on the detector hit position in the dispersive
direction in Figure 7.10, intending to clarify the origin of the Poisson distribution
after filtering data by the summed ToT. The histogram in Figure 7.10a clearly
shows a central ToT value around ∼ 139.12 ns (intense horizontal line), which
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is associated with the 100 keV electrons for this particular used threshold. A
Gaussian fit provides a fwhm of ∼ 22.65 ns which is below the unit clock tick of
25 ns. The histogram of chip 1 alone provides a better contrast to see the high
number of clusters with Σ ToT < 60 ns around the chip junctions (close to pixels
256 and 512), This region, additionally, is also known to have hot pixels with high
counting rates even in the absence of the electron beam. In figure 7.10b it was
plotted the accumulated EELS spectrum for the lower (blue) and upper (orange)
side of the aforementioned histogram, which displays a disproportionate number
of counts in the chip boundary, in the blue curve. Finally, it is shown in Figure
7.10c the relation between the summed ToT and the cluster size, which has its
maximum around 139.12 ns for a cluster size of 4 electrons. Note also the high
number of clusters with a unit cluster size (individual electrons) for lower ToTs,
which can be caused by the physical boundary condition of on-chip junctions.

Figure 7.10: Relation of the summed ToT with the electron hits in the dispersive
direction. (a) For the entire detector (chip 0 - 3) but excluding zero loss for better
contrast, and for chip 1, in which the low sum ToT can be more easily identified within
the chip borders. (b) The accumulated resultant spectra for the two regions identified
as Σ ToT > 60 ns and < 60 ns. For the low ToT, the hit count between chips is orders
of magnitude greater than neighbor pixels. (c) The relation between the summed ToT
and the cluster size, displaying an average of 2.92 electrons/cluster.
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C - Cluster-detection algorithm results for different parame-
ters

As briefly discussed in the main text, cluster detection is performed by sorting the
pixel hits by ToA and comparing them neighbor by neighbor: if the ToA increases
by more than ∆ToA or if the pixel spatial position increases by more than either
∆α or ∆β, a new cluster is formed. This procedure is performed for hits that are
not yet within a cluster until convergence is achieved. Figure 7.11a shows the same
plot as in main text (Figure 4.6) for different ∆ToA values and for the uncorrected
data set using ∆α = ∆β = 2. As the pixel dead time is ∼ 475 ns, there is no risk of
same-pixel cluster identification as long as ∆ToA is smaller than this value. The
typical cluster formation interval, however, is smaller than 475 ns and one must
be primarily careful not to underestimate ∆ToA. This is undoubtedly the case for

Figure 7.11: Results of the cluster-detection algorithm for different identification pa-
rameters. (a) Variation of ∆time of arrival (ToA) using ∆α = ∆β = 2. Note how 25
ns and 50 ns underestimate cluster formation time. ∆ToA ≥ 200 ns is enough for the
algorithm convergence. (b) Variations of ∆α = ∆β using ∆ToA = 200 ns. Convergence
is achieved for values ≥ 2, meaning that there must have at least 3 pixels of distance (in
each α and β independently) in order to produce a new cluster.
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25 ns, 50 ns, and, to a lesser extent, 100 ns. ∆ToA of 200 ns and 500 ns provides
almost identical data. In Figure 7.11b, ∆α and ∆β was varied equally within the
range [0, 4] for ∆ToA = 200 ns. For ∆α = ∆β = 0, the result is identical to
that for the uncorrected data, which is obvious considering any electron detected
within ∆ToA = 200 ns will be at a different pixel due to the pixel dead time. Data
does converge for ∆α = ∆β ≥ 2.
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Titre: Nouvelles spectroscopies nanosecondes et milliélectronvolts au microscope électronique et leurs
applications à la nano-optique
Mots clés: microscope électronique en transmission à balayage; spectroscopie de gain d’énergie des
électrons; spectroscopie de perte d’énergie des électrons; cathodoluminescence; timepix3; spectroscopie
d’excitation de cathodoluminescence

Résumé:
Dans cette thèse, un ensemble d’interactions

électron/matière/lumière ont été explorées dans
un microscope électronique en transmission à bal-
ayage (STEM, scanning transmission electron mi-
croscope) combinant les spectroscopies électron-
iques traditionnelles, telles que la spectroscopie
de perte d’énergie des électrons (EELS, electron
energy-loss spectroscopy) et la cathodolumines-
cence (CL) avec de nouvelles techniques, telles
que la spectroscopie de gain d’énergie des élec-
trons (EEGS, electron energy-gain spectroscopy)
et la spectroscopie d’excitation de cathodolumines-
cence (CLE, cathodoluminescence excitation spec-
troscopy), au développement desquelles ce travail
a contribué. En particulier, la mesure des ré-
sonances à bande étroite d’un micro-résonateur
à modes de galerie (WGMR, whispering-gallery
mode resonators) optique ont motivé le développe-
ment de l’ EEGS, une technique prometteuse
qui pourrait combiner la résolution spectrale des
sources laser avec la résolution spatiale des micro-
scopes électroniques modernes. En outre, l’échelle
de temps des résonances souhaitées, de l’ordre
de la nanoseconde, a déclenché le développe-
ment de l’instrumentation de déflecteurs et de
détecteurs rapides à résolution temporelle, tels
que la Timepix3 (TPX3). Les WGMRs ont été
étudiés seuls ou couplés à une nanoparticule mé-
tallique (MNP, metallic nanoparticle) en utilisant

les trois principales techniques mentionnées ci-
dessus, c’est-à-dire l’EELS, la CL et l’EEGS. Plus
de 80 modes de galerie ont pu être identifiés si-
multanément dans le résonateur seul, tandis qu’un
faible couplage a été observé dans le système cou-
plé dans les modes plasmoniques d’ordre inférieur
du MNP. En plus, la nature « event-based » du
TPX3 a permis le développement d’une recon-
struction d’image hyperspectrale qui peut être exé-
cutée en étant uniquement limitée par l’unité de
balayage au lieu de la limitation du temps de lec-
ture des détecteurs à frame, comme c’est le cas
pour les CCDs (charge-coupled devices). Ainsi, la
décomposition de la calcite (CaCO3) a été util-
isée pour explorer les potentiels de résolution tem-
porelle de ces détecteurs. Enfin, la présence de
time-to-digital converters (TDCs) dans la TPX3 a
également déclenché le développement de la CLE
car les électrons et les événements photons peu-
vent être codés avec la même horloge de référence
et ainsi associé l’électron à une émission photon.
La CLE a été utilisé pour étudier les interactions
électrons-photons en phase, telles que le rayon-
nement de transition et les plasmons de surface
localisés, et les interactions sans relation de phase,
telles que l’absorption proche de le band gap et
d’un plasmon de volume. Une nanosphère d’or à
coquille de silice et un flocon de h-–BN ont été
utilisés comme échantillons.
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tron energy-loss spectroscopy; cathodoluminescence; timepix3; cathodoluminescence excitation spec-
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Abstract:
In this thesis, a myriad of elec-

tron/matter/light interactions have been explored
in a scanning transmission electron microscope
(STEM) combining traditional electron spectro-
scopies, such as electron energy-loss spectroscopy
(EELS) and cathodoluminescence (CL) with novel
techniques, such as electron energy-gain spec-
troscopy (EEGS) and cathodoluminescence ex-
citation spectroscopy (CLE), in which this work
has contributed to developing. In particular, the
narrow-band resonances of an optical whispering-
gallery mode resonator (WGMR) have motivated
the development of EEGS, a promising technique
that could combine the spectral resolution of laser
sources with the spatial resolution of modern elec-
tron microscopes. Besides, the time-scale of the
desired resonances, in the nanosecond range, has
triggered instrumentation developments of time-
resolved fast deflectors and detectors, such as
Timepix3 (TPX3). WGMRs were studied either
bare or coupled to a metallic nanoparticle (MNP)
by using all the three main techniques aforemen-
tioned, i.e. EELS, CL, and EEGS. More than 80

gallery modes could be simultaneously identified
in the bare resonator, while weak coupling was
observed in the coupled system in the lower-order
plasmonic modes of the MNP. Additionally, the
event-based nature of TPX3 allowed the devel-
opment of a hyperspectral image reconstruction
that can be performed limited by the scanning
unit instead of the long-lasting limitation of the
readout time of frame-based detectors, such as
in charged-coupled devices (CCDs). With this,
the decomposition of calcite (CaCO3) was used
to explore the time-resolved potentials of such
detectors. Finally, the presence of time-to-digital
converters (TDCs) in the TPX3 also triggered the
development of CLE because electrons and pho-
ton events can be timestamped with the same
reference clock and thus relate to the electron as-
sociated with a photon emission. CLE was used to
study phase-locked electron-photon interactions,
such as in transition radiation and localized sur-
face plasmons, and non-phase-locked interactions,
such as near-band edge and bulk plasmon absorp-
tion. For such, a silica-shelled gold nanosphere
and a h–BN flake were used as samples.
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