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The speaker diarization task, also known as speaker segmentation and clustering,
consists in determining the number of speakers and when they speak in an audio document
or a collection of audio documents. This task is of interest for many companies wishing
to index their audiovisual content, improve accessibility and provide annotation for their
audio content. Additionally, speaker diarization is used as a pre-processing step for many
other speech processing tasks such as speech recognition, speaker and emotion recognition
etc.

In order to be valuable, the quality of the annotations of the audio documents has
to reach a sufficient level which is, most of the time, not yet achieved by state of the
art automatic speaker diarization systems. To achieve the desired performance, many
companies employ human annotators to produce manual annotation from scratch or, in
order to reduce the cost of the annotation process, ask the human domain expert to
correct the output of an automatic diarization system. Nevertheless, human intervention
is generally time-consuming and very costly due to the difficulty of the task and to the
huge amount of data to process.

Even when correcting an existing automatic annotation, the manual process is ex-
tremely long, costly and tedious for several reasons. First, the human domain expert
doesn’t know which part of the annotation to correct and might thus have to listen to the
entire audio document to verify the correctness of the annotations. This process is highly
sub-optimal.
The second reason is that an automatic system is likely to perform many errors of the
same type that the human domain expert will have to correct one by one across time.
This makes the task repetitive and can be very frustrating for the annotator.

This research has been performed in the framework of the European ChistERA project
ALLIES, which aims at laying the foundation for development of autonomous intelligent
systems sustaining their performance across time. Such unsupervised system should be
able to auto-update and perform self-evaluation to be aware of the evolution of its own
knowledge acquisition. It should adapt to a changing environment by following a given
learning scenario that balances the importance of performance on past and present data to
avoid unwanted regression. Such systems could not be developed without adapted metrics
and protocols enabling their objective and reproducible evaluation. This evaluation should
continuously assess the performance on the given task and quantify the effort required
to reach it in terms of unsupervised data collected by the system and of interaction with
humans in the case of active-learning. The ALLIES project aims to develop, evaluate and
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disseminate those metrics and protocols. Our goal in the project was to apply the concept
of human-assisted lifelong learning to the speaker diarization task. More specifically, our
work aims to provide an efficient way of interacting between the diarization system and
a human domain expert in order to improve the quality of the diarization while limiting
the amount of human effort required.

Problematic

To successfully perform the lifelong learning speaker diarization task we had to find
solutions to several problems.

The first problem we faced is the absence of a standard definition for human assisted
lifelong learning. In the literature there are various definitions, mostly developed for the
field of dialog systems. We had to propose an alternative one, which better corresponds
to the scope of the Allies project. Another question was the diversity of the different
types of interactions between automatic systems and humans, which had no common
nomenclature in the literature.

After providing those definitions we faced the absence of the necessary materials re-
quired to develop and evaluate human assisted lifelong learning speaker diarization sys-
tems. There was no dataset, protocols and metrics which could take into account the
specificity of the lifelong learning process. Special attention had also to be paid on the
evaluation metric as existing ones didn’t take into account the human domain expert or
the lifelong learning process.

Eventually, one of the main questions was the development of the human assisted
diarization system itself. Such a system requires specific methods and strategies to interact
with the human domain expert that are not well developed especially in the field of speaker
diarization.

Contributions

This manuscript starts with an overview of speaker diarization, applied to single doc-
uments and to a collection of documents. We then propose an analysis of the different
definitions of lifelong learning intelligent systems that exist in the literature and provide
a nomenclature of different types of interactions between the diarization system and the
human expert.
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We review the existing material for speaker diarization and propose the ALLIES
dataset, protocols and metrics to support the development of human assisted speaker
diarization system.

We then describe and evaluate new methods and strategies for human assisted within-
show speaker diarization that allows to improve the quality of diarization of each single
show in a dataset. Eventually we present the methods and strategies developed for human
assisted cross-show speaker diarization that allows to detect and label recurrent speakers
in different shows of dataset across time.

Structure

The proposed thesis is organised in the following way. The first part is dedicated to
the analysis of existing works in the domains of speaker diarization and lifelong learning.
The first chapter is an overview of existing algorithms and methods used for the speaker
diarization task while the second chapter focuses on the question of lifelong learning in
different domains and propose an alternative point of view.

The second part of this manuscript is dedicated to protocols, metrics and corpora and
contains two chapters. The first of this chapters describes the existing corpora and metrics
while the second one describes our contribution in terms of protocols, corpora and metrics
for the task of human assisted lifelong-learning speaker diarization.

The final part of this document is dedicated to methods and strategies for active
correction in the context of lifelong learning speaker diarization. It contains two chapters,
a first one, that describes our contributions and results on active correction for within-
show speaker diarization and a second one that describes our contributions and results
on active correction for cross-show diarization.
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Part I

Towards Human Assisted Lifelong
learning speaker diarization
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Speaker diarization is a pre-processing step applied before many speech processing
applications when recordings contain more than one speaker. Speaker diarization aims at
answering the question: "who speaks when?" in an audio recording. The goal of speaker di-
arization is to find the temporal borders: start and stop, of homogeneous speech segments
and to label those segments with speaker identifiers that have to be consistent across the
processed audio recording.

Speaker diarization can be applied on a single audio file (or show) and will then be
referred to as within-show speaker diarization or on a collection of shows, in which case
we will use the term cross-show speaker diarization. In this part, we will first provide a
brief overview of within-show speaker diarization in the beginning of Chapter I. The end
of chapter I will then review cross-show speaker diarization in the literature and describe
the novelties introduced in our work towards lifelong learning speaker diarization within
the ALLIES project. Similarly, Chapter II will discuss the definitions of human assisted
learning and lifelong learning in the context of our work with regards to the existing
literature.
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Chapter I

AN OVERVIEW OF SPEAKER DIARIZATION

Historically, within show speaker diarization is often performed in two steps referred
to as segmentation and clustering. Segmentation aims at detecting borders of homoge-
neous speech segments while the goal of clustering is to label those segments with speaker
identifiers that are kept consistent along the processed audio file (show). Clustering and
segmentation often rely on segment comparisons and thus require robust representations
of audio segments that can be obtained via statistical or neural models. The first section
of this chapter describes the most common acoustic models that are used along the di-
arization process. The second Section reviews the different tasks that can be combined for
segmentation purpose, i.e., voice activity detection, speaker turn detection and overlap
detection. The most common clustering approaches used in recent systems are discussed in
Section I.3 together with re-segmentation methods that can be used to refine the result of
the overall process. Eventually, Section I.4 presents recent end-to-end neural approaches.

I.1 Acoustic modeling

In this section we introduce the main tools used for signal representation and compar-
ison in the speaker diarization domain. The list is not exhaustive but presents the main
approaches and models that are shared across the different processing steps. Those tools
are introduced considering the duration of audio signal they are used to model.

I.1.1 Acoustic features representation

In general, automatic speech processing systems take as input an audio signal which
sampling frequency is set between 4 and 48 kHz. However, raw signals are noisy and convey
redundant information. In order to be used by automatic systems, those signals have to
be compressed and possibly enhanced, this process is referred to as feature extraction.
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RAW waveform Sliding window FFT Modul MEL filters log DCT MFCC

Figure I.1 – Standard Mel Frequency Cepstral Coefficient extraction toolchain.

I.1.1.1 Signal processing based features

During the last decades, many signal processing methods have been developed to
tackle this task [1], [2]. The most commons include Linear Predictive Coding (LPC)[3],
Perceptual Linear prediction (PLP) [4], [5], constant Q cepstral coefficient(CQCC)[6] but
the most popular is still the Mel Frequency Cepstral Coefficients (MFCC) [7], [8].

MFFCs (Mel Frequency Cepstral Coefficients) provide a time frequency representation
of the speech signal. The process that produces MFCCs is described in Figure I.1.

MFCC features are computed on a sliding window which duration is usually between 20
and 50ms. Length of this window is set to respect the hypothesis of speech quasi-stationary
[8]. To avoid information loss, successive windows are overlapping in order to generally
compute MFCCs features with a frequency of 100Hz. The signal is first multiplied by a
smoothing window (Hamming usually) in order to avoid artefacts due to the chunking.
A pre-emphasis filtering is applied before computing the Fast Fourier Transform. Energy
is then computed on frequency bands selected by triangle filters which fundamental fre-
quencies follow the MEL scale. The number of filters determines the number of resulting
MFCCs. The logarithm of this values are multiplied by 20. At this stage it is already
possible to use the features to feed the automatic speech processing systems, in literature
they are referred to as log-filter-bank features [9]. Eventually, a Discrete Cosines Trans-
formation (DCT) is applied in order to compress the information and decorrelate the
resulting components. The number of chosen coefficients depends on the resolution of the
desired representation, usually in the order of tens. Also it is common to use the first and
second derivatives of features to add information about their dynamic.

I.1.1.2 Neural network based features

Artificial neural networks have been used since the 1990s to provide appropriate sig-
nal representations for the speech recognition task [10]. Recent developments of deep
neural networks have brought new architectures to extract those representations such as
bottleneck features [11], [12].

One advantage of those bottleneck features comes from the large temporal context
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they are computed on (a few hundreds of milliseconds [12], [13]). Indeed, the input of the
network is usually the concatenation of sequence of classical acoustic features. Another
advantage is that the resulting bottleneck features can be optimized for a given task (the
one the extractor is trained for).

Variants of this bottleneck features have been proposed over the years. Some works
propose to train bottleneck extractors optimized on multiple tasks in order for those
features to convey a maximum of the speech signal information. This architecture is named
Problem Agnostic Speech encoder [14]. With time and the development of deep networks,
speech representations are extracted by using more complex architectures of networks
like staked bottleneck features [13] and recent work even make use of self-supervised pre-
trained models to encode the speech signal into a high dimensional sequence of vectors
[15]–[17]. Encoders consist of very deep neural networks often involving transformers fine-
tuned for multiple tasks.

One other current trend of research consists of developing end-to-end neural network
architecture. Several approaches have been proposed in order to directly process the raw
waveform and optimize the entire processing tool-chain for the targeted task [18]. An
example of this type of architecture is SincNet [19]. First layers of this network are designed
to integrate knowledge about the nature of the speech signal, that allows to train the
feature extractor part respectively with the further processing.

I.1.2 Gaussian based models

After feature extraction a speech segment is represented as a sequence of constant
length vectors, corresponding to overlapping frames of this segment. A simple method
to encapsulate the information from a whole audio segment is to use a Gaussian model
Θ(µ,Σ). Where µ is the average of the features and Σ is their co-variance. Representation
with Gaussian model can be successfully applied to short segments but, on longer seg-
ments, more complex methods show significantly better performance. The more complex
methods are described in the sections I.1.2.2 and I.1.2.3. To compare two segments us-
ing those representations, different methods are available such as Generalized Likelihood
Ratio (GLR) measure [20], Bayesian information criterion (BIC) [21], Kullback-Leibler
divergence [22], [23], Gaussian Divergence [24] or the Probabilistic Linear Discriminant
Analysis[25]. GLR, BIC and PLDA are the most widely used and will be described further
in section I.1.2.1 and I.1.2.4.

11



I.1.2.1 Likelihood ratios

Generalise likelihood ratio [20] (GLR) allows to compare two segments xi and xj

which are represented with Gaussian models Θi(µi,Σi) and Θj(µj,Σj). The calculation
of the GLR consists of estimating the likelihood ratio between the two hypotheses: Hsame

and Hdif . Hsame declares that xi and xj correspond to the same class (same speaker or
same non-speech segment) and Hdif declares that xi and xj correspond to two different
class. In the first case, the best representation of the segments would be a Gaussian model
Θi,j(µi,j,Σi,j) estimated on union of xi and xj, while in the second case, the representation
by the two distinct models Θi and Θj would be more suitable. We therefore want to
calculate:

GLR(xi, xj) = L(xi, xj|Θi,j(µi,j,Σi,j))
L(xi|Θi(µi,Σi))L(xj|Θj(µj,Σj))

(I.1)

This GLR measurement makes it possible to define a distance between the sequences xi
and xj, d(xi, xj) = −log(GLR(xi, xj)), which, with the predefined threshold, allows to
decide that segments i and j belong to the same class or not.

The Bayesian information criterion (BIC) [21] is similar to GLR but with a penaliza-
tion factor based on the complexity of the model. The calculation of BIC measure between
segments xi and xj, which are represented by ni and nj acoustic vectors, is given by the
following equations:

BIC(i, j) = (ni + nj) ∗ log|Σi+j| − ni ∗ log|Σi| − nj ∗ log|Σj| − λP (I.2)

P = (D + (D(D + 1))/2) + log(ni + nj) (I.3)

where |Σi|, |Σj| and |Σi+j| are respectively the determinants of the full covariance matrices
of segments xi, xj and of the union of the two segments xi+j. P is calculated from the
complexity of the model depending on the dimension D of the acoustic vectors and the
values of ni and nj. λ is a factor regulating the weight of the penalty P . λ is the main
parameter of the system to choose, knowing that the greater its value, the more classes
are merged.

I.1.2.2 GMM

The approach consisting in modeling speakers using statistical models based on mix-
tures of Gaussian distributions has been developed in the 1990s. The use of the Gaussian
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Mixture Model (GMM) is based on the idea that the distribution which characterizes the
set of acoustic vectors of a given speaker is a weighted sum of several Gaussian distribu-
tions [26], [27]. Let X = (xi), i ∈ 1..N be a set of acoustic vectors and the C components
GMM model Θc = (ωc, µc,Σc), c ∈ 1..C be its density of probability with:

p(xi|Θ) =
C∑
c=1

ωcpc(xi|µc,Σc) (I.4)

where ωc, µc,Σc are parameters of the Gaussian distribution number c, and ∑C
c=1 ωc =

1. It is important to notice that this model is defined by the set of mean vectors and
covariance matrices of its components as well as the weight ωc parameter of each of these
components in the sum. Parameters of the Gaussian mixture can not be estimated directly
and require the use of an Expectation Maximization(EM) algorithm [28], [29]. At each
iteration of this estimation process, mean and variance parameters of each of the Gaussian
components of the mixture are estimated as in the case of a mono-Gaussian model except
that each observation is weighted in order to calculate the mean and the variance of each
distribution. The weight of each observation is determined by taking into account all the
components of the mixture.

I.1.2.3 I-vectors

Factor Analysis is a probabilistic model that aims at factorizing the speech signal fea-
tures into factors related to speakers and other variations [30], [31]. The Total Variability
paradigm considers a single sub-space that conveys all information from the speech signal.
This paradigm assumes that a GMM super-vector, s, (i.e. a vector obtained by concate-
nating the mean vectors of each distribution from a GMM), is generated following the
equation:

s = m+ Tw (I.5)

where s is the utterance super-vector,m is a speaker and channel independent super-vector
from the UBM, T is the total variability matrix, and w is the i-vector. An i-vector system
can be used as a feature extractor to extract a low-dimensional fixed-size representation
vector from a speech utterance.

13



I.1.2.4 Probabilistic Linear Discriminant Analysis

Probabilistic Linear Discriminant Analysis (PLDA) is a generative model originally
proposed for face recognition [32] that has been widely used in speaker recognition and
diarization systems [33], [34]. Training of a PLDA model requires a corpus containing
several recordings of each speaker. Originally, the vector wl,r associated with recording r
of speaker l is expressed as the sum of three terms:

wl,r = µ+ Fyl +Gxl,r + ε (I.6)

where µ represents the average of the vector distribution from the learning corpus. The
matrix F is a basis of the speaker sub-space, the matrix G a basis of the session-subspace
(all the variations of the sessions) and ε is an residual noise modeled by a Gaussian
distribution with a diagonal covariance matrix. In speaker recognition and diarization,
the session subspace is not used and the variability is modeled by using a full residual
covariance matrix. yl is the latent variable dependent on speaker l and xl,r is the latent
variable dependent on speaker l and recording session r. The latent variables are assumed
to be independent and to follow a Gaussian law. The parameters, µ, F,G,, of the PLDA
model are estimated using the EM-ML algorithm [35].

The comparison of two vectors wi, wj, is performed by considering two hypotheses
Hsame and Hdif as for the cases of GLR and BIC. The score is calculated as the logarithm
of the following likelihood ratio:

Sp(wi, wj) = log
p(wi, wj|Hsame)
p(wi, wj|Hdif )

(I.7)

I.1.3 Neural networks for speaker diarization

Since 2014 [36], deep neural networks tend to become state-of-the-art models for
speaker recognition and diarization. Various architectures can be used for the different
steps of the diarization process including feature extraction ([19], [10]), audio segmenta-
tion ([37],[38]) or audio segment representation ([19], [39], [40], [41], [42]). In this section
we describe two of the most used architectures for speaker diarization.
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I.1.3.1 X-vectors

x-vectors have been proposed to produce robust fixed length representation of speech
segments by using deep neural networks. Across time, they have been successfully used for
speaker verification[42], language identification [43], emotion recognition [44] and speaker
diarization in different architectures [45]. Original x-vector neural network is a Time delay
neural network and have the following architecture, depicted in I.2.

The input of the neural network is a sequence of acoustic parameters. First layers of the
network are convolutional layers, which regroup the context of multiple consecutive frames
and represent them with high-dimensional vectors. At this moment the segment of speech
is represented as a sequence of vectors which correspond to highly overlapping chunks of
speech. To accumulate information from all those vectors it has been proposed to compute
the mean and standard deviation on the output of the last convolutional layer. This
operation produces a fixed-length representation of the given speech segment that is then
refined and compressed by the next two linear layers that decrease the dimensionality of
the representation vector to a few hundreds. The resulting embedding is used to represent
the speaker. During the training of the model, a Softmax layer, on top of the architecture,
is used to perform classification of the speaker and calculate the loss during the training
phase.

Recently other architectures have been proposed in order to use deeper networks often
involving ResNet structures [46]–[48], attention mechanisms [49] and possibly processing
raw wave forms [19], [40], [50].

I.1.3.2 Bi-LSTM

Architecture based on multiple layers of Bi-LSTMs followed by fully connected layers
has been proposed for the task of sequence-to-sequence prediction.

The architecture is organized as depicted in I.3 This network is composed of two Bi-
LSTM and a multi-layer perceptron (MLP) whose weights are shared across the sequence.
Bi-LSTMs allow to process sequences in forward and backward directions, making use of
both past and future contexts. The output of both forward and backward LSTMs are
concatenated and fed forward to the next layer. The shared MLP is made of three fully
connected feed-forward layers, using tanh activation function for the first two layers, and
a sigmoid activation function for the last layer, in order to output a score between 0 and
1.
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Figure I.2 – Architecture example of an x-vector extractor neural network including 5
convolutional layers, statistic pooling and 3 fully connected layers.
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Figure I.3 – Example of Bi-LSTM neural network architecture used for speaker diarization.
This architecture includes to layers of bi-LSTM and X fully connected layers.

This architecture has been applied for different tasks [38] by changing the labels in
the sequence to predict. It achieves state-of-the-art results for the task of voice activ-
ity detection, speaker turn detection, embedding extraction and re-segmentation. Those
applications will be described later on.

I.2 Segmentation

As in many machine learning tasks [51],[28], speaker diarization requires a data pre-
processing step. For the case of speaker diarization, standard pre-processing steps include
acoustic feature extraction, voice activity detection (VAD) and overlapped speech detec-
tion. Feature extraction methods are described in section I.1.1 Voice activity detection
step aims at separating speech and non-speech parts of the recording in order to avoid
miss-classifying non-speech segments as speaker turns. This step allows to facilitate the
speaker segmentation step. This tasks is common for almost all domains of speech pro-
cessing such as speaker and speech recognition [7], [52]–[54].
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I.2.1 Voice activity detection

This step aims at separating speech and non-speech parts of the recording. Non-speech
segments may contain silence, music and other background noises. Voice activity detection
impact diarization in two ways. First, it decreases error of miss and false detection of
speech segments. Second, a good VAD helps obtaining good speaker representations as
the missed speech segments limit the amount of available data for speaker representation
while false detection of speech segments adds noise to the representation of the speakers. It
is possible to skip the VAD step and detect the non-speech segments during segmentation
but it was observed that VAD during pre-processing can lead to better results [55].

Simple voice activity detection methods make use of GMM and Hidden Markov Mod-
els in order to represent each acoustic class (speech,silence, noise, etc.) by a mixture of
Gaussian distributions [56]. A Viterbi decoding can then be performed to detect speech
and non-speech segments. In addition, discriminant classifiers such as Linear Discriminant
Analysis (LDA) [57] or Support Vector Machines (SVM) [58] have been used for the VAD
task.

As for feature extraction, the last decade has witnessed the development of neuronal
methods for voice activity detection. Amongst architectures that show high performance
for this task, one can citep the bidirectional Long Short-Term Memory (Bi-LSTM) net-
works [59] which architecture is described in Section I.1.3 or Temporal Convolutional
Networks (TCN) [60] . As outputs, those networks return sequences of frame-level scores
(between 0 and 1). Before the application of the network the input audio recording are
windowed (segments of nearly 3 seconds with overlapping of nearly one second). Then
neural network is applied. The scores of overlapping segments are averaged. Then the se-
quence of scores is post-processed using two thresholds for the detection of the beginning
and end of speech regions.

I.2.2 Speaker Change Detection

Speaker Change Detection is one of the main steps in speaker diarization task. It aims
at finding the boundaries between speech turns of different speakers in a given audio
sequence and then split the audio stream into speaker homogeneous segments which will
be used for the clustering step.
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I.2.2.1 Uniform segmentation

As the aim of speech segmentation consists of producing short homogeneous segments,
i.e., segments which audio content entirely belongs to one single class, one straightforward
option is to segmentate the audio signal into very short segments in order to maximize their
purity. This approach has been shown efficient in the context of the DiHard evaluation
[45], [61] where the uniform segmentation is done using a sliding window of 1.5 second
duration with an overlap of 0.75s.

This approach is very simple but is not optimal regarding to the following step of the
processing toolchain. Indeed, the segmentation step is followed by a speaker representation
step such as i-vectors or neural embeddings that have been shown more discriminant when
estimated on long duration [62]–[66].

I.2.2.2 Probabilistic approach

Probabilistic approaches can be used to compare consecutive segments and decide
whether they were spoken by the same speaker or not. The longer a segment of speech,
the more complex the technique of comparing two segments can be, but the lower the
probability that it will be homogeneous from a speaker point of view. The result of
segmentation into speakers is therefore a compromise between length of segments and
homogeneity.

A simple approach consists of comparing short, fixed length segments using two sliding
windows that run through the audio document. Many measure have been proposed in the
literature to compare two consecutive windows: GLR measure [20], the Kullback-Leibler
divergence [22], [23] or the Gaussian Divergence [24].

The most widely used measure is the Bayesian Information Criterion (BIC) [21], which
is described in section I.1.2.1 This method requires setting a threshold, that is chosen
empirically to obtain homogeneous segments in terms of speakers.

I.2.2.3 Neural network based approaches

Recently, neural networks have been also applied to the segmentation task. It has been
formulated as a classification task in which the neural network is used to classify frames
including a speaker change [67]. In this article it has been shown that the proposed system
can reduce the number of missed changing points, which corresponds to small segments
of speech, compared with traditional methods. The best results of this approach was
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obtained using bi-directional Long Short-Term Memory Network [68],described in section
I.1.3.

I.2.3 Overlap detection

Another difficulty of segmentation step is to detect overlapping segments of speech. It is
the possible case when the two or more speakers speak at the same time. Such segments
should be accordingly detected and labeled with all speakers speaking simultaneously.
Early approaches for speech overlap detection were based on the HMM architecture [69].
In modern sysltes the best results are obtained by neuronal approach such as block-based
CNN architectures [70].

I.3 Clustering

Clustering is the most important step in speaker diarization system. Once the segmen-
tation into speakers has been performed, the audio document is divided into homogeneous
segments corresponding to different speakers, but resulting segments are often of short
duration and are not labelled. The goal of clustering is to group segments corresponding
to the same speaker and label them accordingly.

Many algorithms have been developed to perform clustering, based for most of them on
the computation of a similarity matrix between the segments. Note that many similarity
measures have also been used for speaker diarization: Gaussian / BIC [71], i-vector/PLDA
[71], x-vector/PLDA [45]. This section presents some of the most common clustering
algorithms used in speaker diarization.

I.3.1 Hierarchical Agglomerative Clustering

After calculating the similarity matrix, classical approaches of unsupervised clustering
are possible. The most commonly used is probably the hierarchical agglomerative clus-
tering [20], [72], [73], but there are other methods applied to the diarization task such as
k-means (k-means) [74], clustering based on representations in the form of graphs [75],
clustering based on the Integer Linear Programming [76], or spectral clustering [77], [78].

The hierarchical agglomerative clustering (HAC) [79] groups successively vectors or
classes (here, the speech segments) according to their relative distance. It is an iterative
process starting from n initial classes. At each iteration, the two closest classes are grouped
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Figure I.4 – Example of dendrogram obtained during a hierarchical agglomerative clus-
tering. Segments are grouped according to their distances until an empirically defined
threshold.

into one, and the distance to the other classes is updated. The algorithm stops when
there is only one class left or when a stopping criterion is reached (for example, when
the dedicating distance of the next grouping reaches a threshold, or when a given number
of classes is reached, if we know the total number of speakers of the document). The
algorithm is illustrated in I.4

The distance between clusters can be computed with different measures: with the
Nearest point algorithm, where the distance between clusters is defined as the distance
between nearest points of two clusters, with the Farthest Point Algorithm, where the
distance between clusters is defined as the distance between farthest points of two clusters,
with the UPGMA algorithm where the distance between clusters is defined as the average
distance between all elements of two clusters, etc.
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I.3.2 Spectral clustering

An alternative approach for speaker clustering is to use the spectral clustering. Firstly
this method was proposed in the work of [78]. Authors applied the N-Jordan-Weiss (NJW)
spectral clustering algorithm and reached performance similar to HAC based method with
lower computational cost. This approach was then developed in the work of [80], where
authors proposed a method to auto-tune the parameters of the clustering algorithm.
Another development of this approach was proposed by the [81]. In their paper authors
proposed to measure the similarity between speakers segments using bidirectional long
short term memory network and apply spectral clustering on top of it.

I.3.3 Variational Bayesian approaches

In [82], [83], the authors present an approach that clusters x-vectors extracted on
a sliding window. After automatically estimating the number of speakers in a file, a
Variational Bayesian HMM (VB-HMM) is used to cluster the x-vectors by applying an
iterative re-segmentation process. This method has shown excellent performance in the
latest benchmarking evaluations [84].

I.4 End-to-end speaker diarization

Most of the recent researches are oriented on the use of the deep learning approaches.
The most recent researches tries to build completely neural networks pipelines. This sec-
tion describes such researches.

The authors of [85] propose an unbounded interleaved-state recurrent neural networks
(UIS-RNN) which solves both segmentation and clustering tasks. It takes an input se-
quence of embeddings and returns an output probability for each speaker being present
at each time frame.

Another attempt to build an end-to-end neural network system was proposed in the
work of [86] by using region proposal networks (RPN). This architecture was first used to
detect multiple objects on the two dimensional image [87]. It is composed of three neural
network blocks that compute features, performs SAD, speaker embedding extraction and
re-segmentation. The proposed pipeline still includes the clustering step which is applied
after the speaker embeddings extraction. In this sense, this system can not be considered
as fully end-to-end.
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[88], [89] propose to combine speech separation, speaker counting and speaker di-
arization withing one single architecture using the online Recurrent Selective Attention
Network (online-RSAN). This system showed interesting results on dataset with no more
than 6 speakers per file.

The EEND framework was presented in [90] and offers a pipeline based on a single
neural network. This system takes acoustic features as input and produces as output the
sequence speech activity for each speaker in the file. The drawback of this approach is
the need of defining a maximum number of speakers per file before training. The fur-
ther extension of this approach: EEND-EDA (encoder-decoder based attractor) proposed
in [91] has been developed to solve this limitation. This method uses LSTM-based en-
coder–decoder on the output of EEND to generate multiple attractors. Each attractor
corresponds to a speaker and is used to estimate the activity of this speaker.

Such approaches improved the performance of automatic diarization systems but still
benefit from a separated clustering that is difficult to perform in a neural network [92]
Most of them have been tested with a limited number of speakers per show.

I.5 Cross-show speaker diarization

In real world tasks it often happens that the a same speaker appears in different audio
recordings (TV or radio shows, meetings...). In this work, we don’t consider the speaker
identification (naming) as part of the within-show diarization process. As a consequence,
the speakers detected in a show are labeled with meaningless IDs that are not consistent
across recordings. A speaker appearing in several shows will thus be labelled with as
many IDs as the number of shows he/she appears in. To guaranty consistency between
shows and enable a proper indexing of the audio-visual collection, the automatic system
must link appearances of a same speaker within different shows by using the same unique
label per speaker across the collection of audio-visual documents. The task of detecting
and linking speakers across shows is referred to as cross-show speaker diarization in the
literature.

Ideally, cross-show speaker diarization would be applied to the whole dataset at once.
The global processing of the audio-visual collection would then enable leveraging all pos-
sible resources per speaker in the collection when applying speaker linking across shows.
However, such a scenario is only possible when all shows to process are available at the
same time. In practice, waiting for the collection to be complete before performing cross-
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show speaker diarization will induce a severe latency in the process. Two options are thus
available: first, at time T , one can process all available audio-visual documents to per-
form cross-show speaker diarization as a global process that will be applied again after
collecting each show in the future. The second option consists of incrementally processing
incoming shows without re-processing previous ones. While the first approach, a global
cross-show diarization process, has been studied in the literature [93], [94], the second
one, that we will referred to as incremental cross-show speaker diarization, has been less
explored [95], [96] and will be further described in the following section.

I.5.1 Global cross-show diarization

This subsection describes the work on global cross-show speaker diarization which is
also referred as ’cross-show speaker diarization’. This task was introduced in the literature
in the work of [73]. The authors use an ascending hierarchical classification with the CLR
measure to group mono-speaker telephone recordings. This approach was extended and
developed in other works such as [97] and [71]. Also global cross-show speaker diarization
is sometimes referred to as speaker attribution or speaker linking [98].

I.5.2 Incremental cross-show diarization

This subsections describes the specificity of the incremental cross-show clustering, its
constraints and differences with the global cross-show clustering.

First of all, during the incremental cross-show clustering, the system does not have
access to all data at once. The files are processed one by one and the next file arrives
when the processing of the previous one is finished. At this, the system has only access to
the information about speakers in the previously processed files, compared to the case of
global cross-show diarization where all information is available at once. In other words,
when the processing of file N is finished, the processing of file N + 1 starts. At that time,
the system has only access to the information about speaker in files 0..N . The system
compares the speakers in file N + 1 with the speakers from the previous files and changes
the labels of the speakers in file N + 1 if it finds the same speaker in files 0..N . When the
processing of file N + 1 is over, the system starts processing file N + 2 and has access to
speaker information from files 0..N + 1. It is important to notice that the system can not
modify the labels from files 0..N while processing of file N + 1. It is the second important
constraint; after obtaining new information the system can not change its decision.
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On the one hand, this restriction makes withing-show diarization more complicated,
but on the other hand it can be still be applied when the use of the global cross-show
diarization becomes costly.

Such differentiation of global and incremental cross-show diarization is not very com-
mon in the literature, but it was used in the works of [95] and [96].
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Chapter II

LIFELONG LEARNING IN THE CONTEXT

OF THE ALLIES PROJECT

This research has been done in the framework of the European ChistERA project
ALLIES (https://www.chistera.eu/projects/allies), which aims to design an au-
tonomous diarization system able to adapt and auto-evaluate itself.

The idea of the ALLIES project is to reach the best possible performance across time,
by continuously adapting an autonomous system with the incoming stream of data. The
training and adaptation should be performed without any intervention from a machine
learning expert. However, a human domain expert can be included in the loop, in an active
learning setup, to provide relevant information and adapt the model. The system must
then decide what questions to ask to the human domain expert and how to best use their
answers. Along this process, the human expert and the system interact in a continuous
manner to process the incoming data.

Lifelong learning has been studied for many years [99] but very few attempts have
been done to apply this to speaker diarization [95], [100]. This chapter describes the
different concepts inherent to lifelong learning, their application in different application
domains and more specifically to speaker diarization. This chapter provides our definition
of human-assisted lifelong learning, that has been used throughout the ALLIES project
and that led the research presented in this document.

II.1 Definition

Modern machine learning (ML) achieves great performance in various domains. Deep
learning paradigm proposes to apply the ML algorithms on a well prepared dataset to
train the model. Machine learning relies on models trained from massive quantities of
examples. Those models are then used to solve real world tasks. Despite their excellent
results, example learnt machine learning algorithms suffer from two main drawbacks.
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First, real world is changing and machine learning algorithms trained in a one-shot
process are facing a flow of constantly evolving incoming data which nature quickly drifts
away the one from the data used for the initial training of the system. Classic machine
learning methods tackle this issue by increasing the generalization power of automatic
systems but generalization might lead to poor performance and is unlikely to cover the
diversity of incoming data over a long period of time [95]. One way to avoid this consists
of retraining the model. Another option is to develop lifelong learning to extend the
paradigm of machine learning and continuously adapt the model to the flow of incoming
data.

The second drawback of classic machine learning algorithms comes from the massive
quantity of data required for their training or adaptation. Both supervised and unsu-
pervised ML systems require big datasets to be trained correctly. Developing a machine
learning system for a new task or just performing a domain adaptation is very costly even
if solutions already exist for a similar task. Training supervised ML systems requires large
quantity of work by the human experts for data annotation. Lifelong learning can par-
tially answer this second drawback by continuously processing data, avoiding a one-time
processing of huge amount of data, but it doesn’t reduce the amount of work required
from human annotators. Human assisted learning is one way to address this issue by
creating an interaction between the automatic system and a human operator in order to
provide useful information to adapt the model while reducing the work load on the human
annotator by carefully selecting the data to annotate.

In this chapter, we first discuss the definitions of lifelong learning existing in the
literature. Then, we provide our definition of human assisted lifelong learning, the one that
has been used within the ALLIES project. Finally, we describe the different components
that compose this human assisted lifelong learning.

II.1.1 Lifelong learning within the ALLIES project

Multiple definitions of lifelong learning can be found in the literature. In their work,
Silver, Yang, and Li [101] define the lifelong machine learning as follows:

"Lifelong Machine Learning, or LML, considers systems that can learn many
tasks over a lifetime from one or more domains. They efficiently and effec-
tively retain the knowledge they have learned and use that knowledge to more
efficiently and effectively learn new tasks."

[99] gives a more detailed definition:
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"Lifelong learning (LL) is a continuous learning process. At any point in
time, the learner has performed a sequence of N learning tasks, T1, T2, ..., TN .
These tasks, which are also called the previous tasks, have their corresponding
datasets D1, D2, ..., DN . The tasks can be of different types and from different
domains. When faced with the (N+1)th task TN+1 (which is called the new or
current task) with its data DN+1 , the learner can leverage the past knowledge
in the knowledge base (KB) to help learn TN+1. The task may be given or
discovered by the system itself (see below). The objective of LL is usually to
optimize the performance of the new task TN+1 , but it can optimize any task by
treating the rest of the tasks as the previous tasks. KB maintains the knowledge
learned and accumulated from learning the previous tasks. After the completion
of learning TN+1, KB is updated with the knowledge (e.g., intermediate as
well as the final results) gained from learning TN+1. The updating can involve
consistency checking, reasoning, and meta-mining of higher-level knowledge.
Ideally, an LL learner should also be able to:
1. learn and function in the open environment, where it not only can apply

the learned model or knowledge to solve problems but also discover new
tasks to be learned, and

2. learn to improve the model performance in the application or testing of
the learned model. This is like that after job training, we still learn on
the job to become better at doing the job."

Both definitions are not formal and no unique definition is yet commonly accepted by
the community. An important characteristic of the LL is that it is a continuous process
during which the system changes to improve its performance. Also, both authors in their
definitions specifies the possibility of the system to learn new tasks. Within the ALLIES
project, the possibility of LL system to learn new tasks is not considered. The ALLIES
project focuses on improving the performance of the system on a single task across time
and domains. The scope of the ALLIES project includes two tasks: speaker diarization
and machine translation. This research is focusing on the speaker diarization task only
but a special care has been taken in order to develop generic approaches that could be
adapted to other tasks. This is especially true for the creation of metrics in chapter III.
In this work, we consider that learning new tasks for a system does not refer to ’Lifelong
learning’ but to the general ’Artificial intelligence’ concept which is out of the scope for
this research.

The definition of LL given by [99] considers a knowledge base that may store infor-
mation such as the original data used in each previous task, intermediate results from
each previous task, and the final model or patterns learned from each previous task. We
consider that the knowledge base as a part of the LL system is possible but not necessary.
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Regarding the real world application, storing all the data processed by the users may
not be a good idea as it can affect scalability and generate legal issues. Additionally, the
memory capacity of modern deep learning models makes can replace an explicit knowledge
base, rising however the question of explainability.

Considering the tasks addressed in the ALLIES project, we foresee another important
characteristic of Lifelong learning systems that is not addressed in the previous definitions:
we consider that a real world usage of a lifelong learning system requires human-machine
interactions as users are constantly interacting with the system. Current machine learning
algorithms allow only one possible interaction when the user provides data to the system.
Lifelong learning paradigm can extend the list of possible interactions. The system can
take into account the possible feedback of the user or ask some additional questions to
guarantee better outputs etc. As a result, the interactions will not only improve the current
output of the system but provide additional information for the system to learn from.
There are works which implement different interactions between system and user [102]–
[104]. The definitions of different types of interactions will be discussed in the next section.
It is also important to notice that this work focuses on the design and implementation of
the interactions which can be specifically applied to speaker diarization systems.

According to the given statements we now give the definition of lifelong learning which
will correspond to the needs of the ALLIES project. We do not pretend to provide final
and universal versions of the definition, but propose another point of view focused on our
domain of interest, i.e. speaker diarization.

Definition. Given a task, a machine learning expert, an automatic system and a hu-
man domain expert, Human Assisted Lifelong Learning (HALL) is the continuous learning
process that aims at sustaining or improving the performance of the automatic system
across time for the given task, by interacting with the human domain expert.

In this document, we define a "human domain expert" as a person who has knowledge
about the final task the system is used for, and intrinsically knowledge about the data to
process, but no specific understanding of machine learning.

At time t0, an initial version of the automatic system, is set up by the Machine Learning
expert, by training a version, M0, of the model on a set, D0, of initial training data. For
the given task, this initial system reaches an error rate of Err(M0, D0). Starting from t0,
the system adapts its model across time to reach a version Mn−1 at time tn−1. At time
tn, the system receives a new batch of data, Dn, to process. Based on its current model,
Mn−1, and the incoming batch of data Dn, the system is free to interact with the human
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domain expert in order to fulfill two goals:
1. process the data Dn to produce the best possible hypothesis;
2. update its modelMn−1 to produce a new modelMn that is the most likely to produce

the best hypotheses on future incoming data. As a minimum, it is expected that the
error rate obtained using the new model M,n is lower than the one using previous
models, i.e., Err(Mn, Dn) < Err(Mn−1, Dn).

This definition relies on strong assumptions that are arguable. First, we assume that
a current version of the model does not have to outperform the previous versions of the
model on data from the past. Formally we don’t expect:

Err(Mn, D(n− i)) < Err(Mn−i, Dn−i) for i ∈ {1, n} (II.1)

Second, this definition requires the system to optimize the new model to match the nature
of future incoming data that is by definition unknown. This assumption requires the de-
veloper of the system to make further assumptions regarding the continuous or stochastic
nature of the incoming data by assuming a similarity between data across time to bal-
ance knowledge learnt from a distant past from the most recent. This question has been
addressed in our work [105] but will not be discussed in this document.

II.1.2 Interactions with human in the lifelong learning process

In this section we discuss and define different types of interactions between the system
and the human domain expert. Before going further we emphasize on the fact that the
human domain expert is not expected to have any knowledge about machine learning
and is thus only able to answer questions or provide information that are related to its
domain of expertise: the task that is addressed by the automatic system. In the literature,
there is no one single nomenclature for human-machines interaction [102], [106], [107]. In
this section we propose our definition for the main types of human system interactions,
examples of each type will be discussed in the following chapters.

In order to provide a nomenclature for the interactions, we need to have a classification
criterion. We propose to use a criterion about who initiates the interaction. Using this
criterion it is possible to separate three types of interactions:

II.1.2.0 - A Active interaction interactions with system initiative. A type of inter-
action for which the system initiates the interaction with the human domain expert and
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learn from its answers. This interaction is based on the query exchange and corresponds
to a ’teacher-student’ relation. The teacher (human domain expert) gives a task to the
student (system). The student analyses the data and initiates the interaction by asking a
question (i.e. it generates a query). After the teacher (human domain expert) answers the
question, the system eventually updates its models and generates the final hypothesis.

II.1.2.0 - B Passive interaction interactions with human initiative. In this case, the
human expert acts as a teacher and gives a task to be performed by the system (student).
The system then generates an initial hypothesis that the human expert analyses before
suggesting a correction, i.e. generating the query. The system can take this information
into account to correct and improve the rest of the hypothesis. In the end, the system
provides the final hypothesis.

II.1.2.0 - C Cooperative interaction interaction with no initiator, it corresponds
to systems that do not rely on query exchange and which do not encompass ’teacher-
student’ relations. Such systems are often based on the gamification of the learning process
where the human and the system act in the same environment [104]. This aspect falls out
of the scope of this work and will not be addressed further in this document.

II.2 Interactions with the human

The human assisted process can also be characterized according to the temporality
it occurs in the life-cycle of the automatic system. In some scenarios, human assisted
learning is only used during the initial training of the model [107]. Such systems are
generally referred to as active learning systems. In other scenarios, the system can
benefit from the human interaction during its entire life-cycle. Such systems are generally
referred to as online active learning systems. Although the ALLIES project focuses on
online active learning, we review in this section both active and online active learning.
The literature offers more references on active learning than on online active learning. In
this review, we pay attention to the wider domain of speech processing and we will discuss
works related to speaker diarization in the next chapter.
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II.2.1 Active learning

We previously defined ’active learning’ (AL) as the concept of leveraging interactions
via human interactions during the initial training of the system. In [107], the authors pro-
pose to apply active learning to minimize the amount of labeled data required to train the
system. In this context, active learning can be described as follows. The machine learning
expert trains a first version of the model using the available labeled data that might be
limited and in relatively small quantity. Unlabeled data is processed by this model to ob-
tain hypotheses. Using those automatically generated hypotheses, an acquisition module
selects samples of unlabeled data which are expected to be the most reliable for future
system training. The selected segments are then labeled according to the automatically
generated hypotheses and added to the labeled data to train a new version of the model.
It is expected that the performance of the obtained system will not be worse than the
performance of the system trained with all unlabeled data. This approach allows to reduce
the computational cost of the system by reducing the amount of data to train from. This
approach generally involves ’active interactions’ where the system starts by generating
a query to the human domain expert. It was applied for many different tasks such as
clustering [106], natural language processing [108], [109], dialogue systems [110], image
processing [111] or health applications [112].

In speech processing, many active learning methods have been proposed for the task of
automatic speech recognition [113], [114] and most of them use active learning strategies
to reduce the labeling [103], [115], [116], but some work are more oriented on performance
improvement [117]. Besides automatic speech recognition, active learning strategies have
also been developed to reduce the cost of model training for speech activity detection
[118], speaker recognition [119] and emotion recognition [120].

It is important to differentiate between active learning and semi-supervised learning.
Semi-supervised approaches (see e.g. [121]) propose to use one or many systems in order
to automatically label data which is in turn used to train another system. This has the
advantage of involving only computers and machine learning experts and does not require
human domain experts to label data (which can be very costly). Also there are attempts
to combine both ’active’ and ’semi-supervised’ learning strategies [122].
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II.2.2 Online active learning

We defined ’online active learning’(OAL) as systems that benefit from interactions with
the human domain expert, not only during the initial training, but especially also during
production time. Such systems are more oriented on performance improvement than cost
reduction. After the initial training, an OAL systems can interact with the human domain
expert to obtain additional information and use this information to improve itself (e.g.
for domain adaptation).

The research domain in which online active learning is the most studied is the domain
of dialog systems in which interaction with humans is part of the task. In their works [102]
and [123] propose OAL strategies to improve the performance of a dialog system. The use
of the term OAL in their works corresponds to the definition of ’human assisted lifelong
leaning’ proposed in the previous chapter. The strategy proposed in these works aims at
using the human evaluations of some hypotheses as training signal within a reinforcement
learning framework. Following the terminology introduced in Chapter II.1, these works
correspond to ’passive interactions’ as humans initiate the interactions. On the other hand
in a more recent work, [124] used ’lifelong learning’ and ’human assisted learning’ term
in the same context.

As online active learning is of our interest for the work in the ALLIES project, we
pay here attention to the methods used for query selection in the literature. The works
presented above use a confidence measure (obtained from the automatic system) to decide
whether help from a human domain expert should be requested on a particular sample. A
low value of confidence measure means that either the sample is hard and/or it is badly
modelled by the system. Both cases require interactions with the human domain expert.
An alternative concept of query selection is described in [125] and [126]. The authors
propose to use a so called ’second order information’ instead of using only the confidence
of the system in the hypothesis. The authors also use a measure that describes how often
the samples which are similar to the investigated sample have been seen by the system
in a recent past. Another approach, described in the works of [127] and [128] proposes to
combine outputs from different systems to better estimate the confidence measure in the
proposed hypothesis. In [129] and [130], the authors propose to investigate the topology
of the input data to select the most informative samples, which will then be annotated
by the human domain expert.

The OAL paradigm can be applied to systems that are not neural network based. In
their work [131] propose to apply the OAL in composition with ’semi-supervised learning’
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to improve the performance of a Bayesian model.

II.2.3 Cooperative learning

This section reviews some examples of ’cooperative interactions’. In [104], the authors
solve the traveling salesman problem using the ant colony optimization algorithm. The
user can control one of the ’ants’ and travel through the graph. The pheromone value of
the ant under human control is augmented. Another example of ’cooperative interactions’
proposed in [132] is based on gamification of the speaker recognition process. In this
approach, the system can ask a speaker to utter words from a close vocabulary in order
to improve the representation of the speaker. The Quality of the model is estimated via
an automatic speaker verification system.

II.3 Human Assisted Speaker Diarization

This section provides a review of existing active learning methods for speaker diariza-
tion. First of all it should be noticed that in the context of interactions, the diarization
task has a peculiarity that affects the interaction process. For example, in the case of
image recognition, a data sample corresponds to a single image for which a corresponding
label should be selected. Thus, the whole sample can be corrected with a single interaction
between the system and the human domain expert. For speaker diarization, one sample
consists of an audio recording which may have a long duration. The system’s hypothesis
is thus the mapping of speakers in this file. Such conditions makes labeling of the whole
sample much more complex and costly, and labeling the whole sample does not provide
much more information than partial labeling due to the multiple examples of speech of the
same speakers in one file. For this reason, for speaker diarization, one interactions does
not focus on selecting the best samples to be labeled but rather on providing additional
information obtained from sub-parts of the samples.

In this chapter we describe the existing approaches for human assisted speaker diariza-
tion as well as the importance of cross-show speaker-linking for human assisted lifelong
learning speaker diarization.
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II.3.1 Human assisted withing-show speaker diarization

Human assisted speaker diarization is a rather new domain and only a few works
dealing with this topic can be found in the literature. One of the first works including
interactions with a human domain expert proposes a strategy which helps the human
domain expert to chronologically correct the automatic diarization [133]. In this work,
the diarization system generates an initial diarization hypothesis that the user confirm or
correct by labeling all segments in a chronological order. When the human domain expert
corrects a label for a segment, the system update its speaker representations and re-
estimates the distances between the following segments. Such a system reduces the number
of interactions required from the human domain expert to obtain an ideal diarization. An
extension of this strategy has been recently proposed by the same authors [100], [134]
where they not only work on constraining the clustering process, but also constraining
the segmentation. In these works, the author presents a framework that allows to evaluate
and improve the effectiveness of the human corrections of a speaker diarization system.

A highly relevant work is proposed by [135]. In this work, the authors propose a system
which allows to perform speaker diarization with the help of a human domain expert. The
authors implement human-system interactions to improve the clustering step only as they
use the reference segmentation. In the proposed interaction mechanism, referred to as
’active interaction’, the system proposes the human to listen to two speech segments and
tell whether they are from the same speaker or not. The authors propose to interact with
the human in two steps. The goal of the first step is to find out the number, N , of unique
speakers in the recording. The goal of the second step is performed after clustering all
data samples into N classes to verify and correct the clusters (i.e. improving their purity).
To find out the number of speakers, the authors propose the following strategy. Segments
are represented as vectors and distance are calculated between them. They select one
random segment and mark it as the first unique speaker. Then, they iteratively select
the farthest segment from all existing clusters and query the user by asking whether the
selected segment comes from a speaker in one of the existing cluster. If the human answers
that it belongs to one of the clusters, the system add the selected segment to this cluster.
If the selected segment does not belong to any of the existing clusters, then a new cluster
is created. The authors propose to continue this process until a limit of questions, defined
by the human, is reached. After this limit is reached, the number of detected clusters is
fixed, and all constraints obtained from queries are used during the following clustering
of the rest of the segments. To improve the purity of the clusters, the authors propose to
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select segments which should be verified by using expected speaker error (ESE) estimated
by modeling a multivariate Gaussian distribution of the i-Vectors. The selected segment
is then verified by querying it with the V (selected by user) most confident segments of its
cluster (the ESE confidence measure is also used in this case). If the majority of queries
returns negative answers, this segment is excluded from its clusters and a new cluster
should be selected. To do so, the authors propose to use ESE to select the M (selected
by user) most confident clusters and ask V questions to the user about each cluster. The
drawback of this work is the number of question which should be answered by the human.
The authors propose to ask from 0.1N to 0.5N questions per recording, where N is the
number of segments in the recording. Such number is justified with the statement that
to process recording manually human should perform N2 comparisons. This statement is
arguable as it is more reasonable to estimate this value as Nlog(N). In Chapter IV.3.3,
we propose a penalization of the DER, based on the estimation of N comparisons.
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Part II

Protocols metrics and corpora
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Chapter III

EXISTING CORPORA AND METRICS

In previous chapters, we described human-assisted lifelong learning speaker diariza-
tion. By nature, this task aims at addressing realistic constraints and to fulfill a need
by interacting with human domain experts to improve the performance of incremental
cross-show diarization. The complexity of this task and the involvement of a human in
the loop makes it especially difficult to evaluate.

Experimenting with lifelong learning speaker diarization requires to collect specific
datasets, to define interaction protocols between the human domain expert and the au-
tomatic system and to develop new metrics for evaluation of incremental active learning
systems. These aspects, related to evaluation are discussed in this chapter. We first provide
a critic of existing corpora for speaker diarization, existing metrics for speaker diarization
and active learning in order to specify their lacks and to motivate the creation the ALLIES
framework for evaluation.

III.1 Existing corpora

As mentioned earlier, lifelong learning speaker diarization is a sequential process dur-
ing which the information obtained from one file can be used to update the model and
process all following shows. For reproducibility purpose the evaluation of automatic sys-
tems requires to fix the order of the sequence of shows to process. Indeed, changing the
order of the shows will modify the history of information available for the system when
processing a given file and eventually lead to different final scores. Many ways to order the
files could be considered depending on the topic of the study; it could even be interesting
to evaluate the systems while re-ordering the files to provide contrastive results. As a first
attempt in this field we decide to organize the show by chronological order. This ordering
corresponds to the real use-case of such a system and also guarantees that aging of the
speakers is consistent along the sequence of shows. Using the real timestamps, the date
and time of the first broadcasting will define the processing order. This protocol is similar
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to a real use case of data archiving.
Another important criterion to chose a dataset is the consistency of speaker labels

across shows. As mentioned above, cross-show diarization is part of the life-long learning
diarization process and thus, speaker labels must be kept consistent across the entire
collection to allow cross-show speaker-linking.

Many speech corpora have been introduced by the diarization community with dif-
ferent purposes. Existing corpora offer a number of variability factors to study such as
language, number of speakers, speech ratio, overlapping speech, and acoustic conditions.
In this section we verify their applicability for lifelong learning speaker diarization, and
summarize their properties in Table III.1. The rest of this section provides a comparison
of existing corpora according to different criteria.

III.1.0.0 - A Language variability
Most of the corpora only include English speech like AMI [136], CHiME-5 [137], APOLO-
11 [138], LibriCSS [139]. but a few other languages have been collected for speaker di-
arization evaluation, such as Chinese Mandarin in AISHELL-4 [140], Spanish in Albayzin
[141] or French in REPERE [142], ESTER [143] and ETAPE [144].

III.1.0.0 - B Speaker and speech quantity
Estimating the number of speakers in a show is a difficult task [145], [146] that strongly
conditions the final quality of speaker diarization. Assuming a known number of speak-
ers strongly improves the performance of the diarization systems [137], [139], [147] while
discovering this number in an unsupervised manner enables many more application sce-
narios but is still a very challenging task [148]. Regarding the quantity of speech, most of
the existing corpora are collected from telephone conversations, TV, Radio or meetings
and exhibit a high speech/non-speech ratio. On the opposite, the speech duration in the
recordings of the APOLO-11 mission (as proposed in Fearless Steps corpus [138]) counts
for only 36% of the total recording duration which requires to modify the prior of the
models accordingly.

III.1.0.0 - C Overlapping speech
In the past few years, improvements of the speaker diarization systems has led to focus
on the most difficult part of the data, making the detection of overlapping speech a major
source of errors for the automatic systems [149], [150]. Overlapping speech ratio strongly
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Table III.1 – Existing diarization corporaName Language Duration # Speaker Cross show speaker ID Recording time for Lifelong
CALLHOME Multilingual 20 h 2–7 Spk./file No No

AMI English 100 h 3-5 Spk./file No No
Voxconvers Mostly English 74 h 1-21 Spk./file Yes No
CHiME-5 English 50 h 4 Spk./file Yes No
APOLO-11 English 100 h 34 Spk./hour Yes, but only 30 files No
AISHELL-4 Mandarin 118 h 4-8 Spk./file unknown unknown
DIHARD3 Multilingual 67 h 1-7 Spk./file No No
LibriCSS English 10 h 8 Spk./file No No
Albaizin Spanish 569 h Avg. 27 Spk./file Yes, but only 166 speakers Yes

varies across existing corpora. A corpus like AISHELL-4 [140] ecxhibits an overlap ratio
of 18.2% while the CHiME-5 [137] does not include overlapping speech at all. The AMI
corpus [151], that is widely used by the community includes a number of sessions for
which participants followed a script in order to guarantee the appearance of overlapping
speech. Such "simulated" overlapping speech could enable a finer analysis but is however
less realistic.

III.1.0.0 - D Corpora size Deep learning algorithms are extremely data-hungry and
require larger and larger corpora to train the models on. Additionally, the strong reduction
of error rates observed during the last decades in speaker diarization requires larger or
more challenging corpora to guaranty the significance of the results. For speaker diariza-
tion, the majority of available corpora do not include more than 100 hours. And recent
new diarization corpora do not contain large-scale training data, but rather challenging
testing conditions. Corpora like AISHELL-4 with high overlap ratio or Dihard with chal-
lenging acoustic conditions challenge the researchers to develop new approaches that are
robust to those specific recording conditions.

Lifelong learning and incremental cross-show diarization are specific use-cases of speaker
diarization for which large corpora are not publicly available. This was the motivation for
the production of the ALLIES corpus.

Table III.1 presents the most frequently used corpora in the literature with their prop-
erties, focusing on criteria required for lifelong learning speaker diarization. An analysis of
this table shows that lifelong learning diarization can not be performed on corpora such as
CALLHOME, AMI, LibriCSS, DIHARD1, DIHARD2 and DIHARD3 due to the absence
of the cross-show speaker labeling. The corpora which pass this criteria such as CHiME-5,
Voxconvers and APOLO-11 can not be used for lifelong learning application due to the
absence of information about recording time (timestamps). Indeed, it is impossible to find
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the chronological order of the files.
The only corpus that passes both criteria is the Albaizin corpus which contains a

large quantity of data but that exhibits a low ratio of speaker recurrence. A low ratio
of recurrent speaker will make the cross-show diarization task close to an averaging of
within-show diarization and thus less challenging for systems.

This analysis of existing speech corpora for the diarization task tells us that no corpus
really satisfies the two principal requirements of lifelong learning diarization application:
presence of the recording timestamps necessary for ordering the files and high recurrence
of speakers across files (with same and unique labels). Those are the reasons why we
introduce the ALLIES corpus, an extension of the existing French corpora released for
the ESTER [143], REPERE [142] and ETAPE [144] benchmarking campaigns.

A detailed description of the ALLIES corpus is given in chapter IV.1 while the following
chapter describes existing metrics used to evaluate speaker diarization and active learning.

III.2 Existing metrics

Another important part of the experiment setup is the metrics applied to evaluate
the system. This section first describes the metrics used to evaluate the performance of
speaker diarization systems before reviewing existing metrics that integrate the cost of
active learning in different fields and especially in speech processing.

III.2.1 Standard metrics for diarization

The main evaluation measure to evaluate speaker diarization systems is the Diarization
Error Rate (referred to as DER). It was proposed during NIST evaluation campaign [152]
and represents the percentage of speech time wrongly labeled (lower is better). The DER
computation is performed by comparing the hypothesis generated by the system with the
ground truth (reference) diarization, created by human annotators. Considering that the
speaker labels in the hypothesis do not represent the actual identity (names, surnames)
of the speakers they should be first match with the identifiers from the reference. This
matching is done to maximise the correspondence between hypothesis and reference [153].
The computation of the DER consists in summing three different errors: Miss, False alarm
and Confusion.

Miss error corresponds to the duration of speech segments, which are present in the
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reference, but were not detected as speech by the diarization system. Those segments are
identified as silence or other kinds of disfluencies by the system.

False alarm error corresponds to the duration of segments which were labeled as
speech by diarization system when in the reference there is no speech.

Confusion error corresponds to the duration of segments which are labeled with the
wrong speaker label after optimal matching between hypothesis and reference. The errors
provided by undetected speech overlapping, when two speakers speak at the same time
but the system detects only one of them, is also counted as part of the confusion error.

The final DER measure is calculated as the sum of the three previously described errors
divided by the total duration of speech in the reference, represented in Equation III.1.

DER = Tmiss + Tfalse + Tconfusion
Ttotal

(III.1)

Also it is a common practice to grant a tolerance of a few milliseconds to the segments
borders in the reference due to the possible inaccuracy of the human annotator. The
tolerance depends on the frequency of speaker changes in the recordings. For radio and
TV shows recordings which we use in our research, it is common to use the tolerance of
a 250 ms collar.

DER is not the only existing measure for speaker diarization evaluation. Several met-
rics can be found in the literature, namely precision, recall, F-score [154] and newly
proposed Jaccard error rate [61]. Precision, recall and F-score were applied to speaker
change detection task, and calculated using true positive, true negative, false positive
and false negative detections with respect to the tolerance. Jaccard error rate is based on
the Jaccard similarity index, a metric commonly used to evaluate the output of image
segmentation systems, which is defined as the ratio between the sizes of the intersections
and unions of two sets of segments. However DER is still the most used and standard
metric for speaker diarization.

III.2.2 Metrics for active learning

The metrics presented in the previous section allow to evaluate the quality of a stan-
dard diarization system. In our work, we are considering an active learning process that
involves human experts in the processing loop. It is thus then necessary to take into ac-
count the cost of human work during the evaluation. There are few propositions in the
literature to do so for both offline and online active learning.
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For offline active learning, the main method consists in representing the performance of
the system as a score that is a function of the cost of interactions. [155]–[160]. The cost of
interactions can be estimated in several ways and the optimal calculation strongly depends
on the task under study. The most popular ways to estimate the cost of interactions is
to quantify the amount of mouse clicks and keyboard strokes, as proposed in [161], or to
calculate the average duration of one interaction and multiply it by the actual number of
interactions as proposed in [134].

For online active learning, it is important to notice that the estimation of the human
expert work is more important due to its direct influence on the final hypothesis. In the
literature, the evaluation methods for online active learning speaker diarization systems
are the same as for offline active learning. In their work [134] propose to separately evaluate
DER and the estimated time spent by the human annotator. Another work calculates the
number of interactions to represent the amount of human work. In [135], the authors
count the number of questions asked by the system to the human domain expert and fix
different limits to the number of questions permitted. Then, the authors compares the
DER obtained with different maximum number of questions. In such case, it is hard to
select the best system due to the necessity to compare two factors with different natures.
Another approach have been proposed by [162]. They propose to continue interacting
with the human annotator until the hypothesis is completely correct and they measure
then the quantity of interaction needed to reach the perfect hypothesis. In their work,
the authors named their metric as Minimum Supervision Rate (MSR). On one hand, this
approach allows to encapsulate the metric in one scalar value, enabling a direct comparison
between systems. The other metrics, which use separately a quality measure (such as DER
for diarization) and an estimation of the amount of human work, make it more difficult to
compare different systems. On the other hand, it is difficult to rank a system that generates
a better hypothesis with more interactions and another system which is less greedy for
interactions but showing lower performance overall because depending on the use case
and the strategy, one would give more importance to the budget or to the accuracy of the
diarization. Developing a system that requires too many human interactions to reach the
expected quality. The system should know when to stop asking questions to guarantee
that those questions will significantly improve the score. We have to distinguish between
systems that aims a perfect hypothesis (whatever the cost is, see MSR) and systems
that search for an optimal compromise (whatever it means) between interaction cost (i.e.
number of interactions with human expert) and the resulting performance level.

43



Another drawback inherent to approaches which estimate the cost of human interac-
tions by considering the time spent on the interactions or the number of mouse clicks is
their strong dependency to the design of the user interface an to the users themselves.
In our work, we don’t address the issue of ergonomic interfaces and decide to develop a
measure that considers both the final performance of the system and the cost of human
interaction into one single scalar value to enable straightforward comparisons between sys-
tems. The following chapter, and more precisely Section IV.3, describes this approach.
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Chapter IV

PROTOCOLS AND METRICS FOR ALLIES

As it was shown in the previous chapter, there is no publicly available dataset for
that satisfies the requirements for the evaluation of lifelong learning speaker diarization.
Also, the evaluation of lifelong learning systems is still an open question. This chapter
introduces the ALLIES dataset, developed especially for lifelong speaker diarization. This
corpus comes with protocols which we propose and the metrics to evaluate the active
learning part of the lifelong learning strategy.

IV.1 The ALLIES corpus for lifelong learning diariza-
tion

The ALLIES dataset was specifically designed to satisfy the two main requirements
of lifelong learning diarization, as described in previous chapters: time stamps for each
audio sample so that the corpus can be considered as a temporal sequence of shows, and
a high ratio of recurrent speakers in different recordings that could be leveraged by the
cross-show speaker diarization system.

The ALLIES corpus is build on top of existing French corpora. It includes the corpora
used during the ESTER [143], REPERE [142] and ETAPE [144] evaluation campaigns,
with additional audio samples recorded over the years. Note that the new collected data
has been precisely annotated for overlapping speech, providing the names of all speakers
speaking at the same time as in other modern datasets. The ALLIES data includes 1,008 1

French TV and radio shows collected from 7 Radio stations and 4 TV channels for a total
duration of 612 hours and 46 minutes. 53% of this data is already annotated, which gives
a usable amount of 328 hours and 21 minutes of recordings. The different parts of the
ALLIES corpus are presented in Table IV.1 to compare the statistics of previously existing
corpora with the resulting ALLIES dataset.

1. extended to 1,079 since this work has been done
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Table IV.1 – Comparing ALLIES corpus with previously existing corpora.
Corpus ESTER ETAPE REPERE ALLIES
Number of shows 157 73 291 1,008
Average number of speakers per show 28.4 10.5 9.6 11.6
Number of unique speakers 3,059 688 1,518 5,901
Annotated time (h:m:s) 110:40:48 34:09:26 52:37:26 328:21:17
Speech ratio 0.97 0.96 0.94 0.96
Overlap ratio (%) <1 3 4 3
Start date 1998-12-17 2010-02-03 2011-07-06 1998-12-07
End date 2008-12-02 2011-05-26 2013-04-24 2014-12-01

The ALLIES corpus provides 487 additional annotated shows, i.e., an additional du-
ration of 130 hours and 53 minutes of annotated speech. The additional shows have been
selected to maximise the temporal coverage on the time span and to consolidate series of
shows to enable longitudinal studies of those series.

IV.1.1 Speaker statistics

As mentioned above, an important requirement for lifelong learning dataset is the
high number of recurrent speakers across recordings. The corpus should however propose
a high speaker variability to guarantee the generalisation of system’s knowledge and their
applicability on real world tasks. The ALLIES corpus satisfies both conditions: it includes
5,901 unique speakers recorded over 16 years, which guarantees the variability of speakers
due to the high number of unique speakers as well as the intra-speaker variability due
to the aging of the recurrent speakers. In order to respect the age of the speakers within
the series of shows, TV and Radio shows are labeled according to the date of their first
broadcast. It allows to determine the aging of the speakers appearing in recordings released
at different dates. We do not deny the possibility of broadcasting archived recordings but
it is a minor case due to the high percentage of news recordings which should be released
straightaway after recording. The recurrent speakers (i.e. that appear at least in two
different shows) may appear in different shows through the years, the longest ’lifetime’ of
a speaker in the ALLIES dataset being more than 15 years. This speaker appeared in 12
shows from 1998 to 2014. Another speaker appears in more than a hundred shows over a
smaller period of time. Table IV.2 and Figure IV.1 provide a more detailed picture of the
top recurrent speakers appearance across time.

While ensuring a high speaker variability, the ALLIES corpus also exhibits a high ratio
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Table IV.2 – ALLIES speakers across time
#Speakers Min #occurrences Avg. recording period
1 146 1,107 days
10 27 965 days
50 5 1,502 days
1018 2 785 days

of recurrent speakers, appearing in different recordings. On average, 49% of the speakers
present in a show have already been seen in a previous show, i.e. in a show with older
broadcasting date. Taking into account the nature of the data, it is obvious that the
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Figure IV.1 – Appearance of all recurrent speakers in the ALLIES corpus according to
the recording time. Each horizontal line corresponds to a unique speaker and each dot
represents one occurrence of this speaker in the recorded time (x-axis)

majority of recurrent speakers are presenters or journalists who work on a single series
of shows with similar acoustic condition and speaking style. But in average 7% of the
speakers are presented in more than one series of show and 2% of speakers are seen in
shows from more than one channel.

Also, it is important to evaluate the systems on shows with different speaker turn
duration, due to the huge impact on diarization performance that can cause different
speaker turn durations. On average, speaker turn duration in broadcast news is longer
than in other types of recordings, such as telephone conversations or meetings, as shown
in [55]. For the ALLIES corpus, the average speaker turn duration is equal to 14.1 seconds
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Table IV.3 – Global partitioning of the ALLIES corpus recorded from 4 channels and 19
shows series with their corresponding duration (and number of shows). All timestamps
are given in hh:mm:ss format.Type Channel (dur.) Show title Total train dev eval

TV
(204:14:03)

BFM
(29:25:53)

BFM Story 26:40:33 (49) 2:28:29 (3) 12:45:46 (25) 11:26:18 (21)
Planète Showbiz 2:24:14 (73) - 2:24:14 (73) -
Ruth Elkrief 0:21:06 (4) - - 0:21:06 (4)

LCP
(171:01:07)

Ça Vous Regarde 24:22:29 (45) 1:32:18 (2) 14:58:13 (27) 7:51:58 (16)
Culture Et Vous 2:45:12 (87) - 0:16:49 (8) 2:28:23 (79)
Entre Les Lignes 25:32:35 (62) 0:52:47 (2) 10:36:20 (29) 14:03:28 (31)

LCP Actu 21:34:51 (80) - - 21:34:51 (80)
LCP Info 46:40:14 (156) - 28:54:48 (97) 17:45:26 (59)

Pile Et Face 25:57:08 (76) 2:13:07 (5) 14:40:09 (46) 9:03:52 (25)
Top Questions 24:08:38 (104) - 9:59:32 (46) 14:09:06 (58)

TVME - 2:09:23 (8) 2:09:23 (8) - -
TV8 - 1:37:40 (4) - 1:37:40 (4) -

Radio
(124:07:14)

Africa1 - 3:47:36 (18) 3:47:36 (18) - -
Classique - 1:00:04 (1) 1:00:04 (1) - -
Culture - 1:01:21 (1) 1:01:21 (1) - -

France Info - 12:00:43 (13) 12:00:43 (13) - -
France Inter - 54:56:52 (86) 52:59:09 (79) 1:57:43 (7) -

RFI - 28:49:18 (38) 28:49:18 (38) - -
RTM - 22:31:20 (103) 22:31:20 (103) - -

Total 328:21:17 (1008) 131:25:35 (273) 98:11:14 (362) 98:44:28 (373)

with a large standard deviation of 27.46 seconds. This high value of standard deviation
shows the wide diversity of genres of shows that is covered by the ALLIES corpus.

IV.1.2 Partitioning of the ALLIES corpus

To enable fair comparisons of systems on the ALLIES dataset we propose an evalu-
ation protocol, that will be used for the ALLIES challenge(https://www.chistera.eu/
projects/allies). This subsection describes the partitioning of the dataset, when the
other aspects of the protocol are described in the following section.

The dataset is split into three disjoint parts for a train set, a dev set and an eval set.
The splitting is done chronologically to simulate the real use case for a lifelong learning
system and to provide the correct order to process the dev and eval files. The annotated
data is separated on parts of approximately 40%/30%/30% for train, dev and eval sets
respectively. The percentage was calculated in terms of annotated speech duration, and
the partitions include complete shows. Table IV.3 lists channels, shows and duration for
each partition of the ALLIES corpus.

To better represent the chronology of the ALLIES corpus, Figure IV.2 displays the
cumulative duration of annotated data across time together with the time limits of the
train, dev and eval sets.
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Figure IV.2 – Cumulative duration of annotated signal across time. The shows recorded
before the 18th of October 2010 are used as train data, shows between the 18th of Octo-
ber 2010 and the 17th of February 2012 are used as dev data and the remaining shows
(recorded after the 17th of February 2012 are part of the eval data

Due to historical reasons in the collection process, the duration of annotated data is
highly variable across shows. The earliest data is less annotated than the recent data.
Also the sampling of TV and Radio shows is not uniform across time. It explains why
the train set runs over 12 years while dev and eval sets spread over 16 and 34 months
respectively. Also it is important to notice that the amount of recurrent speakers in the
train partition is lower than in dev and eval partitions, as depicted in Figure IV.1. This
property will not affect the evaluation purpose of the corpus, but it can complicate the
task for systems trained only on train partition of the corpus.

The number of speakers in the three partitions is also very different. In Figure IV.3
a Venn diagram displays the number of speakers for the three parts of the corpus with
details of speakers overlapping in the different partitions. The ALLIES corpus contains 66
speakers who appear in the three parts of the corpus and 261 speakers who appear both
in dev and eval parts.

We can conclude that the proposed dataset satisfies the main requirements of life-
long learning speaker diarization and respect the tendency of modern datasets to provide
challenging experimental conditions. The chronological split of the train, dev and eval
partitions allows to provide experimental conditions close to real life scenario when new
data appears continuously. Also, in the case of such splitting, the dev partition may con-
tain show titles that are absent from the train partition and similarly, the eval partition
may contain show titles that are not in both train and dev partitions. This allows to
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Figure IV.3 – Number of speakers in different partitions of ALLIES corpus and the number
of common speakers.

verify the ability of the system to generalise and adapt to new conditions, which is one of
the main goals of life long learning.

IV.2 The ALLIES protocols

The following sections present the protocols for baseline within-show and cross-show
speaker diarization as well as for active correction process and life-long learning process.
Active correction process (in Section IV.2.2) is a part of life-long learning during which a
system can ask questions to the user to improve the final hypothesis and collect additional
information for further system adaptation. The active correction protocol describes the
possible interactions between an automatic system and a human domain expert in Section
IV.2.2. This protocol aims at creating an environment for fair comparison of different
interaction strategies. The lifelong learning protocol (in Section IV.2.3) describes the
environment created to compare systems during a lifelong learning process similar to the
one described in chapter II.

IV.2.1 Baseline protocols

Designed for lifelong-learning human assisted diarization, the ALLIES corpus can also
be used for a classic speaker diarization task. The corpus is split into train, dev and eval
sets that should be used in the standard following way. The initial system is trained on
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the train partition and/or another publicly available dataset such as VoxCeleb. Then,
the dev partition of the ALLIES dataset is used to determine the meta parameters of
the system, such as the threshold used for within-show clustering or the threshold for
cross-show speaker identification I.5. When the system is ready, it is evaluated on the
eval partition of the ALLIES dataset.

IV.2.2 Active correction diarization protocol

This section describes the protocol designed to evaluate the active correction mech-
anism. This protocol is widely applied in the following chapters. The active correction
diarization protocol proposes the same initial training as in previous case, the initial sys-
tem should be trained on the train partition of the ALLIES dataset and/or an another
publicly available dataset. After initial training, training data must not be used any-
more, to only evaluate the active correction systems, without any modification of the core
speaker diarization system.

During the following step the meta-parameters are fine-tuned on the dev partition of
the ALLIES dataset. During this step the initial system processes the recordings one by
one in the chronological order. After generating an initial hypothesis for each single show,
the active correction system has access to this hypothesis and to the recording to prepare
requests to the user. In this protocol we propose two types of requests.

The first type of request aims at correcting the clustering errors. The system suggests
two speech segments with a duration of 3 seconds each for the user to listen to and asks
the following question: "Are the speakers in those segments the same?". We suppose that
such type of request will provide maximum information with minimal time spent by the
human. We also considered other variants of questions such as "What is the name of the
speaker speaking in this segment?" or "Indicate the borders of speech segment", but those
may be too complex for the human annotators and would force them to spend a lot more
time to answer.

For reproducibility of the evaluation, the answers for the questions are generated by a
human expert simulator, which has access to the reference diarizations and thus provide
the ground truth answers. This type of request is deeply studied in this document, the
proposed active correction mechanisms are described in following chapters.

The second type of request aims at correcting the segmentation errors. The system
proposes to the human annotator to listen to a fragment of recording and asks the question:
"What are the borders of the segment around time t?". This type of request was not

51



studied in this work due to the larger cost of human expert work and the lower impact of
segmentation on the performance of the system in terms of DER [134].

The answers to the questions are used by the system to (eventually) improve over
the initial hypothesis and provide the final hypothesis. The active correction system can
also be used to improve the cross-show speaker identification. In this case, the system
has access to all the recordings and hypotheses that have been produced before and can
provide to the user two fragments of speech to listen to. One fragment of speech should
belong to the recording which is currently being processed while the other one belong
to an already processed show. The human expert should answer the question: "Are the
speakers speaking in both segments the same?". The obtained answer should thus be used
to modify the label of the speaker in the recording being processed to match the label of
the corresponding speaker from the previously processed recording.

Data from the dev set can be used for development, to determine the hyper-parameters
of the system but not to retrain or adapt the automatic system itself. The eval set is then
used to fairly evaluate the system. While processing the eval set, adaptation of the au-
tomatic system and tuning of the hyper-parameters is forbidden to compare performance
of the only active correction system. During the evaluation step, each request sent to the
user is logged and used to measure the performance of the system. For evaluation it is
proposed to use the DER, its cross-show variant if cross-show diarization is enabled and
a penalized DER, a metric that takes into account the amount of interactions with the
human domain expert that is further described in section IV.3.3.

IV.2.3 Lifelong-Learning protocols

In this section, we describe the protocol designed to evaluate the lifelong learning
strategies with active correction mechanisms. In this scenario, the train set can be used
the exact same way as described previously to train an initial system. After this initial
training phase, the train data remains available for the system to perform any kind of
adaptation, fine-tuning, etc...

For dev and eval, the extension of the previous protocol for lifelong-learning human
assisted speaker diarization requires to strictly process the files in chronological order.
Each show is processed as described in the previous protocol with possible interactions
with the human domain expert. After the system produces its final hypothesis for one
show, the system can use newly obtained knowledge to adapt itself. When processing one
show, the system can make use of any information gathered on previously seen shows, in-
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cluding models of previously seen speakers that are used for cross-show clustering (speaker
linking across shows). The dev data can be used to optimize the hyper-parameters of the
system that are then fixed when processing the eval set. For eval, two lifelong protocols
are proposed depending on the state of the human assisted diarization system when start-
ing processing the eval set. In a first scenario named ALLIES-reset-lifelong, it is possible
to use the initial system trained on the train set with hyper-parameters tuned on the
dev set. In a second scenario named ALLIES-lifelong, one can use a version of the human
assisted diarization system that has already gathered knowledge by processing the dev
set. In this former scenario, the system might have learnt about the speakers encountered
in the dev set.

IV.3 The ALLIES metrics

This section describes the evaluation metrics existing for speaker diarization as well as
our proposal for online active learning evaluation. First, we present the baseline metrics,
then we present a general concept to measure the system performance which takes into
account the amount of information provided by the human instead of only considering
the time spent or its equivalent in terms of budget. In the end we describe the exact
application of this concept to the speaker diarization task.

IV.3.1 Metrics for baseline diarization systems

The system can be evaluated in two different ways depending on the purpose of the
evaluation. If the system does not include the cross-show speaker identification module
or the experiment is meant to only evaluate the within-show performance of the system,
the standard DER metric can be used.

IV.3.1.0 - A Evaluation of the cross-show diarization If the experiment is meant
to evaluate the cross-show performance of the system, then both DER and DER cross-
show metrics are applied to evaluate the system. The DER cross-show is an extension
of the DER metric which instead of linking the hypothesis and reference of the different
recordings separately, provides the linking between the concatenation of the hypothesis
and references of the all corpus. In this case, if the same speaker in two different recordings
is labeled differently by the system, then only the segments from one recording will be
linked with the reference. This change allows to evaluate the efficiency of the within-show
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clustering and cross-show speaker linking in one metric. In case of cross-show diarization,
the recordings from dev and eval sets should be processed in the chronological order to
preserve the order of appearance of the same speakers in different files. This protocol can
be used separately or, like in this work, it can be used for comparison to estimate the
impact of the active correction and active learning systems.

IV.3.2 Generic penalization framework for active learning

An ideal performance measure must provide a fair comparison of multiple systems
using different types of user interfaces and different types of interactions. For this reason,
we propose to take into account the cost of online active learning as a scalar metric given
in the same unit as the performance score (error rate).

This penalisation can be equally applied to active learning with active or passive inter-
action (see II.1) and allows comparing systems that have different types of human/system
interfaces. Moreover, measuring the cost of interaction in the same unit as the performance
of the system allows summing the score and the cost of interactions in order to provide
a unique measure that combines the evaluation of the final performance of the system
together with the cost of the human assisted learning.

A first idea is to compute the cost of interaction according to the quantity of informa-
tion given by the user. However, some evaluation functions (for example BLEU [163] for
machine translation) are not linear. In this case, it is not possible to estimate the cost of
interaction as a function of the quantity of data provided by the user. We propose to com-
pute a penalisation term as the quantity of score that corresponds to the data corrected
by the human expert during the process. For this purpose, it is proposed to compute two
intermediate values: the corrected (Scor) and the impaired (Simp) scores. Computation of
those scores is described in Figure IV.4

Let’s assume that the system produces a first hypothesis and obtains the score Sbase
before applying any online active learning (see Figure IV.4-A). Then the human domain
expert corrects (or is asked to correct) part of the current hypothesis. This corrected part
of the hypothesis is shown in Figure IV.4-B and the resulting hypothesis obtains a score
Scor. Depending on the task, the part of the hypothesis that is corrected by the human
domain expert might not be entirely wrong. For instance, in a speech transcription task,
the human expert might correct a whole sentence while the current transcription of this
sentence might include both correct and wrong words. The difference between Sbase and
Scor corresponds to the score reduction (improvement on error rate) resulting from the
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Simp

Sadapt

Human
Corrected part

after adaptation
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Correct hypothesis
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Figure IV.4 – An hypothesis (a) produced by the system contains correct parts (green)
ans errors (red) and obtains a score Sbase. During human assisted learning, the human
applies (or is asked to apply) corrections on a part of the hypothesis that might be partially
correct. To penalise the system, we introduce a first score, Scor, computed on the corrected
hypothesis (b) and a second score, Simp, computed when the human corrected part of the
hypothesis is replaced by a wrong hypothesis (c). After the system receives the human
correction, it is allowed to generate a final hypothesis (d) by taking into account the
correction. Hopefully, the system will generalise the knowledge learnt from the correction
to other parts of the data and improve to obtain a score Sadapt.

corrections provided by the human domain expert only.

This difference, Sbase−Scor, does not reflect the cost of interaction as it is only related to
the part of the corrected data for which the hypothesis was wrong. This is why we compute
another score, Simp, that is obtained on another version of the current hypothesis shown
in Figure IV.4-C and where the hypothesis corresponding to the corrected part of the data
has been modified with strictly incorrect values. The difference between the impaired score
Simp and the score obtained with the user correction (Scor) gives the quantity of score
that corresponds to the whole corrected part of the data and that could be considered
somehow correlated to the cost of interaction. Eventually, the corrected hypothesis is fed
into the system that reprocesses the data with regard to this correction and generates
a new hypothesis as depicted in Figure IV.4-D where the system takes into account the
correction and might leverage this new knowledge to generalise on other parts of the data
to obtain a score Sadapt. The penalised score is then computed according to Equation IV.1

Spen = Sadapt + (Simp − Scor) (IV.1)

Note that a system which does not take the correction into account or ask for already
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known information may be penalised twice: once in a sub-optimal Sadapt and once by the
second term of Equation IV.1.

A B C D

Effect of 
generalisation Score after adaptation

Penalisation added to take 
into account the human effort

Figure IV.5 – Illustration of the effect of the penalisation method for different cases.
Score (A) is the score obtained on the system hypothesis returned before human assisted
learning, Sbase, while the three other columns represent scores Spen obtained on final hy-
potheses generated after performing human assisted learning with three different methods
and using the proposed penalisation policy (note that lower scores are consider better).
Plain parts of the columns B, C and D correspond to the score obtained after adapta-
tion, Sadapt while the hatched area is the part added to penalise according to the cost of
human interaction. Score (B) illustrates the case of a system that takes a limited benefit
from a limited amount of user interaction, for (C) a great score reduction is obtained
with a strong human interaction and (D) illustrates the case where a limited interaction
strongly benefit the system adaptation. Note that the difference between Sbase and Spen
(illustrated for score D on the figure) corresponds to the gain obtained by the system
when generalising on the human corrections.

The effect of penalisation is illustrated in Figure IV.5. The score, Sbase, shown in
column A is obtained before online active learning. Columns B, C and D illustrate the
penalised scores, Spen, obtained for different cases of adaptation of the initial model (A).
The plain part of columns B, C and D is the score Sadapt, obtained after using the in-
formation obtained from the human expert. By nature, it is supposed to be lower than
score A. The hatched part of those columns represent the penalisation, computed as in
Equation IV.1. The difference between score Sbase and Spen is the gain obtained when the
system is able to generalise the corrections provided by the human expert to correct other
parts of the data.

Penalisation helps to figure out the optimal model based on two parameters, final
score and cost of interactions. In general the optimal system is a system with the largest
generalisation power, but it can depend on the end-user needs. Some end-users may need
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system witch provide the hypothesis without any errors, in this case MSR metric III.2
may be a better criterion.

IV.3.3 Penalized DER for speaker diarization

To take into account the amount of human expert work and represent both perfor-
mance of the system and interaction cost in one scalar metric for the task of speaker
diarization, we used the concept of penalized score as described in the previous section.

According to this concept, the penalized score can be expressed as in Equation IV.1,
repeated here for convenience.

Spen = Sadapt + (Simp − Scor)

where Scor is the corrected score computed on the corrected hypothesis and Simp is the
impaired score computed when the human corrected part of the hypothesis is replaced by
a wrong hypothesis. To adapt the scoring method for the diarization task we propose to
implement the following modifications. All terms of Equation IV.1 (Sadapt, Scor and Simp)
are calculated using the DER III.2 formula as follows:

DER = Tmiss + Tfalse + Tconf
Ttotal

(IV.2)

where Tmiss, Tfalse and Tconf are respectively the duration of missed speech, non-speech
considered as speech and wrongly classified speech. Ttotal is the total speech duration in
the document. In our case Tmiss, Tfalse and Ttotal are the same for the Sadapt, Scor and Simp,
because we do not question the segmentation and thus the boundaries of the segments
do not change. Based on that observation, we can rewrite Equation IV.1 and define the
penalized DER as follows:

DERpen = Tmiss + Tfalse + Tconf,adapt + (Tconf,imp − Tconf,cor)
Ttotal

(IV.3)

To estimate Tconf,imp − Tconf,cor for the case of a single correction, we compute the
duration of parts of segments the user is offered to listen to. To compare the speakers in
two segments it is not necessary to listen the whole segments (they may be longer than a
minute) but only a few seconds of each segment. According to this, we can compute the
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penalised DER as:

DERpen = Tmiss + Tfalse + Tconf,adapt +N · tpen
Ttotal

(IV.4)

where N is the number of corrections applied to the document and tpen is the estimated
duration of parts of segments which were sent to the human expert during the active
learning process.

In this research, we assume that the human expert needs to listen to 3 seconds of each
segment to take a decision about whether they are from the same speaker or not.

IV.4 Conclusion

In the beginning of this part we’ve analyzed the existing datasets protocols and met-
rics for speaker diarization task, and highligted the aspects that required modifications
or addition to work with lifelong-learning human assisted speaker diarization. Then we
present our proposal which fill the existing gaps. The main ideas of our proposal can be
described in the following points.

• Creation of a timestamped dataset which can be processed in the chronological
order.

• Creation of a dataset with a high number of annotated recurrent speakers.

• Creation of protocols for active correction and lifelong-learning process.

• Creation of penalized metric which takes into account the amount of information
provided by the human expert. The generic concepts of this metric can be adapted
to many tasks and has been specially derived in our work for speaker diarization
and machine translation to show that its possible to generalize.

The following parts will introduce our proposed methods to apply active correction for
lifelong learning speaker diarization using the described dataset, protocols and metrics.
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Part III

Active correction for lifelong
learning diarization
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Chapter V

ACTIVE CORRECTION FOR WITHIN-SHOW

DIARIZATION

Modern diarization systems achieve decent performance depending on the type of data
they process [38] but those performances are often not good enough to deploy such systems
without any human supervision. In some cases the error rate of the automatic diarization
system is too high to meet the quality requirements of some business applications [61],
[134]. One of the difficulties of deploying automatic diarization systems is associated
with the nature itself of the task that is composed, at least, of a segmentation step
and a clustering steps 1. Errors at each step are accumulating and influence the final
hypothesis. Another difficulty lies in the high variability of the data being processed.
Automatic diarization system should be able to process audio files recorded in different
acoustic conditions and having a large range of speaker number. However, [134] shows
that producing a diarization hypothesis with an automatic system and having a human
domain expert correcting it afterward is more efficient than having the human domain
expert performing manual diarization from scratch.

According to this conclusion, we are interested in finding ways to optimize the cor-
rection process and enable possible improvements of the diarization system by making
use of those manual correction in a feed-back loop manner. This process is referred to
as the Human Assisted Learning (HAL) paradigm. Human assisted learning offers a way
to achieve better performance by engaging an interaction between the automatic system
and a human domain expert in order to correct or guide the automatic diarization process
[164].

Amongst the different modes of human assisted learning, our work focuses on active
learning where the automatic system, while processing an incoming stream of audio, is
allowed to ask simple questions to the human domain expert [165]. The corresponding sys-

1. Note that the latest end-to-end architecture perform both in the same framework but the structure
of the system is still divided in two parts
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tem architecture is depicted in Figure V.1. Given an audio file, the human assisted speaker
diarization system (HASDS) first produces an hypothesis based on which a questioning
module sends a request to the human expert. The expert’s answer is taken into account
to correct the hypothesis and possibly adapt the diarization system. This process iterates
until reaching a stopping criteria. In our experiments, the human expert, depicted as part
of the experimental protocol, will be simulated by automatically finding the answer to
the question in the ground-truth reference.

Human 
Expert 

Simulation

Figure V.1 – Life-cycle of a human assisted speaker diarization system.

To apply the described architecture to the diarization system, several questions need
to be answered.
First, what questions can the system ask to the user? Many different kinds of
questions can be asked, but not all of them are easy to answer. Moreover, since the goal is
to use the answers from the user to update and adapt the system, one should make sure
that the collected information can be used to do so.
Second, in which order should the system ask the possible questions? Since
we are dealing with a synchronous process, the same set of questions in a different order
could lead to sub-optimal HAL. Identifying the criteria that allow to ask the most relevant
questions first seems important for the efficiency of the correction process.
Is it always worth asking more and more questions and how to decide when
to stop asking questions? Indeed, obtaining information from the user is not free and
may not necessarily lead to a better model (if redundant or non-informative questions are
asked).
How to modify the hypothesis in order to take into account human expert
answers? Once the answers to the questions are obtained, how to update the model
accordingly to ensure a positive impact when processing the future shows. The protocol
to adapt the model must be investigated because the results depend on the quantity of
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available data, the fine-tuning of the hyper-parameters and the information contained in
the answers.

We’ve already defined the type of questions that can be asked and the way of taking
into account the answers from the human expert during the description of the protocols
in section III.2. In this chapter we will address the remaining questions. The adaptation
of the baseline system is out of the scope of this research.

In this part we start with the description of the baseline diarization systems, then we
describe the question generation and hypothesis correction modules, and we finish with
the presentation and comparison of the results of the proposed solutions.

V.1 Baseline diarization systems

For this work, we considered two different systems. Both systems share the same ar-
chitecture but differ by the representation they use for the acoustic segments. The first
system, as described below, is based on the original x-vectors standard and is strongly
outperformed by a system from the next generation based on ResNet architecture (see
below). All results reported in this document are provided for the two generations of
systems to enable a comparison of the active correction benefit with respect to the base-
line system performance. Indeed, it is important to make sure that the human assisted
correction process is beneficial regardless of the performance of the automatic system. In
the following chapters, for the sake of clarity, the systems will be simply referred to as
SincNet and Resnet systems (respectively first and second baseline systems).

In this section we first describe our two baseline diarization systems (cf. Figure V.1).
We also report the performance of those two systems on the ALLIES development set.
Those results are used as reference in the remaining of this work.

V.1.1 Systems description

The baseline diarization systems consist of 5 main steps depicted in Figure V.2. The
green color illustrates the steps which are common to both SincNet and Resnet systems,
and the yellow color illustrates the steps in which there are differences. For both systems,
a first step of segmentation splits the show into several segments and a first clustering is
operated. Embeddings are then extracted for each cluster by using a SincNet or ResNet
architecture depending on the system. Those embeddings are then compared using a
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PLDA scoring in the SincNet system and a cosine similarity for the ResNet system. A
final clustering is finally applied based on the scores from the previous step.

Segmentation First clustering Embedding 
extraction

Scores 
computation

Second 
clustering

Figure V.2 – Pipeline of the baseline diarization system.

In the following section, we describe the segmentation step. Then, we describe the
embedding extraction process and the corresponding score computations for both systems.
The two clustering steps, which rely on the same algorithm, are detailed at the end of
this section.

V.1.1.1 Segmentation

The segmentation step is essential for all speaker diarization systems. Due to its diffi-
culty, it is nowadays very often performed first and refined after a step of clustering and
acoustic modeling [82], [149] In our work, we focus on the correction of the clustering step,
which led us to take two decisions to obtain results that are independent from the segmen-
tation step: 1) all experiments that are performed on top of an automatic segmentation
are also performed using the reference segmentation, 2) no re-segmentation is applied
after the correction by the human. The benefit of the correction for the re-segmentation
process has thus not been evaluated in this work and remains for following works.

V.1.1.1 - A Reference segmentation In this condition the segmentation step is
considered perfect, i.e., borders of the speech segments are taken from the human anno-
tations (reference). No other processing is done on top of it before running the clustering
step. Results of the experiments with this condition will be referred(labeled) as ’REF’.

V.1.1.1 - B Automatic segmentation A simple voice activity detection, based on
the energy of the signal energy, is performed to remove non-speech parts from the signal
before clustering. Fixed length segments of speech are then compared using two sliding
windows that cycle through the audio document to decide whether they were spoken
by the same speaker or not. The Bayesian Information Criterion (BIC) is used as the
measure (see subsubsection I.2.2.2). It was applied to the vectors of 13 MFCC features
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Table V.1 – Architecture of the SincNet x-vector extractor. Dropout is used for all layers
except the Linear layers. The activation function for Convolutional and Fully Connected
layers is LeakyReLu. (C,F, T, stand for Channels, Features, Time

Layer name Structure Output
(C × F × T )

Input - 1× 80× T

MFCC
SincNet [80, 251, 1]
1D-Conv [60, 5, 1]
1D-Conv [60, 5, 1]

Conv1D-1 [512, 5, 1]
Conv1D-2 [512, 3, 2]
Conv1D-3 [512, 3, 3]
Conv1D-4 [512, 1, 1]
Conv1D-5 [1536, 1, 1]
StatPooling
Linear-1 [3072, 100] 100
Fully-Connected-1 [100, 512] 512
Fully-Connected-2 [512, 512] 512
Linear-2 [512, 659] 659
SoftMax

(see subsubsection I.1.1.1). Results of the experiments with this condition will be referred
(labeled) as ’VAD’.

V.1.1.2 Embedding extraction

The SincNet Diarization System uses the SincNet extractor described in Table V.1.
The dimension of the produced x-vectors is 100. The input of the SincNet model is 80
dimensional MFCC extracted on a sliding window of 25ms with a shift of 10ms. The
ResNet Diarization System uses a Half-ResNet34 extractor (see Table V.2) to produce
embeddings of size 256. As input, the SincNet model takes 80 dimensional Mel filter bank
coefficient vectors extracted every 10 ms on sliding windows of 25 ms. Both MFCC and
Mel-spectrogram means and variances are normalized.

Training of both networks is performed using an Adam optimizer with a Cyclic Trian-
gular scheduler and cycles of length 20 steps. The learning rate oscillates between 1e-8 and
1e-3. One epoch corresponds to 100 audio chunks for each training speaker. Batches of 256
chunks are balanced across speakers and data augmentation is performed by randomly
applying a single transformation among: noise addition, reverb addition, compression
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Table V.2 – Architecture of the x-vector Half-ResNet34 extractor with 9.5M trainable
parameters. Dropout is used for all layers except the Linear layers. The activation function
for Convolutional and Fully Connected layers is LeakyReLu. The Squeeze-and-Excitation
layer is abbreviated as SE.

Layer name Structure Output
(C × F × T )

Input - 1× 80× T
Conv2d 3× 3, stride=1 32× 80× T

ResBlock-1

3× 3, 32
3× 3, 32
SE Layer

× 3, stride = 1 32× 80× T

ResBlock-2

3× 3, 64
3× 3, 64
SE Layer

× 4, stride = 2 64× 40× T/2

ResBlock-3

3× 3, 128
3× 3, 128
SE Layer

× 6, stride = 2 128× 20× T/4

ResBlock-4

3× 3, 256
3× 3, 256
SE Layer

× 3, stride = 2 256× 10× T/8

Flatten -
Attentive Pooling - 5120
Dense(Emb) - 256
AAM-Softmax - 7,205

(GSM, ULAW, MP3 or Vorbis coded), phone filtering and pass-band filtering. Time and
frequency masking are then applied for each chunk. Both networks are implemented using
the SIDEKIT open-source framework [166] while the remaining of the system makes use
of S4D [56].

V.1.1.3 Clustering

The clustering for both systems is performed in two steps. During the first step, hierar-
chical agglomerative clustering (HAC) is applied using the vectors composed of 13 MFCC
and the BIC criteria (BIC-HAC clustering). The threshold of the first clustering is set to
3. This step allows to group short segments obtained with the segmentation step to form
longer samples of speech that are further processed by the neural embedding extractor.

Embeddings are extracted from each segment and averaged to provide one single rep-
resentation per BIC-HAC cluster. Embeddings are then compared using PLDA scoring
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or cosine similarity depending for SincNet and ResNet respectively. In both cases, the
obtained similarity measures are converted into a pseudo-distance that can be used by
the HAC algorithm. The threshold for the final clustering is fine-tuned using the devel-
opment part of the ALLIES dataset for both systems and both segmentations (REF or
Automatic).

V.1.2 Baseline results

In this section we present the results of the baseline diarization systems, SincNet and
ResNet, with two different segmentation conditions REF and VAD. Table V.3 contains the
results on both development and evaluation splits of the ALLIES dataset. The threshold
of the second HAC clustering, fine-tuned on the development partition, is given in the
third column of Table V.3. The performance of all systems are reported in terms of DER.

Table V.3 – Performance of the baseline diarization systems in terms of DER. The thresh-
old of the second HAC clustering, fine-tuned on the development partition, is given in
column 3 as it fine-tuned on the DEV set and used on the EVAL set.

System Segmentation Threshold DER Dev DER Eval
SincNet REF 47 17.77 13.38
SincNet VAD 45 19.07 20.20
Resnet REF 0.23 14.12 10.63
Resnet VAD 0.21 14.97 16.74

We can see in Table V.3 that overall, the ResNet system obtains the best performance.
The best performance of the ResNet system are due to the quality of its embeddings that
enable a better discrimination between speakers. Using the REF segmentation results in
lower DER by a large margin. This is expected as the VAD segmentation tends to over-
split the signal, generating many more segments and making it harder for the diarization
system to cluster afterward.

V.2 Generating question and integrating answers

The proposed Human Assisted Speaker Diarization System (HASDS) is depicted in
Figure V.1 and includes five modules. A fully automatic baseline diarization system, a
question generation module, a human expert simulation, a correction module and an
adaptation module.
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The baseline diarization module is described in section V.1, it generates the first
hypothesis which is necessary for future steps.

The question generation module analyses the hypothesis generated by the baseline
diarization module, generates a request and sends it to the human domain expert who is
here, for the sake of reproducibility replaced by a simulation module.

The human domain expert simulation module answers the question by searching
the reference diarization and sends the result to the hypothesis correction module.

The hypothesis correction module uses the newly obtained information to improve
the hypothesis generated by the baseline diarization module and sends the new hypothesis
to the adaptation module.

The adaptation module may modify the acoustic model of the baseline diarization
module.

In this chapter, we will describe our contributions to the question generation and
hypothesis correction modules. We will especially address the issue about the type, the
order and the number of questions that should be asked to the human expert.

The errors of the baseline diarization module can be grouped into two types, related to
the two main steps of the diarization process. Segmentation errors occur when the errors
can be directly associated with a wrong segmentation of the signal leading to wrong
segment borders. Clustering errors occur when segments are not correctly grouped.

As it has been shown in [134] that clustering errors are the most harmful in terms of
performance, we decided to focus only on clustering errors, as mentioned in the protocol
description (see section IV.2). According to this, we decided to perform initial experiments
with the automatic diarization system available at LIUM at the time, namely SincNet
(see section V.1), using the borders of the speech segments from the reference (REF)
segmentation, i.e. the segmentation step is considered perfect.

It is important to keep in mind that both our automatic diarization systems include
two clustering steps. Having two consecutive clusterings makes the application of active
correction more complex but removing one of the steps degrades the performance of the
baseline system. Thus we chose to keep the two consecutive clustering but to only apply
active correction to the second clustering step while considering the BIC-HAC clusters
as frozen. This choice has the advantage to reduce the correction to a simpler HAC-tree
correction process. Another drawback is that errors from the BIC-HAC clustering will not
be corrected (see Figure V.3) and the purity of those clusters is thus very important.

On the final step of the baseline diarization system we obtain a dendrogram as de-
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picted in Figure V.3. Each speaker is represented by a specific color. The horizontal axis

Figure V.3 – Illustration of the dendrogram obtained on the final step of the baseline
diarization system.

corresponds to the clusters obtained during the first clustering step. Those clusters are
considered pure and are not questioned. The vertical axis represents the distance between
the clusters. The distance can be computed in several ways, this is described in subsec-
tion V.2.4. The dendrogram thus, hierarchically links the closest clusters together. The
threshold is the parameter which plays an important role in deciding how the clusters are
grouped or kept separate, it is fine-tuned on the development set.

V.2.1 What question to ask?

Working on the clustering dendrogram offers the advantage of locating the possible
questions at each node of the dendrogram as a binary question questioning the correctness
of the node. We decided to explore the potential of simple binary questions in order to
minimize the time of human expert work, see section III.2 for more details. We propose to
ask questions to the human domain expert in order to decide whether a clustering made
at a given node is correct or not. As each branch of the considered node might already
regroup several speech segments, we propose to select one segment from each cluster that
are considered for merging. The human domain expert is thus asked to listen to those two
segments (or part of them) and to determine whether they’ve been produced by the same
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speaker or not. This approach allows to improve the clustering with only a small amount
of time spent by the human expert. To implement the proposed strategy, it is necessary to
take several aspects into consideration: (i) the order in which the nodes should be verified,
(ii) the maximum number of nodes it is reasonable to verify (stopping criterion), (iii) the
method to select the segments which will be listened to by the human domain expert.
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Figure V.4 – Dendrogram obtained on the final step of the baseline diarization system.

V.2.2 Node order

To define the order in which the nodes will be verified, we assume that decisions
(merging or keep separate) on the nodes that are closer to threshold are less reliable
than the decision on those nodes that are further from the threshold. To illustrate this
point on Figure V.3, the system is more confident in merging cluster 1 and cluster 2
than when merging cluster 4 and cluster 5. This is assumed from the fact that the node
joining cluster 1 and cluster 2 is further from the decision threshold (horizontal line on
Figure V.3) than the node joining cluster 4 and cluster 5. According to this assumption
we propose to verify nodes in an order related to the confidence of the automatic system.
To do so, we rely on the distance between the threshold and each node, referred to as
delta to differentiate with distance between x-vectors. Examples of those delta are labeled
d1 to d6 on Figure V.4. Nodes are ranked in increasing order according to their absolute
delta value. We propose to ask questions about the nodes in this order.
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V.2.3 Stopping criteria

Remember that for a given node, the human domain expert is given two speech samples
to listen to (one selected from each side of the current node) with the following question:
"Are those two speech samples spoken by the same person?" To find out the optimal
number of questions to ask, we use the same assumption and try to find out the borders
of zone with low confidence nodes. To do so we implemented two different criteria.

Figure V.5 – Dendrogram obtained on the final step of human assisted correction system
using two confirmation criterion.

First, a Two confirmation criterion (2c criterion) is illustrated in V.5. For this
criterion, we assume that if a node located above the threshold is confirmed by the human
expert (i.e., when presented the two speech samples and ask the question, the human
domain expert answers "no"), then the other nodes above the current one, i.e., with higher
values of deltas, will not be investigated.

Similarly, if one node located below the threshold is confirmed by the human domain
expert (i.e., the human domain expert considers that both speech samples belong to the
sale speaker), the the other nodes, lower in the dendrogram, will not be investigated.

In the example depicted on figure V.5, 3 nodes was verified. First, node d1 was verified
and was found wrong. Then node d2 was verified and confirmed, this result stops us from
further verifying nodes d5 and d6. Then node d3 was verified and confirmed, this result
stop us from further verifying node d4. At this moment, the correction process stops and
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the corrections are applied on the dendrogram, in this case only d1.
In this case we find out the upper and lower bounds of the zone with low confidence, by

approving two nodes with different decisions. But this zone can have non-linear borders
(have different borders for different branches).

Figure V.6 – Dendrogram obtained on the final step of human assisted correction system
using two All branches criterion.

For more flexibility, we propose a second criterion, a criterion exploring the tree per
branch and referred as All. The result of using this criterion is illustrated on Figure V.6.
Nodes are still processed according to their ranked delta but the dendrogram is explored
in more details. In this case confirmation of the node do not stop us from verifying all
other nodes on the same side of the threshold. Indeed, it only stops us from verifying
nodes that are directly connected with the confirmed node (i.e., that are in the same
branch).

On figure V.6), the first three nodes processed are the same as for 2c criterion. After
confirmation of node d3, we skip node d4 (because d3 was confirmed as a split) and we
verify the node d5, which we find out wrongly merged. Then we also verify the node d6,
because there was no confirmed nodes in this branch. The 2c criterion relies on a high
confidence on the delta ranking (the estimation of the distance between x-vectors) and
strongly limits the number of questions, while the All criterion leads to more questions
and thus a finer correction of the dendrogram.
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V.2.4 Segment selection methods

As mentioned previously, we consider that the HASDS proposes two audio segments
(samples) for the user to listen to; one for each branch of the current node. Each branch,
can link several segments, even for nodes located at the very bottom of the tree (remember
that, due to the sequential HAC clustering process, leaves of the dendrogram are clusters
linked by the BIC-HAC clustering). The system must select the two most representative or
informative samples. To do so, we investigate 4 sample selection methods and 2 additional
methods to find out the lower and upper bounds of the system performance:

Longest selects the longest segment from each cluster. It assumes that x-vectors from
those segments are more robust and that the gain provided by the correction would
lead to higher improvement of DER.

Cluster center selects the closest segment to cluster center assuming this is the best rep-
resentation of this cluster. The center is selected according to the euclidean distance
between segment’s x-vectors.

Max / Min selects the couple of segments at once, one from each branch, with the lowest
(max) or highest (min) similarity in terms score.

Random is a contrastive criterion, a random segment is selected from each cluster (statis-
tics from this method are consolidated by repeating experiments 10 times).

Ideal correction method was considered to establish a lower bound of the system per-
formance. When a node has been chosen to be investigated, the optimal decision
(correct or wrong) is found by looking at the ground truth (reference) to maximize
the gain in terms of DER.

V.2.5 Hypothesis correction

During the active correction process, the hypothesis correction module saves all an-
swers given by the human expert. When the question generation module reaches its stop-
ping criterion, the hypothesis correction module modifies the diarization hypothesis ac-
cording to the human domain expert answers. The separated clusters obtain new different
labels, and the merged cluster are given the same label.
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V.3 Results

As mentioned in previous chapters, we started this PhD by using the SincNet sys-
tem for our experiments with the reference segmentation (REF) and the real automatic
segmentation (VAD). We then achieved better performance with the ResNet system and
apply the same active correction strategies to this second baseline system. In this chapter
we present the results in the same order.

V.3.1 SincNet results

In the following tables( Table V.4 and Table V.5 ) we present the results obtained on
the SincNet baseline with the reference segmentation. The active correction system was
tested on both (Dev and Eval) partitions of the dataset. This table provides the results
obtained with both proposed stopping criteria: two confirmation criterion(2c criterion)
and exploring tree per branch criterion (ALL). For each stopping criteria, we tested all 6
segment selection methods. The results are presented with the DER metric, the number of
questions asked to the human expert per hour of speech and penalized DER. The results
of the random segment selection method are represented in the form of the averaged value
and standard deviation of 10 experiments with different seeds.

Table V.4 – Performance of the active correction strategies on SincNet baseline with
reference segmentation on the ’Development’ partition
Stopping criteria Selection criteria DER N questions per hour DER penalised

Baseline - 17.77 - -
2C Ideal 14.93 6.85 16.07
2C Longest 15.29 7.00 16.45
2C Cluster center 15.66 7.03 16.83
2C Min 18.8 7.72 19.8
2C Max 18.57 6.67 19.68
2C Random 17,29 ± 0,25 688,9 ± 7,88 18,45 ± 0,26
ALL Ideal 13.81 25.56 18.07
ALL Longest 14.29 25.55 18.54
ALL Cluster center 15.19 25.60 19.45
ALL Min 18.99 26.32 23.37
ALL Max 19.22 25.13 23.40
ALL Random 17,52 ± 0,4 2533±3,6 21,79±0,4
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Table V.5 – Performance of the active correction strategies on SincNet baseline with
reference segmentation on the ’Evaluation’ partition
Stopping criteria Selection criteria DER N questions per hour DER penalised

Baseline - 13.38 - -
2C Ideal 10,58 7.11 11,77
2C Longest 11,06 7.07 12,24
2C Cluster center 10,86 7.12 12,05
2C Min 12,28 7.72 13,57
2C Max 14,22 7.01 15,39
2C Random 12,55±0,15 718,5±9,3 13,76±0,15
ALL Ideal 9,39 27.14 13,91
ALL Longest 9,96 27.16 14,49
ALL Cluster center 9,82 27.17 14,35
ALL Min 11,82 27.63 16,43
ALL Max 14,64 26.32 19,03
ALL Random 12,28±0,2 2689,2±3,96 16,81±0,2

In both tables V.4 and V.5, we can observe that ’Longest’ and Cluster center’ segment
selection methods show much better performance than the ’Min’ and ’Max’ methods.
Also ’Longest’ and Cluster center’ segment selection methods exhibit performance that is
slightly worse than the performance of the ’Ideal’ segment selection method. We can also
notice that the ’Min’ and ’Max’ segment selection methods under-perform the ’Random’
segment selection method and leads to the degradation of the performance even in terms
of DER. We explain the observed behavior with the next statement. The clusters, from
which the segments are selected, are obtained from the BIC-HAC clustering and they
are not completely pure. In case when cluster contain, for example, 90% duration of
Speaker1 and 10% duration of Speaker2 we are interested in identification of this cluster
as Speaker1. In other words, we would like to select a segment containing speech from
Speaker1. In case of ’Longest’ segment selection method we select the longest segment,
which rises the possibility of selecting speech from Speaker 1, as most of the speech in
this cluster belongs to this speaker. In case of ’Cluster center’ segment selection method
we select the segment, representation which is closer to the center of the cluster and with
the highest probability to belong to Speaker1. But for the case of the ’Min’ and ’Max’
segment selection methods the selected segment will be located far from cluster center,
on the border of the cluster. In this case there is a higher probability to select a segment
that contains speech from Speaker2 and will lead to a wrong interpretation of the answer
from the human domain expert.
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Comparing the performance of the different stopping criteria we can observe, that
in terms of DER the exploring tree per branch stopping criteria(ALL) out-performs the
two confirmation(2C) stopping criterion, but the number of question asked by the ’ALL’
stopping criteria is much higher. In this case the DER penalized for the ’2C’ stopping
criteria reflects this behavior .

Here we can conclude that the ’Longest’ and ’Cluster center’ segment selection meth-
ods perform better, for the following experiments will be discussed only their results. The
results of the other segment selection methods have been found consistent with this con-
clusion. Talking about stopping criteria, we can not conclude the domination of one of
the criterion because of the respect of different possible user policies. So in the remaining
of this document we present both criteria.

In Table V.6 we represent the results obtained on the SincNet baseline with the VAD
segmentation. The active correction system was tested on both Dev and Eval partitions
of the dataset. This table presents the results of the 2 proposed stopping criteria: two
confirmation criterion(2c criterion) and exploring tree per branch criterion (ALL). For
each stopping criteria we tested ’Longest’ and ’Cluster center’ segment selection methods.
The results are presented in terms of DER, number of questions asked to the human expert
per hour of speech and penalized DER.

Table V.6 – Performance of the active correction strategies on SincNet baseline with
segmentation based on VAD
Data Stopping criteria Selection criteria DER N questions per hour DER penalised
Dev Baseline - 19.07 - -
Dev 2C Longest 17,22 7.95 18,54
Dev 2C Cluster center 17,56 8.12 18,91
Dev ALL Longest 16,83 29.97 21,82
Dev ALL Cluster center 17,34 30.18 22,37
Eval Baseline - 20.20 - -
Eval 2C Longest 18,37 8.53 19,79
Eval 2C Cluster center 18,56 8.78 20,02
Eval ALL Longest 18,04 34.11 23,73
Eval ALL Cluster center 18,19 34.23 23,90

In Table V.6, we can observe that the ’Longest’ segment selection method outperforms
the ’Cluster center’ method. Comparing the stopping criteria, we observe the same situa-
tion as when using the reference segmentation: the ’ALL’ stopping criterion outperforms
the ’2C’ stopping criterion in terms of DER, but in terms of penalized DER, the ’2C’
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criteria shows better performance.

V.3.2 ResNet results

In (Table V.7 and Table V.8), we represent the results obtained with the ResNet
baseline with both REF and VAD segmentations. The active correction system was tested
on both (Dev and Eval) partitions of the dataset. In the table presented results of 2
proposed stopping criteria: two confirmation criterion(2c criterion) and exploring tree
per branch criterion (ALL). With each stopping criteria we tested ’Longest’ and ’Cluster
center’ segment selection methods. The results are presented with the DERmetric, number
of question asked to the human expert per hour of speech and penalized DER.

Table V.7 – Performance of the active correction strategies with the ResNet baseline and
REF segmentation
Data Stopping criteria Selection criteria DER N questions per hour DER penalised
Dev Baseline - 14.12 - -
Dev 2C Longest 12,78 21.65 16,39
Dev 2C Cluster center 14,56 21.29 18,11
Dev ALL Longest 11,93 27.09 16,45
Dev ALL Cluster center 12,71 26.90 17,19
Eval Baseline - 10.63 - -
Eval 2C Longest 9,42 24.02 13,42
Eval 2C Cluster center 9,42 24.17 13,45
Eval ALL Longest 8,15 29.96 13,14
Eval ALL Cluster center 8,58 29.98 13,58

In the Tables presented above, we observe that we achieve to improve the DER for
both REF and VAD segmentations on both data partitions, even with a good baseline
such as the ResNet system. In this cases the high number of questions asked to the user
is reflected by the penalized DER.

For both baseline systems considered in this work, the proposed approach leads to
significant improvement in terms of DER. An additional experiment allows us to estab-
lish the benefit of our human assisted correction process compared to a fully manual
correction. Based on the automatically generated hypotheses, we computed the duration
of speech signal that a human annotator would have to listen to in order to get the same
improvement in terms of DER when correcting the files in a chronological order.On the
evaluation partition, using the VAD segmentation, a human annotator has to listen to
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Table V.8 – Performance of the active correction strategies with the ResNet baseline and
VAD segmentation
Data Stopping criteria Selection criteria DER N questions per hour DER penalised
Dev Baseline - 14.97 - -
Dev 2C Longest 16,04 22.84 19,85
Dev 2C Cluster center 17,32 22.35 21,05
Dev ALL Longest 14,73 31.75 20,02
Dev ALL Cluster center 15,65 31.56 20,91
Eval Baseline - 16.74 - -
Eval 2C Longest 18,38 24.47 22,46
Eval 2C Cluster center 17,94 24.48 22,02
Eval ALL Longest 15,78 35.98 21,78
Eval ALL Cluster center 16,17 35.80 22,14

26.80 hours of speech before bringing the DER down from 16.74% to 15.78% while our
approach only requires the human domain expert to listen to 5.93 hours of speech.

Also we can observe that improvement achieved with the proposed systems depends
on the quality of the segmentation. When using the reference segmentation, we achieve
much higher relative DER improvement 29, 82% compared to 19, 3% using SincNet base-
line and 20.79% compared to 5.73% using ResNet baseline. This suggests that improving
the segmentation will lead to further improvement for the active correction system per-
formance.

Also we noticed that the ’Longest’ segment selection method outperforms the ’Cluster
center’ segment selection method in all cases, that allows us to focus on the ’Longest’
segment selection method for the following part.

V.3.3 Conclusion

In this part we described our proposal for the within-show active correction system.
For within-show the human-assisted system is based on the the analysis of the dendro-
gram obtained during final step of hierarchical agglomerative clustering, and then asking
questions to human domain experts which allows improve the dendrogram. For this task
we tested various strategies of question selection, which segments should be provided to
user to compare. Also we tested different stopping criteria to solve the question when it is
not reasonable to continue asking questions. For the within-show diarization, we achieved
to reduce DER up to 18,83% relatively and penalized DER up to 9,94% relatively. The
results on penalised DER can be interpreted as we achieved to correct almost 10% of
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errors by generalisation of information obtained from human domain expert.
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Chapter VI

ACTIVE CORRECTION FOR CROSS-SHOW

DIARIZATION

As mentioned in the previous chapters, cross-show speaker linking is essential for
lifelong-learning speaker diarization. In this chapter, we first present a cross-show speaker-
linking approach that will be regarded as a baseline for our work. We then describe
the proposed human-assisted active-correction process that is eventually evaluated and
analysed at the end of this chapter.

VI.1 Cross-show speaker linking

In this section, we propose an automatic baseline method for cross-show speaker-
linking. After a detailed description we present the results of this system that will serve
as reference for human-assisted cross-show speaker-linking.

VI.1.1 Introduction to incremental cross-show diarization

Cross-show speaker diarization can be performed in two ways: global and incremental
[95]. Global cross-show diarization can be applied on a finite set of shows that are first
processed independently to be segmented and to detect distinct speakers through a within-
show speaker diarization process. In a second step, a global clustering is performed to
cluster all speakers from all available shows and link recurrent speakers across shows.

When all shows are not available at once, for instance for the case of a series of daily
TV shows that grows over time, an incremental cross-show speaker diarization process
must be performed. We assume that at time T , a number N of shows has been already
processed by the automatic system to produce a cross-show diarization. Along this process,
a database of known-speakers has been produced. When receiving a new show to process
(N + 1), a within-show diarization process is performed before all detected speakers are
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compared to the known-speakers from the database in order to detect recurrent speakers
and link them with their previous occurrences in the database. The database of known-
speakers is then updated and used to process new incoming shows. Along this process
we chose to forbid the linking of two known-speakers together and the linking of two
speakers from the within show diarization hypothesis of the current show. The reason for
this choice is that we chose not to question the within-show diarization at this stage nor
to reprocess all previous shows from the past.

The incremental cross-show diarization is more complex than its global counterpart
due to the fact that information about all speakers is not available at the beginning of
the processing. A global cross-show speaker diarization could be applied in the context of
lifelong speaker diarization but it would require to potentially modify the entire archived
corpus every time a new show is processed. For this reason, we only focus in this work on
incremental cross-show diarization.

VI.1.2 Baseline system description

The organization of the baseline incremental cross-show diarization system is depicted
in Figure VI.1. When processing a new show Fn, within-show speaker diarization is ap-
plied. For each speaker, Si, detected in the current show, all segments assigned to Si in this
show are processed to extract a collection of x-vectors that are then averaged to obtain
one single x-vectors FnSi representing this speaker. At time T , a collection of N shows
{F1, F2, ...FN} has been processed and a set ofM known-speakers has been detected. Each
of those M speakers might have appeared in one or several shows from the collection. A
database of x-vectors is built by including one single x-vector per speaker and per show,
resulting in a collection of x-vectors: {F1S1, F1S2, F1S3, F2S4, F2S5, ...FNSM}. Note that
a single speaker Sk might have appeared in several shows Fi, Fj and thus be represented
in the x-vector database by several x-vectors {FiSk, FjSk}.

When processing a new show FN+1, a new speaker Sα is detected and its single x-
vectors representation, FN+1Sα, is extracted as explained above. As a result, the current
file produces a set {FN+1Sα, ..., FN+1Sλ} of x-vectors. In a second step, all x-vectors from
a given speakers appearing in previous shows are averaged to obtain a single x-vector
per speaker. It is important to notice that this representation of a known-speaker is an
average of x-vectors extracted from multiple shows with different acoustic conditions.

A pseudo-distance matrix is computed by comparing speakers from the current show
to known-speakers using the same PLDA model as for within-show diarization or cosine
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Figure VI.1 – The organization of the baseline incremental cross-show diarization system

similarity measure, depending on the baseline system. To compute this matrix, known-
speakers are concatenated to new ones in a single list. A verification score is computed for
each pair of speakers as described in Figure VI.2. The verification score is then multiplied
by −1 and shifted so that the minimum of pseudo-distances is 0. The diagonal values of
this matrix is set to inf .

Before using this pseudo-distance matrix to merge speakers, we constrain the clustering
by forbidding merging of two new speakers (we do not question the result of the within-
show diarization) and merging of two known-speakers (we do not question the past cross-
show diarization). To apply this constraint, both upper left and lower right block of the
pseudo-distance matrix are set to ∞ (see Figure VI.2).

Values of this modified pseudo-distance matrix are processed in increasing order. Each
value is compared to an empirical threshold (defined using a development set). If the
pseudo-distance is lower than the threshold, then the corresponding couple of speakers is
merged and all other pseudo-distances involving those speakers are set to inf to prevent
merging those two speakers with others. Indeed, merging with another speaker would mean
merging two known-speakers together or two new speakers together which is forbidden by
our initial assumption.

At the end of the process, each new speaker FN+1Sβ merged with a known-speaker
FkSi is renamed accordingly (FN+1Si) and their x-vector from the current file is added to
the database.

VI.1.3 Performance of the baseline approach

Cross-show speaker-linking is applied on top of within-show speaker diarization and
its performance is strongly dependent on this first step. In chapter V we’ve presented and
analysed the performance of our proposed human-assisted speaker diarization method
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F1S1 F1S2 F1S3 F1S4 F1S5 F2S1 F2S2 F2S3 F2S4

F1S1 0 inf inf inf inf 0,7 2 3 4

F1S2 inf 0 inf inf inf 2 0,8 2 3

F1S3 inf inf 0 inf inf 3 3 0,9 2

F1S4 inf inf inf 0 inf 4 4 4 2

F1S5 inf inf inf inf 0 5 5 5 5

F2S1 0,7 2 3 4 5 0 inf inf inf

F2S2 2 0,8 3 4 5 inf 0 inf inf

F2S3 3 2 0,9 4 5 inf inf 0 inf

F2S4 4 3 2 2 5 inf inf inf 0

Previous within 
diarizations

New within diarization

N speakers (5)

M speakers (4)

F1S1 F1S2 F1S3 F1S4 F1S5

F2S1 0,7 2 3 4 5

F2S2 2 0,8 3 4 5

F2S3 3 2 0,9 4 5

F2S4 4 3 2 2 5

F1S1 F1S2 F1S3 F1S4 F1S5

F2S1 0,7 Inf Inf Inf Inf

F2S2 Inf 0,8 3 4 5

F2S3 Inf 2 0,9 4 5

F2S4 Inf 3 2 2 5

F1S1 F1S2 F1S3 F1S4 F1S5

F2S1 0,7 Inf Inf Inf Inf

F2S2 Inf 0,8 Inf Inf Inf

F2S3 Inf Inf 0,9 4 5

F2S4 Inf Inf 2 2 5

A.

B. C. D.

Figure VI.2 – Scheme of one step of the baseline incremental cross show diarization system.
A: preparation of the pseudo-distance matrix. B: detection of the nearest already seen
speaker and speaker from the new recording. C: modification of matrix to exclude change
of withing-show diarization and selection of the next pair of nearest speakers. D: Stopping
the process when reaching threshold or processing of all matrix.

when considering two systems: a ”Sincnet-diarization system” and a ”Resnet-diarization
system”. The within-show performance of those systems is given in Tables VI.1 as a
reminder.

For each system and task reported in Table VI.1, the proposed baseline approach
described in Section VI.1.1 is applied and results are given in Table VI.2. From this
Table, it is noticeable that the ResNet system strongly over-performs the SincNet system
thanks to the quality of its speaker representations (x-vectors). This is due to the large
quantity of speakers and sessions the ResNet is trained on and to the more performant
architecture of the neural network.

Focusing on the ResNet system, we observe that on the development set, replacing the
ground-truth segmentation by an automatic VAD is beneficial; the DER is 32.02% with
the reference segmentation and 27.31% with the automatic one. This conclusion is counter
intuitive and does not hold on the evaluation set. We have no solid explanation for this
phenomenon and the analysis would require experiments that the context of this work
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Table VI.1 – Performance of the two baseline within-show diarization systems on both
Development (Dev) and Evaluation sets (Eval) when using the reference segmentation
(Ref) or an automatic segmentation (VAD). The performance is given as a weighed aver-
age of within-show Diarization Error Rate (DER). DER is computed for each show and
weighed according to the duration of the shows.

System Segmentation Data Threshold DER
SincNet Ref Dev 47 17.77
SincNet Ref Eval 47 13.38
SincNet VAD Dev 45 19.07
SincNet VAD Eval 45 20.20
ResNet Ref Dev 0.23 14.12
ResNet Ref Eval 0.23 10.63
ResNet VAD Dev 0.21 14.97
ResNet VAD Eval 0.21 16.74

did not allow. However, we make the assumption that our automatic segmentation system
over-segmentates the audio stream and leads the within-show speaker diarization system
to detect too many speakers per file. When using automatic segmentation, the average
duration of speech of one speaker is lower than when using the reference segmentation
which makes the cost of an error during the cross-show speaker-linking lower.
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Table VI.2 – Performance of the baseline cross-show diarization system with two baseline
within-show diarization systems on both Development (Dev) and Evaluation sets (Eval)
when using the reference segmentation (Ref) or an automatic segmentation (VAD). The
performance is given as a weighed average of within-show Diarization Error Rate (DER).
DER is computed for each show and weighed according to the duration of the shows.

System Segmentation Data Threshold for identification DER
Sincnet Ref Dev -56 53,38
Sincnet Ref Eval -56 51,33
Sincnet VAD Dev -59 53,75
Sincnet VAD Eval -59 53,85
Resnet Ref Dev 0.25 32.02
Resnet Ref Eval 0.25 30.43
Resnet VAD Dev 0.3 27.31
Resnet VAD Eval 0.3 31.13

VI.2 The proposed human-assisted cross-show active-
correction process

We’ve previously defined the task of incremental cross-show speaker linking as a clus-
tering task close to open-set speaker identification. Performance of the baseline system
presented in Section VI.1.1 shows that there is a large room for improvement. In the
following sections, we propose to include a human in the loop during the incremental
cross-show speaker linking process in order to improve the quality of the final diarization
hypothesis by making use of an active correction process.

Similarly to the human-assisted within-show speaker diarization, our method only
focuses on speaker-linking (i.e., clustering) and does not modify the segmentation nor the
clustering obtained during the stage of within-show diarization. Subsequently, we decide
to use a similar approach that restrains the interaction between human and system to a
simple binary question.

During an incremental cross-show speaker-linking process, similar to the one described
in VI.1.1, the automatic system selects a couple of speakers: Si, who appeared in the past
and Sα who appears in the current show. The human operator is then asked to listen to
one speech sample from each speaker (Si and Sα) and to answer the question: “Are the
two speech samples spoken by the same speaker? “

The human-assisted cross-show diarization correction process differs from the within-
show as our constraint does not allow to define the question by following a clustering tree.
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In the cross-show scenario, we decompose the task into two steps:

1. detection of recurrent speakers, i.e., detect if a given speaker from the current
filer has been observed in the past;

2. human-assisted closed-set identification of speakers detected as seen during
the first step. Speakers who have not been categorized as seen are simply added to
the known-speaker database.

Those two tasks are further discussed in the following sections but one important ques-
tion that rises for those tasks is the type of speaker representation to use. Three possible
approaches are possible. In the first approach, we propose to average all representations
of a same speakers from the different files to store only one representation per speaker. In
this case there may be a problem due to the influence of the acoustic condition informa-
tion in the representations. The representations of a same speaker from different files can
be significantly different, and averaging of such distant vectors can lead to a noisy repre-
sentation and generate errors when further detecting this speaker. To avoid this potential
problem we consider a second approach that consists of storing one representation of each
speaker per recording. In this case, we do not apply averaging of speaker representations
across shows. This approach can lead to a high number of questions due to the higher
number of representations stored in the database and thus to compare. A third approach
consists of storing one representation per speaker for each segment in each file. This so-
lution will significantly increase the number of representations to compare and will lead
to a very high number of questions. As this number of vectors will be too high, we will
compare only the first and second approaches in the remaining of this chapter.

VI.2.1 Detection of recurrent speakers

This step aims at detecting, amongst the speakers from the current show, a sub-
set of those speakers who have been observed in previous shows. To detect the recurrent
speakers we propose to use a pseudo-distance matrix based on the one described in Section
VI.1.1. The information conveyed in this matrix is the pseudo-distance between couples
of speakers, the lower the pseudo-distance, the more likely both speakers are the same.
More precisely, we only focus on the bottom left part of this matrix: the matrix of pseudo-
distances between known-speakers observed in the past - one column per speaker and per
show - and the speakers from the current show - one row per speaker. This matrix is
depicted in the left part of Figure VI.3.
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Figure VI.3 – Schema of recurrent speaker detection method based on the analysis of
pseudo-distance matrix. If the distance between a new speaker and the nearest known
speaker is lower then a threshold, the new speaker is considered potentially recurrent.

A threshold set empirically on a development set is applied on the pseudo-distances.
If a current speaker has no distance below the threshold (see Figure VI.3) this speaker is
labeled as new (never seen in the past). Other speakers are selected for the second phase:
closed-set speaker identification.

The same detection process is depicted on the Figure VI.4. On Figure VI.4.A, speakers
from the current show are represented by the red dots while speakers from the already
processed files are represented by the green and blue dots. The black circles around the
speakers from the current show correspond to threshold. On Figure VI.4.B, each new
speaker (red dot) is linked to its nearest speaker from previous shows (by a black line).
If the distance between the new speaker and its nearest neighbour from previous shows
is lower than the threshold the circle is colored in blue, in case this distance is higher
than the threshold, the circle is colored in red, meaning that this new speaker has never
been seen before. On Figure VI.4.C, the never seen speaker is excluded from the following
processing.

The detection of recurrent speakers can generate two types of errors: a false positive,
when a never seen speaker is considered as recurrent and a false negative, when a recur-
rent speaker is considered as never seen. In our proposed approach, all speakers who are
labeled "never seen" will be added to the known-speaker database without further con-
sideration while speaker labeled "recurrent" will go through the human-assisted closed-set
identification. It is thus important not to miss any recurrent speaker by setting a threshold
high enough. On the other side, setting a threshold too high will increase the work load
of the human operator.

In the remaining of this section, we aim at fine-tuning the threshold to detect never
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A. B. C.

Speakers from currently processed file
Speakers from already processed file 1
Speakers from already processed file 2

Borders of the threshold

Potentially seen speakers Never seen speakers

Figure VI.4 – Description of the recurrent speaker detection method based on the analysis
of pseudo-distance matrix. A: example of the location of speakers from the currently
processed file (red dots) and speakers from the already processed files (green and blue
dots). Black circles around speakers from the currently processed file corresponds to the
borders of the threshold. B: distances from the currently processed file to the nearest
already seen speakers and comparison of this distances with threshold. If the distance is
lower than the threshold its borders is colored in blue, in the other case in red. C: the
never seen speaker is excluded from the following process.

seen speakers. For each configuration of our within-show baseline system, the algorithm
described in section VI.2.1 is applied. Multiple thresholds were tested to select the op-
timal one. Figures VI.5, VI.6, VI.7 and VI.8 display the percentage of speakers that are
misclassified for different thresholds. The color of the bars indicates the part of False
Negative in red (known speakers that are classified as never seen) and False positive in
blue (never seen speakers that are classified as known).

Once more, we observe that the error rates are much lower for the Resnet system that
for the Sincnet systems. While the lowest error rate for Resnet is equal to 17,56% when
using the reference segmentation and 21,75% when using a VAD based segmentation, the
lowest error rate for Sincnet is equal to 32,84% for reference segmentation and 34,09% for
VAD based segmentation.

When targeting the minimum cumulative error rate (the lowest bar on each graph),
we can see that the largest part of errors for this threshold is due to the false positives. In
other words, the main part of errors will lead the system to ask un-necessary questions.
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Figure VI.5 – Error rates of recurrent speaker detection on the DEV part of the ALLIES
dataset with SINCNET within-show baseline and reference segmentation. For each value
of the threshold, the bar plot represents the percentage of false positive and false negative
errors in red and blue respectively.
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Figure VI.6 – Error rates of recurrent speaker detection on the DEV part of the ALLIES
dataset with SINCNET within-show baseline and VAD segmentation. For each value of
the threshold, the bar plot represents the percentage of false positive and false negative
errors in red and blue respectively.

VI.2.2 Identification of recurrent speakers

In a second step, human-assisted closed-set identification is applied for all speakers
labeled as possibly recurrent during the detection of recurrent speakers. For each possibly
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Figure VI.7 – Error rates of recurrent speaker detection on the DEV part of the ALLIES
dataset with RESNET within-show baseline and reference segmentation. For each value
of the threshold, the bar plot represents the percentage of false positive and false negative
errors in red and blue respectively.
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Figure VI.8 – Error rates of recurrent speaker detection on the DEV part if the ALLIES
dataset with RESNET within-show baseline and VAD segmentation. For each value of
the threshold, the bar plot represents the percentage of false positive and false negative
errors in red and blue respectively.

recurrent speaker, x-vectors from all known-speakers are sorted by increasing pseudo-
distance

Note that the x-vectors of both the possibly recurrent speaker and all known-speakers
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that are compared to this speaker might have been computed using a cluster of speech
segments. Thus asking a human operator to compare a couple of speakers requires, just as
for the case of within-show human assisted diarization, to select two speech segments to
listen to (one belongs to the current speaker and one belongs to a known-speaker). Thus,
following the ranking, binary questions are asked to the human operator to compare
two speakers: by listening to their speech segments: ”Has this segment (belonging to a
known-speaker) been generated by the current speaker?" To answer this question and
similarly to the within-show human-assisted process, the human operator is offered two
audio segments to listen to: the longest for each speaker. If the operator answers “Yes“,
the two speakers are linked and the selected known-speaker is not proposed anymore to
link with any other current speaker. If the operator answers “No“, the next x-vector per
order of pseudo-distance is considered. For one current speaker, the process ends either
when linked with a known-speaker or after a number of questions chosen empirically; in
the latest case, the current speaker is added to the known speaker database.

VI.2.2.1 Speaker representations to handle variability

Based on the idea that known-speakers own several x-vectors in each show where
they appear and that variability within and across shows can lead to identification errors,
we perform the following experiment to evaluate the impact of within- and cross-show
variability. Based on the reference segmentation we process all shows in chronological
order. For each recurrent speaker we select the closest x-vector from past shows and
Figure VI.9 shows the percentage of those vectors that really belong to the recurrent
speaker.

Without surprise, the percentage of speakers whose nearest x-vector does indeed be-
long to the same speaker is higher for the Resnet system than for the Sincnet system.
In all cases this metric does not reach one hundred percent which means that the true
occurrence of a recurrent speaker is not always the closest x-vector. As a conclusion, for
cross-show speaker identification, it is necessary to not only consider the nearest x-vector.

To go further, using automatic within show diarizations, for each speaker detected as
recurrent in the current show we represent this speaker by a single x-vector (the average
of all x-vectors computed per segment in this show for this speaker). This x-vector is
then compared to all speakers from past shows. Past show speakers are represented by
one single x-vector (average of all x-vectors extracted for all segment of this speaker in all
previous shows. Speakers from the past are then ranked by increasing pseudo-distance.
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Figure VI.9 – Ratio of the nearest known speakers which is the same as current speaker to
all recurrent speakers. Results presented for the systems with Sincnet and Resnet baselines
and different segmentation (reference and VAD).

In the ideal case, the correct speaker from the past should be ranked first. We observe
on Figure VI.9 that it is not always the case. On Figure VI.10, we show the position the
correct speaker obtains in this ranking in percentage. T

Figure VI.10 shows, for each rank, the percentage of speakers that are the same as the
current one. Ranks from 2 to 10 are depicted separately and further ranks are grouped
as the ratio of speakers is lower. The sum of the all values from this figure and the figure
VI.9 represent the distribution of all recurrent speakers for each system. The percentage
of recurrent speakers decreases from the earliest positions to the latest positions showing
that the majority of recurrent speakers can be found in the earliest positions.

This analysis enables us to determine the number of questions to ask a human oper-
ator depending on the expected performance. It was decided to search the optimal limit
of question per speaker in the diapason ranging from one to seven. Indeed, the first seven
positions contain 89,76% of the recurrent speakers for Resnet system with reference seg-
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Figure VI.10 – Ratio of the known speakers on different ranks which is the same as
current speaker to all recurrent speakers. Results presented for the systems with Sincnet
and Resnet baselines and different segmentation (reference and VAD).

mentation, 85,95% of the recurrent speakers for Resnet system with VAD segmentation
65,11% of the recurrent speakers for Sincnet system with reference segmentation and
63,88% of the recurrent speakers for Sincnet system with VAD segmentation. The selec-
tion of the optimal limit of questions is provided by the experiments on the DEV partition
of the dataset and described in the following subsection.

VI.2.3 Human assisted speaker close-set identification

As mentioned above, the smaller the distance between two x-vectors, the higher the
probability those two representations correspond to the same speaker. Consequently, for
each potentially recurrent speaker it is reasonable to select the nearest speaker. But such
solution can provide errors we want to avoid. At this point we propose to use the possibility
to interact with the human expert (in an active learning setup).

As it is not reasonable to ask the human operator to compare a new speaker to
all already seen speakers from previous shows, the following subsections describes our
proposals in order to minimize the number of questions asked.

VI.2.3.0 - A Questioning the whole list
For each potentially recurrent speaker, we use the pseudo distance matrix described in
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VI.1.2. The speakers seen in previous recordings are sorted per increasing pseudo-distance
to the considered potentially recurrent speaker. Then, the system asks the human expert
to compare the current speaker with the ranked speakers from previous shows, until the
human expert detects the recurrent speaker or answers the limit of questions for this
current speaker. If the system reaches the limit without finding out an occurrence of the
current speaker, this one is considered as never seen. Such solution can lead to miss the
recurrent speakers in case its x-vector from a previous occurrence is ranked to far. On the
other hand it forbids the system to ask a high number of questions, which would be the
case if the current potentially recurrent speaker has been wrongly detected as recurrent
during the first step of our approach.

A. F1S1 F1S2 F1S3 F1S4 F1S5

F2S1 0,7 2 3 4 5

F2S2 2 0,8 3 4 5

F2S3 3 2 0,9 4 5

F1S1 F1S2 F1S3 F1S4 F1S5

F2S2 2 0,8 3 4 5

F1S2 F1S1 F1S3 F1S4 F1S5

F2S2 0,8 2 3 4 5

B.

C.

F1S2 F1S1 F1S3 F1S4 F1S5

F2S2 0,8 2 3 4 5

D.

F1S2 F1S1 F1S3 F1S4 F1S5

F2S2 0,8 2 3 4 5

F1S2 F1S1 F1S3 F1S4 F1S5

F2S2 0,8 2 3 4 5

Figure VI.11 – Schema of the All list processing question selection strategy. A: Preparation
of the pseudo distances between potentially recurrent current speakers. B: processing of
each potentially recurrent speaker one by one. C: for each potentially recurrent speaker
sorting the list of known speakers in order of pseudo distance growth. D: asking the
questions to the human expert about each speaker in the ordered list until reaching
recurrence confirmation or reaching limit of questions.

VI.2.3.0 - B Questioning the closest speaker per file
The second proposed approach is based on the following hypothesis: Speaker representa-
tions are extracted from audio recordings under various acoustic conditions. Despite the
recent improvement of speaker recognition systems, they still exhibit weaknesses against
acoustic or lexical mismatches. Those can lead to high pseudo-distances between two x-
vectors extracted for a same unique speaker. On the contrary, different speakers recorded
under similar acoustic conditions or pronouncing similar lexical contents might obtain
very low pseudo-distances.

In this section, we assume that a speaker might obtain low pseudo-distances when
recorded under different acoustic conditions, i.e., during different shows, but that other
speakers recorded under the same acoustic condition, i.e., in the same show, will obtain
even lower pseudo-distances. In other words, when comparing a current speaker with
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speakers from previous shows, for each past show, if the current speaker appeared in it,
then it should be the closest from all speakers from this show.

Instead of asking questions about all speakers in the ordered list we propose to ask
question only about one speaker per previously processed show. In other words, when we
obtain the negative response of the human (compared speakers are different) we delete
from the list all speakers who appeared in the same show. This modification aims at
reducing the number of questions asked to the human operator. The analysis of the pro-
posed hypothesis and results of the application of this strategy described in the following
section.

Figure VI.12 – Schema of the Nearest speaker per file processing question selection strat-
egy. A: Preparation of the pseudo distances between potentially recurrent current speakers.
B: processing of each potentially recurrent speaker one by one (here only the example of
speaker F3S1). C: for each potentially recurrent speaker sorting the list of known speakers
in order of pseudo distance growth. D: asking the questions to the human expert about
only nearest speaker in each file until reaching recurrence confirmation or reaching limit
of questions.

VI.3 Results and analysis

This section presents the performance of our different human assisted cross-show di-
arization strategies applied with the Sincnet and Resnet systems using both refence and
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VAD segmentations. A first series of experiments has been performed on the Dev partition
of the ALLIES corpus and in order to select the optimal strategies and meta-parameters
of the system while a second series of experiments performed on the Test partition of the
ALLIES corpus provides the final performance of the systems.

VI.3.1 Systems performance analysis

Figures VI.13, VI.14, VI.15, VI.16 present the performance of human assisted cross-
show diarization strategies for the two systems: SincNet and ResNet using both the ref-
erence segmentation and the automatic VAD respectively.

For each system, the DER obtained with our cross show incremental baseline is shown
as a red line for reference. For each configuration (system and segmentation) we apply the
different strategies for speaker representation (Averaging and No averaging) and human
assisted speaker close-set identification questioning (described in Section VI.2.3).

The results of the different strategies are illustrated with different colors. For each
strategy, we vary the maximum number of questions asked to the human operator from 1
to 7 and present the DER (bright part of the bar) as well as the penalization introduced
in SectionIV.3.3 (dark part of the bar). The sum of the two parts corresponds to the DER
penalized.

As a first conclusion, we confirm that in all cases, increasing the maximum number of
questions per show reduces the final DER while increasing the amount of penalization.
This results shows that our system is able to ask useful questions to the user and that
increasing the maximum number of question really leads to asking more questions to
the user. This results is a confirmation of our analysis provided in Section VI.2.1 that
recurrent speaker are not ranked first when performing cross-show speaker-linking.

For all configurations, we also notice that the optimal maximum number of questions
per show, in terms of penalized DER, is lower than 7 as we observe a minimum within
this range before the penalized DER increases. Based on this observation, for each con-
figuration (system and strategy), we are able to determine the optimal maximum number
of questions per show to use on the Test partition of the ALLIES corpus later.

Comparing the representations of speaker we observe that the "No averaging" strategy
outperforms the "Averaging" strategy for all systems and strategies. This comes against
the standard approach used for speaker verification that consists of averaging x-vectors
obtained on short segments in order to increase the robustness of the representation
and is probably due to the fact that some pairs of short segments might exhibit a high
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Averaging All list processing
Averaging Nearest speaker per file processing
No averaging All list processing
No averaging Nearest speaker per file processing

Baseline

Figure VI.13 – Performance of different human assisted cross-show diarization strategies
on the Dev partition of the ALLIES dataset with Sincnet using the reference segmentation.
Each group of columns represents one strategy combining a type of speaker representation
(with averaging and without) and a method of question selection (All list and Nearest
speaker per file). For each group, the maximum number of questions asked to the user
varies from 1 to 7 per show. The light part of the bar corresponds to the final DER while
the dark part of the bar corresponds to the penalization. The sum of those two (complete
bar) corresponds to the penalized DER.

similarity due to similar lexical contents or acoustic conditions. A deeper analysis of the
pairs provided to the human operator might help improving the human assisted process
further.

The difference between results obtained for the All list processing and Nearest speaker
per file processing strategies is not significant enough to conclude on the superiority of
one of those strategies. Nearest speaker per file processing strategy shows best results for
the SincNet baseline using an automatic Vad segmentation while in other cases all list
processing strategies outperforms it but with minor differences in any case.
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Averaging All list processing
Averaging Nearest speaker per file processing
No averaging All list processing
No averaging Nearest speaker per file processing

Baseline

Figure VI.14 – Performance of different human assisted cross-show diarization strategies
on the Dev partition of the ALLIES dataset with Sincnet using an automatic VAD seg-
mentation. Each group of columns represents one strategy combining a type of speaker
representation (with averaging and without) and a method of question selection (All list
and Nearest speaker per file). For each group, the maximum number of questions asked
to the user varies from 1 to 7 per show. The light part of the bar corresponds to the final
DER while the dark part of the bar corresponds to the penalization. The sum of those
two (complete bar) corresponds to the penalized DER.

Based on those results, we set the optimal strategies and parameters for each case and
perform the same experiment on the Eval partition of the ALLIES dataset. Results of
this experiments are given in the table VI.3.

We observe in Table VI.3 that in all cases both DER and penalized DER metrics
reduce when involving the human in the loop. The largest improvement is achieved for
the ResNet system using the reference segmentation. This shows the important role of
the segmentation and further work is necessary to enable human assisted correction of
the segmentation that is a very tedious and expensibe task.
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Averaging All list processing
Averaging Nearest speaker per file processing
No averaging All list processing
No averaging Nearest speaker per file processing

Baseline

Figure VI.15 – Performance of different human assisted cross-show diarization strategies
on the Dev partition of the ALLIES dataset with Resnet using the reference segmentation.
Each group of columns represents one strategy combining a type of speaker representation
(with averaging and without) and a method of question selection (All list and Nearest
speaker per file). For each group, the maximum number of questions asked to the user
varies from 1 to 7 per show. The light part of the bar corresponds to the final DER while
the dark part of the bar corresponds to the penalization. The sum of those two (complete
bar) corresponds to the penalized DER.

VI.3.2 Conclusions

In this chapter, we’ve proposed a cross-show active correction system. We have pro-
posed and tested various strategies and identified the most effective ones. The proposed
solutions demonstrate significant improvement in terms of DER compared to our baseline
system when applied on top of both Sincnet and Resnet systems.
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Averaging All list processing
Averaging Nearest speaker per file processing
No averaging All list processing
No averaging Nearest speaker per file processing

Baseline

Figure VI.16 – Performance of different human assisted cross-show diarization strategies
on the Dev partition of the ALLIES dataset with Resnet using an automatic VAD seg-
mentation. Each group of columns represents one strategy combining a type of speaker
representation (with averaging and without) and a method of question selection (All list
and Nearest speaker per file). For each group, the maximum number of questions asked
to the user varies from 1 to 7 per show. The light part of the bar corresponds to the final
DER while the dark part of the bar corresponds to the penalization. The sum of those
two (complete bar) corresponds to the penalized DER.
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Table VI.3 – Performance of the human assisted cross-show diarization systems on the
Eval partition of the ALLIES corpus.

System SincNet ResNet
Segmentation Ref VAD Ref VAD
Speaker representation No-averaging
Ranked speakers ALL Nearest per file All
Limit of questions per new speaker 3 2 4 2
Baseline DER 51.33 53,85 30.43 31.13
DER 33.78 37.74 20.30 23,88
Number of questions 6060 5024 3886 3161
DER penalized 43.98 46.20 26.84 29.20
Relative improvement of DER 34.19 29.92% 33.29% 23.29%
Relative improvement of DER pen 14.31 % 14,21% 11,79% 6,19%
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Conclusion
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This research took part in the wider context of the European Chist-ERA project
ALLIES that aims at designing an autonomous speaker diarization system able to adapt
and evaluate itself. Our goal in the project was to apply the concept of human assisted
lifelong learning to the speaker diarization task, also known as speaker segmentation and
clustering. More specifically, our work was to design an efficient way of interaction between
the automatic diarization system and a human domain expert in order to improve the
quality of diarization generated by an automatic system while limiting the work load for
the human domain expert.

Contributions

A definition of human assisted lifelong learning speaker diarization

In this manuscript, we propose our point of view on the definition of the lifelong
learning intelligent systems. Our view is focused on optimizing the model to the future
incoming data and on minimizing the forgetting effect, when the new versions of the model
performs worse than previous versions on previous data. Also, we propose a nomenclature
of different types of interactions between the intelligent system and the human expert.

Material to promote the development of the task

We have developed a dataset designed for evaluation of the lifelong learning diarization
systems. The proposed dataset has a number of properties such as timestamps and high
number of annotated recurrent speakers which allows to process it in the chronological
order and learn new information from changes of voices of recurrent speakers. These
properties makes the proposed dataset unique. It is the only public dataset which can
be used to evaluate lifelong learning diarization task, and it will be used in the ALLIES
evaluation campaign.

Another impact of our work is the metric for evaluation of human-assisted systems.
A proposed metric was developed for the general case, in other words for estimating the
performance on different tasks. It was applied not only for diarization task but also on
the machine translation task (BLEU metric) in the context of the ALLIES project. The
penalisation term estimates the amount of information provided by the human expert
as a portion of the corresponding metric and penalizes the final score to highlight the
generalization effect of the human-assisted system. We also presented some protocols
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according to which it is possible to perform the evaluation of different human-assisted
lifelong learning systems.

Human assisted approaches for within-show and cross-show speaker diariza-
tion

The main contribution of our work lies in the development of the human-assisted
within-show and cross-show diarization methods. For within-show the human-assisted
system is based on the analysis of the dendrogram obtained during the final step of the
hierarchical agglomerative clustering, and then asking questions to human domain experts
in order to improve the clustering. For this task we proposed various strategies to select
the question to ask and to select the segments that should be compared by the domain
expert. Also, we tested different stopping criteria to decide when it is not reasonable to
continue asking questions. For the within-show diarization, we achieved a DER reduction
of up to 18,83% and a penalized DER reduction of up to 9,94% relatively to strong baseline
systems. The results on penalised DER can also be interpreted as correcting almost 10%
of the errors only by generalising from the information obtained from the human domain
expert.

For cross-show diarization, the human-assisted system is based on the the analysis
of the pseudo-distance matrix based on speaker representations. Then obtain information
helps to ask minimal number of questions to human domain experts which allows to detect
the pairs of recurrent speakers. For this task we’ve tested different strategies of speaker
representation and selection of speakers which should be compared to solve the problem
of cross-show variability. Also we tested different limits of questions. For the cross-show
diarization, we achieved an even higher reduction: up to 34.19% relative for DER and
up to 14.31% relative for penalized DER. The results on penalised DER show that we
achieved to correct 14.31% of errors by generalisation of information obtained from the
human domain expert. For both tasks, tests were applied on different baseline systems to
have more details on the performance of the proposed strategies.

Perspectives

These results open a way for further research. One of the perspectives is to combine
the within-show and cross-show strategies. It is possible to use them sequentially, but a
more interesting case is to use them simultaneously and avoid the possibly not necessary
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questions. Such effect can be possibly reached by comparing segments of the current show
between themselves and with the speaker representations from the previous shows at the
same time. In other words, merge the solving of two tasks: within-show and cross-show
diarization in one method.

On import step remaining to solve is the development of a life-long adaptation method
for speaker diarization. We’ve made attempts to create such solution (not reported in this
manuscript), but have been blocked by the low performance of the cross-show diarization
due to the high cross-show variability. We focused on the solution to this problem using
human-assisted cross-show diarization. The results obtained may allow to create the com-
plete lifelong learning pipeline and use the information gathered from the human expert,
not only to improve the current results, but also to adapt the system to perform better
in general. Also it is interesting to adapt the proposed methods for end-to-end neural ap-
proaches, as it may open the way to simpler and more efficient system adaptation process
to new data.

Another perspective is to use the video stream for diarization of TV shows by integrat-
ing the video system within the correction process. Such approach will provide significantly
more information to the system and ease the task for human domain experts.

Another interesting area of research is the study of the interaction process from the
point of view of optimizing the work of human experts, the work with ergonomists to
develop the ergonomic and efficient user interfaces.
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Titre : Corrections assistées par l’humain pour la diarisation incrementale de collection

Mot clés : Apprentisage tout au long de la vie, Apprentisage actif, Diarisation, Diarisation in-

crementale de collection

Résumé : La tâche de diarisation des locuteurs, également appelée segmentation et regroupement en
locuteurs, consiste à déterminer le nombre de locuteurs et le moment où ils parlent dans un document
audio ou un ensemble de documents audio. Cette tâche intéresse de nombreuses entreprises souhaitant
indexer leurs contenus audiovisuels, améliorer l’accessibilité et fournir des annotations pour leur contenu
audio. De plus, la diarisation du locuteur est utilisée comme étape de prétraitement pour de nombreuses
autres tâches de traitement de la parole telles que la reconnaissance de parole, la reconnaissance du
locuteur et des émotions, etc.

Pour être valable, la qualité des annotations des documents audio doit atteindre un niveau suffisant
qui n’est, la plupart du temps, pas encore atteint par les systèmes de diarisation automatiques du locu-
teur à l’état de l’art. Pour atteindre les performances souhaitées, de nombreuses entreprises emploient
des annotateurs humains pour produire des annotations manuelles à partir de zéro ou, afin de réduire
le coût du processus d’annotation, demandent à l’expert du domaine humain de corriger la sortie d’un
système de diarisation automatique. Néanmoins, l’intervention humaine est généralement chronophage
et très coûteuse en raison de la difficulté de la tâche et de l’énorme quantité de données à traiter.

Même lors de la correction d’une annotation automatique existante, le processus manuel est extrê-
mement long, coûteux et fastidieux pour plusieurs raisons. Tout d’abord, l’expert du domaine humain ne
sait pas quelle partie de l’annotation corriger et doit souvent écouter l’intégralité du document audio pour
vérifier l’exactitude des annotations. Ce processus est très sous optimal. La deuxième raison est qu’un
système automatique est susceptible d’effectuer de nombreuses erreurs du même type que l’expert du
domaine humain devra corriger une par une au fil du temps. Cela rend la tâche répétitive et peut-être
très frustrante pour l’annotateur.

Cette recherche a été réalisée dans le cadre du projet européen ChistERA ALLIES, qui vise à je-
ter les bases du développement de systèmes intelligents autonomes maintenant leurs performances
dans le temps. Un tel système non supervisé devrait être capable de se mettre à jour automatique-
ment et d’effectuer une auto-évaluation pour être au courant de l’évolution de sa propre acquisition de
connaissances. Il doit s’adapter à un environnement changeant en suivant un scénario d’apprentissage
donné qui équilibre l’importance de la performance sur les données passées et présentes pour éviter
une régression indésirable. De tels systèmes ne pourraient être développés sans des métriques et des
protocoles adaptés permettant leur évaluation objective et reproductible. Cette évaluation doit évaluer
en continu la performance sur la tâche donnée et quantifier l’effort requis pour l’atteindre en matière
de données non supervisées collectées par le système et d’interaction avec les humains dans le cas
de l’apprentissage actif. Le projet ALLIES vise à développer, évaluer et diffuser ces métriques et pro-
tocoles. Notre objectif dans le projet était d’appliquer le concept d’apprentissage tout au long de la vie
assistée par l’humaine à la tâche de diarisation du locuteur. Plus précisément, notre travail vise à four-
nir un moyen efficace d’interagir entre le système de diarisation et un expert du domaine humain afin
d’améliorer la qualité de la diarisation tout en limitant la quantité d’effort humain nécessaire.

Pour mener à bien la tâche de diarisation des locuteurs d’apprentissage tout au long de la vie, nous
avons dû trouver des solutions à plusieurs problèmes.

Le premier problème auquel nous avons été confrontés est l’absence d’une définition standard de



l’apprentissage tout au long de la vie assistée par l’humain. Dans la littérature, il existe diverses défini-
tions, principalement développées pour le domaine des systèmes de dialogue. Il fallait en proposer une
alternative, qui corresponde mieux au périmètre du projet ALLIES. Une autre question était la diversité
des différents types d’interactions entre les systèmes automatiques et les humains, qui n’avaient pas de
nomenclature commune dans la littérature.

Après avoir fourni ces définitions, nous avons été confrontés à l’absence du matériel nécessaire pour
développer et évaluer des systèmes de diarisation de locuteurs d’apprentissage tout au long de la vie
assistée par l’humain. Il n’y avait pas de corpus, de protocoles ni de mesures pour prendre en compte la
spécificité du processus d’apprentissage tout au long de la vie. Une attention particulière a été accordée
à la métrique d’évaluation car les métriques existantes ne prenaient pas en compte l’interaction avec
l’expert humain ou le processus d’apprentissage tout au long de la vie.

Finalement, l’une des principales questions était le développement du système de diarisation as-
sistée par l’humain elle-même. Un tel système nécessite des méthodes et des stratégies spécifiques
pour interagir avec l’expert du domaine humain qui ne sont pas bien développées, en particulier dans le
domaine de la diarisation du locuteur.

Dans ce manuscrit, nous proposons notre point de vue sur la définition des systèmes intelligents
d’apprentissage tout au long de la vie. Notre point de vue se concentre sur l’optimisation du modèle pour
les futures données entrantes et sur la minimisation de l’effet d’oubli, lorsque les nouvelles versions du
modèle fonctionnent moins bien que les versions précédentes sur les données précédentes. Nous avons
également proposé une nomenclature des différents types d’interactions entre le système intelligent et
l’expert humain.

Nous avons développé un corpus conçu pour l’évaluation des systèmes de diarisation de l’appren-
tissage tout au long de la vie. Le corpus proposé a un certain nombre de propriétés telles que les
horodatages et le nombre élevé de locuteurs récurrents annotés, ce qui permet de le traiter dans l’ordre
chronologique et d’apprendre de nouvelles informations à partir des changements de voix des locuteurs
récurrents. Ces propriétés rendent le corpus proposé unique. Il s’agit du seul corpus public pouvant être
utilisé pour évaluer la tâche de diarisation avec apprentissage tout au long de la vie.

Un autre apport de notre travail est la métrique d’évaluation des systèmes assistés par l’humaine.
Une proposition de métrique a été développée pour le cas général, c’est-à-dire pour estimer la per-
formance sur différentes tâches. Elle a été appliquée non seulement pour la tâche de diarisation mais
aussi sur la tâche de traduction automatique (métrique BLEU) dans le cadre du projet ALLIES. Le terme
de pénalisation estime la quantité d’informations fournies par l’expert humain en dans la même unité
que la métrique correspondante et pénalise le score final pour mettre en évidence l’effet de généra-
lisation du système assisté par l’humain. Nous avons également présenté plusieurs protocoles grâce
auxquels il est possible d’effectuer l’évaluation de différents systèmes d’apprentissage tout au long de
la vie assistés par l’humain.

La principale contribution de nos travaux réside dans le développement des méthodes de diarisation
intra-show et inter-show assistées par l’humain. En intra-show, le système assisté par l’humain est fondé
sur l’analyse du dendrogramme obtenu lors de l’étape finale du regroupement agglomératif hiérarchique,
puis en posant des questions à des experts humain du domaine afin d’améliorer le regroupement.
Pour cette tâche, nous avons proposé diverses stratégies pour sélectionner la question à poser et pour
sélectionner les segments qui devraient être comparés par l’expert du domaine. Aussi, nous avons testé
différents critères d’arrêt pour décider quand il n’est pas raisonnable de continuer à poser des questions.
Pour la diarisation intra-show, nous avons obtenu une réduction du DER allant jusqu’à 18,83% et une
réduction du DER pénalisé jusqu’à 9,94% par rapport aux systèmes de base. Les résultats sur le DER
pénalisé peuvent également être interprétés comme corrigeant près de 10% des erreurs uniquement en
généralisant à partir des informations obtenues auprès de l’expert humain.

Pour la diarisation inter-show, le système assisté par l’humain est basé sur l’analyse de la ma-
trice de pseudo-distance basée sur les représentations du locuteur. Pour cette tâche, nous avons testé
différentes stratégies de représentation et de sélection des locuteurs qui doivent être comparés pour
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résoudre le problème de la variabilité entre les émissions. Nous avons également testé différents cri-
tères d’arrêt pour poser des questions. Pour la diarisation croisée, nous avons obtenu une réduction
encore plus importante : jusqu’à 34,19% relatifs pour les DER et jusqu’à 14,31% relatifs pour les DER
pénalisés. Les résultats sur le DER pénalisé montrent que nous sommes parvenus à corriger 14,31%
d’erreurs par généralisation des informations obtenues auprès de l’expert humain. Pour les deux tâches,
des tests ont été appliqués sur différents systèmes de base pour avoir plus de détails sur la performance
des stratégies proposées.

Ces résultats ouvrent la voie à de nouvelles recherches. Une des perspectives est de combiner
les stratégies intra-show et inter-show. Il est possible de les utiliser séquentiellement, mais il serait
plus intéressant de les utiliser simultanément et d’éviter les questions éventuellement inutiles. Un tel
résultat pourrait être atteint en comparant des segments de l’émission en cours entre eux et avec les
représentations des locuteurs des émissions précédentes. En d’autres termes, fusionnez la résolution
de deux tâches : la diarisation intra-show et inter-show en une seule étape.

L’étape importante restante à résoudre est le développement d’une méthode d’adaptation tout au
long de la vie pour la diarisation du locuteur. Nous avons tenté de créer une telle solution (non rap-
portée dans ce manuscrit), mais nous avons été bloqués par les faibles performances de la diarisation
inter-show en raison de la forte variabilité inter-show. Nous nous sommes concentrés sur la solution à
ce problème en utilisant la diarisation inter-show assistée par l’humain. Les résultats obtenus peuvent
permettre de créer le pipeline complet d’apprentissage tout au long de la vie et d’utiliser les informa-
tions recueillies auprès de l’expert humain, non seulement pour améliorer les résultats actuels, mais
aussi pour adapter le système afin qu’il soit plus performant en général. Il serait également intéressant
d’adapter les méthodes proposées pour des approches neuronales de bout en bout, car cela peut ouvrir
la voie à un processus d’adaptation du système plus simple et plus efficac.

Title: Human assisted correction for speaker diarization of an incremental collection of docu-
ments

Keywords: Lifelong learning, Active learning, Speaker diarization, Diarization of an incremen-

tal collection of documents

Abstract: This research aims at designing an autonomous speaker diarization system able to adapt and
evaluate itself. The goal of this research was to apply the concept of human-assisted lifelong learning
to the speaker diarization task, also known as speaker segmentation and clustering. More specifically,
this work aims at designing an efficient way of interaction between the automatic diarization system and
a human domain expert to improve the quality of diarization generated by an automatic system while
limiting the workload for the human domain expert. This manuscript proposes an alternative point of
view on the definition of the lifelong learning intelligent systems, a dataset designed for evaluation of the
lifelong learning diarization systems and the metric for evaluation of human-assisted systems. The main
contribution of this work lies in the development of the human-assisted within-show and cross-show
diarization methods.
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