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Abstract : The observation of neutrino oscillations has led to questioning the Standard Model of particle
physics, and precisely measuring the neutrino oscillation parameters and answering the question about the
ordering of the neutrino mass states could provide the key to understanding other unsolved puzzles in both
cosmology and particle physics. This is the objective of the Jiangmen Underground Neutrino Observatory
(JUNO), a multi-purpose neutrino experiment expected to start taking data in 2024, which will detect
reactor anti-neutrinos from two nearby nuclear power plants using a central detector containing 20 kton of
liquid scintillator. The emitted photons will be observed by two large arrays of 20-inch (LPMTs) and 3-
inch (SPMTs) photomultiplier tubes, the SPMT system having been designed to serve as a complementary
array of photodetectors to the LPMT system. By mostly operating in a photon-counting mode, it will
help calibrate the energy response of the LPMTs as well as help better understand the systematics of the
system. Located underwater, its readout electronics consists in 128 SPMTs being connected to a single ABC
front-end board hosting 8 16-channels CATIROC ASICs. Precise studies on the performances of this ABC
board are presented in this thesis, including studies on pedestal measurements (0.05 photoelectron pedestal
widths), charge linearity and calibration (0.05% deviation to linear model), time resolution (about 0.25 ns),
crosstalk (below 0.15%), as well as on test-benches combining all the SPMT electronics to date. The boards’
ability to asynchronously auto-trigger on random SPE events with thresholds as low as 1/3 photoelectron
is also demonstrated, and the processing of a PMT signal within the ABC board is studied with precise
parametrizations of certain CATIROC ASIC features such as the trigger time and time walk, the deadtimes
and the charge acceptance. This intricate knowledge of the SPMT electronics was additionally implemented
in the JUNO simulation, and simulated events showed that the impact of the response of the SPMT system
on physical studies involving the charge and time information was negligible before the response of the
PMTs. This work has furthermore led to the qualification of the performances of the 25,600 SPMTs and
of the 220 ABC front-end boards, which will pave the way for the exploitation of the JUNO physics data
starting from 2024.

Résumé : L’observation du phénomène d’oscillation des neutrinos a conduit à la remise en question
du Modèle Standard de la physique des particules. Effectuer une mesure précise de leurs paramètres
d’oscillation, ainsi que répondre à la question de la hiérarchie de leurs états de masse, pourrait bien fournir
des éléments de réponse quant à d’autres énigmes non résolues en cosmologie et en physique des particules.
C’est l’objectif de l’observatoire souterrain de neutrinos de Jiangmen (JUNO), une expérience polyvalente
sur les neutrinos devant commencer à prendre des données en 2024, qui détectera les anti-neutrinos de
réacteurs de deux centrales nucléaires voisines à l’aide d’un détecteur central contenant 20000 tonnes de
scintillateur liquide. Les photons émis seront observés par deux grands réseaux de tubes photomultipli-
cateurs de 20 pouces (LPMTs) et de 3 pouces (SPMTs), le système SPMT ayant été conçu pour servir
de réseau complémentaire au système LPMT. Fonctionnant principalement dans un mode de comptage de
photons, il permettra d’étalonner la réponse en énergie des LPMTs et de mieux comprendre les erreurs
systématiques du système. Entreposée dans de l’eau, son électronique de lecture consiste en 128 SPMTs
connectés à une même carte frontale ABC, hébergeant 8 ASICs CATIROC de 16 voies. Des études précises
menées sur les performances de cette carte ABC sont présentées dans cette thèse, comprenant des études
sur les mesures de piédestaux (largeurs inférieures à 0,05 photoélectron), la linéarité et l’étalonnage en
charge (déviation de 0,05% par rapport à un modèle linéaire), la résolution temporelle (environ 0,25 ns), la
diaphonie (inférieure à 0,15%), ainsi que sur des bancs de tests combinant toute l’électronique du système
SPMT à ce jour. La bonne capacité des cartes ABC à déclencher de manière asynchrone et aléatoire sur
des photoélectrons avec des seuils à 1/3 de photoélectron est également démontrée, et le traitement d’un
signal PM dans la carte ABC est étudié avec le paramétrage précis de certaines caractéristiques des ASICs
CATIROC telles que le temps de déclenchement et le time walk, les temps morts et l’acceptance en charge.
Cette connaissance approfondie de l’électronique SPMT a également été implémentée dans la simulation
JUNO et les événements simulés ont montré que l’impact de la réponse du système SPMT sur des études
physiques impliquant les informations de charge et de temps est négligeable devant la réponse des PMs. Ces
travaux ont en outre abouti à la qualification des performances des 25600 SPMTs et des 220 cartes frontales
ABC, ce qui ouvre la voie à l’exploitation des données de physique de JUNO à partir de 2024.
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Introduction

Of all the particles described in the current Standard Model of particle physics, the neutrino
is the least well-known. In 1907, when the first measured beta decay revealed a continuity in
the energetic distribution of electrons, it led physicists to question the otherwise fundamental
principle of energy conservation. In 1930, W. Pauli “invented” the neutrino in order to preserve
this fundamental principle of physics, which was followed by E. Fermi establishing the theoretical
framework of radioactivity in 1934 by including this new particle. It was only two decades later, in
1956, that the first detection of a neutrino was made possible by the experiment of C. Cowan and
F. Reines in Savannah-River. A series of discoveries then followed, notably proving the existence of
three neutrino flavors (e, �, � ) and demonstrating their property of oscillation from one flavor state
to another. Neutrino physics is still currently one of the main fields of particle physics research.

The Standard Model of particle physics, a robust theoretical model developed in the second half
of the twentieth century and repeatedly validated by many different experiments, describes the
neutrino as a decaying lepton with three flavor states (�e, �� and �� ), electrically neutral and
interacting only by weak interaction. The observation of neutrino oscillations has led to questioning
this model, with the revelation of the non-null mass of neutrinos. An extension to the Standard
Model is therefore necessary to understand the origin of this mass. Determining the nature of
the neutrinos, Dirac (� 6= �) or Majorana (� = �), could lead to insight into the mass generation
mechanisms of the neutrinos and the associated new physics. To date, neutrino oscillations are
the only established evidence for the existence of new physical states that have been found in
laboratories. The recent years have seen immense progress in the determination of the neutrino
mixing angles and mass splittings. There are several important remaining questions about the
properties of neutrinos, including the absolute mass scale, the nature of their mass term (Dirac
vs Majorana) and the presence of CP-violation in the lepton sector. The ultimate goal, however,
remains to unveil the mechanism of neutrino mass generation, and to identify the new physical
states that are involved in it. These could provide the key to understanding other unsolved puzzles
in both cosmology and particle physics. Investigating these two topics (mass and nature) can have
important consequences on both on the intrinsic understanding of the fundamental properties
of the neutrino as well as on a much larger scale, potentially explaining the matter-antimatter
asymmetry of the universe during leptogenesis.

Precisely measuring the neutrino oscillation parameters and answering the question about the
ordering of the neutrino mass states is the objective of the Jiangmen Underground Neutrino
Observatory (JUNO) experiment, a multi-purpose reactor neutrino experiment formed in 2013. It
will be located in Jiangmen, China, at a baseline of 53 km from the Taishan and Yangjiang reactor
complexes (26.6 GWth total thermal power), and made up of a spherical 20 kton liquid scintillator-
based detector. Reactor antineutrinos will be detected by the �e+p! e++n Inverse Beta Decay
(IBD) reaction, creating a prompt and delayed signal, and about 60 IBD events are planned to
be detected by JUNO, per day, for the duration of its run. Two systems of photodetection have
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been developed to achieve the highest coverage possible of the 35 m diameter spherical detector.
A system of �17500 20-inch PMTs called the Large PMT (LPMT) system will collect about
1350 photoelectrons per MeV of deposited energy and will allow for a 3% energy resolution at
1 MeV, while a second system of �25600 3-inch PMTs, called the Small PMT (SPMT) system,
was designed to serve as a complementary array of photodetectors to the LPMT system. The work
presented in this thesis will focus on the SPMT system of the JUNO experiment, from its many
components and electronics to the impact of its electronic performances on physical measurements.
The manuscript will be structured as follows.

The first chapter delves into the theoretical aspects of neutrino physics, presenting the neutrino
in and outside the framework of the Standard Model, exposing the properties of the neutrino that
still need investigating, discussing the theory behind neutrino oscillations as well as the experi-
mental observations of this phenomenon, giving the current status on the precision measurements
of neutrino oscillation parameters, presenting the future experiments in neutrino physics and their
potential and, finally, discussing JUNO’s approach to identifying the Neutrino Mass Ordering.

The second chapter details the JUNO detector in all its systems, subsystems and components,
for a global view of the experiment, as well as expands on the broader physics program of JUNO.

The third chapter delves into the SPMT system of the JUNO experiment, presenting the moti-
vations for the development of this system, and giving a detailed description of the entire system
from the PMTs to the digitization of the signals, with a focus on the electronics and the technical
developments.

The fourth chapter addresses the precise studies conducted on the performances of the ABC
front-end board, including studies on pedestal measurements, charge linearity and calibration, time
resolution, crosstalk, test-benches combining all the SPMT electronics to date, or the processing
of a PMT signal within the ABC board with precise parametrizations of CATIROC features such
as the trigger time and time walk, the deadtimes and the charge acceptance.

Finally, the fifth chapter addresses the implementation of these parameters in the JUNO simu-
lation as well as the impact of the response of the SPMT system on physical studies involving the
charge and time information of simulated events, by investigating the degradation of charge and
vertex reconstruction methods with the addition of the electronics during event simulations.
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Chapter 1

Neutrino physics and oscillations
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1.1 Neutrino physics

1.1.1 Introduction

Historically, neutrino physics has been closely related to radioactivity. In 1896, Henry Becquerel
accidentally discovered the phenomenon of radioactivity when conducting research on the fluores-
cence of uranium salts. Two years later, Marie Curie confirmed the phenomenon and discovered
two new radioactive chemical elements, Polonium and Radium. From these studies, three types of
radioactivity were identified : alpha, beta and gamma decays, with various measurements carried
out on the alpha and gamma decays showing a discrete energy spectrum. In 1914, J. Chadwick
measured the energy spectrum of the � decay and showed its continuity [1], implying that, con-
trarily to the  and � radiations, the energy of the � particles produced in � decays was not
constant. In the case of a two-body decay, with the electron being the only particle emitted, this
observed continuous spectrum would contradict the conservation of energy, one of the fundamental
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CHAPTER 1. NEUTRINO PHYSICS AND OSCILLATIONS

principles of physics. W. Pauli, in 1930, proposed the existence of a never-before-detected particle
emitted with the electron in order to try to keep this principle as a fundamental of physics, naming
it “neutron” at first. He made the assumption that this particle must have a very low cross section,
a very low mass, have a neutral charge and have a half-integer spin. From this postulate, and
after the discovery of the neutron by Chadwick [2] (baryon composite particle) in 1933, E. Fermi
formalized the theory around � radioactivity and laid the groundwork for the theory of weak
interaction. � decay is thus written as :

A
ZX �!A

Z�1 Y + e� + �e (1.1)

where � is the Pauli neutron, renamed “neutrino” to remove any confusion with the baryon. This
new theory made the reproduction of the measured � emission spectrum possible, at the cost of
raising a substantial challenge in the form of the detection of the neutrino.
In 1934, H. Bethe and R. Peierls [3] computed the cross-section of the neutrino and concluded
that, with such a small cross-section, it would never be detected. It was not until 1956 that
C. Cowan and F. Reines [4] discovered it experimentally through the inverse �+ decay reaction
�e + p �! e+ + n using reactor neutrinos. In this reaction, an antineutrino is captured by a
proton, leading to the emission of a positron and a neutron. The annihilation of the positron with
an electron will provide a prompt signal by detecting the two coincident 511 keV gamma rays.
The neutron, after a short delay of a few tens of microseconds, will be captured (in this case by
Cadmium) and cause the emission of several delayed coincidental gamma rays. The detection of
the positron and of these gamma rays allowed C. Cowan and F. Reines to publish their discovery
of the neutrino in 1956, by comparing the data recorded with the reactor ON and OFF.
In 1936, the discovery within cosmic rays of the muon particle [5], a negatively charged fermion
heavier than the electron and with similar properties, suggests the existence of a second family
of neutrinos. In 1961, Lederman, Schwartz and Steinberger confirmed the existence of the muon
neutrino [6]. Tau, the third particle of the lepton family, was discovered in 1975 at the Stanford
Linear Accelerator Center (SLAC). As expected, a new neutrino is subsequently discovered, the tau
neutrino, observed in 2000 in the Direct Observation of the NeUtrino Tau (DONUT) experiment
[7]. The precise measurement of the width of the decay peak of the Z0 boson, carried out in the
former LEP collider at CERN, allowed for the confirmation of the existence of three families of
neutrinos, as the experimental data lined up with the theoretical predictions for three families of
neutrinos. This measurement, performed with ALEPH, DELPHI, L3 and OPAL [8], is illustrated
in Figure 1.1, and gave a number of neutrinos N� = 2:92 � 0:05 in 2010. In 2018, this number
was estimated at N� = 2:9840 � 0:0082 [9].

1.1.2 The neutrino in the Standard Model of particle physics

Developed in the 1970s, the Standard Model of particle physics is a theoretical formalism seeking
to describe the elementary constituents and fundamental interactions of the Universe. It is based
on group theory and gauge symmetry. In this model, matter is made up of fermions and the
interactions are conveyed by gauge bosons. The symmetry group SU(3)C�SU(2)L�U(1)Y describes
the strong, weak and electromagnetic interactions.

Fermions

Fermions are half-integer spin particles obeying the Fermi-Dirac statistics and the Pauli exclusion
principle, and are the elementary constituents of matter. There are 12 fermions, divided into two
categories detailed in Table 1.1 :
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Figure 1.1: Comparison of the measured Z0 width with the ALEPH, DELPHI, L3 and OPAL
experiments and of the theoretical predictions for 2, 3 and 4 families of light neutrinos.

- Quarks : 6 quarks, sensitive to the four fundamental interactions. They have a fractional
electric charge worth either +2

3 or �1
3 and exist only in pairs or trios. An anti-quark/quark pair

forms a meson, while three associated quarks form a baryon. All mesons and baryons form the
hadron family.

- Leptons : 6 leptons, sensitive to the weak interaction and to the electromagnetic interaction
for the charged leptons. Three are electrically charged (e; �; � ) and have a charge of -1, while three
are electrically neutral (�e; ��; �� ).
Fermions are classified into three generations defined by an increasing mass towards the higher
generations. The first generation is the lightest and constitutes the stable matter of the Universe.
The second and third generation are unstable and tend to disintegrate towards the lower genera-
tions. Each fermion has a corresponding antiparticle obtained by charge conjugation and parity
symmetry (CP). Antiparticles are of equal mass and spin, but of opposite electric charge, flavor,
lepton or baryon number.

Generation Leptons Quarks
Name Mass [MeV=c2] Charge Name Mass [MeV=c2] Charge

1st
e� 0.511 -1 up 2.2 +2=3
�e < 1:1� 10�6 0 down 4.7 �1=3

2nd
� 105.7 -1 charm 1.275 +2=3
�� < 0:19 0 strange 95 �1=3

3rd
� 1777 -1 top 173 +2=3
�� < 18:2 0 bottom 4.18 �1=3

Table 1.1: Fermion properties. [10]
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Fundamental interactions and bosons

Bosons are particles of integer spin obeying the Bose-Einstein statistics. Not being subject to
Pauli’s exclusion principle, several bosons can simultaneously occupy the same quantum state.
Each boson is the mediator of one of the four fundamental interactions :

- The strong interaction: Based on the SU (3) group, it is an attractive force which only
acts on quarks and allows the formation and cohesion of hadrons. It is conveyed by the exchange
of 8 gluons coupling to the color charge of the quarks (red, green and blue). The gluon has a null
mass and carries a color charge. The range of this interaction is of the order of 10�15 m.

- The weak interaction: Based on the SU (2) group, this is the interaction responsible for
the change in flavor of quarks and leptons and thus for � radioactivity. This interaction applies to
all particles. It is carried by the W� bosons (80.4 GeV) for the weak interaction involving charged
currents, and by the Z0 boson (91.2 GeV) for the weak interaction by neutral current. Due to the
high mass of the W� and Z0 bosons, the range of this interaction is of the order of 10�17 m.

- The electromagnetic interaction: Based on the U (1) group, it can be attractive or
repulsive and applies to charged particles. Its mediator is the photon, which is electrically neutral
and has a null mass. The range of this interaction is infinite.

- The gravitational interaction: This is an attractive force of extremely low intensity at
the particle scale compared to the other three interactions. Gravitation is described by general
relativity, but no quantum description is present in the Standard Model. Theories such as string
theory, or loop quantum gravity [11] attempt to describe it on the scale of particle physics.

Electroweak theory and Higgs mechanism

During the 60s, the Glashow-Salam-Weinberg model made it possible to unify the weak interaction
and the electromagnetic interaction in a single interaction: the electroweak interaction [12–14].
This model is built on a local gauge invariant theory in the gauge symmetry group SU(2)

N
U(1),

invariant under weak isospin transformation IW and weak hypercharge Y = 2(Q � IW ), with Q
the electric charge. In this model, the vector bosons of the weak interaction have null masses. This
hypothesis is contradicted by experimentation. In order to explain the mass of the W� and Z0

bosons, the Higgs mechanism was introduced to allow the spontaneous breaking of the electroweak
symmetry. This mechanism consists in introducing a particular scalar field in order to shift the
ground state with an expected mean value of the non-zero vacuum. Globally, this process is at
the origin of the mass of all fermions. In 2012, the Higgs boson (�125 GeV) was discovered at the
LHC [15], thus confirming the Higgs mechanism which had been theorized independently in three
articles in 1964 by Brout and Englert, Hagen Guralnik and Kibble, and Higgs [16–18].

Dirac equation

The Dirac equation describes free particles of spin 1
2 , such as fermions, and is based on the Dirac

quadri-spinor  :

(i��
��m) =0 (1.2)

with m the mass of the particle at rest, �� the quadrivector :

�� =

0BBB@
�
�t
�
�x
�
�y
�
�z

1CCCA
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and � the Dirac matrices defined by :

0 =

 
I 0
0 �I

!
and i =

 
0 �i
��i 0

!
(1.3)

with �1 =

 
0 1
1 0

!
, �2 =

 
0 �i
i 0

!
and �3 =

 
1 0
0 �1

!
Two projectors, PL and PR, allow the extraction of the left and right components of the Dirac
bispinor :

PL =
1

2
(1� 5) and PR =

1

2
(1 + 5) (1.4)

with PL:PR = 0 and 5 =

 
0 I
I 0

!
 can thus be written as  =  L +  R = PL + PR .
A chiral field is then the superposition of left and right helicities, which can be written as in
Equation 1.5, with  �1=2 the left helicity,  +1=2 the right helicity, � a term evolving in (mE ), m the
mass of the particle at rest and E its energy. This equation shows that the helicity and chirality
are equivalent when the mass of the particle is zero.

 L =  �1=2 + �(
m

E
) +1=2 and  R =  +1=2 + �(

m

E
) �1=2 (1.5)

Dirac’s equation (Equation 1.2) admits four solutions, corresponding to four independent states :
two of positive energy and two of negative energy. They are defined by the two possible spin states
(+1/2 and -1/2) and their symmetry by charge conjugation, generating particles (positive energy)
and anti-particles (negative energy).

The neutrino in the Standard Model

In 1956, T.D. Lee and C.N. Yang proposed the non-conservation of parity in weak interaction to
explain the “Theta Tau puzzle” [19]. The following year, this is verified in C.S. Wu’s experiment
[20], based on the angular distribution of the electrons emitted by the � decay of the 60Co. This
parity violation is maximal through the weak interaction and results in only neutrinos of left
helicity (projection of the spin in the direction opposite to the movement) and antineutrinos of
right helicity (projection of the spin in the same direction as motion) being able to interact,
implying that the neutrino has a null mass.
In the minimal Standard Model, the neutrino is therefore a Dirac particle of zero mass, giving only
two solutions to the Dirac equation : the neutrino of left chirality and the antineutrino of right
chirality. The neutrino and the antineutrino are two separate particles and there is no possible
transition between the two. Thus, the lepton number L is conserved, as electrically charged leptons
cannot make a transition due to the conservation of charge.

1.1.3 Physics beyond the Standard Model

The Standard Model, detailed in section 1.1.2, has been demonstrated to be robust and predictive,
as it has anticipated the discovery of particles or the values of experimental measurements. Devi-
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ations from the Standard Model are extremely small and its predicted discoveries such as the Z or
W bosons, the tau neutrino or even the Higgs boson (the last missing part of the Standard Model)
make it a solid model for describing the interactions and fundamental constituents of matter.
However, this model is not perfect, and does not include all observations from physics. It has at
least 25 free parameters, not predicted by the model but measured by experiments, which is often
considered as a degree of freedom that is too high for a “fundamental” model. The Standard Model
is also unable to answer some fundamental question in Physics, such as why there are precisely
three generations of fermions, how to explain the matter-antimatter asymmetry in the Universe,
how to explain the baryogenesis and leptogenesis, how to explain the conservation of the quantum
numbers B, L and B-L, how to explain symmetry violations such as CP violation (which could
explain the matter-antimatter asymmetry), or what the origins and nature of dark matter and
dark energy are.

1.1.3.1 Neutrino mass and Majorana nature of the neutrino

The null mass of neutrinos in the minimal Standard Model results from the maximum parity
violation by the weak interaction. However, as will be described in section 1.2, experiments have
highlighted oscillation phenomena between the flavors of neutrinos, implying a mixture of several
mass states, and therefore a non-zero mass of the neutrinos. To allow for massive neutrinos while
maintaining the parity violation, two mechanisms have been proposed, consisting respectively of
the addition of straight neutrinos and sterile antineutrinos to the Weyl spinor and of the hypothesis
of a Majorana neutrino.

Dirac mass term The Standard Model defines the neutrino by a Weyl spinor including two fields
corresponding to a left chirality neutrino ( L) and a right chirality antineutrino ( R). To allow
for a massive neutrino, it is necessary to reintroduce a field corresponding to a right neutrino ( R)
and a left antineutrino ( L). In order to respect the experimental observations, these neutrinos
must not interact with matter by weak interaction, and are thus considered “sterile”. To allow for
such characteristics, the spinor is defined as :

 L L =  
y
L

0 L =  PL
0PL =  0PRPL = 0 (1.6)

 R R =  0PLPR = 0 (1.7)

The Lagrangian can then be written as :

LDmass =  mD = mD( L +  R)( L +  R) = mD( L R +  R L) (1.8)

where mD is defined as the Dirac mass term. This solution, while simple and minimal in terms of
the modifications brought to the Standard Model, nevertheless has no intrinsic reason for being
favored. It does not contribute any new explanations on the properties of the neutrino or new
predictions.

Majorana mass term This mechanism helps explain the mass of neutrinos and their potential
Majorana nature. A Majorana particle is a particle identical to its own antiparticle [21]. The
neutrino being the only fermion with a neutral charge, it is the only candidate for being a Majorana
particle. This hypothesis was formalized by Ettore Majorana and offers a representation with two
degrees of freedom for the particle:  L and its charge conjugate  L

C�! ( L)
c =  cR. Its right field

is also defined by  R
C�! ( R)

c =  cL and, although it does not interact experimentally, it will
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generate the expression of the mass by straight current.
In this theoretical model, the charge conjugate of the left neutrino is a right antineutrino and the
charge conjugate of the right antineutrino is the left neutrino. In a more general manner, the left
and right fields of Majorana can be written :

 M =  L=R + ( L=R)
c (1.9)

This field is a solution of the Dirac equation and is an eigenstate of the operator C with an
eigenvalue of +1. This field is used to generate two Majorana mass terms:

�LMmassL=R
=  MmL=R 

M (1.10)

= mL=R( L=R + ( L=R)c)( L=R + ( L=R)
c) (1.11)

= mL=R(( L=R)c L=R +  L=R( L=R)
c) (1.12)

= mL=R( L=R)c L=R + hc (1.13)

where hc is the Hermitian conjugate. Unlike the Dirac mass term mD, the Majorana mass terms
mL=R are no longer invariant under the U (1) gauge symmetry, which implies that the lepton
number is no longer preserved.

Majorana-Dirac general mass term Knowing that the neutrino can be a Dirac particle, that
the right neutrino and the left antineutrino can exist without interacting, and that the Majorana
fields are also a possible solution of the Dirac equations, none of the previously presented mass
terms can be definitely excluded from the Lagrangian. A more general mass term corresponding
to the sum of the various terms in the Lagrangian therefore needs to defined. It can be written
as :

� LD+M
mass = mD R L +

1

2
(mL 

c
L L +mR 

c
R R) + hc (1.14)

where 1
2 is a normalization factor taking into account the fact that  cL and  L are not independent.

The general mass term can be rearranged as :

� LD+M
mass =

1

2
	L

 
mL mD

mD mR

!
	R + hc (1.15)

with 	L =

 
 L
 cL

!
and 	R =

 
 R
 cR

!
.

The eigenvalues of the Dirac and Majorana masses matrix allow for the determination of two mass
states m� and m+ :

m� =
1

2
(mL +mR �

q
(mL �mR)2 + 4m2

D) (1.16)

mL=R = 0 results in a pure Dirac particle, with m� = mD. By analogy, mD = 0 results in a
pure Majorana particle, with m� = mL=R.

See-Saw mechanism Although a pure Majorana particle can, like a pure Dirac neutrino, give
a particle of non-zero mass violating parity (with m+ 6= 0 and m� = 0), such a solution is not
particularly favored, and does not make it possible to explain the mass scale of the neutrino
with respect to the other fundamental particles (�6 orders of magnitude separate the mass of the
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electron neutrino from the electron). The See-Saw mechanism was theorized and implemented in
order to explain this observation in a more natural way. It is based on two assumptions, the first
being that the experiment does not allow us to demonstrate the right neutrino interaction because
mR is very large compared to mL and mD, and the second being that there is no left field (the
Standard Model does not allow it), which implies mL = 0. These postulates give a neutrino mass
ordering mR � mD � mL, resulting in new values and mass eigenstates from Equation 1.16 [22] :

m+ � mR and m� =
m2

D

mR
(1.17)

This entails associated eigenstates :

	+ = ( R +  cR) +
mD

mR
( L +  cL) (1.18)

	� = ( L +  cL)�
mD

mR
( R +  cR) (1.19)

This yields a neutrino defined by the field 	+ mainly composed of a state of right chirality and
having a very high mass (rare interaction), and a neutrino defined by the field 	� mainly composed
of a state of left chirality and having a very low mass. The mass of the light neutrino is especially
small when the mass of the heavy neutrino is especially large, since m� / 1

m+
. Hence the name

of the See-Saw mechanism.
This mechanism makes it possible to obtain a very low mass of the neutrino while keeping a
reasonable Dirac mass (on the scale of the other fermions), because this one is counterbalanced
by the high mass of the right neutrino. If the right neutrino has a high mass of the order of
1015 GeV, this makes it possible to provide an elegant solution to the asymmetry between matter
and antimatter in the appearance of Majorana neutrinos during leptogenesis [23].

1.1.3.2 Probing the nature of the neutrino with double beta decays

Double beta decay with emission of neutrinos is a weak second order decay process corresponding
to a simple double beta decay in the same nucleus. When there is conservation of the lepton
number, the two electrons emitted are accompanied by the emission of two antineutrinos. This is
the double beta decay with neutrino emission, 2���, and is allowed in the Standard Model. The
half-life of 2��� ranges from 1018 to 1022 years and even today is one of the rarest decay processes
observed experimentally (the rarest decay process having been observed experimentally being the
2�ECEC two-neutrino double electron capture in 124Xe with XENON1T at 1.8�1022 years [24]).
When considering that the conservation of the lepton number can be violated, the scenario of
a double beta decay without neutrino emission, 0���, becomes possible. In this case, the two
electrons are emitted alone, without any neutrinos. The observation of the 0��� would make it
possible to remove the ambiguity on the nature of the neutrino (Majorana or Dirac) as well as to
determine the effective mass scale of the Majorana neutrino. Neutrino emission-free double beta
decay is another measurement technique for accessing the absolute mass of neutrinos, as this decay
can only exist if the neutrino is massive and of Majorana.

Double beta decay with neutrino emission (2���) In 1935, Goeppert-Mayer [25] first for-
mulates double beta decay as a second order process. This was observed indirectly by Till Kirsten
and Oliver Schaeffer in 1968 thanks to isotopic measurements of Xenon contained in meteorites
[26]. In 1987, Michael Moe, using a drift chamber (TPC: Time Projection Chamber), directly
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demonstrates the 2��� decay of the 82Se. This decay involves the transformation of two neutrons
into two protons with emission of two electrons and two electronic antineutrinos (Figure 1.2) :

A
ZX �!A

Z+2 Y + 2e� + 2�e (1.20)

Neutrinos weakly interact with matter. Thus, only the two electrons are detected, giving a contin-
uous energy spectrum with a maximum at the transition energy Q��. This is illustrated in green
in Figure 1.3b. This decay is only allowed in nuclei with a pair-pair configuration, for which a
simple beta decay is energetically impossible or very strongly suppressed by a too great difference
in angular momentum (notably in the case of 48Ca).

Figure 1.2: Feynman diagram for two neutrinos double beta decay processes.

The half-life of 2��� is written as :

(T 2�
1=2)

�1 = G2�(Q��; Z)

�����M2�

me

�����
2

(1.21)

with G2�(Q��; Z) the four-particle phase space factor, M2� the nuclear matrix element for the
2��� process, and me the mass of the electron.
The study of the 2��� process is very important. Electrons with energies close to Q�� not only
constitute an irreducible background noise for the 0��� process, detailed in the following section,
studying the 2��� decay also helps improve the constraints on the computations of the nuclear
matrix elements used for the 0��� decay.

Neutrinoless double beta decay (0���) The 0��� decay process was introduced by W.H.
Furry in 1939 as an application of Majorana’s theory published in 1937. This decay process
produces two electrons and no neutrinos, as illustrated in Figure 1.3a.

A
ZX �!A

Z+2 Y + 2e� (1.22)

This process does not conserve the lepton number (�L=2) and it is therefore prohibited within
the Standard Model, with the non-conservation of the lepton number being due to the supposed
Majorana nature of the neutrino.
The 0��� decay is thus considered to be the clearest and most direct physical phenomenon for
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exploring the nature of the neutrino. Theoretically, the energy signature of the two electrons would
be a monoenergetic peak at the energy Q�� of the transition, widened by the energy resolution
of the detector. This is illustrated in red in Figure 1.3b. In the case of a Majorana neutrino, the
energy distribution of the two electrons is the combination of a continuous energy spectrum due
to the 2��� decay and a monoenergetic peak due to the 0��� decay (Figure 1.3b) centered at the
energy Q��.

(a) (b)

Figure 1.3: (a) Feynman diagram for neutrinoless double beta decay processes. (b) Energy spec-
trum of the 2��� decay in green, and of the 0��� in red.

Several mechanisms leading to the 0��� decay are possible, but as demonstrated by Schlechter
and Valle [27], in all cases, the observation of the 0��� implies the presence of a Majorana and a
massive neutrino. The most simple mechanism for describing the 0��� decay, which only involves
processes allowed by the Standard Model (apart from the violation of the lepton number) is the
mass mechanism. The neutrino emitted at the first vertex interacts in the second after a change of
reference (Lorentz transformation) allowing the reversal of helicity required for an interaction by
left current of the vector-axial type (V-A). To allow this change in helicity as well as the violation
of the lepton number, the neutrino must be massive and of a Majorana nature. Since the virtual
neutrino is massive, its propagator introduces a mass term in the transition probability. The half-
life of the process is therefore related to the effective mass of the Majorana neutrino m��, to the
phase space factor G0� and to the nuclear matrix element M0� of the considered isotope :

(T 0�
1=2)

�1 = G0�(Q��; Z)jM0� j2
����m��

me

����2 (1.23)

with the effective mass of the neutrino m�� depending on the mass of each neutrino weighted
by the square of the coefficients of the PMNS mixing matrix containing the Majorana phases
(section 1.2.3, Equation 1.47) :

m�� =
3X
i=1

U2
eimi (1.24)

The errors on the calculation of this matrix element, due to the approximation models used,
dominate the total error on the ratio between the half-life of the decay 0��� and the mass of the
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neutrino. This results in a neutrino mass interval for the measured half-life limit.
The effective mass of the neutrino as a function of the mass of the lightest neutrino is an efficient
representation, as shown in Figure 1.4, in which three different regions can be observed [28]. The
region for whichm3 <m1 <m2 (blue), the region for whichm1 <m2 <m3 (red) and a completely
degenerated region, when the mass of the lightest neutrino is greater than 3� 10�2 eV, in which
one can no longer distinguish the ordering of the neutrino masses (section 1.2.4).

Figure 1.4: Effective mass of the Majorana light neutrinom�� measured with the 0��� process as a
function of the mass of the lightest neutrino. Based on the value ofm��, it is possible to determine
the spectrum corresponding to the correct ordering of the neutrino masses (section 1.2.4). The
current limits on m�� are at � 200 meV, and future experiments will probe the inverse ordering
(m3 < m1 < m2, blue spectrum). [28]

1.2 Neutrino oscillations

1.2.1 Introduction : concept of neutrino oscillations

It was discussed in section 1.1.2 that a neutrino is a flavour eigenstate that is either produced in a
weak interaction with a charged lepton of electron, muon or tau flavour or absorbed to give such a
particle. The flavour state that is generated with an electron/muon/tau is the electron/muon/tau
neutrino. Alongside these different flavour eigenstates (states with definite flavour), the neutrinos
also have several mass eigenstates (states which have definite mass). However, it is possible that
the flavour eigenstates are not identical to these mass eigenstates.
The mass states are labelled as �1, �2 and �3 and have different, but close, masses. Every time an
electron is created in a weak interaction, for example, one of these mass eigenstates is also created,
with different probabilities. Experimentally, the neutrino masses are too small to be resolved. Not
knowing which mass eigenstate was created, the resulting particle at the weak interaction vertex
is considered a coherent superposition of the �i mass states. It is this coherent superposition that
is called the electron neutrino :

j�e >= Ue1j�1 > +Ue2j�2 > +Ue3j�3 > (1.25)

with Uei elements of a unitary mixing matrix.

13



CHAPTER 1. NEUTRINO PHYSICS AND OSCILLATIONS

Considering a neutrino generated at a source and travelling in vacuum towards a detector, this
neutrino will have a definite flavour, but will be produced as a linear combination of states of
definite mass. These mass states will propagate out of the source towards the detector, and if they
have different masses, then the phase between the mass states will change with the distance from
the source (see section 1.2.3). At the detector, the mass states will have different relative phases
than they had at the source, and a different neutrino flavour state could be detected. In the case
of two-flavour neutrino oscillations, we will demonstrate in section 1.2.3 that the probability of
detecting a flavour state �� at the detector while a flavour state �� was emitted at the source is :

P���!�� = sin2(2�)sin2(1:27�m2[eV 2]
L[km]

E[GeV ]
) (1.26)

This equation is called an oscillation probability, and involves several key parameters.

The mixing angle � defines how different the flavour states are from the mass states, with � = 0
implying that the flavour states are identical to the mass states. This means that a �� state
will propagate from the source to a detector as a �� with definite momentum, and never change
flavours. If � = �

4 , the oscillations are said to be maximal, and at some point along the path
between the source and the detector, all of the �� states will have oscillated to �� states.

The mass squared difference �m2 is the difference of the squared masses of each of the mass
states. In the case of two-flavour neutrino oscillations, �m2 = m2

2 �m2
1. For neutrino oscillations

to occur, �m2 needs to be non-zero, and so at least one of the mass states must be non-zero.
This has large implications in physics, as, for oscillations to happen, the neutrino must have a
mass. The masses of the mass states must also be different. Considering the mass states as plane
waves (see section 1.2.3), the masses control the relative phase of the two mass wave functions
(two-flavour oscillations case). If both masses are equal, the mass states will never get out of
phase and, at the detector, the same linear combination of mass states as the one generated at
the source will be measured. No flavour change will have occurred. This also gives an insight into
the limitations of neutrino oscillation experiments : detailed information can be gained on the
difference between the mass values, but the absolute masses of the mass states cannot be probed.

The ratio L=E is the parameter that experiments can control. L is the distance between the
source and the detector, and E is the energy of the neutrino. To investigate a given �m2 value,
an experiment should be built to be maximally sensitive to the oscillation probability. This means
approaching a 1:27�m2 L

E value of �
2 . To this end, and depending on the physics scenario, either

the neutrino beam energy (E) or the baseline (L) can be adjusted, or both. An ideal case would see
L maximized and E minimized, but several experimental constraints must be taken into account.
If the L=E ratio is fixed by nature, then experiments can only probe a certain range of (�m2, �)
combinations, as other choices for the values of these parameters will yield too small an oscillation
probability for observation to be feasible.

In the following sections, we will address the different sources of evidence for neutrino oscilla-
tions that were experimentally collected, as well as delve into the theoretical aspect of neutrino
oscillations.
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1.2.2 Evidence for oscillations

Solar neutrinos

Nuclear reactions in the core of the Sun produce a pure flux of �e of � 6�1010 neutrino.cm�2.s�1,
which is incident on earth with an energy ranging from a hundred keV to �10 MeV. The Standard
Solar Model [29] predicts that most of the flux comes from pp neutrinos with energies below
0.4 MeV. Among the experiments designed to measure this solar neutrino flux, only Gallium
experiments are sensitive to this component, with the Chlorine experiment not being sensitive
under the 7Be line and experiments such as Super-Kamiokande or SNO only being able to view
the 8B and hep neutrinos as they have too high a threshold to see below �5 MeV. The spectrum of
neutrinos obtained by the latest calculations [29] is shown in Figure 1.5, together with uncertainties
in the calculated fluxes and thresholds for neutrino detection by various experiments to date.

Figure 1.5: The Standard Solar Model prediction of the solar neutrino flux. Thresholds for each of
the solar experiments are shown at the top. SuperK and SNO are only sensitive to Boron-8 and hep
neutrinos. The Gallium experiments have the lowest threshold and can observe pp neutrinos. [29]

Historically, Ray Davis’ Homestake experiment, sometimes referred to as the Davis experiment
and, in original literature, called Brookhaven Solar Neutrino Experiment or Brookhaven 37Cl
(Chlorine) Experiment, was the first neutrino experiment designed to look for solar neutrinos.
Davis’ radiochemical measurements with Chlorine were sensitive primarily to 7Be and 8B neutrinos.
It started in 1965, was operated until 2000, and, after several years of running, produced a result
for the average capture rate of solar neutrinos of 2.56 � 0.25 SNU (1 SNU = 10�36 neutrino
interactions per target atom per second). The Standard Solar Models of the time having predicted
that Homestake should have seen about 8.1 � 1.2 SNU, over three times larger than the measured
rate, this discrepancy became known as the Solar Neutrino Problem. Investigating this problem
eventually led to the 2002 Nobel Prize.

The Kamiokande detector [30], with 3000 tons of light water, was operated from 1983 to 1995,
and the Super-Kamiokande [31][32] detector began operation in 1996 with a 22.5 kton light wa-
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ter fiducial volume. In Super-Kamiokande, the main mode of solar neutrino detection was the
elastic scattering channel �e + e� �! �e + e�, with an energy threshold of 5 MeV due to the
design of the detector. Neutrinos with energies lower than 5 MeV which elastically scattered
in the target water would not generate an electron with enough momentum to be seen in the
detector. This reaction is primarily sensitive to electron neutrinos, which have a cross section
about six times larger than mu or tau neutrinos. With the thresholds used, the experiments were
largely sensitive to solar neutrinos from 8B decay, with a negligible contribution from the hep
reaction. For Kamiokande, the flux of solar neutrinos from 8B decay was measured [30] to be
2.8 � 0.19(stat) � 0.33(syst) � 106 cm�2.s�1, clearly less than the solar model prediction [29]
of 5.82(1 � 0.23) � 106 cm�2.s�1. The flux measured by Super-Kamiokande in 2001 [32] was
2.35 � 0.02(stat) � 0.08(syst) � 106 cm�2.s�1, also significantly smaller than the prediction.

The main drawback of both the Chlorine and water experiments was that they were only sensitive
to the relatively rare 8B and pep neutrinos. The Gallium experiments were able to observe part of
the bulk pp neutrino flux, with SAGE [33], which ran with 50 tonnes of Gallium, having observed a
capture rate of 70.8 � 5.0 SNU as opposed to the model prediction of 129 � 9 SNU. Its counterpart,
GALLEX [34], observed a rate of 77.5 � 8 SNU. Both numbers are in excellent agreement with
each other, and yet are much smaller than the predictions of the Standard Solar Model (131 SNU),
by about 40%. This showed that the deficit in observed solar neutrinos was energy dependent.

In all aforementioned experiments, the model was overestimating the solar neutrino capture rate,
with the discrepancy appearing to be energy dependent. From an unbiased point of view, this
can either mean that the theoretical model of the Sun is wrong or that an unknown phenomenon
happens to the neutrinos coming from the Sun before detection. It is however largely believed
that Bahcall’s Standard Solar Model (SSM) [29] describes the Sun well.
In order to show that neutrino flavour oscillations can explain the Solar Neutrino Problem, it
was necessary to be able to observe the solar flux independently of neutrino flavour. All so-
lar experiments detect solar neutrinos through charged current interactions in their detector :
�e + X �! e� + Y . The radiochemical (Clorine, Gallium) experiments used the charged current
interaction to generate unstable ions, whereas the water Cerenkov experiments needed the final
state electron as a tag that a �e had interacted. However, with solar neutrino energies of less than
�30 MeV, and a charged muon mass of 105 MeV (larger charged tau mass still), muon or tau
neutrinos could not interact via the charged current, as there must be enough energy available to
create the charged leptons. All experiments relying on charged current interactions to detect the
neutrino were not able to see the �� or �� part of the flux. What was needed was a way to measure
the total neutrino flux, regardless of flavour, which was finally provided by the SNO detector.

The SNO experiment [35] was primarily designed to search for a clear indication of neutrino
flavor change for solar neutrinos without relying upon solar model calculations. It used a tank of
heavy water as its target, consisting of D2O, with the deuteron (nucleus of a D2O atom) containing
a proton and a neutron rather than just a proton (as in Hydrogen). The deuteron is a very fragile
nucleus, taking only about 2 MeV to be broken apart into a proton and a neutron. Solar neutrinos
have energies up to 30 MeV and so any of the neutrinos �e, �� or �� can break apart a deuteron
in a neutral current interaction, with SNO able to detect the final state neutron. SNO was able
to detect neutrinos via three different, and redundant, interactions.
The Elastic Scattering (ES) channel �+e� �! �+e� was also used in Super–Kamiokande. Electron
neutrinos can interact via both the charged and neutral currents, whereas �� and �� neutrinos
can only interact via the neutral current at these energies due to the final lepton mass threshold.
Elastic scattering probes a combination of the electron, muon and tau neutrino flux given by
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�(�e) + 0:15(�(��) + �(�� )). The Charged Current (CC) channel �e + d �! p + p + e� can only
be initiated by electron neutrinos and therefore only measures �(�e). SNO used this channel to
ensure the observation of the same reduction in �e rate as observed in previous solar neutrino
experiments. The Neutral Current (NC) channel � + d �! n + p + � measured the total flux
�(�e) + �(��) + �(�� ), the experimental challenge being to measure the final state neutron.
Using the measurement of these three independent reaction channels, SNO was able to disentangle
the individual fluxes of neutrinos. Their measurement of the neutrino fluxes was, in units of
10�8cm2.s�1,

�CC = �(�e) = 1:76� 0:01

�ES = �(�e) + 0:15(�(��) + �(�� )) = 2:39� 0:26

�NC = �(�e) + �(��) + �(�� ) = 5:09� 0:63

The total flux of muon and tau neutrinos coming from the Sun, �(��) + �(�� ), is
(3.33 � 0.63) � 10�8 cm�2.s�1, about 3 times larger than the flux of �e. As the Sun only produces
electron neutrinos, these neutrinos must have changed flavour when propagating from the Sun to
the Earth. Furthermore, the SSM predicts a total flux of neutrinos with energies greater than
2 MeV (the deuteron break-up energy) of �SSM = (5:05� 1:01)� 10�8cm�2:s�1, which is in very
good agreement with the NC flux measured by SNO.
The data from SNO [36] is shown in Figure 1.6, together with the best fit to the data of the NC
(8.6 MeV gamma) shape, the CC and ES reactions, and a small background component determined
from independent measurements. Figure 1.6a shows the cosine of the angle between the event
direction and the vector from the Sun at the time the event occurred. The peak at cos� � 1 in
the ES distribution indicates that the events do indeed come from the Sun. Figure 1.6b shows
the kinetic energy distributions for the events, with an effective electron kinetic energy threshold
Teff � 5.5 MeV. The observed total flux of neutrinos (dashed lines) is in excellent agreement with
the flux of neutrinos obtained from solar models.

(a) (b)

Figure 1.6: Distribution of (a) cos �� and (b) kinetic energy for the selected events. The CC and ES
spectra are extracted from the data using an estimator of event isotropy and cos �� distributions
in each energy bin. Also shown are the Monte Carlo predictions for CC, ES, NC and internal and
external-source neutron events, all scaled to the fit results. The dashed lines represent the summed
components. All distributions are for events with an effective electron kinetic energy threshold
Teff � 5.5 MeV and a fiducial volume with radius Rfit � 550 cm. [36]
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Atmospheric neutrinos

Earth’s atmosphere is under a constant flux of cosmic rays composed of very high energy protons
(95%), alpha particles (5%) and heavier nuclei and electrons (< 1%). When the primary cosmic
rays hit nuclei in the atmosphere, they produce secondary particles (hadrons, mainly mesons such
as pions or kaons) in a cascade called a particle shower. Atmospheric neutrinos are produced from
the decay of these hadrons towards the charged leptons until they reach the electron, the lightest
charged lepton. The dominant part of the decay chain is through pions :

�+ �! �+�� �+ �! e+�e�� (1.27)
�� �! ���� �� �! e��e�� (1.28)

though, at higher energies, neutrinos are also produced from kaon decays. The total energy of
such cosmic showers is very high, ranging from hundreds of MeV to several tens of TeV [37], and in
general, the spectrum of the resulting neutrinos peaks at 1 GeV and extends up to a few hundreds
of GeV. At moderate energies, the ratio R = (�� + ��)=(�e + �e) is �2 (computed models of the
entire cascade process predict this ratio to be equal to 2 with a 5% uncertainty).
A detector looking at atmospheric neutrinos can be considered to be positioned on the Earth’s
surface. Flight distances for neutrinos detected in these experiments can thus vary from �15 km
for neutrinos coming down from an interaction above the detector to more than 13000 km for
neutrinos coming from interactions in the atmosphere below the detector on the other side of the
planet. Atmospheric neutrino experiments measure two quantities : the ratio of �� to �e observed
in the flux, and the zenith angle distribution of the neutrinos. To cancel systematic uncertainties,
most experiments report a double ratio

R =
(N�=Ne)DATA
(N�=Ne)SIM

(1.29)

where N� and Ne are respectively the number of �� (muon-like) and �e (electron-like) events which
interacted in the detector. The ratio of N�=Ne is measured both in the data and in a computational
model of the experiment, which includes all known physics of atmospheric neutrino production,
neutrino propagation and detector response. If the observed flavour composition agrees with
expectation, R = 1.
Different R values from a number of experiments are shown in Table 1.2. With the exception of
Frejus, all measurements of R are significantly less than 1, indicating that either there were fewer
�� in the data than in the prediction, or there were more �e, or both. This became known as the
Atmospheric Neutrino Anomaly.

Experiment Type of experiment R
Super-Kamiokande Water Cherenkov 0.675 � 0.085

Soudan 2 Iron Tracking Calorimeter 0.69 � 0.13
IMB Water Cherenkov 0.54 � 0.12

Kamiokande Water Cherenkov 0.60 � 0.07
Frejus Iron Tracking Calorimeter 1.0 � 0.15

Table 1.2: Measurements of the double ratio R for various atmospheric neutrino experiments.

In addition to low values of R, Super-Kamiokande, the most influential water Cherenkov detector
in the Atmospheric Neutrino Anomaly, was able to measure the direction of the incoming neutri-
nos. Neutrinos are produced everywhere in the atmosphere and can reach the detector from all
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directions. As such, the flux of neutrinos is expected to be isotropic. While the electron-like data
of Super-Kamiokande agreed reasonably well with this expectation, the muon-like data deviated
significantly. At low energies, about half of the expected �� were missing over the full range of
zenith angles. At high energies, the number of �� coming down from above the detector seemed to
agree with expectation, but half of the same �� coming up from below the detector were missing.
As previously mentioned, neutrinos arriving at the Super-Kamiokande detector at different zenith
angles have travelled anywhere from 15 km (for neutrinos coming straight down) to 13000 km (for
neutrinos coming straight up). Considering neutrino oscillations (and the oscillation probability
in Equation 1.26), then for �m2 �10�3 eV2 and neutrino energies of about 10 GeV, the oscillation
probability for neutrinos coming down on the Super-Kamiokande detector (L � 15 km) will
be close to 0. On the other hand, for neutrinos coming up (L � 13000 km), the oscillation
probability will be roughly 1

2sin
2(2�) (where the factor of 0.5 comes from averaging the kinematic

factor sin2(1.27�m2L/E) over many oscillation periods). These oscillation probabilities explain
the deficit in �� coming up from below the detector observed by Super-Kamiokande and other
atmospheric neutrino experiments. The reduced flux of �� neutrinos coupled to the expected flux
of �e neutrinos also indicates that the dominant oscillation mode for the atmospheric neutrinos is
�� �! �� .

1.2.3 Theory of neutrino oscillations

As introduced in section 1.2.1, neutrinos are produced in weak interactions in weak flavour eigen-
states of definite lepton number (j�e >, j�� > or j�� >). These flavour eigenstates are not the
energy (mass) eigenstates. Each flavour eigenstate, created at the weak interaction vertex, is a
coherent superposition of the energy (mass) states, and both sets of states are related to each other
by a unitary matrix.

Two flavour neutrino oscillation theory

In the two-flavour case, the energy (mass) eigenstates of the Hamiltonian are j�1 > and j�2 >,
with eigenvalues m1 and m2 for neutrinos at rest. The unitary mixing matrix can be written as :

U =

 
U�1 U�2
U�1 U�2

!
(1.30)

As such, we can write the flavour state j�� > as the linear combination of the mass states j�k > :

j�� >=
X
k=1;2

U�kj�k > (1.31)

In the case of a neutrino beam containing a flavour state j��(0; 0) >, which describes a neutrino
generated with a definite flavour � at space-time point (x,t) = (0,0), and aimed along the x-axis
towards a detector, the mass states j�k >k=1;2 will propagate according to the time-dependent
Schrödinger equation with no potential, the solution of which is a plane wave :

j�k(x; t) >= e�i(Ekt�pkx)j�k(0; 0) >= e�i�k j�k(0; 0) > (1.32)

where the energy Ek is the eigenvalue of the propagating neutrino mass state j�k >, pk = (E;p)
is the 4-momentum of j�k > and x = (t;x) is the 4-space vector.
At any given space-time point (x,t), the generated flavour state j�� > will be :
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j��(x; t) >=
X
k=1;2

U�kj�k(x; t) >=
X
k=1;2

U�ke
�i�k j�k(0; 0) > (1.33)

By inverting the mixing matrix U (using its complex conjugate), it is possible to write the generated
mass states as the linear combination of the generated flavour states :

j�k(0; 0) >=
X


U�kj�(0; 0) > (1.34)

By substitution, the flavour state j�� > at the space-time point (x,t) can be written in terms of
the flavour states at the generation point :

j��(x; t) >=
X
k=1;2

U�ke
�i�k

X


U�kj�(0; 0) >=
X


X
k

U�ke
�i�kU�kj�(0; 0) > (1.35)

As such, the transition amplitude for detecting a neutrino of flavour � at a space-time point (x,t),
given that a neutrino of flavour � was generated at the space-time point (0,0), is :

A(��(0; 0) �! ��(x; t)) =< ��(x; t)j��(0; 0) >
=
X


X
k

Uke
i�kU��k < �(0; 0)j��(0; 0) >

=
X
k

U�ke
i�kU��k

(1.36)

The last step comes from the orthogonality of the flavour states : < �(0; 0)j��(0; 0) >= ��.
The oscillation probability from the flavour � to the flavour � as the neutrino propagates is the
coherent sum :

P (�� �! ��) = jA(��(0; 0) �! ��(x; t))j2 = j
X
k

U�ke
i�kU��kj2

=
X
k

U�ke
i�kU��k

X
j

U��je
�i�jU�j

=
X
j

X
k

U�kU
�
�kU

�
�jU�je

�i(�j��k)

(1.37)

This oscillation probability formula can be developed and simplified using the values of the unitary
mixing matrix U. In the case of two-flavour neutrino oscillations, the unitary matrix is the 2�2
rotation matrix, with the parameter � known as the mixing angle :

U =

 
cos� sin�
�sin� cos�

!
(1.38)

The sum over 4 elements of Equation 1.37 can be broken down to its components :

(k = 1; j = 1) : U�1U
�
�1U

�
�1U�1e

�i(�1��1) = jU�1j2jU�1j2
(k = 1; j = 2) : U�1U

�
�1U

�
�2U�2e

�i(�2��1)

(k = 2; j = 1) : U�2U
�
�2U

�
�1U�1e

�i(�1��2)

(k = 2; j = 2) : U�2U
�
�2U

�
�2U�2e

�i(�2��2) = jU�2j2jU�2j2
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This gives an oscillation probability from the flavour � to the flavour � :

P (�� �! ��) = (jU�1j2jU�1j2 + jU�2j2jU�2j2) + U�1U
�
�1U�2U

�
�2(e

i(�2��1) + e�i(�2��1))

= (jU�1j2jU�1j2 + jU�2j2jU�2j2) + 2U�1U
�
�1U�2U

�
�2cos(�2 � �1)

= (sin2�cos2� + cos2�sin2�) + 2(cos�)(�sin�)(sin�)(cos�)cos(�2 � �1)

= 2cos2�sin2�(1� cos(�2 � �1))

= sin2(2�)sin2(
�2 � �1

2
)

(1.39)

With �i = Eit� pix (Equation 1.32), the phase difference can be written as :

�2 � �1 = (E2 � E1)t� (p2 � p1)x (1.40)

Assuming that the neutrinos are relativistic, and taking L to be the distance between the neutrino
emission source and the detector :

t = x = L

Ei =
q
p2i +m2

i , pi =
q
E2
i �m2

i = Ei

s
1� m2

i

E2
i

� Ei(1� m2
i

2E2
i

)

Having modelled the mass eigenstates as plane waves, instead of the more complete model of wave
packets, assuming that they are created with the same energy becomes necessary (for some appli-
cations, the plane wave treatment of neutrino oscillations is wrong, but the same analysis assuming
that the mass states were wave packets would yield the same results). With this assumption, and
the expression of pi, the phase difference can be written as :

�2 � �1 = (
m2

2

2E2
� m2

1

2E1
)L =

�m2L

2E�
(1.41)

where �m2 = m2
2 �m2

1 and E� = E1 = E2.
This gives an oscillation probability between the � and � flavours of :

P (�� �! ��) = sin2(2�)sin2(
�m2L

4E�
) (1.42)

which can be re-written to include �m2 in eV2, L in km and E� in GeV :

P (�� �! ��) = sin2(2�)sin2(1:27�m2 L

E�
) (1.43)

A corresponding survival probability, amounting to the probability of measuring a flavour state
j�� > after having generated a j�� > state, can be written as :

P (�� �! ��) = 1� P (�� �! ��) (1.44)

Three flavour neutrino oscillation theory

In the three-flavour case, the mixing matrix can be 3�3, complex, and unitary. It is known as
the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [38][39] and has an equivalent role to the
complex unitary matrix of Cabibbo-Kobayashi-Maskawa [40][41] in the case of quarks.
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It is defined as follows :

U =

264Ue1 Ue2 Ue3
U�1 U�2 U�3
U�1 U�2 U�3

375 (1.45)

=

2641 0 0
0 c23 s23
0 �s23 c23

375
264 c13 0 s13e

�i�

0 1 0
�s13ei� 0 c13

375
264 c12 s12 0
�s12 c12 0
0 0 1

375
264ei�1=2 0 0

0 ei�2=2 0
0 0 1

375 (1.46)

=

264 c12c13 s12c13 s13e
�i�

�s12c23 � c12s23s13ei� c12c23 � s12s23s13ei� s23c13
s12s23 � c12c23s13ei� �c12s23 � s12c23s13ei� c23c13

375
264ei�1=2 0 0

0 ei�2=2 0
0 0 1

375 (1.47)

where cij = cos(�ij) and sij = sin(�ij) (i, j = 1,2,3), � is a non-null Dirac phase term in the case of
a CP symmetry violation (referred to as �CP from here on out and expanded upon in section 1.2.6),
and �i is the Majorana phase associated with the neutrino mass eigenstate �i (i = 1,2). In the
case of the neutrino being a Majorana particle, �i 6= 0. The diagonal matrix including these
phases does not influence neutrino oscillations, but does influence electroweak properties involved
in processes such as neutrinoless double beta decay. The first matrix in Equation 1.46 is called
the “12-sector”, the second matrix is the “13-sector”, and the third is the “23-sector”.
The oscillation probabilities between the flavor states are calculated as in the two-flavour case,
and involve the mixing angles �ij and the squared mass differences �m2

ij (i, j = 1,2,3). Assuming
�CP = 0 and �m2

13 � �m2
23, and after some algebra, they can be written as :

P (�e �! ��) = sin2(2�13)sin
2(�23)sin

2(1:27�m2
23

L

E
) (1.48)

P (�� �! �� ) = cos4(�13)sin
2(2�23)sin

2(1:27�m2
23

L

E
) (1.49)

P (�e �! �� ) = sin2(2�13)cos
2(�23)sin

2(1:27�m2
23

L

E
) (1.50)

for small L
E ratios, typical of atmospheric (mostly �� �! �e;� ) and reactor or accelerator neutrinos

(�� �! �e;� or �e �! ��;� ). For large L
E ratios, typical of solar neutrinos (mostly �e), the oscillation

probability can be written as :

P (�e �! ��;� ) = cos2(�13)sin
2(2�12)sin

2(1:27�m2
12

L

E
) +

1

2
sin2(2�13) (1.51)

For small values of �13, cos2(�13) �! 1 and sin2(�13) �! 0. This reduces the previous equations to :

P (�e �! ��) = 0 (1.52)

P (�� �! �� ) = sin2(2�23)sin
2(1:27�m2

23

L

E
) (1.53)

P (�e �! �� ) = 0 (1.54)

for small L
E ratios, and for large L

E ratios :

P (�e �! ��;� ) = sin2(2�12)sin
2(1:27�m2

12

L

E
) (1.55)

The 23-sector is thus associated with atmospheric neutrinos, and the 12-sector with solar neutrinos.
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It can be seen in Equation 1.53 that the oscillation probability for �� into �� depends on sin2�23.
As such, so does the �� survival probability, which is also symmetrical around �23 = �

4 . To first
order, the �� disappearance (oscillation into other flavors) is thus not sensitive to the octant of
the mixing angle �23, defined as whether �23 lies in the first octant �23 < �

4 or in the second octant
�23 >

�
4 . Best fit solutions of �23 appear in each octant, and determining this octant value is one

of the main focuses of neutrino oscillation experiments.
In the previous oscillation probability computations, �13 was considered small. This assumption
was made with the knowledge that P (�� �! �e) is small for atmospheric neutrinos, which suggests
that �13 is indeed small. In order to determine �13 without having to include the other mixing
angles, for a better precision on the �13 measurement, the survival probability for an electron
neutrino can be written to be :

P (�e �! �e) = 1� cos4(�13)sin2(2�12)sin2(1:27�m2
12

L

E
)

� sin2(2�13)
�
cos2(�12)sin

2(1:27�m2
31

L

E
) + sin2(�12)sin

2(1:27�m2
32

L

E
)

� (1.56)

in which �m2
32 = �m2

31 ��m2
12.

If �13 6= 0, this survival probability depends on a second term, driven by the atmospheric param-
eters (�m2

31, �m2
32 and �13). The impact of this second term on the �e survival probability will

be detailed in section 1.3.4.
Taking �m2

31 � �m2
32, this survival probability can be re-written as :

P (�e �! �e) = 1� cos4(�13)sin2(2�12)sin2(1:27�m2
12

L

E
)� sin2(2�13)sin2(1:27�m2

32

L

E
) (1.57)

The oscillation terms driven by �m2
12 and �m2

31 � �m2
32 can therefore be used to determine �12

and �13, respectively. Close to the source, this probability is only sensitive to the atmospheric-scale
oscillation term (involving �m2

32), and can be reduced to :

P (�e �! �e) � 1� sin2(2�13)sin2(1:27�m2
32

L

E
) (1.58)

which eliminates all the other mixing angles. The precise measurement of this parameter was
performed by reactor neutrino experiments Daya Bay, Double Chooz and RENO, and will be
addressed in section 1.3.4.

1.2.4 Neutrino Mass Ordering

As detailed in sections 1.2.1 and 1.2.3, the neutrino mass states, labelled as �1, �2 and �3, have
different masses, with mass squared differences �m2

ij defined as �m2
ij = m2

j �m2
i (i, j = 1,2,3).

While experimental observations and measurements have concluded that �m2
12 > 0 (which implies

m1 < m2) and �m2
23 >> �m2

12, the sign of �m2
23 is still unknown. As such, two orderings are

possible for the mass states. If m1 < m2 << m3, the ordering is said to be normal (NO), while
if m3 << m1 < m2, the ordering is said to be inverse (IO). The term “Neutrino Mass Ordering”
(NMO) is usually preferred but is sometimes also referred to as “Neutrino Mass Hierarchy”. The
two possible mass orderings for neutrinos are illustrated in Figure 1.7, in which the mass squared
differences are referred to as the “solar” (�m2

12 = �m2
sol) and “atmospheric” (�m2

23 = �m2
atm)

mass squared differences.
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Figure 1.7: The two possible Neutrino Mass Orderings (NMO). Each mass state is additionally
color-coded to represent the relative contribution of each flavour component to that state.

1.2.5 Matter effects

Section 1.2.3 introduced the concept of the neutrino mass eigenstates propagating in vacuum as
plane waves, from their source to a detector. It also introduced the notion that the mass eigenstates
can be better described by wave packets, produced at the same instant at the weak interaction
vertex and arriving at the detector at separate times, depending on their individual velocities.
Neutrino oscillations indeed occur because of a difference in phase between the wave packets of
each of the mass eigenstates, with this phase difference arising from the different velocities of the
wavepackets due to their mass differences.
In matter, however, the phase difference is determined by the total energy of the mass eigenstates,
and if the emitted neutrino is propagating in a potential V , then the total energy of a state is E+V .
The Hamiltonian of the system will thus be modified in matter. If the potential that the neutrino
is propagating through varies for different neutrino flavours, which could occur if neutrino flavours
interact differently in the considered matter, then an additional phase difference can be introduced
through the interaction potential, and the neutrinos will further oscillate through “matter effects”.
As previously stated, the interaction of the neutrino with the environment it is crossing changes
the mass eigenstates, giving them a heavier effective mass. In a vacuum (state considered for
section 1.2.3), the neutrino mass eigenstates j�i > (i = 1,2,3) obey the equation :

E2 � p2 = m2
i (1.59)

In a potential V , they obey :

(E + V )2 � p2 � m2
i + 2EV (1.60)

The effective mass of the neutrino mass eigenstates is now m
0

i =
q
m2

i + 2EV , and the oscillation
probabilities now need to be expressed in terms of mass eigenstates with mass eigenvalues
equivalent to the effective masses, not the vacuum masses.

Electron neutrinos produced in the solar core can interact with the surrounding matter (large e�

density) through both the neutral current, process involving a Z0 boson, and the charged current,
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process involving a W� boson and creating the associated charged lepton e�. Muon neutrinos
travelling in the solar core, however, can only interact with the surrounding matter through the
neutral current, as they do not have enough energy to create the much heavier charged muon
�� in the charged current process. Similarly, only the �e component of the atmospheric neutrino
flux can undergo charged-current forward scattering with the electrons in matter (Earth matter).
Electron neutrinos can thus interact with matter differently from the other neutrino flavour states,
and these charged-current interactions introduce an additional potential V that the neutrinos
propagate through, characterized by the interaction potential energy VW :

VW = �
p
2GFNe (1.61)

where GF is the Fermi constant, and Ne is the electron density in matter. This effective potential
is positive for neutrinos and negative for antineutrinos. In matter, the electron density is however
not constant, meaning that the potential V evolves as the neutrino propagates and that the
Hamiltonian should be recalculated as a function of the neutrino’s path length. The assumption
that the electron density in matter is constant is usually made. If electron neutrinos participate in
oscillations, matter effects will thus modify the oscillation probabilities with respect to the vacuum
case. This perturbation to the vacuum oscillation probabilities is called the Mikheyev-Smirnov-
Wolfenstein (MSW) effect [42, 43].

In the two flavour neutrino oscillation case, with neutrino flavour states j�� > and j�� > and
neutrino mass states j�1 > and j�2 >, the impact of the matter effects on the oscillation probabil-
ities can be expressed in reasonably simple terms and formulas. As illustrated with the solar and
atmospheric neutrinos, the interaction potential V� that j�� > experiences is different than the
interaction potential V� which j�� > experiences.
As previously stated, the mass eigenstates in vacuum are not eigenstates of the new Hamiltonian
in matter. The mass splitting in matter can thus be expressed in terms of the new mass eigenstates
and eigenvalues :

�m2
m = m2

1m �m2
2m = �m2

s�
�V

�m2
� cos(2�)

�2
+ sin2(2�) (1.62)

where �m2
m is the mass splitting in matter, m1m and m2m are the modified mass eigenvalues in

matter, �V = V� � V� , and �m2 and � are the mass splitting and mixing angle in vacuum.
From the standard oscillation analysis (two-flavour oscillation case in section 1.2.3), the mixing
angle in matter, linking the new mass eigenstates with the flavour states, can be expressed as :

sin(2�m) =
sin(2�)rh

�V
�m2 � cos(2�)

i2
+ sin2(2�)

(1.63)

The oscillation probabilities have the same form as the two-flavour mixing in vacuum, but are now
expressed in terms of the mass eigenstates in matter and of the matter modified mixing angle :

Pm(�� �! ��) = sin2(2�m)sin
2(1:27�m2

m

L

E�
) (1.64)

The values of�m2
m and sin(2�m) can have very interesting consequences in physics. If�V = 0, the

matter modified parameters reduce to the vacuum parameters, and �m2
m = �m2 and sin(2�m) =

sin(2�). If sin(2�) = 0, then sin(2�m) = 0, regardless of any additional potential introduced by
interactions with matter, which means that oscillations in matter can only occur if oscillations can
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already occur in vacuum. In very dense matter, with �V �! 1, then sin(2�m) �! 0, allowing no
oscillations whatsoever. For a specific set of parameters giving �V

�m2 = cos(2�), then sin(2�m) = 1,
regardless of the value of the vacuum mixing angle, which means that even if oscillations are very
unlikely to happen in vacuum, there is an electron density Ne for which the oscillation probability
in matter is maximal. This is called the MSW resonance.
Finally, the most interesting aspect of matter modified neutrino oscillations is their sensibility
to the sign of the mass splitting, and thus to the NMO (section 1.2.4). If �m2 �! ��m2,
�V
�m2 � cos(2�) will have a different value, which will give different �m2

m and sin(2�m) values,
and a different oscillation probability. In vacuum, �m2 �! ��m2 would only yield the same
sin2(1:27�m2 L

E�
) value.

The effective potential V being positive for neutrinos and negative for antineutrinos, it raises
the effective mass of �e and lowers that of �e. Consequently, �e appearance is enhanced for the
Normal Ordering, while �e is suppressed. This is reversed under the Inverted Ordering, and this
asymmetry is investigated by oscillation experiments using the matter effect to probe the NMO.

1.2.6 CP violation and Dirac phase �CP

Section 1.2.3 introduced the parameter �CP as the non-null Dirac phase term appearing in the
PMNS matrix in the case of a CP symmetry violation.
There are three discrete symmetries that are used in particle physics : Charge conjugation bC,
which replaces particles with their antiparticles, Parity transformation bP , which reverses the spa-
tial components of wave-functions (it flips the direction of the particles, but not their spin), and
Time reversal bT , which reverses the interaction by running time backwards (T-symmetry is coun-
terintuitive but explained by the fact that the Standard Model describes local properties, not
global ones like entropy).
The weak interaction, at the vertex of which neutrinos are generated, violates bP and bC, as do
neutrinos. They violate P-symmetry as no right-handed neutrinos have ever been observed while
left-handed neutrinos are plentiful, and they violate C-symmetry as no left-handed antineutrinos
have ever been observed either. However, right-handed antineutrinos have been observed, and so
neutrinos are thought to be symmetrical under dCP .
Invariance under a symmetry implies that the probability of a particular interaction occurring is
identical to the probability of the symmetrically transformed interaction occurring. In the case of
neutrino oscillations from a flavour state j�� > to a flavour state j�� >, invariance under bT implies
that P (�� �! ��) = P (�� �! ��), invariance under dCP implies that P (�� �! ��) = P (�� �! ��),
and invariance under ĈPT implies that P (�� �! ��) = P (�� �! ��).
CP violation in neutrino oscillations would thus lead to an asymmetry in the oscillation probabil-
ities for neutrinos and antineutrinos, which would highlight a difference in physics for matter and
antimatter. Determining if there is indeed CP violation in the lepton sector is one of the major
goals of neutrino oscillation experiments. The parameter that describes CP violation in neutrino
oscillations is the phase �CP , with its value signifying how much dCP is violated.
Since �CP only appears as a complex parameter in the PMNS matrix, it can only be accessed
by measurements sensitive to the complex nature of the matrix. The main issue faced when
attempting measurements of parameters such as �CP or the NMO is the fact that the oscillation
probabilities are multi-variable functions. They are a function of several mixing angles and mass
splittings, as well as matter effects, �CP and the NMO. Typically, any single measurement and
its uncertainties, giving only one value for the measured oscillation probability, encompasses a set
of different possible combinations of parameter values which might be a good fit, afflicting this
measurement with degeneracies. Usually, more than one experiment is needed to unravel these
degeneracies, at different L

E ratios and ideally differently sensitive to �CP and to the NMO, with
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some exceptions of future experiments like DUNE (section 1.3.3.2) able to be self-sufficient in
their measurements. Once the NMO is determined, measurements of �CP will become much more
straight-forward.
There currently are two methods to measure �CP . The first is to measure the oscillation proba-
bilities P (�� �! �e) and P (�� �! �e), as a violation in CP symmetry would result in a measurable
asymmetry. Experiments using this method are also often probing the NMO using matter effects.
As described in section 1.2.5, matter effects enhance �e appearance and suppress �e appearance for
the Normal Ordering, while this effect is reversed for the Inverted Ordering. This effect contributes
to an asymmetry in the neutrino and antineutrino oscillation probabilities, a "fake CP violation"
that has to be taken into account when searching for genuine CP violation.
The second method involves measuring the appearance probability P (�� �! �e) as a function of
the neutrino energy, for different assumed values of �CP . In the oscillated spectrum, consecutive
oscillation peaks have different width and amplitude ratios depending on the value of �CP . If the
experiment is able to precisely resolve these peaks in the oscillated spectrum, �CP can be measured
without requiring antineutrinos.

1.2.7 Current values of oscillation parameters

The mixing angles � and the squared mass differences �m2 have to be experimentally measured.
Table 1.3 shows recent three-flavor oscillation parameters obtained from fits to global data [44,
45].

1.3 Neutrino Mass Ordering determination

1.3.1 Motivations for physics / Consequences of measuring the Mass Ordering

Introduced in section 1.2.4, the Neutrino Mass Ordering (NMO) remains one of the fundamental
parameters of neutrino oscillations that has not yet been predicted nor measured. Determining
whether the NMO is normal or inverted is one of the main goals of future neutrino oscillation
experiments, and has important consequences in particle and neutrino physics.
As mentioned in section 1.1.3.1, neutrinos can have a Dirac mass, in which case neutrinos and
antineutrinos are distinct particles, or a Majorana mass in which case a neutrino is its own antipar-
ticle, distinguished only by its chirality. Determining the nature of neutrino mass by searching for
neutrinoless double beta decay, as described in section 1.1.3.2, is only feasible in the case of an
Inverse Ordering with expected experimental sensitivities in the next decade. The NMO thus has
an impact on the time scale of searches for neutrinoless double beta decay. Determining the NMO
also has consequences for neutrino astrophysics, particularly in the light curves of supernovae and
for measurements of CP violation, which is necessary for leptogenesis [46], a possible explanation
for the matter-antimatter symmetry in the universe.

Supernova neutrinos The NMO also has consequences for the flavour composition of neutrinos
produced by nuclear processes in supernovae. Supernova neutrinos undergo the MSW effect with
ordinary matter within the star itself, as well as interactions with other neutrinos [47]. In numerical
simulations, the most dramatic consequence of changing the NMO is a flip in the expected energy
spectrum between �es and ��s [48]. The consequence of this for a terrestrial neutrino detector,
sensitive to supernova �e via inverse beta decay, is a change in the shape of the supernova light
curve over time [49]. This has been proposed as a method of measuring the NMO but, given the
rarity of galactic supernovae, such a measurement would likely come after the NMO has already
been determined by other means. It would also be very model dependent. Instead, an independent
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Normal Ordering (best fit) Inverted Ordering (��2 = 2.7)
bfp � 1� 3� range bfp � 1� 3� range

sin2�12 0.304+0:013�0:012 0.269 �! 0.343 0.304+0:013�0:012 0.269 �! 0.343
�12=° 33.44+0:78�0:75 31.27 �! 35.86 33.45+0:78�0:75 31.27 �! 35.87

sin2�23 0.570+0:018�0:024 0.407 �! 0.618 0.575+0:017�0:021 0.411 �! 0.621
�23=° 49.0+1:1�1:4 39.6 �! 51.8 49.3+1:0�1:2 39.9 �! 52.0

sin2�13 0.02221+0:00068�0:00062 0.02034 �! 0.02430 0.02240+0:00062�0:00062 0.02053 �! 0.02436
�13=° 8.57+0:13�0:12 8.20 �! 8.97 8.61+0:12�0:12 8.24 �! 8.98

�CP =° 195+51�25 107 �! 403 286+27�32 192 �! 360

�m2
21

10�5eV 2 7.42+0:21�0:20 6.82 �! 8.04 7.42+0:21�0:20 6.82 �! 8.04

�m2
3l

10�3eV 2 +2.514+0:028�0:027 +2.431 �! +2.598 �2.497+0:028�0:028 �2.583 �! �2.412
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Normal Ordering (best fit) Inverted Ordering (��2 = 7.1)
bfp � 1� 3� range bfp � 1� 3� range

sin2�12 0.304+0:012�0:012 0.269 �! 0.343 0.304+0:013�0:012 0.269 �! 0.343
�12=° 33.44+0:77�0:74 31.27 �! 35.86 33.45+0:78�0:75 31.27 �! 35.87

sin2�23 0.573+0:016�0:020 0.415 �! 0.616 0.575+0:016�0:019 0.419 �! 0.617
�23=° 49.2+0:9�1:2 40.1 �! 51.7 49.3+0:9�1:1 40.3 �! 51.8

sin2�13 0.02219+0:00062�0:00063 0.02032 �! 0.02410 0.02238+0:00063�0:00062 0.02052 �! 0.02428
�13=° 8.57+0:12�0:12 8.20 �! 8.93 8.60+0:12�0:12 8.24 �! 8.96

�CP =° 197+27�24 120 �! 369 282+26�30 193 �! 352

�m2
21

10�5eV 2 7.42+0:21�0:20 6.82 �! 8.04 7.42+0:21�0:20 6.82 �! 8.04

�m2
3l

10�3eV 2 +2.517+0:026�0:028 +2.435 �! +2.598 �2.498+0:028�0:028 �2.581 �! �2.414

Table 1.3: Three-flavor oscillation parameters from fit to global data as of July 2020. The results
shown in the upper (lower) section are obtained without (with) the inclusion of the tabulated �2

data on atmospheric neutrinos provided by the Super-Kamiokande collaboration (SK-atm). The
numbers in the 1st (2nd) column are obtained assuming Normal Ordering NO (Inverse Ordering
IO), i.e., relative to the respective local minimum. Minimization with respect to the ordering
provides the same results as Normal Ordering, except for the 3� range of �m2

3l in the analysis
without SK-atm. Note that �m2

3l = �m2
31 > 0 for NO and �m2

3l = �m2
32 < 0 for IO. [44, 45]
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measurement of the NMO will allow for tighter constraints on supernova neutrino emission models,
having removed one source of uncertainty.

CP phase measurements As will be detailed in section 1.3.2 with the most recent constraints
on �CP from NO�A and T2K, changing the fitted NMO hypothesis introduces a degeneracy in �CP
(concept introduced in section 1.2.6), where its best fit value assuming NO is not equal to its best
fit value assuming IO. While these experiments do have some sensitivity to the NMO on their own,
an independent rejection of one NMO hypothesis over the other would reduce the uncertainty on
�CP .

1.3.2 Current experiments and status

As described in section 1.2.5, long-baseline experiments can be sensitive to the NMO due to the
interaction of neutrinos with matter as they pass through the Earth, with the baseline itself being a
critical factor in the sensitivity. Due to electron neutrinos interacting with matter differently than
other neutrino flavours states, �e appearance is enhanced for the normal ordering but suppressed
for the inverted ordering, with this effect being reversed for �e and �e. The NMO can thus
be estimated by measuring �� �! �e and �� �! �e appearance, with an expected asymmetry in
the oscillation probabilities due to the matter effects. This can be performed with atmospheric
or accelerator neutrinos. However, CP violation in the lepton sector would also contribute to
such an asymmetry, which is why a combination of several experiments at different baselines
can disentangle the competing effects of CP violation and matter-induced neutrino-antineutrino
differences, and thus improve the sensitivity to the NMO significantly. The T2K (Japan) and
NO�A (US) accelerator experiments are currently performing this measurement.

T2K uses an intense beam of muon neutrinos sent from Tokai (east coast of Japan) to Kamioka, at
a baseline of 295 km (LE = 295

0:6
km
GeV ), while NO�A is an off-axis experiment using an upgraded NuMI

beam �� from Fermilab, directed at a detector in Ash River, Northern Minnesota, about 810 km
away (LE = 810

2:3
km
GeV ). While T2K has a reduced sensitivity to the NMO when compared to NO�A,

due to its shorter baseline, NO�A was projected to have the potential to make a measurement
of the NMO at the 2-3 � level, depending on the value of the CP phase parameter, �CP . The
statistical separation power of NO�A showed that the separation is easiest when �CP � 3�

2 . For
about a third of the range of �CP , centered around �CP � 3�

2 , NO�A can determine the ordering
with a confidence of 2-3 �. A combination of NO�A and T2K has the ability to resolve the ordering
at 1-3 � significance for all values of �CP : as T2K is primarily sensitive to the CP asymmetry
between neutrinos and antineutrinos (effect of �CP ), its results can be subtracted from the NO�A
asymmetries to extract the matter-induced ordering signal.

The P (�� �! �e) vs P (�� �! �e) method is illustrated in Figure 1.8a. The X-axis represents the
total number of electron-like candidates measured in the neutrino beam, another representation
of the P (�� �! �e) oscillation probability. The Y-axis represents the total number of electron-
like candidates measured in the anti-neutrino beam, another representation of the P (�� �! �e)
oscillation probability. The theoretical values of these probabilities (or event counts) depend
on the value of �CP , and so their 2D representation is shown as an elliptic distribution with 4
theoretically computed points for 4 key values of �CP . P (�� �! �e) vs P (�� �! �e) for �CP = 0 is
represented as an empty circle, for �CP = �

2 as a full circle, for �CP = � as an empty square and for
�CP = 3�

2 as a full square. This theoretical distribution is also computed and represented according
to different models, in blue assuming the Normal Ordering (Hierarchy) and in red assuming the
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Inverse Ordering, as well as for different scenario of �23 : belonging to the lower (< �
2 ) or upper

octant (> �
2 ).

(a)
(b)

Figure 1.8: (a) P (�� �! �e) vs P (�� �! �e) for the NO�A experiment, represented as the total
number of electron-like candidates measured in the neutrino beam vs in the anti-neutrino beam.
The latest measurement as of 2020, as well as the best fit, are superimposed on the theoretical
values computed for the NO and IO models and varying values of �CP and �23. (b) Significance of
the NO�A measurement in favoring a NMO model for the full range of �CP values. [50]

NO�A’s measurement is shown as the black dot with error bars, and was performed with a data
volume of 13.60�1020 POT-equiv in the neutrino beam (“Protons on Target”, typical performance
indicator for the data volume of accelerator-based neutrino experiments) and a data volume of
12.50�1020 POT-equiv in the anti-neutrino beam. NO�A’s best fit to a theoretical model is
represented as the purple star in Figure 1.8a.
This measurement and this best fit show no strong asymmetry in the rates of appearance of
�e and �e (when considering oscillation probabilities). Notably, the models corresponding to
{NO, �CP = �

2 } (blue, full circles) and {IO, �CP = 3�
2 } (red, full squares) are compatible with

NO�A’s results within 1 �, both for the lower and upper octants of �23. NO�A’s results, however,
disfavor hierarchy-�CP combinations which would produce a strong asymmetry in the rates of
appearance of �e and �e. They exclude the {IO, �CP = �

2 } model (red, full circles) at > 3 � (for
both octants), and disfavor the {NO, �CP = 3�

2 } (blue, full squares) model at �2 � (for both
octants as well).
In Figure 1.8b, which represents the significance of the NO�A measurement in favoring a given
model for the full range of �CP values, this translates as rejecting the IO around �CP = �

2 for both
octants (red peak, full and dashed lines) and the NO around �CP = 3�

2 for both octants (blue peak,
full and dashed lines), as well as favoring the IO around �CP = 3�

2 for both octants (red valley,
full and dashed lines) and the NO around �CP = �

2 for both octants (blue valley, full and dashed
lines). NO�A’s measurement only has �1 � significance for the favored models, showing no strong
preferences. The values of the best fit are �m2

32 = (2:41�0:07)�10�3eV2, sin2�23 = 0:57+0:04�0:03 and
�CP = 0:82�, with NO�A’s conclusions, as of 2020, being a preference for the Normal Ordering at
1.0 � and for the upper octant at 1.2 �.
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Shown in Figure 1.9a, the P (�� �! �e) vs P (�� �! �e) measurement for T2K is illustrated as it was
for NO�A (Figure 1.8a), with a few different representations. Instead of different colors, full lines
and dashed lines represent the Normal and the Inverse Orderings, respectively. Colors instead
represent the value of sin22�23 and, as such, �23’s octant position: green and blue for upper octant
(> �

4 ), black for �
4 , red for lower octant (< �

4 ). The markers for the different values of �CP also
vary from NO�A’s representation : �CP = 0 is represented as empty squares, �CP = �

2 as full
squares, �CP = � as empty circles and �CP = ��

2 (= 3�
2 ) as full circles.

(a) (b)

Figure 1.9: P (�� �! �e) vs P (�� �! �e) for the T2K experiment. The latest measurement as of
2020, as well as the best fit, are superimposed on the theoretical values computed for the NO and
IO models and varying values of �CP and �23. (b) Significance of the T2K measurement in favoring
a NMO model for the full range of �CP values. [51]

T2K’s measurement is shown as the black empty circle with error bars, the best fit as the full
downwards triangle, and the 68% systematic error at best fit as the grey area. This measurement
and this best fit are significantly different from NO�A’s. They favor the model corresponding to
{NO, �CP = ��

2 (= 3�
2 )} for the upper octant (blue and green, full circles, full lines), which is

on opposition with NO�A’s measurement which disfavored it at �2 �, and they strongly disfavor
the {NO, �CP = �

2 } model for both octants (full squares, full lines), which NO�A slightly favored
(�1 �). On the other hand, they tend to favor the {IO, �CP = ��

2 (= 3�
2 )} model for the upper

octant (blue and green, full circles, dashed lines), while they disfavor the {IO, �CP = �
2 } model

for both octants (full squares, dashed lines), as did NO�A.
Figure 1.9b also slightly differs from NO�A in its representation. The X-axis shows �CP in radians,
as opposed to degrees in NO�A, and spans a range equivalent to [��, �] instead of [0, 2�]. The
Y-axis shows the ��2 of the measurement, which represents the discriminating power of the
analysis method between NO and IO, and the square root of which must be taken to obtain the
significance in � values. The measurement from T2K translates in this figure as rejecting the IO
and the NO around �CP � 1:5(= �

2 ) (orange and blue peaks) and favoring the IO and the NO
around �CP � �1:5(= ��

2 = 3�
2 ) (orange and blue valleys). As with NO�A’s measurement, the

significance values for the favored regions are low, with < 1 � for the NO and �2 � for the IO.
This discrepancy between NO�A’s and T2K’s results is illustrated in Figure 1.10, which shows
the best fit from both experiments on a (sin2�23, �CP ) scale. �23’s octant position is represented
by the value of sin2�23, with sin2�23 = 0:5 corresponding to �23 = �

4 (maximal mixing). Larger
and lower values of sin2�23 correspond to the upper and lower octants of �23, respectively. In this
figure, NO�A’s result is excluded by T2K, and while the Confidence Levels (CL) of 90% and 68%
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for both fits are also represented, they illustrate that there is no coverage between the 68% CL of
the two experiments, with only very few areas covered by both fits at the 90% CL.

Figure 1.10: Best fits of NO�A’s and T2K’s measurement on a (sin2�23, �CP ) scale. NO�A’s
result is excluded by T2K, with no coverage between the 68% CL of the two experiments, and
only very few areas covered by both fits at the 90% CL. [50]

1.3.3 Future experiments using matter-modified oscillations

As described in section 1.2.5 and illustrated in section 1.3.2 with the T2K and NO�A experiments,
the oscillation probability in the �� �! �e appearance channel tends to be enhanced (suppressed)
if the mass ordering is normal (inverted) due to the MSW effect. For the antineutrino channel,
�� �! �e, the effect is reversed. Therefore, the mass ordering can be determined by measuring
these oscillation probabilities, using either atmospheric neutrinos having propagated through Earth
matter or accelerator neutrinos over a long baseline.

1.3.3.1 Using atmospheric neutrinos - Hyper-K / ORCA

Hyper-K Hyper-Kamiokande [52] is the successor to Super-Kamiokande, and is a next-
generation, large-scale neutrino detector designed to employ the same technique as Super-K of
using a ring-imaging water Cherenkov detector to detect rare interactions of neutrinos and the
possible spontaneous decay of protons and bound neutrons. It will look into the NMO using
matter modified atmospheric neutrino oscillations, but will also measure neutrinos generated in
the J-PARC accelerator facility (Tokai, Japan) using the same detector as the T2K experiment
(295 km baseline, upgraded J-PARC beam power of 750 kW in the near future with 1300 kW
long-term projection).
The optimized configuration of the detector determined by the Hyper-K collaboration is a cylin-
drical vertical tank with a 40% PMT photo-coverage (� 40,000 PMTs), as shown in Figure 1.11.
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This array of 20-inch PMTs (with single-photon sensitivity as the Cherenkov effect produces few
photons) will enable a reconstruction of the spatial and timing distributions of the Cherenkov
photons which are emitted by secondary particles from neutrino interactions and nucleon decays.
A target mass of at least O(102) kton is needed in order to accumulate O(103) electron neutrino
signal events and to measure the CP violation effect (�CP ) with an accuracy of a few %, which
is why the cylindrical detector was designed to be 60 m high and 74 m wide. With the project
having been officially approved in 2020, data-taking operations are expected to begin in 2027.

Figure 1.11: Schematic view of the cylindrical tank of Hyper-K, instrumented with high density
(40% photocoverage) PMTs [52].

With a great discrimination power between charged current �e and �� interactions, Hyper-K
will have improved access to the oscillation modes with the cleanest mass ordering signature,
�� �! �e and �� �! �e. Hyper-Kamiokande will also make combined beam and atmospheric
neutrino oscillation measurements for an increased sensitivity, With a reconstruction performance
expected to meet or exceed that of its predecessor, Super-Kamiokande, as the size and configuration
of the two detectors are similar enough that event selections and systematic errors are not expected
to differ largely, the larger event statistics granted by Hyper-K are expected to result in improved
detector systematic uncertainties.
Hyper-K’s expected sensitivity when resolving the neutrino mass hierarchy and the octant of
�23 is shown in Figure 1.12, assuming a single cylindrical detector and 10 years of data-taking.
Both panels of the figure are shown as a function of the true value of sin2�23 for the range of
values allowed by recent measurements from the T2K experiment, and the width of the bands
in the figures illustrates the uncertainty from �CP . In each panel, the sensitivity is defined asp
��2, with ��2 = ��2NO � ��2IO. After 10 years (a 1.9 Mton.year exposure), Hyper-K is

expected to resolve the mass ordering at
p
��2 > 3 for both ordering assumptions and when

sin2�23 > 0:53. Similarly, the atmospheric neutrino data alone can be used to determine the �23
octant at

p
��2 > 3 when j�23 � 45j > 4°.
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(a) (b)

Figure 1.12: (a) Neutrino mass hierarchy sensitivity as a function of the true value of sin2�23 for a
single detector after 10 years (1.9 Mton.year exposure). The blue (red) band denotes the Normal
(Inverted) Ordering and the uncertainty from �CP is shown by the width of the band. (b) �23
octant sensitivity as a function of the true value of sin2�23, in the same configuration. [52]

ORCA ORCA (Oscillation Research with Cosmics in the Abyss) [53] is a megaton-scale
Cherenkov neutrino detector currently under construction by the KM3NeT collaboration, at a
depth of 2450 m in the Mediterranean Sea. Drawing on the experience of the ANTARES collab-
oration, ORCA will consist of an array of 115 vertical detection units, deployed with an average
horizontal separation of 20 m, forming a cylinder on the seafloor. An artistic view of the detector
is shown in Figure 1.13.

Figure 1.13: Artist view of the KM3NeT - ORCA detector.

Each line consists of 18 Digital Optical Modules (DOMs), pressure-resistant glass spheres housing
31 3-inch PMTs and their related electronics, with each DOM along a line vertically spaced at an
average of 9.3 m and the first DOM at a distance of about 30 m from the seafloor. In total, a
volume of about 6.7�106 m3 (equivalent to 7.0 Mt of sea water) will be instrumented to detect
Cherenkov radiation emitted by atmospheric neutrino interactions in the seawater and exploit the
excellent optical properties of deep seawater to reconstruct both cascade events (mostly �e) and
track events (mostly ��) of atmospheric neutrinos down to a few GeV. ORCA, in its finalized state,
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is expected to measure the NMO with a median significance greater than 3 � after a few years of
operation.
ORCA’s sensitivity to the NMO after three years of data taking, assuming the full deployment
of 115 lines, is shown as a function of �23 for both NMO in Figure 1.14b. Assuming the current
best estimates for �23, the NMO sensitivity is projected to be 4.4 � for the NO and 2.3 � for
the IO. Figure 1.14b shows the sensitivity for both NMO as a function of data taking time. The
NMO can be determined at the 3 � level after 1.3 years if the true NMO is the NO. In the case
of the IO, however, it may take up to 5 years even with the full deployment of 115 lines to reach
the 3 � significance. This estimation of the required data-taking time was performed assuming
the deployment of 115 lines. Contrarily to other future experiments, ORCA already has a few
lines installed, and as such will be able to take and analyze data progressively. A project for the
deployment of 50 lines was recently approved and funded, but the deployment of all planned 115
lines will be spread on the scale of about a decade.

(a) (b)

Figure 1.14: (a) Sensitivity to the NMO after three years of data taking, as a function of the true
�23 value, for both the NO (red upwards triangles) and the IO (blue downward triangles) and
under three assumptions for the value of �CP : 0° (dotted line), 180°(dashed line) and the best
fitted �CP value for the NO and IO (plain line, from NuFIT [44, 45]). The coloured shaded areas
represent the sensitivity that 68% of the experiment realisation would yield. (b) Sensitivity to the
NMO as a function of data-taking time for both the NO (red upwards triangles) and the IO (blue
downwards triangles), for the latest oscillation parameter values (NuFIT [44, 45]). [54]

1.3.3.2 Using accelerator neutrinos - DUNE

DUNE [55–57] is an experiment directly following in the footsteps of T2K and NO�A (sec-
tion 1.3.2), aiming to determine the NMO using the same method of measuring �e and �e ap-
pearance in �� and �� beams, and an even greater baseline for a significantly increased sensitivity
to the NMO through the matter effects. It will consist of two neutrino detectors placed along the
path of the world’s most powerful neutrino beam, located at the Fermi National Accelerator Lab-
oratory (Fermilab) in the US. The proton beam power is expected to be 1.2 MW at start-up, and
increasing after some years of operation to 2.4 MW. One detector will record particle interactions
near the source of the beam, while a second, much larger, detector will be located underground
at the Sanford Underground Research Laboratory in Lead, South Dakota, at a 1300 km baseline
from the source. This far detector will have a fiducial mass of 40 kt and will be composed of four
similar modules, each instrumented as a liquid argon time-projection chamber (LArTPC). The
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concept of the LArTPC provides excellent tracking and calorimetry performance, and is thus ideal
for massive neutrino detectors which require a high signal efficiency and an effective background
discrimination. This results in an excellent capability to identify and precisely measure neutrino
events over a wide range of energies, and an excellent reconstruction of the kinematic properties
with a high resolution.

Figure 1.15: Schematic view of the DUNE detector.

At a baseline of 1300 km, the large asymmetry in the �� �! �e versus �� �! �e oscillation probabili-
ties, the sign of which depends on the NMO, is approximately �40% in the region of the peak flux.
This is larger than the maximal possible CP-violating asymmetry associated with �CP , meaning
that both the NMO and �CP can be determined unambiguously by DUNE with high confidence
levels. DUNE’s goal is to determine the NMO with a significance of at least

p
��2 = 5 for all �CP

values. Figures 1.16a and 1.16b show the significance with which the NMO can be determined
assuming respectively the NO and the IO as a function of the true value of �CP , for 7 and 10 years
of data-taking (half in neutrino mode and the other half in antineutrino mode). The characteristic
shape of the distributions is due to the near degeneracy between matter and CP-violation effects
that occurs near �CP = �

2 (�CP = ��
2 ) for the true NO (IO). For such event statistics and a time

scale optimistically starting around 2026, the NMO is projected to be determined with a minimum
significance of

p
��2 = 5 for all �CP values.

1.3.4 Investigating the NMO using vacuum oscillations with JUNO

The Jiangmen Underground Neutrino Observatory (JUNO) is a multipurpose reactor neutrino
experiment with the primary goal of determining the Neutrino Mass Ordering using vacuum os-
cillations instead of matter modified oscillations like other future experiments (section 1.3.3). It
will be located in Jiangmen, China, at a baseline of 53 km from the Taishan and Yangjiang re-
actor complexes (26.6 GWth total thermal power), and made up of a spherical 20 kton liquid
scintillator-based detector under a rock overburden of about 700 m.
Reactor antineutrinos will be detected by the �e+ p! e++n Inverse Beta Decay (IBD) reaction
in which the reactor antineutrino �e interacts with a proton p from the liquid scintillator, creating
a positron e+ and a neutron n. The positron quickly deposits its energy and annihilates into
two 511 keV  particles, which gives a prompt signal. The neutron then scatters in the detector,
undergoing thermalization until it is captured by a proton �200 �s later and releases a 2.2 MeV .
Considering how the reactor flux decreases with the energy of the �e, and how the cross-section
of the inverse beta decay reaction increases with this same energy, the energy at which the �e are
detected is distributed in a bell curve around 4 MeV, as is illustrated in the observable neutrino
spectrum shown in Figure 1.17.
The oscillated neutrino spectrum, derived from this observable spectrum after oscillation of the �e
into other flavour states, is expected to be different for the normal and inverted mass orderings,
and the small differences in the neutrino spectrum depending on the considered NMO will be

36



CHAPTER 1. NEUTRINO PHYSICS AND OSCILLATIONS

(a) (b)

Figure 1.16: (a) Significance of the DUNE determination of the neutrino mass ordering, as a
function of the true value of �CP , for seven (blue) and ten (orange) years of exposure and assuming
the NO. The widths of the transparent bands cover 68% of fits in which random throws are used to
simulate statistical variations and select true values of the oscillation and systematic uncertainty
parameters, constrained by pre-fit uncertainties. The solid lines show the median sensitivity. (b)
Significance of the DUNE determination of the neutrino mass ordering, as a function of the true
value of �CP , for seven (blue) and ten (orange) years of exposure and assuming the IO. [58]

Figure 1.17: The observable �e spectrum (red), represented as a function of the antineutrino
energy, is a product of the antineutrino flux from reactor (black) and the cross section of inverse
beta decay (blue). The contributions of four fission isotopes to the antineutrino flux are shown
for a typical pressurized water reactor. The inverse beta decay reaction is drawn schematically on
top of the spectrum. [59]

measurable in the oscillation patterns caused by the non-negligible value of �13. Section 1.2.3
introduced the concept of measuring �13 by measuring the �e survival probability in the 3-flavour
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case (Equation 1.56, rewritten for clarity) :

P (�e �! �e) = 1� sin2(2�13)
h
cos2(�12)sin

2(�31) + sin2(�12)sin
2(�32)

i
� sin2(2�12)cos4(�13)sin2(�12)

(1.65)

where �ij = 1:27�m2
ij
L
E . This survival probability involves the solar (�12) and atmospheric (�13)

mixing angles as well as the solar (�m2
12) and atmospheric (�m2

31 and �m2
32) mass splittings and,

at a short baseline from the source, is only sensitive to the atmospheric driven term (Equation 1.58).
One of the ways to measure this probability is to use the �e generated in vast quantities in nuclear
reactors (� 1020 neutrinos/GW), with invariance under ĈPT implying that P (�e �! �e) = P (�e �!
�e). This was the method used by reactor neutrino experiments Daya Bay, Double Chooz and
RENO for a precise measurement of �13.
Daya Bay, located in Southern China, is made up of eight 20-ton liquid scintillator-based detectors
observing �e from 6 nuclear reactor cores, with baselines of 360 m, 500 m and 1700 m. It reported
in 2012 a positive measurement of sin2(2�13), comparing the measured energy spectrum of �e
from the reactors to the model spectrum in the absence of oscillations and finding a clear deficit
in the observed data. Figure 1.18 shows results from Daya Bay published in 2018, which gave
a sin2(2�13) value of 0:0856 � 0:0029 [60] and thus a non-negligible value of �13 of � 8:5°. This
result was validated by measurements from RENO and Double Chooz who reported mixing angle
measurements of sin2(2�13) = 0:0896� 0:0048 [61] and sin2(2�13) = 0:105� 0:014 [62].

Figure 1.18: Daya Bay’s 2018 reported results, showing the background-subtracted energy spec-
trum at the far site (black dots) compared to the expected spectrum (derived from near-site
measurements) excluding (red line) or including (blue line) the best-fit oscillation. The ratios of
the data points to the expected non-oscillated spectrum are shown in the bottom panel. [60]

As �13 6= 0, the atmospheric driven term in Equation 1.65 has an impact on the survival probability,
and as its value depends on the mass ordering (�m2

32 and �m2
31 have different values depending
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on the NMO), this measurement can be used to probe the NMO using vacuum oscillations.
The values taken by this probability, as a function of the baseline L, are represented in Figure 1.19,
with several components highlighted : a main, slow oscillation driven by the solar parameters
(�m2

12 and �12) and corresponding to the second term of Equation 1.65, and a faster and finer
oscillation driven by the atmospheric parameters (�m2

31, �m2
32 and �13) and corresponding to the

first term of Equation 1.65. In the total spectrum, the fast atmospheric oscillations are observed
on top of the slow solar ones.
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Figure 1.19: Electronic antineutrino survival probability (blue) as a function of the baseline,
computed for a �e energy of 4 MeV. The solar (green) and atmospheric (red) components of the
oscillations are also represented.

In order to perform the most precise measurement of �12, the experiment must be maximally
sensitive to the solar component of the oscillations, which means that sin2(1:27�m2

12
L
E ) needs to

be maximal and which requires 1:27�m2
12

L
E = �

2 . For antineutrino energies around 4 MeV, and
for a �m2

12 value of 7.42+0:21�0:20 (from Table 1.3), this gives an optimal baseline L � 40� 70 km. In
Figure 1.19, the first maximal oscillation can indeed be observed around these baseline values.
The atmospheric component of the �e survival probability, illustrated by the fast oscillations in
Figure 1.19, is responsible for the fine structure of the oscillated antineutrino energy spectrum,
which contains the NMO information. The spectrum is shown in Figure 1.20, in which the solid
grey line represents the non-oscillated spectrum, the dashed grey line corresponds to the spectrum
after the solar-driven oscillations, and the blue and red solid lines take into account the fast
atmospheric-driven oscillations for the NO and the IO, respectively. As can be observed, the
oscillation pattern is slightly different depending on the NMO.
The precise measurement of the oscillated antineutrino spectrum is thus crucial in JUNO for the
determination the NMO. Since the fine structure of the neutrino oscillations can only be resolved
with an energy resolution better than �m2

21 / |�m2
31|, this requires an unprecedented relative energy

resolution of �E
E = 3%=

p
Evis, Evis being the visible energy in the detector in MeV. This method
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Figure 1.20: Expected antineutrino energy spectrum for the JUNO experiment, weighted by IBD
cross-section and assuming 2000 days of data-taking, with and without oscillation for the NO and
IO. The dependence on the solar and atmospheric oscillation parameters is also shown. [59]

of identification of the NMO, by using the oscillation interplay between �m2
31 and �m2

32, has no
dependence on the CP-violating phase �CP or the octant of �23, playing a key role when combined
with other neutrino experiments.
From the measured oscillated antineutrino spectrum, the sensitivity to the NMO can be evaluated
by performing different spectral analyses. One of the proposed analyses is employing a least-
squares method and constructing a �2 function [63]. Because only two of the three mass-squared
differences are independent, �m2

12 is taken as one of the working parameters for this method, with
a second working parameter defined as :

�m2
ee = cos2(�12)�m

2
31 + sin2(�12)�m

2
32 (1.66)

to precisely and optimally determine the shape of the disappearance probability around the first
oscillation minimum.
The �2 function is constructed as :

�2REA =
NbinX
i=1

[Mi � Ti(1 +
P

k �ik�k)]
2

Mi
+
X
k

�2k
�2k

(1.67)

where Mi is the number of measured neutrino events in the i-th energy bin, Ti is the predicted
number of neutrino events with oscillations, �k is a systematic uncertainty, �k is the corresponding
pull parameter and �ik is the fraction of neutrino event contribution of the k-th pull parameter
to the i-th energy bin. The considered systematic uncertainties include the correlated (absolute)
reactor uncertainty (2%), the uncorrelated (relative) reactor uncertainty (0.8%), the background
uncertainties, the spectral shape uncertainty (1%) and the non-linearity uncertainty [63].
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With the �2 function constructed, a scan of the values of �m2
ee is conducted, the value of

the other working parameter �m2
12 being known. For each �m2

ee value, a different theoretical
antineutrino spectrum is computed for the NO and IO models, and the measured spectrum is fit
to both theoretical spectra using the chi-squared method. A �2 distribution as a function of the
values of �m2

ee is obtained for each NMO model, and the difference between the minimum of each
distribution is taken as a measure of the median NMO sensitivity. The discriminator of the NMO
can be defined as :

��2MO = j�2min(NO)� �2min(IO)j (1.68)

with �2min(NO) and �
2
min(IO) possibly located at different �m2

ee values. It is the discriminating
power between the NO and the IO. If the ��2MO value is low, then the best fit of the measured
spectrum to the NO theoretical spectrum, calculated for a given �m2

ee value, gave a similar �2

value to the best fit of the measured spectrum to the IO theoretical spectrum, calculated for
(possibly) a different �m2

ee value, and no NMO model can be favoured.
This is illustrated in Figure 1.21a, which represents the �2 distributions for the NO and IO as a
function of �m2

ee, with the absolute minimum �2 subtracted from all �2 values. The ��2MO value
can be read on the Y-axis by taking the difference between the minimum of the NO function and
the minimum of the IO function. Figure 1.21a additionally compares the NMO sensitivity for the
ideal and real distributions of the reactor cores (distances of a few tens of m instead of 0 m), with
the real distribution inducing a degradation of ��2MO of �5 (the � significance can be obtained

by taking
q
��2MO).

(a) (b)

Figure 1.21: (a) Comparison of the NMO sensitivity in the NO (black) or IO model, for the
ideal (solid) and actual (dashed) distributions of the reactor cores. The real distribution gives
a degradation of ��2 � 5. [63] (b) The iso-��2MO contour plot as the function of the energy
resolution of the detector and of the event statistics (luminosity) normalized to 105 events. The
vertical dash-dotted line stands for the nominal running of six years with 80% signal efficiency.
[59]

To highlight the impact of the energy resolution on the NMO sensitivity, iso-��2MO contours are
shown in Figure 1.21b as a function of both the energy resolution as well as the event statistics.
The event statistics are represented as the luminosity, normalised to 105 IBD events expected in
6 years of data-taking. With 105 measured IBD events and an energy resolution of 3%=

p
Evis,

the JUNO experiment will reach a ��2MO > 9 (> 3 �). However, for even a slight degradation of
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the energy resolution, such as a degradation from the projected 3%=
p
Evis to � 3:5%=

p
Evis, the

��2MO measurement will be severely impacted with many more years of data-taking required to
reach a 3 � NMO determination, even beyond the scope of 9 years (1.5 on the luminosity scale).
As mentioned, other spectral analyses have been proposed during the conception of the JUNO
experiment, including a method applying Fourier cosine and sine transforms to the L/E spec-
trum [64]. Once data has been collected, different analyses will be performed and their results
compared. In the framework of the determination of the NMO using vacuum oscillations with
JUNO, the following chapter will describe the detector itself and its requirements for this mea-
surement, as well as JUNO’s additional physics program.
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2.1 JUNO requirements : location and detector design

The Jiangmen Underground Neutrino Observatory (JUNO) is a multi-purpose neutrino experiment
formed in 2013, with the objective of determining the neutrino mass ordering (MO). This is planned
to be achieved by detecting reactor anti-neutrinos from two nuclear power plants, with the site
location optimized to have the best sensitivity for mass hierarchy determination, at �53 km
from both the Yangjiang and Taishan nuclear power plants. The detector will be deployed in
a laboratory 700 meters underground. A map of the geographical area in which the detector is
currently being built is shown in Figure 2.1a and a scheme of the above-ground laboratory is
illustrated in Figure 2.1b.
The JUNO experiment consists in a central detector, a water Cherenkov detector and a muon
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(a) (b)

Figure 2.1: (a) Location of the JUNO detector site, located 53 km away from the Yangjiang
and Taishan nuclear power plants. (b) Envisioned above-ground site infrastructure. The central
detector will be located 700 m underground.

tracker, which are its main components. The central detector is a liquid scintillator detector of
20 kton target mass and 3%=

p
E(MeV) energy resolution. The central detector is submerged

in a water pool for muon detection and protection against the natural radioactivity of the sur-
rounding rock. On top of the water pool, there is another muon detector called Top Tracker
(TT) to accurately measure the muon track. A schematic view of the JUNO detector is shown in
Figure 2.2a.

(a)

(b)

Figure 2.2: (a) Schematic view of the JUNO detector. (b) Schematic view of the acrylic sphere
within the stainless-steel double layer structure.

Reactor antineutrinos are the major neutrino source for the JUNO experiment, The electron
antineutrinos from the 26.6 GWth power plants are to be detected via the �e + p ! e+ + n
inverse beta decay (IBD) reaction, in which the positron quickly deposits its kinetic energy and
annihilates into two 0.511 MeV photons. This gives what is called a prompt signal, which contains
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the visible energy from the neutrino, typically from 0 to 10 MeV. The created neutron is mainly
captured by a proton after a scattering of approximately 200 �s in the detector, and releases a
2.2 MeV photon, which gives a delayed signal. The IBD reaction shows a peculiar correlation in
energy, time and space between the prompt and delayed signals. Therefore, the identification of
anti-neutrino events is performed by applying, among others, a basic set of preliminary selection
cuts [59] :

• prompt signal energy : 0.7 MeV < Ep < 12 MeV
• delayed signal energy : 1.9 MeV < Ed < 2.5 MeV
• time difference between prompt and delayed signal : �tp�d < 1.0 ms
• distance between prompt and delayed signal : Dp�d < 1.5 m

JUNO is planning on detecting about 60 IBD events from nuclear power plants, per day, for the
duration of its run [65]. Aside from the signal, different sources of background are expected in
JUNO, the major sources being contributed to by the natural radioactivity and the products of
cosmic muons (see section 2.7).
It is crucial to achieve a 3%=

p
E(MeV) energy resolution for the determination of the MO. This will

be mainly achieved through the strict requirements on the liquid scintillator (LS) (transparency
and light yield), which will be detailed in section 2.4, and with an unprecedented PMT coverage
detailed in section 2.5. Section 2.2, about the Central Detector, will precede these two sections
and introduce the main components of the detector. The JUNO detector also requires an energy
linearity better than 1%. A calibration strategy, consisting in various calibration sources covering
most of the IBD energy ranges being deployed regularly to calibrate the energy scale to a sub-
percent level has thus been developed and will be detailed in section 2.6. In order to provide
a precise reference antineutrino spectrum, the JUNO-TAO experiment was also proposed as a
satellite experiment of JUNO to measure the near reactor antineutrino spectrum with sub-percent
energy resolution, and will be detailed in section 2.8.

2.2 Central Detector

The objective of the central detector (CD) of JUNO is to measure the neutrino energy spectrum
using 20 kt of liquid scintillator (LS) and a large array of photo-multipliers, with the LS contained
within an acrylic spherical vessel with an inner diameter of 35.4 m and a thickness of 120 mm.
The acrylic vessel is transparent for scintillation light to pass through and later be detected by the
PMTs. It will be supported by a stainless steel structure with an inner diameter of 40.1 m, called
the main structure, which is designed with a lattice shell structure of 30 longitudinal beams and
23 latitudinal beams, both in H shape. Five in-plane supports are uniformly arranged along the
longitudinal direction to improve the torsional stiffness and stability of the structure. The shell
structure is supported by 30 pairs of support legs and 60 base plates fixed on the concrete floor
of the water pool. A total of 590 connecting rods are arranged to connect the main structure to
the acrylic vessel. Figure 2.2b shows the acrylic sphere and the double layer stainless-steel truss
of the central detector.
The acrylic spherical vessel will be made by bulk polymerization of 265 pieces of acrylic spher-
ical panels. A specialized recipe for the JUNO CD acrylic panel was designed and produced to
significantly increase the light transparency and improve the anti-aging. The radiopurity of this
acrylic reaches a level of less than 0.5 ppt for Uranium and Thorium (1 ppt = 10�12 g/g), with the
process of unmolding and thermoforming during production having been optimized to increase the
transparency of the acrylic panels to over 96% in water. Figure 2.3a shows a schematic view of one
of the acrylic panels, initially straight, being bent to allow for the simultaneous bonding of all the
acrylic panels in one layer of the sphere. Connection nodes are present on the panels to link them
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to the stainless steel main structure ans support the acrylic vessel. This new bonding method
was developed to reduce the on-site construction time of the acrylic vessel, and is illustrated in
Figure 2.3b. All rows of acrylic panels will then be mounted using a lifting platform to assemble
the full acrylic sphere, a schematic view of which is shown in Figure 2.3c. A chimney of about
80 cm in diameter is designed on top of the acrylic sphere, which will be used as the filling port
and interface to the calibration system, and an outlet may be designed on the bottom of the sphere
for the cleaning of the sphere and the recycling of LS during the run of the detector. The whole
structure of the CD must be stable and reliable for 30 years of JUNO designed lifetime.

(a) (b) (c)

Figure 2.3: (a) Bending of one of the acrylic panels, with its connecting nodes. (b) Assembly of
a row of acrylic panels. The sphere will be constructed by mounting these rows using a lifting
platform. (c) Acrylic sphere after assembly of all the panels. The connecting nodes will allow for
the support of the panels by the stainless steel structure.

2.3 Veto Detector

In order to shield the fast neutrons and the natural radioactivities from the surrounding rocks,
at least 4 meters of water surrounding the central detector are needed. In addition, when being
instrumented with PMTs, the water pool will also serve as a Water Cherenkov Detector to tag
muons. In addition to the 20” PMTs of the CD, approximately 2000 20” PMTs (MCP-PMTs,
section 2.5) are thus added in the water pool for cosmic ray muon veto by detecting Cherenkov
light generated by cosmic muons. These PMTs will be mounted on the outside surface of the
stainless steel structure that supports the liquid scintillator vessel. A tracking detector, called Top
Tracker (TT), is also placed on top of the water Cherenkov detector to help muon tagging as well
as track reconstruction.

2.3.1 Water Cherenkov Detector

As shown in Figure 2.2a, the Water Cherenkov Detector (WCD) consists of a cylinder with a 43.5
meter diameter and a 44 meter height, filled with 35 ktons of ultrapure water. The Cherenkov
light produced by the muons passing through the volume is read by 2400 20” MCP-PMTs installed
on the stainless steel latticed shell surface surrounding the central detector. Tyvek reflector film
is coated on the pool wall surface and on the stainless steel latticed shell surface to increase the
light collection efficiency.
The water system includes two plants, the ground and underground ones for water production and
circulation. The ground part produces the first stage water with production rate 100 tons/hour
and then the water will be transported by a stainless steel pipes in the 1300 m long slope tunnel to
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the underground plant for purification and circulation in the WCD. The experiment uses several
materials with different mechanical behaviour with respect to the temperature, in particular the
acrylic sphere as the LS container. In order to keep the mechanical stability, the water temperature
around the acrylic sphere has to be stabilized at 21 � 1°C.
The concentration of radon in tap water is about 20 Bq/m3. It should be reduced by a factor of 100
(�0.2 Bq/m3) to reach the radiopurity requirements. A radon removal system is combined with
the underground water system to reduce radon concentration. Using a multiple stages degassing
membrane system, the radon concentration can be controlled to lower than 0.05 Bq/m3. In
addition, a HDPE (High Density PolyEthylen) film will be used as a liner to cover the pool and
will prevent radon diffusion from the external rocks. The activity of the rock is indeed very high,
and will thus contain a high level of radon.
The 20-inch PMTs in both the central detector and the water Cherenkov detector are easily
affected by the geo-magnetic field. The detection efficiency of the PMTs decreases by �50% under
the intensity of the geomagnetic field (0.5 G) and a shielding system is necessary to compensate
the geomagnetic field. One set of 32 circular coils was designed to shield the detector from the
geomagnetic field and maintain PMT performances.
Finally, the muon flux in the experimental hall is 0.036 Hz/m2, with 209 GeV average muon energy
under 700 meter overburden mountain. Based on the JUNO detector simulation study, the average
track length of muons going through the pool is about 13 meters. With this system, the average
number of fired PMTs can reach �370 and the muon tagging efficiency can reach 99.5%. Most of
the un-tagged muons have short tracks (< 0.5 meter) and are far from the central detector, and
thus do not pose a problem, as the fast neutron background from these un-tagged muon is very
small.

2.3.2 Top Tracker

The Top Tracker (TT) implemented in JUNO was dismounted from the OPERA detector, and
will be placed on top of the JUNO water Cherenkov detector to be used as a cosmic muon tracker.
As shown in Figure 2.4a, ‘walls’ of plastic scintillator, called TT walls, will be placed in horizontal
layers on top of the JUNO central detector, rather than vertically as it was done in OPERA.
The TT will be composed of 62 walls each with a data sensitive area of 6.7�6.7 m2. Each wall
is formed by four vertical (x) and four horizontal (y) modules, and each module is composed of
64 scintillating strips. Each strip is read on both sides by a Hamamatsu 64-channel multi-anode
PMT. The total surface which could be covered by the 62 x-y walls is 2783 m2. The TT walls
will be distributed on 3 horizontal layers, separated by 1.5 m, on a 3×7 horizontal grid, as shown
in Figure 2.4b. There is a 15 cm overlap between adjacent walls of the same layer to avoid dead
zones in the detector. The 3 walls in the center of the TT are moved up to leave enough space for
the calibration house and the Central Detector chimney.
Identifying the entry point of the muon tracks is extremely important in properly tracing them.
The total surface that the TT could cover depends on the number of superimposed x � y layers
(composed by consecutive TT walls), but it will never be able to cover the entire surface of the
detector. With this geometry, about 1/3 of all atmospheric muons passing through the CD will
also cross the 3 layers of the TT, and can be well-tracked, as illustrated in Figure 2.4b. In these
cases, the TT can be used as a veto, but for the remaining muons crossing the CD, the veto
strategy will depend only on the WCD and the CD. One notable region where the TT veto is
particularly effective is for atmospheric muons entering the detector through the chimney region,
which is well covered by the TT and might present difficulties for the other subsystems.
Due to the small granularity of the TT, of 2.6 � 2.6 cm2, using the TT reconstruction and its
associated trigger logic will yield a reconstruction efficiency for atmospheric muons of about 93%,
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(a)

(b)

Figure 2.4: (a) Top Tracker. (b) Drawing of the TT (without chimney walls) with a muon passing
through vertically. In green are shown which modules would have seen the light from this muon
to illustrate the possible trigger configurations.

with a median angular resolution of 0.20°. By also requiring a corresponding signal to be seen
in the CD or WCD, the TT provides a well reconstructed muon sample, with a purity > 99%,
that can be used to calibrate and to tune reconstruction algorithms in the CD and WCD. Well
reconstructed muons from the TT will also be used to measure the distribution of the distance
between the muon and the cosmogenic isotopes produced in the CD, a key component in deciding
the size of the muon veto cylinder used in the analysis.

2.4 Liquid Scintillator

As described in section 2.2, 20,000 tons of Liquid Scintillator (LS) are contained inside an acrylic
vessel of 35.4 m diameter, the LS serving as the target medium for the detection of neutrinos.
There are three components to the JUNO LS recipe : Linear Alkyl Benzene (LAB), forming the
bulk of the target material, 2,5-diphenyloxazole (PPO) and 1,4-bis(2-methylstyryl)benzene (bis-
MSB). The optimal LS composition to maximize the light yield was determined, using one of the
Daya Bay detectors, to be purified solvent LAB with 2.5 g/L PPO, and 3 mg/L bis-MSB [66].
This composition gives an attenuation length of 25 m at 430 nm, with a dominating decay time of
about 5 ns, allowing the photons generated by a reaction at the very center of the target volume
to reach the PMTs.
To improve the optical and radio-purity properties of the LS, a combined system of purification was
designed by the JUNO collaboration according to a strategy optimized with good success with the
Daya Bay experiment. The flowchart of the LS processing system is shown in Figure 2.5, according
to which the raw LAB will pass through an alumina column and a distillation plant, before being
mixed with the PPO and the bis-MSB to form the LS master solution. After these first stages are
performed in the above-ground laboratory, the LS will then undergo two purification stages, going
through the underground water extraction system and stripping system. A final quality check will
be performed in the OSIRIS detector.
In the alumina column system, the LAB will be purified to improve its transparency. This system
consists of 8 60 cm-wide, 2.6 m-tall filtration columns, 2 alumina filling tanks and 3 buffer tanks,
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Figure 2.5: Flowchart of the liquid scintillator processing system.

and was shown to be able to increase the attenuation length of LAB. Special care is paid to reduce
the radon and U and Th radiation background in the LAB.
The second stage of the purification process, the distillation system, uses distillation in partial
vacuum (5 mbar) to remove the heaviest radio-impurities (238U,232Th and 40K) from LAB as well
as to further improve its optical properties in terms of absorbance spectrum and attenuation length.
The LAB distillation technique was tested in one of the Daya Bay detector using a distillation
pilot plant, and was proved effective in terms of radio-purity and optical transparency [67].
Following the distillation process, the mixing system is located in the liquid scintillator (LS) hall,
above ground. It is responsible for dissolving PPO and bis-MSB into LAB to form the LS master
solution batch by batch. The PPO and bis-MSB are purified using an acid/water washing method.
First of the last two purification stages, the water extraction system is used to remove U and Th
radiation in the LS. In this system, the water and LS are fully mixed by turbine stirring, with a
LS flow rate of 7 m3/h and a water flow rate of 1.4–2.3 m3/h. The water with ultra low U/Th
and Rn will be provided by an ultrapure water (UPW) system with a U/Th concentration of less
than 10�15 g/g. The aim of this method is to guarantee that the concentrations of 238U and232Th
in the LS do not exceed the given limits of 10�15 g/g or 10�17 g/g for the neutrino mass ordering
or solar neutrino measurements, respectively.
The stripping plant is the final stage of the purification process, its main purpose being the removal
of radioactive gases and gaseous impurities from the liquid scintillator, using a gaseous stream of
nitrogen and/or super-heated steam in counter current flow mode. The purification process is
performed inside a 9-meters-high stripping column, in partial vacuum (about 250 mbar), using
ultra-pure nitrogen and ultra-pure water (UPW) steam. During the tests carried out at the Daya
Bay laboratory in 2018, this system allowed for a 95% purification efficiency in Rn removal [67].
As the full-size plant has since been improved with a 50% higher stripping column, an even better
efficiency is expected.
Following this purification process, the LS is sent to the OSIRIS detector for a final quality check.
The Online Scintillator Internal Radioactivity Investigation System (OSIRIS) [68] is a stand-alone
detector to monitor the radiopurity of the LS while the JUNO CD is filled, and to confirm the
proper operation of the aforedescribed purification plants. Its main purpose is to ensure that the
concentrations of 238U and 232Th in the LS do not exceed the requirements. This will be achieved
by observing the easy-to-identify fast coincidence decays of 214Bi-214Po (� �237 �s) and 212Bi-
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212Po (� �0.43 �s) in �20 m3 of LS (about 17 tons). These decays indicate the presence of 238U
and 232Th, respectively. The OSIRIS detector has a JUNO-like design. It is composed of a 3 m
wide and tall cylindrical acrylic vessel to contain the LS to be tested, which is mounted inside a
water-filled steel tank for shielding against external radiation. The detector is located in a bypass
to the main LS line, allowing for a sampling of a relevant fraction (�1/6) of the LS processed in
the purification plants. During the LS filling of the JUNO detector, a continuous flow mode in
OSIRIS is foreseen, where new LS is constantly added at the top of its acrylic vessel while the
already-monitored LS is drained from below. The sensitivity of the 238U and 232Th measurement
in this continuous mode will be better than 10�15 g/g, which is the requirement in JUNO for the
determination of the neutrino mass ordering.
After validation of the purity of the LS by OSIRIS, the Filling, Overflow and Circulation (FOC)
system will be used to fill the CD. It will simultaneously fill pure water into the acrylic vessel and
the water pool, and then replaces the water in the acrylic vessel with LS.

2.5 PMT systems

Once the acrylic sphere and stainless-steel truss are completely built, two different systems of
PMTs will be installed on the truss, facing inwards to collect the light emitted by the LS. About
18,000 20-inch LPMTs and 25,600 3-inch SPMTs will make up these systems, with these PMTs
arranged as close to each other as possible to provide a 77% optical coverage to meet the energy
resolution requirements. The following sections will detail both the LPMT and the SPMT systems.

2.5.1 LPMT system

For the LPMT system, an extensive R&D was conducted with the NNVT company in China to
produce a new PMT design without dynodes in order to maximize the photoelectron detection
efficiency and thus the energy resolution, and so 15000 Micro Channel Plate (MCP) PMTs (N6201)
were produced and delivered by NNVT. 5000 additional dynode PMTs (R12860-50 HQE) have also
been delivered by the Hamamatsu company. These latter PMTs have a mature technology, a good
reliability, and a very good TTS, with the downside of being more expensive, not having any
possible R&D conducted to improve their design, and having a low radiopurity (up to one order of
magnitude from the NNVT PMTs depending on the isotope). Figures 2.6a and 2.6b respectively
show a PMT from the Hamamatsu and NNVT productions.

(a) (b)

Figure 2.6: PMTs in JUNO (a) 5k 20-inch Hamamatsu PMTs. The model presented in this figure
has had its photocathode removed. (b) 15k 20-inch NNVT MCP-PMTs.
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The performance of these PMTs crucially contributes to the final energy resolution of the whole
detector system, mainly their photon detection efficiency (PDE) and dark count rate (DCR). More
parameters such as timing and pulse shape parameters are also relevant for event reconstruction
and background reduction. This lead to a set of requirements for the performance of the 20-inch
PMTs being defined. It is shown in Table 2.1 [69].

Parameter Unit Tube type Min. Typical Max.
PDE@420 nm % both 24.0 27.0 -

P/V ratio of SPE -
Hamamatsu 2.5 3.0 -

NNVT 2.5 3.5 -

DCR@0.25 PE kHz
Hamamatsu - 20 50

NNVT - - 100
Rise Time ns Hamamatsu - - 8.5
Fall Time ns Hamamatsu - - 12

Supply HV (@G = 107 V
Hamamatsu - 2000 2350

NNVT - 2000 2800

TTS (FWHM) ns
Hamamatsu - 2.7 3.5

NNVT - 12.0 15.0
Pre-pulse ratio % Hamamatsu - 0.8 1.5

After-pulse ratio %
Hamamatsu - 10 15

NNVT - 1 2

Table 2.1: Performance requirements for the JUNO 20-inch PMTs.

All 20000 PMTs must be tested at least once to make sure that all these requirements are met.
A dedicated multi-channel system was thus designed and built for the testing of the 20-inch
PMTs. After a first visual verification of the state of the PMTs, checking for potential damages
or impurities in the photocathode, all bare PMTs are tested in the container system. The explicit
purpose of this container system is the testing and characterization of all 20-inch PMTs of JUNO
for the PDE, Transit Time Spread (TTS), DCR, gain, Peak-to-Valley (P/V) ratio, fall time, rise
time and pre-pulse and after-pulse ratio parameters. The PMT measurement system is made up
of two containers, inside which is a shelf structure housing 36 drawer boxes acting as individual
measurement stations for the mass testing of the PMTs. In each drawer box are two different
light sources : a self-stabilized LED illuminating the whole photocathode of the PMT, and a fibre
connected to a picosecond laser used for the TTS measurement. 5 reference PMTs per container,
in arbitrary drawer boxes, are used to monitor the measurement system [70].
One of the most critical requirements for JUNO PMTs is a high photon detection efficiency (PDE),
corresponding to the photocathode quantum efficiency (QE) multiplied by the efficiency of pho-
toelectron collection efficiency (PCE) in the PMT vacuum. All the bare PMTs received from
the vendors were thus checked in detail to measure their performances for this parameter. Fig-
ures 2.7a and 2.7b show the distributions for the PDE of all the PMTs and of all the MCP-PMTs,
respectively.
As seen in Figure 2.7a, the MCP-PMTs from NNVT have on average a slightly better PDE than
the Hamamatsu PMTs, with an average of respectively 28.9% and 28.1%. The total mean value for
all the PMTs is 28.7%. It should be noted, as seen in Figure 2.7b, that the quality of the NNVT
production increased with the R&D, as 2 types of PMTs can be identified, the High QE and the
Low QE PMTs. The mean value for the PDE of these PMTs increased from 26.8% to 29.9%. All
these values fulfill the requirements. 1,350 photoelectrons (PE) are expected to be generated per
MeV of deposited energy at the center of the CD, an unprecedented number of PEs collected at
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(a) (b)

Figure 2.7: Measured PDE of bare PMTs. (a) For both types of tubes. (b) For NNVT MCP-PMTs.

this energy.
Equally as important as the PDE, the dark count rate (DCR) is also a key parameter of the PMTs
to be measured. Figures 2.8a and 2.8b show the distributions for the DCR of all the PMTs and
of all the MCP-PMTs, respectively. As seen in Figure 2.8a, the MCP-PMTs from NNVT tend to
have a much larger DCR than the Hamamatsu PMTs, with an average of respectively 49 kHz and
15.3 kHz. The total mean value for all the PMTs is 40.5 kHz. As seen in Figure 2.7b, the increase
in the quality of the NNVT production as for the PDE parameter had no impact on the DCR of
the PMTs. These values do not exceed the requirements.

(a) (b)

Figure 2.8: Measured DCR of bare PMTs. (a) For both types of tubes. (b) For NNVT MCP-PMTs.

Figures 2.9a and 2.9b show the distributions for the charge resolution of the single photoelectron
peak of all the PMTs and of all the MCP-PMTs, respectively. As seen in Figure 2.9a, the MCP-
PMTs from NNVT tend to have a worse resolution than the Hamamatsu PMTs, with an average
of respectively 33.2% and 27.9%. The total mean value for all the PMTs is 31.9%. As seen in
Figure 2.9b, the increase in the quality of the NNVT production as for the PDE parameter also
had a negligible impact on the resolution of the PMTs.
For TTS measurement, about �1000 Hamamatsu PMTs were tested, with the PMTs consid-
ered as having passed the requirements for TTS � 1.5 ns (�), and being double checked for
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(a) (b)

Figure 2.9: Measured Resolution of bare PMTs. (a) For both types of tubes. (b) For NNVT
MCP-PMTs.

1.5 ns < TTS � 2.0 ns. Over the full sample, the mean TTS value is 1.39 � 0.26 ns when exclud-
ing PMTs with TTS > 3 ns, considered as having failed the requirements. When considering the
estimated systematic effects, the mean TTS value is �1.13 ns, consistent with the typical value
for Hamamatsu PMTs. In comparison, MCP-PMTs have a much larger TTS (. 5.1 ns, �), but
they were selected for the SPMT array on purpose in order to maximise the PDE parameter.
There are additional measurements for after-pulse ratio or photocathode uniformity performed on
a randomly selected sub-sample. These sample tests are performed at the scanning station, inde-
pendently from the tests in the containers. The scanning station is a complex system for the zonal
testing and characterization of the large photocathode of the 20-inch PMTs. Its main purpose is
to estimate the PDE non-uniformity along the photocathode, but it can also help provide comple-
mentary information to reveal potential issues with the PMTs tested in the container system. The
scanning station is made up of a rotating base supporting a rotating frame, with 7 self-stabilized
light sources (LEDs) installed on a rotating arc, and is enclosed in a dark room. There are 168
points tested along the photocathode surface. At each point, charge spectra are obtained, from
which the PDE and the Gain are extracted. The LEDs are individually calibrated by a reference
small PMT on a regular basis. Figure 2.10a shows the scanning station, while Figure 2.10b shows
the scanning map of the photocathode uniformity for one of the Hamamatsu PMTs.

2.5.2 Electronics and signal acquisition

The initial design of the large PMT electronics [71] and the following R&D program have been
driven by the main requirements of reconstructing the deposited energy in the LS with high
resolution and a good linearity response over a wide dynamic range : from 1 PE for low energy
events to 1000 PEs for showering muons and muon bundles. In addition, a precise measurement
of the photons arrival times is required [71].
The current design of the large PMT electronics, a scheme of which is shown in Figure 2.11, is an
optimization of previous developments where the large PMT electronics was split into two parts,
one being the ’wet’ electronics (located at few meters from the PMTs inside a custom stainless
steel box) and the other being the ’dry’ electronics in the electronics rooms. Output signals from 3
PMTs are fed to the front-end and read-out electronics located inside the UWB, and the PMT high
voltage is provided for each individual PMT by a custom High Voltage module located inside. The
analog signal is amplified and converted to digital with a 12 bit, 1 GS/s, custom Analog-to-Digital
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(a)
(b)

Figure 2.10: (a) Scanning station for the 20-inch PMTs. (b) Scanning map of the photocathode
uniformity for an arbitrary Hamamatsu PMT. The green areas correspond to a PDE value of
20% and the dark red areas to 35%. The PDE value tends to be much lower at the edge of the
photocathode.

Converter (ADC). The signal is further processed (local trigger generation, charge reconstruction
and timestamp tagging) and stored temporary in a local memory before being sent to the data
acquisition (DAQ), once validated by the global trigger electronics.
The large PMT electronics can work with a centralized ’global trigger’ mode, in which the infor-
mation of the single ’fired’ PMTs is collected and processed in a Central Trigger Unit (CTU). The
CTU then validates the trigger based on a simple PMT multiplicity condition or a more refined
topological distribution of the fired PMTs. With a typical energy threshold in JUNO of 0.2 MeV,
the CTU would validate the trigger for �300 fired LPMTs. Upon such a trigger request, validated
waveforms are sent to the DAQ event builder through the Gigabit Ethernet asynchronous link.

Figure 2.11: LPMT electronics.
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2.5.3 SPMT system

The small PMT system of the JUNO experiment was proposed to the collaboration in 2014 in
order to install up to 36,000 3-inch PMTs (SPMTs) in the gaps between the 20-inch PMTs LPMT
system, 3 inches being the maximum size allowed by the positioning of the LPMTs. Formally
approved of early 2017, this sub-system thus became a part of JUNO very late in the experiment’s
development, and is not featured in the JUNO Conceptual Design Report (CDR) but in a separate
SPMT CDR [72]. One of the main objectives was to keep the R&D aspect of its components to a
minimum. The current PMT model used in the SPMT system is the HZC XP72B22, an upgrade
on the HZC XP72B20 model used in KM3NeT. The main improvement was the shape of the glass
bulb on the B22 model to improve the TTS from a mean value of 1.9 ns to 1.5 ns (�). To this
end, the resistor ratios of the first 3 dynodes of the PMT were set as 3:2:1. Due to the limited
number of possible positions for the SPMTs due to the stainless steel structure supporting the
acrylic sphere of the central detector, the number of predicted installed SPMTs was reduced to �
26,000, and so an international bidding for the production of 26,000 3-inch PMTs (including 1000
spares) was organized in May 2017. The Chinese company Hainan Zhanchuang (HZC) Photonics
was chosen to be the supplier. As with the LPMT system, the SPMT readout electronics will be
located underwater, both to avoid transmission losses in the long distance to the surface and to
reduce the costs associated with the required cabling.
An illustration of the positioning of the SPMTs with respect to the LPMTs is shown in Figure 2.12.

Figure 2.12: LPMT and SPMT positioning.

The SPMT system will work in parallel with the LPMT system to observe the same set of events. Of
course, the SPMTs will collect less light than the LPMTs, with an expected light yield of �40 PEs
per MeV, as opposed to the expected 1350 PEs per MeV from the LPMT system. As a conse-
quence of lower photo-electron statistics, the SPMT system will have a worse energy resolution
in comparison with the LPMTs. However, the solar mode of the IBD spectrum generates oscil-
lations which remain distinguishable even with the energy resolution of the SPMT system. This
means that the SPMT system can serve as an independent photo-detection system to determine
the oscillation parameters �m2

21 and �12, respectively defining the frequency of the oscillations,
and their amplitude.
The positioning of these PMTs in the experiment remains a complicated matter. Factors like
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impossible positions for the PMTs due to the stainless steel structure, cabling based on position,
and shading from and on the LPMTs have to be taken into consideration. Shading being the major
concern, for efficiency and sensitivity purposes, a 5 cm forward offset of the SPMTs with respect to
the LPMT equator has been agreed upon by the collaboration. 128 SPMTs will be connected to a
single UnderWater Box (UWB), in a similar design to the LPMT system albeit with a much larger
multiplicity. In the case of the SPMT system, however, the output signals will be digitized and
only the charge and time information will be stored and used, as opposed to the full waveforms
being registered in the LPMT system. The SPMT electronic boards and their connection to one
UWB are under optimization. Chapter 3 will give more details about the electronics.
The produced PMTs were measured in four main test stations, shown in Figure 2.13, the perfor-
mances of which were reviewed and monitored throughout the entire PMT production period.

(a)

(b)

(c)

(d)

Figure 2.13: (a) Diagram of the static station to measure QE and HV. (b) Diagram of SPE station
to measure SPE resolution, PV ratio and DCR. (c) Diagram of the TTS station. (d) Diagram of
the scanning station.

A static station (Figure 2.13a) tested the Quantum Efficiency (QE) and the High Voltage (HV)
required to obtain the PMT nominal Gain of 3�106. In a dark room, a quartz tungsten lamp
provides a light source passing through a 400 nm wavelength band pass filter (BPF) and 70 mm
diameter aperture before hitting the photo-cathode.
A second station, the SPE station (Figure 2.13b), was designed to illuminate a PMT with a LED
and measure the SPE spectrum related parameters : the SPE resolution, the Peak-to-Valley (PV)
ratio, and the Dark Counting Rate (DCR) at 0.25 PE and 3 PE thresholds. A LED provides single
420 nm photons, with a distance to the PMT of about 15 cm, fully covering the PMT cathode.
The PMT signal is amplified sequentially by two amplifiers and fed into a multi-channel analyzer
to get the SPE spectrum. The LED light was turned off when measuring the DCR, and the PMTs
were put into the dark box for at least 4 hours before measurement.
A timing station (Figure 2.13c) measured the TTS of the PMTs, as well as the pre-pulse and
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after-pulse ratios. A picosecond laser (405 nm) was used as a light source, with a laser controller
providing two synchronized signals, one to drive the laser pulse and the other to trigger the
oscilloscope. The light from the laser was reflected, went through a shutter, into a short plastic
fiber carrying the light to the PMT cathode.
A scanning station (Figure 2.13d) was required by JUNO to measure the non-uniformity of the
QE and the effective diameter of the PMT photo-cathode. A quartz tungsten lamp provided a
�2 mm light spot on the photo-cathode through a small circular window with a 420 nm film. The
light source, together with the window, could be moved in a 100�100 mm2 square with a 2 mm
step length, and thus realized a QE scanning for the photo-cathode in 2,500 pixels.
The first two stations were used by HZC as a standard procedure to test the basic parameters (QE,
HV, SPE resolution, PV ratio, DCR) for all PMTs, while all four stations were used by JUNO for
the sampling test.
Due to the high number of produced PMTs, not every PMT could be extensively tested by the
JUNO collaboration during production, and as such, a sampling test was designed by IHEP.
The different PMT parameters were given different sampling tests and criteria based on their
importance. There were 15 parameters specified by JUNO for the acceptance test, as shown in
Table 2.2, and requirements were put not only on the performance of any individual PMT, but
also on the average performance of a batch of tested PMTs. The parameters were divided in four
different classes according to the test time demands, products quality variation, and importance
to JUNO. The class A parameters were all tested by HZC during production, and by JUNO with
a 10% sampling. The class B and C parameters where only measured by JUNO, and respectively
selected randomly with a 3% and 1% sampling. The class D parameter required destructive
measurements, and was only performed for 3 PMTs. All of the samplings were done by JUNO
shifters. Table 2.2 shows the summary of the 3” PMTs acceptance criteria and test results for all
parameters.

Parameters Class
Requirement Test fraction Tolerance Results

(limit) (mean) HZC JUNO of diff. (mean)
� (glass bulb) A (78,82) mm - 100% 10% - OK
QE@420 nm A >22% >24% 100% 10% <5% 24.9%
High Voltage A (900,1300) V - 100% 10% <3% 1113 V

SPE Resolution A <45% <35% 100% 10% <15% 33.2%
PV Ratio A >2 >3 100% 10% - 3.2

DCR@0.25 PE A <1.8 kHz <1.0 kHz 100% 10% - 512 Hz
DCR@3.0 PE A <30 Hz - 100% 10% - 7.2 Hz

TTS (�) B <2.1 ns - - 3% - 1.6 ns
Pre-pulse B <5% <4.5% - 3% - 0.5%
After-pulse B <15% <10% - 3% - 3.9%

QE non-uniformity B <11% - - 3% - 5%
� (eff. cathode) B >74 mm - - 3% - 77.2 mm
QE@320 nm C >5% - - 1% - 10.2%
QE@550 nm C >5% - - 1% - 8.6%

Aging D >200 nA · years - - 3 PMTs - OK

Table 2.2: Summary of the 3” PMTs acceptance criteria and test results for different parameters.
The results for class A parameters are obtained with the mean value of the total vendor data, after
JUNO modified its acceptance measurement modification. The other results were from the JUNO
acceptance test.

There were 6 main parameters defined as belonging in class A of the acceptance test : the QE,
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the HV for nominal gain, the SPE resolution, the PV ratio, and the DCRs at 0.25 PE and 3.0 PE
thresholds. The sampling test results for these parameters are shown in Figure 2.14 and compared
with the vendor data, after rescaling the distributions. A good agreement between the sampling
test results and the vendor data is apparent, and the results respect the requirements defined in
Table 2.2.

Figure 2.14: The PMT sampling test results (2,600 PMTs) for class A parameters and comparison
with vendor data (26,000 PMTs), after normalization.

For the QE at 420 nm, the HV at gain 3�106 and the SPE resolution, 3 important parameters
of class A, the difference between the sampling test result and the vendor data was required to
be smaller than a tolerance, respectively defined as 5%, 3% and 15% for any single PMT. These
tolerances correspond to a 4-6 � margin, to allow the normal fluctuation to be accepted. The
fractions of PMTs out of the tolerance ranges, among 2600 tested PMTs, are respectively 1.6%,
2.7% and 2.4%, and a majority of the PMTs were in agreement with the vendor data after being
re-tested.
The ratio of PMTs tested for parameters in classes B and C was respectively 3% and 1%, both
classes sampled by the JUNO shifters from a sub-batch of 150 PMTs that had passed the class
A acceptance test. The class C sample was fully contained in the class B sample. In the TTS
station, the TTS, pre-pulse and after-pulse parameters were measured, and the results are shown in
Figure 2.15. With an average of 1.6 ns (�) at the HV ratio 3:2:1 and a relative standard deviation
of 10.5%, the TTS distribution was determined to be very stable.
In the scanning station, the non-uniformity of the QE and the effective photo-cathode diameter
were measured. With a mean QE non-uniformity of 5% and a mean effective photo-cathode
diameter of 77.21 mm for the 790 tested PMTs, the measurements were in accordance with the
requirements and no PMT was rejected. The mass of the PMTs was also measured during the
acceptance test procedure, with the goal of identifying the more massive PMTs to position at the
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Figure 2.15: Distribution of TTS, Pre-Pulse and After-Pulse from the sampling test. The TTS
distribution has fewer entries as the first tens of PMTs were measured at a HV ratio of 3:1:1,
and these data were not taken into account in the distribution. the upper requirements for these
parameters were respectively 2.1 ns, 5%, 15%.

bottom of the water pool, and the less massive ones at the top. An unusually low mass could also
indicate a thinner glass bulb, which could present risks of shattering under the water pressure.
Conforming to JUNO’s requirements on the production, the average good rate of the mass pro-
duction was about 80.5%, with the quality of the production increasing every year. In the last
year of production, the rate of good produced PMTs reached 87.8%.

2.6 CD calibration system

Particle interactions in the LS will produce scintillating and Cherenkov (�10%) photons, in num-
bers mostly proportional to the deposited energy, which will then be converted to photoelectrons
by the PMTs. However, there is an intrinsic non-linearity in the scintillation mechanism, due to
the quenching effect on the scintillation photons, depending on the energy and type of the particle
[9]. This effect, combined with the non-linearity on the Cherenkov light mechanism to give the
“physics non-linearity”, can be calibrated by the combination of radioactive sources and natural
radioactivity background. Figure 2.16 shows the non-linearity of gamma particles by representing
the ratio between the visible energy Evis, defined as the energy estimated based on the detected
number of PEs, and the true energy Etrue as a function of the true energy. At different energies,
the quenching effect does not have the same impact on the eventual visible energy of the particles,
and this phenomenon needs to be taken into account in the physics measurement of the JUNO
experiment.
In order to correct this energy non-linearity, the collaboration developed a calibration program
involving multiple calibration sources and scan systems of multiple dimensions. This calibration
is necessary to fulfill the requirements of the JUNO central detector of a 3% effective energy
resolution parameter at 1 MeV and of a better than 1% energy linearity, in order to precisely
determine the neutrino mass ordering. The multiple scan systems will also enable the calibration
of the non-uniformity of the Central Detector.

2.6.1 Calibration system design

The hardware design of the calibration system was driven by the requirement to have a 3D map
of the detector response. This requires being able to not only place a source along the central axis
of the CD, but also on a circle at the LS-acrylic boundary as well as in the region in-between.
This design consists of several independent subsystems, which allow for the possibility of having
several different types of scans of the whole detector, and which are all shown in Figure 2.17a.
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Figure 2.16: Fitted and simulated gamma non-linearity using the ratio of the visible energy to
the true.

In the one-dimensional scan scenario, the Automatic Calibration Unit (ACU) is deployed through
the chimney to calibrate positions along the central axis of the Central Detector, with multiple
radioactive sources and pulsed laser light [65]. This is represented by the red dots in Figure 2.17b.
The precision of the calibration positions can be controlled to less than 1 cm. This is crucial
because, in addition to the energy non-linearity, the total number of PEs collected by the LPMT
and SPMT systems is also position-dependent in JUNO, for instance due to PMT solid angles,
optical attenuation effects, reflections at material interfaces, or shadowing due to opaque materials.
This intrinsic position non-uniformity, mostly energy independent, has to be corrected by this
multi-positional calibration to optimize the energy resolution. Figure 2.18 shows the mean number
of photoelectrons collected by the PMTs per MeV, for 2.22 MeV gammas, as a function of the
radius (distance of the event to the center of the detector) for a few representative polar angles �
in spherical coordinates. The number of collected PEs increases with the radius, as the photons
are less attenuated due to having less LS to cross to reach the PMTs, until a decrease due to
the combination of the total reflection of photons at the acrylic/water interface as well as gamma
leakage at the edge of the CD. Within the same radius, there is an additional dispersion in � due
to effects such as PMT coverage, of about of 3-4%.
In the two-dimensional scan scenario, in order to calibrate the non-uniformity of the detector, a
source attached to one of the Cable Loop Systems (CLS) is moved on a vertical half-plane, with
tunable hanging wire lengths to reach off-center positions [73]. Two sets of CLSs will be deployed
to provide a 79% effective coverage area, as is illustrated in Figure 2.17b with the green dots.
The redundant coverage of these two sets will be used to cross-check the azimuthal asymmetry. A
Guide Tube (GT), which longitudinally surrounds the outside of the CD, will be used to calibrate
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(a) (b)

Figure 2.17: (a) Overview of the calibration system, including the Automatic Calibration Unit
(ACU), two Cable Loop Systems (CLSs), the Guide Tube (GT), and the Remotely Operated
Vehicle (ROV). The red points represent a source assembly. (b) The optimized 250 calibration
points in a half vertical plane of the JUNO CD. The purple dashed line represents the acrylic
boundary. The green dashed lines are the assumed boundaries of the CLS.

Figure 2.18: Mean number of PEs per MeV for 2.22 MeV gammas as a function of the radius,
along a few representative polar angles.

61



CHAPTER 2. JUNO PHYSICS AND DETECTOR

the non-uniformity at the CD edge due to gamma leakage. To do so, a source will be pulled in the
Teflon GT with servomotors and Teflon-coated steel cables to reach the desired locations. This is
represented in Figure 2.17b by the purple dots at the acrylic boundary.
In the three-dimensional scan scenario, the Remotely Operated under-LS Vehicle (ROV) will be
suspended in the LS with a radioactive source to calibrate the desired positions. The ROV motion
will be controlled with multiple orientation motors and an umbilical cable, used to deliver the
power and the transfer control signals, with a camera inserted in the ROV to observe the situation
inside of the CD.
As the ACU, CLS and ROV systems will be inside of the CD, they will be installed and assembled in
an air-tight stainless steel calibration house located on top of the detector, to avoid air-born radon
diffusion into the LS. Changing the calibration sources will be done automatically through a set of
designated structures. An additional unit, the Unit for Researching Online the LSc tRAnsparency
(AURORA) is an auxiliary laser diode system to monitor the attenuation and scattering length of
the LS.

2.6.2 Radioactive sources

Radioactive sources with gammas, positrons and neutrons will be used for calibration in order to
correct the energy responses in the [1-8 MeV] energy range of the IBD events. The time responses
will be corrected using a pulsed UV laser (266 nm wavelength) [74]. The radioactive sources as well
as the types of emitted radiations are listed in Table 2.3. For a large LS detector such as JUNO,
thin-walled electron or positron sources would pose a risk of leakage of radionuclides. Instead, 
sources ranging from a few hundred keV to a few MeV are considered, to cover the range of the
prompt energy of IBDs. The 68Ge sources decay to 68Ga via electron capture, which then decays
by �+ to 68Zn. The kinetic energy of the positrons will be absorbed by the enclosure, so only
the annihilation gammas are released. In addition, (�; n) sources such as 241Am-Be (AmBe) and
241Am-13C(AmC) can be used to provide both high energy gammas and neutrons, the latter of
which also produce capture gammas on hydrogen and carbon atoms in the LS. This is done in
order to mimic and calibrate the delayed signal of the IBDs.

Source Type Radiation
137Cs  0.662 MeV
54Mn  0.835 MeV
60Co  1.173 + 1.333 MeV
40K  1.461 MeV
68Ge e+ annihilation 0.511 + 0.511 MeV

241Am-Be n, neutron + 4.43 MeV (12C�)
241Am-13C n, neutron + 6.13 MeV (16O�)
(n,)p  2.22 MeV
(n,)12C  4.94 MeV or 3.68 + 1.26 MeV

Table 2.3: List of radioactive sources considered in the JUNO calibration.

2.6.3 Calibration program

A calibration program has to be defined for both global, comprehensive measurements, as well
as for narrower but more regular ones. For this program, the rates of the radioactive sources are
set to be around a few hundreds of neutron or gamma emissions per second, so that the data
rate during the calibration does not differ too much from the data rate during the neutrino data
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taking. Similar to what was done for the Daya Bay calibration, the JUNO calibration program was
envisioned to be separated into weekly, monthly, and comprehensive but infrequent calibrations.
As a requirement, source deployments should not introduce noticeable radio-impurities such as
radon. The nominal speed of the source movement is about 1 m/min.
The start of the experiment is likely to be immediately followed by a comprehensive calibration,
in order to achieve a necessary basic understanding of the CD performance. This calibration
will then need to be repeated a few times throughout the life time of the JUNO experiment. In
such a calibration, multiple sources will be deployed to the CD center to study the non-linearity.
The AmC neutron source will be deployed to the full set of 250 points using the ACU, CLS and
GT. The total time of such a calibration is expected to be about 48 hours. Weekly and monthly
calibrations have also been designed to track major changes in the detector properties, such as
variations in the light yield of the LS, PMT gains, or electronics, with the monthly calibrations
going through a more limited number of positions. These calibrations are summed up in Table 2.4,
with the comprehensive calibration referred to as the special calibration.

Program Source Energy [MeV] Calibration points

Weekly calibration
Neutron (Am-C) 2.22 5

Laser / 10

Monthly calibration

ACU - Neutron (Am-C) / 27
ACU - Laser / 27

CLS - Neutron (Am-C) / 40
GT - Neutron (Am-C) / 23

Special calibration

Neutron (Am-C) 2.22 250
Neutron (Am-Be) 4.4 1

Laser / 8
68Ge 0.511 � 2 1
137Cs 0.662 1
54Mn 0.835 1
60Co 1.17 + 1.33 1
40K 1.461 1

Table 2.4: Baseline plan of the different calibrations. For the comprehensive calibration, the
Am-C will be deployed into 250 points utilizing the ACU, CLS and GT. All other sources will rely
on the ACU only. More sources at other locations are also possible. The weekly calibration will
be performed using the ACU, and the monthly calibrations using the ACU, CLS and GT.

2.7 Low background strategy

The main expected background sources to the antineutrino IBD process in JUNO are cosmic muons
through cosmogenic isotopes induced by muon spallation in the liquid scintillator, fast neutrons,
natural radioactivity, geoneutrinos and �-n reactions. The contribution of five backgrounds to the
neutrino spectrum is illustrated in Figure 2.19.
Apart from the natural radioactivity, the impact of all these sources on the JUNO measured event
rate is determined by the choice of the experimental site and can only be diminished by efficient
tagging, careful event reconstruction, and dedicated veto strategies. The JUNO detector is located
in an underground laboratory with 700 m overburden, i.e. 1800 m.w.e. At this depth, the muon
flux at the JUNO site is of about 0.004 Hz/m2 with a mean energy of 207 GeV. The rate of muons
passing through the ultrapure water of the WCD is of 10 Hz, while the rate of muons passing
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Figure 2.19: Spectra for the antineutrino signal and five kinds of main backgrounds, including
the accidental, 9Li/8He, fast neutron, and 13C(�; n)16O and geoneutrinos. [59]

through the liquid scintillator is of 3.6 Hz. Fast neutrons produced by muons passing through the
rock and the detector materials may reach the liquid scintillator and mimic an IBD event: the
efficient muon tagging by the WCD of JUNO will remove most of these events, leading to a low
impact on the background budget of the fast neutrons. Muons and muon showers interact with 12C
in the LS, producing light isotopes called cosmogenics by hadronic or electromagnetic processes.
The produced �–n decaying nuclides can also mimic an IBD signal : the resulting 9Li/8He are the
most dangerous correlated ones for background. In this respect, there are various physics driven
models for veto strategies to reduce the impact of the cosmogenic background in the different
JUNO physics channels. For well-tracked muons in the CD, only the LS volume within a cylinder
of distance to the muon track with R < 3 m and within time to the preceding muon T < 1.2 s
will be vetoed, in order to maximize the detector live time and minimize the dead volume losses.
Natural radioactivity comes from all the JUNO materials and the environment. The radioactivity
from external materials, mainly 238U (U) and 232Th (Th) chains and 40K, can be effectively removed
by fiducial volume (FV) cuts and energy thresholds. The JUNO default values for neutrino mass
ordering analysis are Eth=0.7 MeV and rLS=17.2 m. It is important to distinguish the internal
background, coming from the LS itself and the external background, coming from the other
parts of the JUNO detector. Indeed, for the internal background, all the radionuclides especially
from the U/Th chains will contribute to the deposited energy whatever the nature of the emitted
particles (�, � and ). In this case, a fiducial volume cut would be useless for removing the
background events, since they are uniformly distributed in the LS. On the contrary, only a part
of the radionuclides will contribute to the external background considering the very short ranges
of the � and � particles in solid materials, which will exclude pure � and � emitters. Only
high energy s will be able to reach the LS and deposit energy, mainly coming from 214Bi (U
chain), 208Tl (232Th chain) and 40K. In this case, the fiducial volume cut is more effective as
it is illustrated in Table 2.5 for all the materials except LS. Huge efforts on material screening
and convenient arrangement of the experimental apparatus were the main driving actions during
JUNO planning and designing, in order to contain the single event rate below 10 Hz in the fiducial
volume of JUNO. Giving this rate and the required correlation in energy, time and space between
the prompt and delayed signals, the accidental background rate from the natural radioactivity is
expected to be about 0.9 count per day (cpd).
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Material Mass [t]
Target impurity concentration Singles

238U 232Th 40K 210Pb 60Co No FV FV
[ppb] [ppb] [ppb] [ppb] [mBq/kg] [Hz] [Hz]

LS 20000 10�6 10�6 10�7 10�13 2.5 2.2
Acrylic 610 10�3 10�3 10�3 8.4 0.4

SS structure
65 0.2 0.6 0.02 1.5

15.9 1.1
1000 1 3 0.2 20

PMT glass
33.5 400 400 40

26.2 2.8100.5 200 120 4
2.6 400 400 200

PMT readout
125 68 194 5 16

3.4 0.4
16.3 93 243 12 14

Other 2.5 0.3
Sum 59 7.2

Table 2.5: Final background budget for the main materials used in the JUNO detector with
reconstructed energy Erec larger than 0.7 MeV. The expected count rates are given in both the
full detector volume (No FV, i.e. rLS = 17.7 m) and within the default FV (rLS = 17.2 m).
The ”Other” components include all materials that have relatively smaller contribution to the
background such as the calibration parts, the LPMT cover, the rock, and the radon in the water.

A set of preliminary selection criteria is studied in the JUNO Yellow Book [59]. Table 2.6 summa-
rizes the efficiencies of the selection cuts and the corresponding reductions for various backgrounds.
JUNO will observe 60 IBD events per day, with about 6% (3.6 cpd) background contamination.

Selection IBD efficiency IBD Geo-�s Accidental 9Li/8He Fast n (�,n)
- - 83 1.5 - 84 - -

Fiducial volume 91.8% 76 1.4
410

77

0.1 0.05
Energy cut 97.8%

73 1.3 71Time cut 99.1 %
Vertex cut 98.7% 1.1
Muon veto 83% 60 1.1 0.9 1.6
Combined 73% 60 3.55

Table 2.6: Efficiencies of antineutrino selection cuts, signal and background rates, expressed in
counts per day (cpd). [59]

2.8 TAO

The Taishan Antineutrino Observatory, abbreviated as TAO, was designed and proposed by the
collaboration as a way to precisely measure the reactor anti-neutrino spectrum. With a liquid
scintillator (LS) detector at �30 m from a reactor core of the Taishan Nuclear Power Plant, it is
intended to provide a reference spectrum for the determination of the neutrino mass ordering by
JUNO, and is expected to start its data taking at a similar time as JUNO. With a fiducial volume
of LS of about 1 ton, the IBD event rate of TAO will indeed be more than 30 times that of JUNO,
providing enough statistics for the desired reactor anti-neutrino spectrum. Although a 3%/

p
E

energy resolution is enough for TAO to serve as the reference detector of JUNO, the energy
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resolution should be as high as possible to study the fine structure of the reactor antineutrino
spectrum and create a highly resolved benchmark to test nuclear databases.
Therefore, TAO will use Silicon Photomultiplier (SiPM) with a > 50% photon detection efficiency
to observe the LS with an almost full coverage (10 m2 surface). The detector will have to be
operated at -50°C to lower the dark noise of these SiPMs to �100 Hz/mm2, with the simula-
tion predicting about 4500 photoelectrons observed per MeV. This corresponds to a 1.5%/

p
E

resolution. Taking into account the other detector responses, the energy resolution could reach
< 2%/

p
E.

The schematic drawing of the TAO detector is shown in Figure 2.20. The Central Detector
(CD) detects reactor antineutrinos with 2.8 tons of Gadolinium-doped LS (GdLS) contained in
a spherical acrylic vessel with an inner diameter of 1.8 m. To contain the energy deposition of
gammas from positron annihilation, a 25-cm selection cut will be applied for the positron vertex
from the acrylic vessel, resulting in 1 ton fiducial mass. As such, the IBD event rate in the fiducial
volume will be about 2000 events per day with the detection efficiency taken into account. A
spherical copper shell with an inner diameter of 1.884 m and a thickness of 12 mm frames the
acrylic vessel, and provides mechanical support and thermal stability for the SiPM tiles. The
resulting gap between the SiPM surface and the acrylic vessel is �2 cm. The copper shell is
installed in a cylindrical stainless steel tank with an outer diameter of 2.1 m and a height of 2.2
m. This stainless steel tank is filled with Linear Alkylbenzene (LAB) as the buffer liquid used to
shield from the radioactivity of the outer tank and to optically couple the acrylic vessel and the
SiPM surfaces. It is insulated with 20 cm thick Polyurethane (PU) for the detector to be operated
at -50°C.

Figure 2.20: Schematic view of the TAO detector.

The CD is surrounded by 1.2 m thick water tanks on the sides, a 1 m thick High Density Polyethy-
lene (HDPE) on the top, and 10 cm thick lead at the bottom to shield it from the ambient radioac-
tivity and cosmogenic neutrons. Cosmic muons will be detected by the water tanks with PMTs
and by Plastic Scintillator (PS) on the top.
The Taishan Nuclear Power Plant, providing the reactor anti-neutrinos for the TAO experiment,
is located 53 km away from the JUNO experiment. It has two cores currently in operation, both
European Pressurised Reactors (EPR) with 4.6 GW thermal power. The baseline of the TAO
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CD is �30 m from a reactor core, with the far reactor core of the Taishan Nuclear Power Plant
contributing to only about 1.5% of the total reactor antineutrino rate of TAO. This allow for a
great confidence in the desired reference spectrum. The muon and cosmogenic neutron rates in
the Taishan Neutrino Laboratory, 9.6 m underground, are measured to be 1/3 of those on the
ground. Simulations show that the cosmogenic fast neutron background, accidental background,
and cosmogenic 8He/9Li background can be controlled to < 10% of the signal with the shielding
and muon veto designs.

2.9 Additional physics with JUNO

2.9.1 Neutrino oscillation parameters precision measurements

As described in section 1.3.4, JUNO will observe the effects of the solar and atmospheric oscillations
simultaneously. The solar oscillations, driven by �m2

21 and modulated by sin(2�12) (Figure 1.20),
cause the slow oscillation (low frequency) in the electronic antineutrino survival probability (illus-
trated in Figure 1.19) which is responsible for the bulk of the reactor antineutrino disappearance.
The atmospheric oscillations, driven by �m2

32 and modulated by sin(2�13) (Figure 1.20), cause
the higher frequency oscillations on top of the slower ones (illustrated in Figure 1.19). Measur-
ing the oscillated reactor antineutrino spectrum with a resolution of 3% at 1 MeV will allow for
the determination of these 4 parameters simultaneously, with 3 of these parameters measured at
unprecedented precision levels, as illustrated in Figure 2.21.

Figure 2.21: Relative precision of the measurement of different oscillation parameters as a function
of the luminosity of the JUNO experiment. The markers and vertical lines stand for 100 days, 6
years and 20 years of data-taking.

This figure shows the time evolution of the precision on the oscillation parameters obtained with
the JUNO experiment, from recent preliminary studies, as a function of the integrated luminosity.
The markers correspond to 100 days, 6 years and 20 years of data-taking. Figure 2.21 indicates
that the precision on the oscillation parameters will come to the sub-percent level after about one
year of data-taking. The precision on sin(2�12), �m2

21 and j�m2
eej measurements for 100 days,

6 years and 20 years is shown in Table 2.7, with a comparison to the current precision on these
parameters, respectively 4%, 2.8% and 1.1%, obtained from the combined NuFit results (Table 1.3
[45]). Within just 100 days of data-taking, JUNO will thus be able to reach a much better precision
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on the neutrino oscillation parameters than all current experiments combined, and therefore, tests
of the unitarity of the lepton mixing matrix will be feasible at unprecedented precision levels.

JUNO 100 days JUNO 6 years JUNO 20 years Current precision
sin2(�12) 1.85% 0.52% 0.33% 4.0%
�m2

21 0.97% 0.31% 0.22% 2.8%
j�m2

eej 0.81% 0.18% 0.11% 1.1%

Table 2.7: Precision on sin(2�12), �m2
21 and j�m2

eej measurements obtained for 100 days, 6
years and 20 years of data-taking with the JUNO experiment. The current precisions on these
parameters shown as comparison.

2.9.2 Supernova neutrinos

Neutrinos are crucial players during all stages of stellar collapses and explosions, with the de-
tection of two dozen neutrino events from supernova (SN) 1987A in Kamiokande-II [75], Irvine-
Michigan-Brookhaven [76], and Baskan [77] having essentially confirmed the scenario of the delayed
neutrino-driven explosion mechanism for core-collapse supernovae (SNe) [78–82]. Future large
water-Cherenkov (Hyper-Kamiokande), liquid-scintillator (JUNO), and liquid-argon time projec-
tion chamber (DUNE) neutrino detectors will all be able to register large statistics of SN neutrinos,
and thus have great potential to provide their complete flavor information.
Theoretical predictions of the SNe neutrino-emission depict three main phases, namely the shock-
breakout burst phase, during which 99% of the energy is released in neutrinos and antineutrinos of
all flavors, the post-bounce accretion phase and the proto-neutron star cooling phase. It is highly
desired to obtain a clear observation of these discriminative phases, with crucial information carried
in the total energy, luminosity evolution, spectral distribution, and the mix of different flavors of
the SN neutrinos. Before a massive star collapses and forms a SN, a significant number of MeV-
energy neutrinos can also be produced via the thermal processes and nuclear weak interactions.
Such pre-supernova neutrinos are also useful to prove the theory of stellar evolution [83, 84].
JUNO, with its 20 kt of LS, has excellent capability for multi-channel detection of all flavors of
both O(10 MeV) post-shock neutrinos and O(1 MeV) pre-supernova neutrinos, mainly via the
inverse beta decay (IBD), the elastic neutrino-electron scattering (eES), and the elastic neutrino-
proton scattering (pES). For a typical galactic distance of 10 kpc and typical SN parameters, JUNO
will register �5000 IBD events, �300 eES events and �2000 pES events. The charged-current and
neutral-current interactions of neutrinos on 12C nuclei are observable as well [85], and the neutrino
event spectra with respect to the visible energy in these six main reaction channels are shown in
Figure 2.22. The O(1 MeV) pre-supernova neutrinos could provide a unique and independent early
warning for the optical observations of core-collapse SNe, and will be detectable via the IBD and
eES channels.
The energy spectra of �e, �e, and �x (��, �� , and ��, �� ) is of crucial importance to understand
the microscopic physics of SN explosions. The pES events of all flavors in LS can be used to
extract the spectral information of �x [86], and by combining all channels, JUNO has a unique
opportunity to provide flux information and to reconstruct the multi-flavor supernova neutrino
energy spectra, as demonstrated by a model-independent approach [87, 88]. Figure 2.23 shows the
multi-flavor supernova neutrino luminosity spectra as a function of the timing of the event, for the
3 supernova phases aimed to be investigated.
SN bursts can be challenging on the electronics of the data acquisition systems. JUNO, for example,
has the opportunity to be able to handle Betelgeuse (0.2 kpc), resulting in a challenging 10 MHz
trigger rate acceptance. The JUNO front-end-electronics will be featured with real-time waveform
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Figure 2.22: Neutrino event spectra with respect to the visible energy Ed in the JUNO detector
for a typical SN at 10 kpc [59].

Figure 2.23: Multi-flavor supernova neutrino luminosity spectra for the 3 supernova phases :
burst, accretion and cooling .

processing in the FPGA and a 2 GB DDR3 memory shared by three PMTs, maximizing JUNO’s
ability of real-time monitoring and data acquisition for the neutrinos from core-collapse SNe. A
dedicated multi-messenger trigger system is also under design to achieve an ultra-low detection
threshold of O(10 keV), in order to position JUNO as a powerful broad-band multi-messenger
observatory and connect it to the global network of multi-messenger observatories.
No SN burst neutrinos have been observed so far since SN 1987A, with an expected rate of
1.63 � 0.46 core-collapse SN per century [89]. With large neutrino detectors like JUNO coming
online in the near future, it is still promising to obtain a high-statistics measurement of the neutri-
nos from a galactic core-collapse SN in the next few decades, allowing for a better understanding of
the explosion mechanism and for an investigation of the intrinsic properties of the neutrinos such
as the absolute scale of neutrino masses [90]. The detection of the integrated signal from all past
stellar core-collapse SNe, the diffuse SN neutrino background, will also improve our understanding
of cosmology.

2.9.3 Diffuse supernova neutrino background

Core-collapse Supernovae (SNe) in our own galaxy, while being rare events, are continuously
proceeding throughout the visible universe, sending bursts of neutrinos in the Earth’s direction,
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and as such are all contributing to a low background flux of low-energy neutrinos called the Diffuse
Supernova Neutrino Background (DSNB). This background is on the level of �10 �.cm�2.s�1.
Information on the red-shift dependent Supernova rate, average SN neutrino energy spectrum and
fraction of black hole formation in core-collapse SNe is contained in the exact flux and spectrum
of the DNSB. JUNO is in an excellent position to detect the �e component of the DSNB flux, with
about 2-4 expected IBD events per year in the energy range above the reactor �e signal, depending
on the DSNB model.
However, many sources of background interfere with the DSNB signal, one of them being the ter-
restrial flux of �e from reactors and atmospheric neutrinos, which causes an irreducible background
of real IBD coincidences and reduces the detection window of the DNSB to the range of about
8 to 30 MeV. Cosmic muons are also penetrating the detector and, though spallation processes,
generate �n-emitting isotopes in the LS, like 9Li, as well as fast neutrons when passing through
the rock surrounding the detector. Both types of particles can mimic IBD coincidence signals and,
respectively, can be effectively reduced by a coincidence veto in the wake of a through-going muon
or a fiducial volume cut.
The most critical background is created by neutral-current (NC) interactions of atmospheric neu-
trinos with 12C [91, 92], for which the emission of one neutron together with a prompt energy
deposit may be able to mimic the IBD coincidence signal of DSNB. As depicted in Figure 2.24a,
which displays an exemplary event spectrum for DNSB expected mean energy hE�i = 15 MeV,
this background rate surpasses the DSNB signal by more than an order of magnitude, greatly com-
promising the measurement. However, the intrinsic pulse-shape discrimination (PSD) capabilities
of liquid scintillators can be used to suppress the NC background to an acceptable level, assuming
PSD efficiencies for which 50% of the DSNB signal and 1.1% of the NC background survive after
the PSD selection [93]. The spectra post-PSD are shown in Figure 2.24b, with the DSNB signal
now dominating all backgrounds in the range from 11 to �22 MeV.

(a) (b)

Figure 2.24: (a) DSNB signal and background spectra. The background by atmospheric-neutrino
NC reactions dominates over the whole range of the observation window from 11 to 30 MeV. (b)
DSNB and background spectra after application of pulse shape discrimination. The DSNB signal
is dominating all backgrounds in the spectral range from 11 to �22 MeV.

Due to the irreducible backgrounds from reactor �e in the low-energy range and atmospheric �e at
high energies, the DSNB observation window is narrow, with the visible energy Evis constrained
by 11 MeV � Evis � 30 MeV. When determining the sensitivity of JUNO for a positive PSD
detection, based on a rate analysis in the observation window, this result depends on the mean
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energy hE�ei underlying the DSNB signal. As illustrated in Figure 2.25, JUNO can be expected
to provide 3� evidence of the DSNB signal after 10 years of data taking for hE�ei � 15 MeV.

Figure 2.25: Sensitivity to the DSNB signal vs. exposure, depending on mean spectral energy
and background uncertainty for which 20% (10%) is assumed for solid (dashed) lines.

2.9.4 Solar neutrinos

Solar neutrinos, produced in the thermonuclear fusion reactions in the solar core, represent a
natural source of neutrinos with an energy spectrum extending up to about 16 MeV, and have
played a significant role in the development of neutrino physics and astrophysics as they can reveal
direct information about the solar core and can be exploited to study the fundamental neutrino
properties and their interaction with matter.
In the last decade, a substantial experimental progress has been made by Borexino (LS detector)
and Super-Kamiokande (WCD detector), via the high precision real-time spectroscopy of solar
neutrinos based on their elastic scattering (ES) off electrons, with Borexino having performed a
comprehensive measurement of pp-chain solar neutrinos [94] and having observed solar neutrinos
from the Carbon-Nitrogen-Oxygen (CNO) fusion cycle [95], and Super-K having collected the
world’s largest sample of 8B solar neutrinos, making it possible to study in detail the spectral
distortion in the transition region of the electron neutrino survival probability Pee to constrain
the neutrino oscillation parameters (mixing angle �12, mass-squared difference �m2

21) [96, 97].
Several open questions in solar neutrinos still remain, and could potentially be answered with sig-
nificant efforts on detector design, construction, and data analysis, especially for any improvements
on the flux measurement. In neutrino oscillation physics, the transition region of Pee has not been
fully explored, since the analysis threshold of the ES electrons is difficult to reach below 3 MeV and
3.5 MeV, in Borexino and Super-K respectively, with its shape being sensitive to �m2

21 values and
able to be used to test new physics, such as non-standard interactions or the existence of sterile
neutrinos [98]. Future, more precise measurements of sin2�12 and �m2

21, using solar neutrinos,
will also contribute to testing the consistency of the standard three neutrinos framework and to
probing new physics beyond the Standard Model. Solar physics, such as the metallicity problem,
will also profit from more precise flux measurements of all neutrino components [99].
The JUNO experiment, with a Borexino-type liquid scintillator detector but a much larger target
mass, comparable to that of the Super-K water Cherenkov detector, has the potential to make
significant contributions to the solar neutrino measurements, with a �m2

21 precision measurement
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using electron signals of the ES channel and a new 8B neutrino flux measurement via the �e 13C
charge current (CC) and the �x 13C neutral current (NC) reactions.
As a LS-based detector, the primary detection channel of solar neutrinos in JUNO is the elastic
scattering (ES) with electrons. The background to this detection consists of the intrinsic natu-
ral radioactivity in LS, the natural radioactivity from external detector materials, and unstable
isotopes produced by cosmic ray muons passing through the detector. The external background,
with energies larger than 2 MeV, can be suppressed to a negligible level with a shielding consisting
of the � 1.7 m water and 4.7 m of LS, making the reduction of the analysis threshold to 2 MeV
possible in a spherical fiducial volume with a reduced radius of 13 m. This threshold can not be
reduced any further due to the presence of more than 10,000 cosmogenic 11C isotopes per day in
the LS. At higher energies, the fiducial volume can be enlarged to radii of 15 m and 16.5 m for
visible energy ranges of 3-5 MeV and 5-16 MeV, respectively. Finally, the muon-induced back-
ground can be well-suppressed by a cylindrical volume veto along the muon track, and a spherical
volume veto around a spallation neutron candidate. Assuming a 10�17 g/g level for the intrinsic
238U and 232Th contamination in the LS, and ten years of data taking, about 60,000 signal events
and 30,000 background events are expected in the energy range above 2 MeV after all cuts applied
[100], with the signal and background spectra shown in Figure 2.26.

Figure 2.26: Signal and background spectra above 2 MeV of singles expected in JUNO in 10 years
after the selection cuts, including different fiducial volumes in different energy intervals ([2-3] MeV,
[3-5] MeV and [5-16] MeV).

Neutrino oscillation physics would benefit from a large and low-threshold ES electron sample of
8B neutrinos as, in the standard neutrino oscillation framework, a joint fit of the ES reaction rate,
the spectral distortion and the day-night asymmetry of the 8B neutrino interaction rate yields a
simultaneous determination of sin2�12 and �m2

21. The precision on sin2�12 is however limited by
the arrival neutrino flux uncertainty, and so a more precise sin2�12 measurement requires a new
8B neutrino flux measurement via the NC or CC channel.
In addition to the ES channel, the 1.1% natural abundance of 13C makes it possible to measure
the 8B neutrino flux via both the CC and NC channels [101, 102], with the main reactions being
the �e+13C ! e�+13N CC reaction and the �+13C ! �+13C�

�
3
2
�� NC reaction. With 9�1030

13C nuclei in the 20 ktons of LS, about 6,000 CC signals and 3,000 NC signals are expected in
10 years of data-taking [102]. For the �+13C ! �+13C�

�
3
2
�� NC reaction, the 3.685 MeV ’s

from the deexcitation of 13C� form a small peak on the ES electron spectrum, as is shown in
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Figure 2.27. With the excellent energy resolution of JUNO, the area of the  peak can be obtained
from a joint fitting with the continuous spectrum of ES electrons. Since the ES electrons dominate
the background in the CC and NC detection, a joint fitting among the three channels needs to
be performed, with the statistical limits of the CC and NC reaction rates expected to reach 7%
within 10 years of data taking.

Figure 2.27: Electron spectrum from CC, NC, ES, and backgrounds. The 3.685 MeV ’s from the
deexcitation of 13C� in the NC channel form a small peak on the ES electron spectrum.

The unprecedented energy resolution of JUNO should make it possible to detect 7Be solar neu-
trinos, as well as solar neutrinos from pp cycles. However, due to constraining irreducible back-
grounds, exceeding the respective 2.7% and 10% precisions of their flux measurements set by
Borexino will be challenging.

2.9.5 Geo-neutrinos

Geoneutrinos are antineutrinos from the decays of long-lived radioactive elements inside the Earth,
and are a unique tool to study our planet, in particular its radiogenic power, and to bring valuable
insight on its formation and chemical composition. The inverse beta decay on protons with
1.8 MeV threshold makes it possible to measure geoneutrinos from the 238U and 232Th decay
chains. Only two experiments have measured geoneutrinos so far, KamLAND and Borexino, both
experiments having reached a precision of about 16-18% by detecting in total 168.8+26:3�26:5 events in
KamLAND [103] and 52.6+9:4�8:6(stat)

+2:7
�2:1(sys) events in Borexino [104]. However, neither experiment

has sufficient sensitivity to determine the Th/U ratio, an important parameter for understanding
the Earth’s formation with a good accuracy.
Furthermore, the two experiments show a discrepancy between their results. Borexino excluded the
null-hypothesis of a mantle signal at 99.0% C.L., and estimated the Earth radiogenic power from
U and Th as 31.7+14:4�9:2 TW, setting tight upper limits on the power of a georeactor hypothesised
to be present inside the Earth [105–108]. KamLAND estimated the Earth radiogenic power from
U and Th as 12.4+4:9�4:9 TW, and prefers the geological models with lower concentration of heat-
producing elements in the Earth. The next generation experiments like JUNO are needed to
provide firm results concerning the Earth’s radiogenic power and to fully exploit geoneutrinos in
order to understand the natural radioactivity of our planet. With its detector volume being at
least 20 times larger than the existing detectors, JUNO will allow for a high statistics measurement
of geoneutrinos, and as such represents a fantastic opportunity for their study.
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The expected geoneutrino signal depends on the U and Th abundance and distribution in the
Earth. The published JUNO sensitivity studies [109] consider a global composition of the Earth
[110], and give an expected geoneutrino signal in JUNO of 39.7+6:5�5:2 TNU. One TNU (Terrestrial
Neutrino Unit) corresponds to 1 event detected with a detector of 100% detection efficiency con-
taining 1032 target protons (roughly 1 kton of liquid scintillator), in 1 year. This corresponds to a
measurement of 400 geoneutrinos, more than the total number of geoneutrinos ever measured by
all the previous experiments, per year.
The 500 km range of the crust around JUNO contributes to more than 50% of this total signal
[110]. Thus, local refined geological models are needed for a precise estimation of the crustal
signal and a subsequent disentanglement of the mantle signal. The main challenge for the JUNO
geoneutrino measurement is the rather large reactor antineutrino background, in addition to other
non-antineutrino backgrounds like cosmic muons, cosmogenic 9Li-8He, fast neutrons, 13C(�,n)16O
reactions, and accidental coincidences. The expected energy spectrum for IBD events in JUNO
when searching for geoneutrinos is shown in Figure 2.28. The geoneutrino signal, in red, is greatly
overshadowed by the reactor antineutrino “background”.

Figure 2.28: Energy spectra of prompt IBD candidates from geoneutrinos (red), reactor antineu-
trinos (yellow), and other non-antineutrino backgrounds (13C(�,n)16O in blue, 9Li-8He in green)
for one year of data-taking in JUNO after the selection cuts.

Considering the muon veto (17% exposure loss), IBD selection (80% efficiency), and detector
response (3% at 1 MeV energy resolution) of JUNO, two methods were used to assess the potential
of the JUNO geoneutrino measurement. They yielded compatible results and the first (second)
method estimated the precision of the geoneutrino measurement with a fixed chondritic mass
Th/U = 3.9 in the fit as 17 (13)%, 10 (8)%, 8 (6)%, and 6 (5)% after 1, 3, 5, and 10 years of data
taking. After several years of measurements, JUNO also has the potential to constrain the Th/U
ratio in the observed geoneutrino signal [109].
To reduce the uncertainty of the geoneutrino flux prediction, local refined geological models were
built. They were motivated by the measurement that geoneutrino signals produced by U and
Th in the continental crust within �100 km of the detector make up the signal from the whole
mantle [110], which illustrates the importance of refined geological models around JUNO. The
South China Block surrounding JUNO was thus studied and characterized in terms of density,
crustal layers thickness, and chemical composition.
JULOC (JUNO Local Crust) [111], a 3-D comprehensive high resolution crustal model around
JUNO, covers an area of 10°�10° around the detector and uses seismic ambient noise tomography
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[112] in input to provide information about the thickness and density of the upper, middle, and
lower crust around JUNO. On the basis of compiled U and Th abundances data from over 3000
rock samples, the JULOC model suggests that the local upper (middle and lower) crust has higher
(lower) average U and Th abundances than the global average. The estimated crustal geoneutrino
signal by JULOC is 38.3 � 4.8 TNU, to be compared with 28.2+5:2�4:5 TNU [110] based on a global
crustal model [113]. This shows the potential for these locally refined geological models to provide
an extraction of the mantle components.

2.9.6 Other physics

Atmospheric neutrinos

Atmospheric neutrinos are known to be a very important neutrino source to study the neutrino
oscillation physics. They have a broad range in baseline (�15-13000 km) and energy (�0.1 GeV-
10 TeV), and contain neutrinos and antineutrinos of all flavors. When they pass through the
Earth, the resulting Mikheyev-Smirnov-Wolfenstein (MSW) matter effect [114] will play a key
role in determining the neutrino mass ordering (NMO), for which the JUNO sensitivity from
atmospheric neutrinos is complementary to that from the JUNO reactor neutrino results, their
combined sensitivity exceeding the purely statistical combination of their stand-alone sensitivities
[115, 116].
Numerical results, using atmospheric �� and �� events to evaluate their contributions to the NMO
[59], have shown that JUNO’s NMO sensitivity can reach 0.9 � for a 200 kt.year exposure and
sin2�23 = 0.5. An optimistic sensitivity may reach up to 1.8 � for 10 years of data taking. A com-
bined NMO sensitivity with both atmospheric and reactor neutrinos in JUNO will be evaluated.
JUNO’s performances in reconstructing the atmospheric neutrino spectrum can also be evaluated,
the difference in the time evolution of the scintillation light on the PMTs allowing for the discrim-
ination between the flavors of the primary �e and �� neutrinos. To reconstruct the time pattern
of events, the signals from the 3” PMTs will be used, because of their good time resolution.

Proton decay

One of the three basic ingredients for an initially symmetrical Universe [117], the baryon number
(B) is necessarily violated in the Grand Unified Theories (GUTs) [118, 119], which can unify
the strong, weak and electromagnetic interactions into a single underlying force at a scale of
MGUT ' 2�1016 GeV, and so searches for its violation could explain the observed cosmological
matter-antimatter asymmetry. A general prediction of the GUTs, the observation of which would
allow for the confirmation of the baryon number violation, is the nucleon decay. However, no
experimental evidence to date for the proton decay or B-violating neutron decay has been found.
With a 20 kton LS detector, JUNO is expected to have a good performance on the nucleon decay
search, especially on the mode of p! �K+. This decay mode displays a clear three-fold coincidence
feature in time : a prompt signal from the K+ kinetic energy, a short delayed signal (� = 12.38 ns)
from its decay daughters and a long delayed signal (� = 2.2 �s) from the final Michel electron.
Searching for this time-correlated triple coincidence, the JUNO detector can effectively identify
the p! �K+ signals and reject the atmospheric neutrino backgrounds. A data sample containing
p ! �K+ events and background atmospheric neutrinos was generated using a Monte Carlo
simulation and was used to estimate the sensitivity of the proton decay measurement.
The primary production K+ and their decay daughters will leave two deposition signals in the
hit-time spectrum obtained with the 3-inch PMT system of JUNO, after time-of-flight correction.
Considering the lifetime of K+ (. 5�10�8 s), both signals will pile up, and the 3-inch PMT
system (TTS of 1.5 ns) of JUNO can observe this pile-up shape in the hit time spectrum, as
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shown in Figure 2.29a. As such, the uprising time of p ! �K+ events should be larger than
that of atmospheric neutrinos [120], which is a first discriminating factor. An even more powerful
selection of p! �K+ events can be performed with the help of a multi-pulse fitting method [121],
with which it is possible to reconstruct both signals, get the correlated time difference, as well as
get the energy deposition of each signal. This fitting method is illustrated in Figure 2.29b.

(a) (b)

Figure 2.29: (a) Hit time distribution after TOF correction. A double signal pile-up shape is
observed, with the third signal in around 500 ns coming from the Michel electron. (b) Multi-pulse
fitting of proton decay hit time spectrum. The time difference between the two fitted signals is
11 ns.

With additional cuts on visible energy, fiducial volume, muon veto, and Michel electron and
neutron capture, and considering 10 years of data taking, about 31% of the p ! �K+ events
of the data sample were conserved while only 0.3 background events remained. According to
the Feldman-Cousins approach [122], the preliminary sensitivity on the p ! �K+ decay process
lifetime with the JUNO detector is estimated as 8.3�1033 years, with a 90% C.L., for 10 years of
JUNO data taking.

2.10 Conclusion

The international JUNO collaboration was established in 2014, with the publication of the Con-
ceptual Design Report [71], followed in 2015 by the beginning of operations such as the setting-up
of the PMT production line, the R&D of the Central Detector components and the start of the
civil construction. By 2016, the PMT production had started as well as the production of the CD
components, and the JUNO Yellow book was published [59]. Several milestones were then reached
with the years : the delivery of the Top Tracker and the start of the mass PMT testing in 2017,
the potting of all PMTs, the start of both the delivery of the surface facility and of the production
of the acrylic sphere in 2018, and the start of the production of the electronic systems in 2019.
This chapter presented all systems, subsystems and components of the JUNO detector in their
state at the time of writing this thesis, as well as the broader physics program of JUNO beyond
the NMO determination. In 2021, the civil construction and the preparation of the laboratory
were completed, and the construction of the detector started. This construction will be on-going
through 2022, and the JUNO detector is currently scheduled to be ready for data-taking in 2023.
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3.1 Motivation

The Small PMT (SPMT) system is designed to serve as a complementary array of photodetectors
to the Large PMT (LPMT) system. Its 3-inch PMTs, described in section 2.5, will observe the
same events as the LPMTs, and will thus have the potential to cross-check LPMT measurements.
About 40 PEs per MeV of deposited energy will be collected by the SPMT system, as opposed to
the �1350 PEs per MeV of the LPMT system. This means that in the �[0-10] MeV interest energy
range of the IBD events coming from reactor antineutrinos, up to �400 PEs can be collected by the
SPMT system. With 25,600 SPMTs, and considering their solid angle, almost every PMT having
recorded such an event will have only been hit once by a photon. This gives a configuration in
which, most of the time, the PMTs will either collect one or no PE, unlike the LPMTs. This is
called the “photon-counting mode” of the SPMTs.
Figure 3.1a illustrates this photon-counting mode. It represents, for 20 MeV e+ events uniformly
distributed in the CD, the percentage of SPMTs having collected NPE photoelectrons, against
the distance-to-center of the event. These events have a high energy, typically IBD events of
antineutrinos from supernovae, and are taken as a worst-case scenario in the illustration of the
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photon-counting mode. In this configuration, and considering only the SPMTs having collected
any light, more than 90% of the hit SPMTs were only hit once by a photon and subsequently
produced a photoelectron. The �8% remaining SPMTs were hit twice, with a negligible fraction
(�1.5%) having been hit more than twice. In these cases, the event tends to be located towards
the edge of the detector. Such events will typically yield a larger number of PMTs hit numerous
times, with a lower overall number of hit PMTs. The concentration of the statistics in Figure 3.1a
in the 12-16 m region is due to the uniformity in volume of the simulated e+ events and to this
region representing an important fraction of the detector volume. This photon-counting mode of
the SPMT system is further highlighted when compared to the response of the LPMT system to
the same events, shown in Figure 3.1b. Only about 45% of the LPMTs were hit once, with much
greater multiplicities reached as the distance-to-center of the events increases, up to more than
100 PEs for some PMTs. For lower energy events, most importantly reactor �e IBD events, �95%
of hit SPMTs will only be hit once, �5% 2 to 5 times, with a negligible fraction of SPMTs having
been hit more than 5 times.

(a) (b)

Figure 3.1: Multiplicity of collected PEs by both PMT systems for 20 MeV e+ events uniformly
distributed in the JUNO detector, against the distance-to-center of the events. The percentage
of PMTs having collected NPE photoelectrons is represented on the coloured Z-axis, with empty
boxes used for the lowest percentages outside of the colour palette. (a) Multiplicity for the SPMT
system. (b) Multiplicity for the LPMT system.

This photon-counting mode has several consequences on the logistics and objectives of the SPMT
system, notably the fact that it is unnecessary for the SPMT system to record the waveforms of
the PMTs. In most physics cases, counting the number of hit PMTs will allow for a rather precise
estimation of the total charge measurement and of the energy of the event (the general requirement
for JUNO is to have a systematic uncertainty on the energy measurement lower than 1%). This
has an impact on the strategy of the electronics system, detailed starting from section 3.4.
The main consequence, however, is that the SPMT system will be able to measure the charge
of every event with almost no instrumental non-linearity, contrarily to the LPMT system (see
Figure 3.1b for the possible multiplicities of collected PEs reached by the LPMTs). It is thus
possible to use the charge response of the SPMT system to compare it to that of the LPMT
system, point out any non-linearities it may show, and correct them during the calibration runs.
This is envisioned to be performed with a UV laser system [74] at the center of the detector,
capable of producing a uniform illumination tunable over the full range of the IBDs (0 - 100 PEs
per LPMT channel). As the laser intensity varies, the response of the SPMT system is expected
to be linear, and so the evolution of the ratio of the LPMT system charge to the SPMT system
charge leads to the determination of the LPMT system instrumental non-linearity. This calibration
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method is not affected by any physics non-linearity, as both measurement systems are exposed to
the same energy deposition, nor by the non-uniformity of the detector, as the calibration source
is placed at the center of the detector. This calibration can however be biased if the instrumental
non-linearity of the LPMT system depends on the arrival time profile of the photons, which may
be different between the laser calibration source and actual physical events. This can be controlled
by the subsequent use of radioactive calibration sources [123], as described in section 2.6.2.
Despite its much lower number of PEs collected per MeV of deposited energy compared to the
LPMT system, the accumulation of statistics over time will ensure that the SPMT system also
has potential for the independent measurement of certain parameters, notably the solar oscillation
parameters �m2

21 and �12. Derived from the slow oscillations in the reactor antineutrino energy
spectrum as illustrated in Figure 3.2a, these two parameters define the frequency of the neutrino
oscillations and their amplitude, and are much less sensitive to a poorer energy resolution than
�m2

32 and �13. As shown in Figure 3.2b, a 3% energy resolution oscillated spectrum, representing
the spectrum reconstructed by the LPMT system, allows for the determination of these �m2

32

and �13 parameters in the fast oscillations, which are lost as the energy resolution worsens. With
the SPMT system and its 40 collected PEs per MeV, the energy resolution will be �16%. The
resulting energy spectrum is confined within the spectra reconstructed for a 15% and a 18% energy
resolution in Figure 3.2b. While the fast oscillations necessary for the measurement of �m2

32 and
�13 are no longer visible in such a case, the slow oscillations still allow for a precise identification
of the maxima and minima of oscillations, and thus for a measurement of the solar parameters.
The precision of this measurement is dominated by statistics, and not energy resolution, hence
why the SPMT system will be able to perform a complementary measurement from the LPMT
system.

(a) (b)

Figure 3.2: (a) Expected JUNO antineutrino energy spectrum weighted by IBD cross-section, with
and without oscillation. Both the normal and inverted orderings are represented, assuming 2000
days of data-taking. The spectrum is dependent on the four oscillation parameters. (b) Zoom
on the oscillated spectrum in the Normal Ordering, computed for multiple energy resolutions.
The spectrum reconstructed using the LPMT system is represented by the 3% energy resolution.
The spectrum reconstructed using the SPMT system is confined within the 15% and 18% energy
resolution configurations.

Sensitivity studies have shown an expected 0.5% sensitivity on sin22�12 and an expected 0.3%
sensitivity on �m2

12 within 6 years of data taking with the SPMT system. This is a robust
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measurement when compared to the expected 0.54% and 0.24% expected sensitivities with the
LPMT system [71].
In addition to their potential for cross-checking and independent measurements, the SPMTs have a
very good TTS when compared to the majority of the LPMTs, with an average value of 1.5 ns (�)
while the �12600 NNVT MCP-PMTs have TTS values around 5 ns. The 5000 Hamamatsu PMTs,
making up the rest of the LPMTs, have a mean TTS value of 1.1 ns. When considering only
the good PMTs for timing measurements, the SPMT system represents �10% of the effective
photocathode coverage, thus having a non-negligible impact. As mentioned in section 2.9.6, the
SPMT system will be able to improve the measurement precision of atmospheric neutrinos and
proton decay events in JUNO. For atmospheric neutrinos, as the difference in the time evolution of
the scintillation light on the PMTs allows for the discrimination between the flavors of the primary
�e and �� neutrinos, the SPMT system will help reconstruct the time pattern of events with its
good time resolution. For proton decay events, the SPMT system will be able to identify the
pile-up signal of the primary production K+ of the p ! �K+ events and help discriminate them
from atmospheric neutrinos.
The SPMT system will also positively contribute to the reconstruction of certain events in the
detector, notably muons tracks in the CD and supernova events, due to its good timing precision.
Reconstruction studies on muon tracks [124] have shown a significant contribution of the SPMT
system, as shown in Figures 3.3a and 3.3b, in which the performance of the reconstruction algo-
rithm (�D = Dsim � Drec) is presented against the track’s true distance Dsim from the center.
Figure 3.3a shows the performance that can be achieved with only the LPMT system, with a
strong increase in bias for �D for increasing Dsim values, while Figure 3.3b shows both PMT
systems used in a combined fit. Both PMT systems isolated exhibiting an opposite bias in �D
for larger Dsim values, the effects of the two complementary systems cancel each other out in the
combined fit, resulting in a reconstruction with only a small mean bias in �D of less than 10 cm
for most of the tracks. Improving the muon track reconstruction will allow for a refined muon veto
strategy and a better rejection of cosmogenics.

(a) (b)

Figure 3.3: Reconstruction results for a sample of 5900 simulated muon tracks with smeared hit
times according to the PMT’s TTS. (a) Results when using only the LPMT array. (b) Results
with the combination of both PMT systems into one fit. The reconstruction distance �D shows
a large improvement at larger distances Dsim from center over the LPMT system alone, with a
small mean bias of less than 10 cm. On the very edge of the sphere,the reconstruction performance
declines because the muon travels only a short distance through the LS.
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3.2 Description of the system

The small PMT system of the JUNO experiment was introduced in the collaboration in 2016 in
order to install up to 36,000 3-inch PMTs (SPMTs) in the gaps between the 20-inch PMTs making
up the main LPMT system, 3 inches being the maximum size allowed by the positioning of the
LPMTs, as shown in Figure 3.4. The maximum number of 36,000 SPMTs was derived from the
limited number of possible positions for the SPMTs due to the stainless steel structure supporting
the acrylic sphere of the central detector. Additional constraints regarding the financial cost of such
a system and the limited interest for physics with too many SPMTs drove the number of scheduled
SPMTs to be reduced to �25,600. Section 2.5 gives in-depth information about the SPMTs. As
with the LPMT system, the SPMT readout electronics will be located underwater, both to avoid
transmission losses in the long distance to the surface and to reduce the costs associated with
the required cabling. The interrogations on PMT positioning and cabling drove the rest of the
requirements for the SPMT system. A schematic view of the positioning and cabling of the SPMT
is shown in Figure 3.4.

Figure 3.4: SPMT system overview. 128 3" PMTs are connected to an UnderWater Box (UWB)
containing the readout electronics system. The PMT signals are then sent to the surface for storage
and analysis. The 3" PMTs are positioned in the center gap of a group of 3 20" PMTs.

As explained in section 3.1, the SPMTs can consistently operate in the photon-counting mode
(observation of a single photo-electron or no signal) for all events inside the Central Detector
in the energy region of interest (0-10 MeV). As such, in the SPMT system, the waveforms of
the PMTs will not be recorded. The signal will be digitized and the readout electronics will only
deliver information about timing and charge. As the waveforms will not be recorded, the electronic
readout can be designed to be more compact in order to reduce the required number of electronic
boards and cables, leading to more SPMT channels handled by one set of electronics than LPMT
channels in the LPMT system. The objective for the SPMT system was thus to determine the
multiplicity of the SPMT readout system.
There are 2 main specifications for the cabling, first being the length of the cables for signal quality.
There are �26,000 PMTs to cover the whole sphere, and �10 m cables are known to transport
low amplitude signals with good quality. By defining areas of about 10 m radius for joint cabling
and signal readout, this gives about 200 PMTs in these zones. So about 200 PMTs would need to
be grouped to one underwater box for signal readout. The second specification is to have �50%
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overlap in the electronics coverage in any given PMT zone. If one underwater box fails, this avoids
a completely blind spot in the PMT coverage. In one PMT zone of �200 PMTs, only 50% of
these PMTs should thus be joined for data readout. This would mean �100 PMTs connected to
every underwater box, 128 PMTs per underwater box being a good compromise when considering
channel readout. Finally, each PMT requires a High Voltage powering and a signal readout, and
needing two cables for these operations to be carried out would result in a very large number of
required cables, which would increase the risks of failures at cable interfaces and the total cost
of the SPMT system. As transporting signals over a High Voltage power line and decoupling
the signal from the HV at a distance of 10-20 m is known to be successful and reliable, it was
thus decided to power the PMTs and readout their signal over the same cable. This increases
the requirements on the cables, now having HV and RF specifications, but deeply decreases the
number of required cables. The decoupling capacitor is thus shifted from the PMT divider to the
front-end electronics.
For the electronic readout of the PMT signals, the CATIROC ASIC (designed in the OMEGA
laboratory in France) [125] had already been accepted by the SPMT group of the JUNO collabo-
ration for its efficient output of the charge and timing information [126]. This chip has 16 channels
and thus can readout 16 PMT signals, meaning that the challenge for the SPMT system was to
satisfyingly house 8 CATIROC ASICs on a single front-end board, named the ABC (ASIC Battery
Card) board. Achieving this would allow for 128 PMT signals to be read by a single readout
system contained in a single UWB. 200 underwater boxes and readout systems would then be
needed to cover the 25,600 3-inch PMTs.
The output signal from any PMT is conducted through the cable at its base and delivered to the
readout electronics contained in the corresponding UWB. Several electronic boards make up the
system, and are involved in a complex series of signal deliveries and receptions. A schematic view
of the SPMT electronics system is shown in Figure 3.5.

Figure 3.5: SPMT electronic system schematic for 1 underwater box. 2 High Voltage Splitter
boards power the 128 PMTs and decouple their signal. The CATIROC ASICs on the ABC board
process the PMT signals and the data is sent to the GCU board, which powers the whole electronic
system, receives the clock signal from JUNO in a Synchronous mode (Sync) and transfers the data
to the back-end electronics for Data Acquisition (DAQ) in an Asynchronous mode (Async). The
Low Voltage (LV) supplies all the UWB.
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The first level in the electronics for the PMT signal is a front-end board named the High Voltage
Splitter board (2 64-channels splitter boards in each UWB), which sets the High Voltage to each
of the connected 3” PMTs as well as decouples the physics signal from the high voltage. The
physics signal goes to the front-end readout board called the ABC (ASIC Battery Card), composed
primarily of 8 CATIROCs managing the physics signals and of a KINTEX 7 FPGA controlling each
CATIROC and monitoring environmental parameters of the board. The goal of the ABC board is
to measure both the signal’s arrival time and its charge, and the information is sent by the FPGA
to the Global Control Unit board (GCU). This board has two main functions : it powers both the
splitter boards and the ABC board, and it receives the data from the ABC board to transfer it to
the back-end electronics. The main challenge of the SPMT system will be to process signals with
amplitudes around 2-3 mV.
A global schematic view of the system components connected to one of the 200 UWB is showed
in Figure 3.6. In the following sections, every component of the SPMT system will be detailed.

Figure 3.6: Scattered view of SPMT electronic system inside underwater box. 16 PMTs per
connector make up the 128 PMTs readout by the electronic system of one UWB. 200 UWB cover
the 25,600 PMTs.

3.3 PMT instrumentation

3.3.1 3-inch PMTs

The performances of the 3-inch PMTs of the SPMT system were described in section 2.5.3. As
mentioned in section 3.2, the SPMTs will be grouped by 16 according to their nominal High
Voltage for a gain of 3�106, each batch of 16 PMTs powered with the same High Voltage value
and connected to the 16 channels of a CATIROC ASIC. 128 PMTs will be connected to one ABC
board, housing 8 CATIROCs and contained in one underwater box. Figure 3.7 illustrates 16 PMTs,
complete with their HV dividers, potting, cables and connector to the underwater box, which will
all be described in the following sections.
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Figure 3.7: Batch of 16 PMTs after potting and cabling, showing the PMT instrumentation from
PMTs to UWB connector.

3.3.2 High voltage divider and PMT base potting

In the SPMT system, the 3-inch PMT base is a HV divider, and as such, the printed circuit board
(PCB) of the base will be soldered directly to the SPMT dynodes and cathodes. As mentioned in
section 2.5.3, the final design of the HV divider has a HV ratio of 3:2:1 for the first 3 dynodes, and
its principle circuit schematic is shown in Figure 3.8. This design is the result of a specific study
by IHEP to optimize the TTS of the PMTs as well as their collection efficiency.

Figure 3.8: Principle circuit schematic of the SPMT base HV divider.

The single cable connecting the SPMT base to the readout electronics will be used to both supply
the high voltage and deliver the signal transmission, and is soldered to the PCB of the HV divider.
To meet all the general specifications, notably the power consumption in an UWB, the HV will
be lower than 1.5 kV, which limits the DC current to around 10 �A, and controls the power
consumption to less than 0.015 W per channel and thus less than 2 W per UWB. The target gain
of the SPMTs ranges from 106 to 107, with a nominal value at 3�106. The PCB of a HV divider
with all its components is shown in Figure 3.9.
Because the SPMTs will be underwater, a cylindrical shell needs to be bonded at the base of
the PMT to guarantee that the whole component is waterproof. This base is sealed by filling it
with several sealants. The selection criteria applied to the shell material includes the ability to
withstand a water pressure of 0.5 MPa (equivalent to 50 m of water) and be compatible with the
ultra-pure water of the water pool for more than 20 years (no damage to the shell nor pollution
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Figure 3.9: High Voltage Divider PCB.

to the water). The Acrylonitrile Butadiene Styrene (ABS) material satisfies all these criteria and
is the default choice for the potting shell. For the shell interior, from the glass of the PMT base
up to the soldered cable, polyurethane is the best potting sealant, guaranteeing a good insulation
performance and a good ageing property. In order to properly seal the cable, the most delicate
part of the potting since leakage often occurs along the cable, HDPE epoxy is used. The potting
design schematic is shown in Figure 3.10.

Figure 3.10: PMT potting design schematic.

A thermo-retractable sleeve is tightly wrapped around the completely potted PMT in order to add
a protective layer. The cable connected to the base is lead out through the outlet, and is used for
supplying both high-voltage (HV) and signal transmission.
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3.3.3 Cables and UWB connectors

The cable connecting the PMT to the readout electronics carries both the high voltage and the
PMT signal. As such, it needs to enter the potting of the PMT and be connected to both the HV
divider at the base of the PMT and to the HV Splitter board in the UWB. It is a custom RG178
coaxial, 50 
-impedance cable developed by the french Axon company, with a dedicated technology
designed to block the longitudinal water penetration in case of a damaged jacket underwater. It
has a 2 mm diameter and is 10 m long with a maximum voltage of the DC current of 1.5 kV.
It was designed to operate in an environment with a maximum water pressure of 0.8 MPa, and
a temperature of 21°C. To be resistant to ultra-pure water, it is covered with an outer jacket in
extruded HDPE. An attenuation of 1.71 dB/m at 1 GHz has been measured, resulting only in a
�11% single PE charge loss for 10 m coaxial cables.
A specific connector has been developed to allow the PMT cables to safely enter the UWB. This
connector is the result of a R&D work by the Axon company. To accommodate the 128 SPMTs
supposed to be connected to the readout electronics, this connector is designed to be composed
of 16 coaxial RF micro-connectors withstanding 1.5 kV, with the challenge of conducting 16 un-
decoupled signals, as the HV and the PMT signals are only decoupled by the HV splitter board
inside the UWB. As such, each connector operates with a 50 
 impedance. Tests were conducted
at up to 1.8 kV, with the connector guaranteed safe at 1.5 kV.
This connector is compatible with the RG178 coaxial cables originating from the PMTs, and
guarantees that the connection is completely water-proof. This is achieved with a double, dissimilar
waterproof seal at each stage of the connector. It also needs to fulfill the same requirements as
the PMT coaxial cables with respect to the environment it operates in.
Figure 3.11 shows both sides of the connector : the receptacle, which is the fixed part of the
connection, mounted on the UWB and connected inside to the HVS (Figure 3.11a) and the plug,
attached to the PMT through the 5-10 m cables (Figure 3.11b). Both sides are made of stainless
steel SS304L. The water tightness of the connection is guaranteed by a series of FKM and silicon
O-rings, D-rings and interfacial seals. Over the plug, the water tightness with the 16 cables is
achieved with the overmoulding of the connector body, made of polyethylene, with the HDPE of
the outer jacket of the RG178.

(a) (b)

Figure 3.11: AXON connector (a) Receptacle (on UWB). (b) Plug (Linking PMTs to UWB).

The 16 cables in output of one connector, corresponding to the 16 channels delivering the PMT
un-decoupled signals, are themselves connected to the readout electronics. The following section
will detail the components of the readout electronics system.
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3.4 High Voltage Splitter board

As introduced in section 3.2, the two 64-channels High Voltage Splitter boards in each UWB drive
the HV to the 128 SPMTs as well as decouple it from the physics signal. The HVS board is a
front-end board populated purely by passive components. Figure 3.12 shows the top view of the
outline of the board, with the main components colour-highlighted. The current version of the
HVS is V0.3, produced in small numbers and used in combined tests with the rest of the electronics
(section 4.4.3). HVS V0.3 is a 350 mm � 190 mm board with 8 layers, and is 4.5 mm thick.

Figure 3.12: Top view of the High Voltage Splitter outline.

In order to provide the high voltage necessary to power the PMTs, 8 DC-DC converter boards,
known individually as the High Voltage Unit (HVU), are mounted on top of the HVS (green
components in Figure 3.12). These units, which take +24 V direct current and provide the HV
output in the desired range of 800-1500 V, will be grouped in pairs for a 1:1 redundancy. For
each HVU ON (operating normally), there is another HVU OFF (in idle mode) that serves as a
backup in case of failure. Consequently, only 4 HVUs are operational at any given time. 4 are
placed on the top layer of the board, while the other 4 are placed on the bottom layer. This
serves to increase the reliability of the SPMT system, with reduced chances that a failure of a
HVU will lead to the loss of active PMTs in the experiment. Following the output of the HVUs,
there is a series diode (brown components in Figure 3.12), capable of withstanding the HV reverse
bias. This is what allows for safe redundancy. However, the necessary presence of these protection
diodes to allow a safe switch between HVUs ON and HVUs OFF adds a layer of complexity
and possible failures to the board. Each HVU is powered and controlled by the GCU through
a RS485 emitter/receiver interface and a “Look at Me” signal. The power supply and control of
each HVS board is physically done through a single 40-pins SAMTEC connector in interface with
the same connector on the GCU (purple component in Figure 3.12). The high voltage output of
each operational HVU is connected to 16 individual SPMT channels through long coaxial cables
plugged in the MCX connectors (red components in Figure 3.12). As such, there is a common
high voltage for 16 PMTs, which implies that SPMTs should be grouped according to their Gain
at a fixed HV value.
After the PMT signal is directed to the board through the coaxial cable and MCX connectors,
it is decoupled from the HV by the decoupling capacitors (orange components in Figure 3.12).
Figure 3.13 shows the schematics of the HV / signal decoupling for 16 PMTs connected to one
CATIROC readout chip, with 2.2 nF capacitors in the HVS board acting as high-pass filters cutting
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off the invariant HV. Small and brief fluctuations to this HV, due to PMT signals, are passed by
the decoupling capacitors and feed the CATIROC readout.

Figure 3.13: HV / signal decoupling schematics for 16 PMTs connected to one of the 8 CATIROC
readout chips on an ABC board. In each channel, the PMT signal goes through the HV Divider
and the coaxial cable before being decoupled by 2.2 nF capacitors acting as high-pass filters.

The decoupled signal is then sent to the ABC board though two 40-pins SAMTEC connectors (blue
components in Figure 3.12). Each connector carries 32 signal channels, for a total of 64 PMTs
connected between each HVS board and the ABC board. The remaining 8 pins (for each connector)
are connected to analog ground. A picture of the HVS V0.3 board is shown in Figure 3.14 for
illustration purposes.

Figure 3.14: High Voltage Splitter board V0.3.

As part of extensive tests performed on HVS V0.3, two different SPMTs were used to measure SPE
signals using two different cable lengths. These measurements were performed at a gain slightly
higher than the nominal PMT gains, and for each channel measured, 1000 independent events
were stored in memory and averaged to obtained the average SPE waveform. Representative plots
for the average SPE waveform are shown in Figures 3.15a and 3.15b for cable lengths of 5 m and
10 m respectively. The High Voltage was increased from 900 V to 1150 V in the 10 m cable case in
order to reach the same SPE amplitude as for the 5 m cable case. No clear waveform differences
are observable at the SPE range once the amplitudes have been adjusted.
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These tests also included a cross-talk studies for validation of the design, according to which the
worst case scenario shows a cross-talk of up to 1.6%, likely to be the limiting factor in the total
cross-talk budget of the electronics.

(a) (b)

Figure 3.15: SPE waveform with High Voltage Splitter V0.3. (a) 5 m cable length, 900 V. (b) 10
m cable length, 1150 V.

3.5 Front-end ABC board

The PMT signal readout, after decoupling by the HVS board, is performed with a front-end ABC
(ASIC Battery Card) board, the PCB of which measures 35�17 cm and is composed of 12 layers.
Eight 16-channels CATIROC (Charge And Time Integrated Read Out Chip) ASICs provide a
trigger-less, digitized time and charge output. This is the main function of the ABC board,
and the responsible components will be further detailed in the following section. The other key
component of the ABC board is a high-performance Kintex-7 Field Programmable Gate Array
(FPGA), responsible for the communication with the slow control parameters controlling the
behaviour of the CATIROC ASICs, as well as the data capture, processing and further packaging
of the CATIROC output. The FPGA provides two clocks to the eight CATIROC ASICs, running
at 40 and 160 MHz, ensuring the local synchronisation. It also implements additional advanced
features (event labelling, dead-time monitoring, etc.). A 1-GB dual data rate (DDR3) high-
bandwidth memory provides additional buffering resources to hold data until data transfer to the
GCU through a 40-pin SAMTEC connector.
Both sides of version V1.2 of the ABC board are shown in Figure 3.16. The CATIROC ASICs
and the FPGA on the top side, with the connectors on the bottom, because the top side will be
connecting with a flat surface to allow for thermal regulation, and as such will not be available for
connections with the other electronic boards.
The ABC board is powered twice in 12 V, once for the analog components (ASICs) and once for
the numerical components (FPGA, DDR3). Its consumption is around 15 W. Since it hosts eight
CATIROCs (500 mW consumption per chip, 4 W in total) and provides them with their required
power supply (3.3 V and 1.8 V) and bias voltages, the ABC board allows for the readout of 128
SPMT channels. As such, it is also connected to two HV splitter boards in order to process the
pre-decoupled PMT signal. The following section details the most important components of the
ABC board, the CATIROC ASICs.
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(a) (b)

Figure 3.16: ABC V1.2 board (a) Top side with main components. The 8 CATIROC ASICs are
positioned on both sides of the board in a square formation and can be identified by the 
 symbol
on their surface (OMEGA laboratory). The FPGA is the central piece of the board, as it collects
all the data from the 8 ASICs. Other components are mainly decoupling capacitors. (b) Bottom
side with connectors to the electronic system. The connectors in each corner are the SAMTEC
connectors to the HV splitter boards, and central-top connector is the SAMTEC connector to the
GCU.

3.5.1 CATIROC ASICs

CATIROC is a 16-channel front-end ASIC developed by the french OMEGA laboratory [125, 126],
designed and customized to readout photomultiplier tubes (PMTs) in large scale applications. It
is a complex SoC (System on Chip) that integrates many functions, as it needs to auto-trigger
asynchronously on any single photoelectron detected in the independent 16 PMT-connected chan-
nels and provide digitized time and charge outputs. An adjustable gain is featured for each input
channel to compensate for the gain variation between the PMTs. A shift register is used to send the
configuration parameters (named slow control parameters) inside the chip, and is piloted by the
FPGA. There are 328 Slow Control (SC) parameters, loaded serially to control the chip, impacting
the configuration and the operating mode of the ASIC.
The chip architecture is shown in Figure 3.17, and will be walked through in detail to follow the
processing of a PMT signal. The description will focus on 1 channel out of the 16 that are read
by a single chip. There are 4 main circuits in the architecture :

• The red circuit, corresponding to the low gain and high gain preamplifiers
• The purple circuit : the fast channel, with a fast shaper, designed for the trigger signal
generation

• The green circuit : the slow channel, with 2 slow shapers, for charge measurements
• The orange circuit : for the time measurements

The input of the electronic chain of CATIROC, for one channel, is the fast current signal (negative
amplitude, rise time �few ns) coming from a PMT. A 50 
 resistor is placed outside every ASIC
channel input to terminate the PMT cable impedance, so that a voltage signal is sent to the first
stage of the channel, the preamplifiers.
This PMT signal is first processed by the red block on the chip architecture, the 2 voltage pream-
plifiers. The low and high gain preamplifiers, working in parallel, have a fixed input capacitance of
respectively 5 pF and 0.5 pF and a variable feedback capacitance (ranging from 0.008 pF to 1 pF,
tunable on a 8-bits slow control parameter). By adjusting the value of the feedback capacitance,
it is possible to adjust the gain of the preamplifiers, and so the total gain of the system, possibly
to compensate the gain variation PMT to PMT. The low and high gain preamplifiers have a fixed
gain ratio of 10. The use of HG and LG paths allows to achieve a dynamic range spanning from

90



CHAPTER 3. SPMT SYSTEM AND ITS FRONT-END ELECTRONICS

Figure 3.17: CATIROC ASIC architecture.

160 fC (0.3 PE at a PMT gain of 3�106) up to 70 pC (145 PEs) with a preamplifier gain of 20.
The output of each of the preamplifiers is a positive voltage signal, as shown in Figure 3.18a.

(a) (b)

Figure 3.18: (a) Preamplifier output waveform for the High Gain mode. (b) Slow shaper waveform
in the High Gain mode.

These two amplified signals feed two channels, a slow channel for the charge measurements (green
block on Figure 3.17) and a fast channel for the trigger production (purple and orange block on
Figure 3.17). The 2 signals in output of the high and low gain preamplifiers will be processed by
two slow shapers in parallel (SSH HG and SSH LG green triangle cells on Figure 3.17). They are
CRRC2 filters, cutting the high and low frequencies, with variable gain and peaking time. The
peaking time, common for all channels, can vary from 25 ns to 100 ns. The slow shapers reduce
the signal fluctuations induced by the electronic noise, thus giving an image of the signal with
an optimized signal-to-noise ratio. The output of the low and high gain slow shapers are large
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positive voltage signals, an example of which is shown in Figure 3.18b. The charge measurements
will be performed on these slow shaper waveforms.
In parallel of the slow shapers processing the outputs of the high and low gain preamplifiers, the
high gain preamplifier waveform also feeds the fast channel and is processed by a fast shaper (FSH
purple triangle cell in Figure 3.17). The fast shaper is a CRRC filter, cutting the high and low
frequencies, with a time constant of 5 ns. The purpose of the fast shaper is to filter the noise and,
with its high gain, to generate a high fast signal. Since the objective is to be able to trigger over
very small signals (charge equivalents of 1/3rd of PE, maybe even 1/4th of PE), a maximum signal
amplification is required, and so the output of the high gain preamplifier is the only one shaped
by the fast shaper (as it is logically the best suited to be).
The resulting fast shaper waveform is a negative voltage signal with a baseline of �1.9 V. As it is
not an image of the PMT signal anymore, deriving the charge from this waveform is not possible.
Figure 3.19 shows an example of a fast shaper waveform.

Figure 3.19: Fast shaper waveform (green) obtained with a PMT signal. In blue, resulting trigger
signal.

The fast shaper is followed by a low offset discriminator, in order to continuously compare the
voltage of the fast shaper waveform to a threshold value called the trigger threshold, configured
as a 10-bit DAC value common to all 16 channels of the ASIC.
The trigger threshold ranges between 1 and 1.9 V, with a slope of about 0.9 mV/DACu, as shown
in Figure 3.20. Since the fast shaper waveform is a negative voltage signal with a positive baseline,
the trigger threshold cannot exceed this baseline of 1.9 V. When the output of the fast shaper is
“higher” than the threshold of the discriminator (at a lower amplitude value due to the negative
pulse), a trigger signal will be generated (TRIGGER SYSTEM purple square cell on Figure 3.17),
and the rising and falling edges of this positive square signal are lined up with the two instances
in which the fast shaper waveform crossed the threshold horizontal line.
The time at which the fast shaper output signal exceeds the fixed trigger threshold discriminator
value depends on the PMT pulse amplitude. As the amplitude varies, the timing of the signal shifts,
and as such, variations in signal amplitude can spoil the timing distribution. This phenomenon is
called “time walk”, and has been measured to be �5 ns at preamplifier gain 20.
This trigger signal will be processed by two separate blocks in the chip architecture to allow for
the charge and time measurements.

92



CHAPTER 3. SPMT SYSTEM AND ITS FRONT-END ELECTRONICS

Figure 3.20: DAC trigger linearity, DACu to Voltage slope.

For the charge measurement, the trigger signal is sent to a delay cell (purple square cell in Fig-
ure 3.17), and a delayed step signal called the HOLD signal is generated. This signal is sent to two
parallel analog memories (SCA HG and SCA LG green square cells in Figure 3.17), along with the
outputs of the high gain and low gain slow shapers (sent to their respective SCA). SCA stands
for Switched Capacitor Array. The falling edge of the HOLD signal corresponds (in time) to the
maximum amplitude on the two slow shaper signals (high gain and low gain), and allows for these
maximum tension values to be stored in one of the two capacitors of each analog memory. These
tension values are called the analog charges. With this depth of two capacitors, the two SCA work
in a “ping-pong” mode in order to minimize the dead time during digitization : while a channel is
being digitized (ping), the shaper outputs can be sent to the second capacitor of each SCA (pong).
A second step signal, called the READ signal and delayed from the HOLD signal, is also generated.
On the rising edge of this READ signal, the tension values stored in the capacitors of the two SCA
are sent to a Multiplexer (CHARGE HG or LG MUX green square cell in Figure 3.17), where only
one of the HG or LG analog charges (tension values) will be selected for conversion by a 10-bit
Wilkinson Analog to Digital Converter (ADC).
This selection is performed automatically by a discriminator on the high gain analog charge before
the READ signal (DISCRI green square cell in Figure 3.17), because the high gain channel is the
first to saturate. When saturating, the high gain channel output in the analog memory will be a
near-constant tension value. The threshold of this discriminator, common to the 16 channels and
called the gain threshold, is set by an internal 10-bits DAC and is configured so that the voltage
equivalent to its DACu value is a little lower than the maximum tension that the high gain channel
can deliver before saturation. If the tension value stored in the high gain analog memory is higher
than this gain threshold value, then the discriminator will order the selection of the tension value
stored in the low gain analog memory. The output of this discriminator is sent to the same MUX
as the analog charges, and the selected charge is then converted by the ADC into the final output
ADCu charge measurement (ADC CHARGE green square cell in Figure 3.17).
A synthetic digital timing diagram of the electronic processing of a PMT signal for the charge
measurement is presented in Figure 3.21.
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Figure 3.21: Simplified digital timing diagram of the PMT pulse processing chain for the charge
measurement.

In parallel, the trigger signal is processed by the fast channel orange block in Figure 3.17 for the
time measurement, achieved by the measurement of a “coarse time” and a “fine time”.
The “coarse time” measurement is performed by a 26-bit Gray Counter with a resolution of 25 ns
due to the 40 MHz clock, overflowing at 1.67 s. This coarse time is saved in a 26-bit register when
the fast channel (purple block in Figure 3.17) has a trigger indicating a detected signal (rising
edge of the generated trigger signal). This trigger, synchronized with the 40 MHz clock, allows
for the measurement of a fine time in the 25 ns window of the coarse time, with a TAC (Time
to Analog Converter) ramp. The maximum value of this ramp, a tension, is stored in an analog
memory, and then converted into ADCu by a 10-bit ADC converter (ADC TIME orange square
cell in Figure 3.17), giving the fine time measurement. The total time stamp can be computed
using the coarse time and the fine time values.
In addition to the electronic processing of a PMT pulse, it is crucial to understand and measure
other CATIROC features in order to justify the use of this chip in the JUNO experiment. In the
following sections, several tests performed by the French teams on an evaluation board (devel-
oped by OMEGA laboratory) are summarized [126], including the characterization of the trigger
efficiency as a function of the discriminator threshold, the measurement of the dead times of the
chip, the charge linearity over a wide signal range, the characterization of the charge acceptance
as well as the correction of possible charge biases, and the time resolution of the chip.
The tests were performed using a signal generator (Tektronix AFG3252C), injecting pulses of 10 ns
width and 5 ns edge time into the readout channels to mimic a potential signal from a PMT. For
the charge measurements, the amplitude was adjusted in order to scan a range of charges from a
few fC up to about 60 pC. The pulse frequency was typically set at 10 kHz, and was varied up to
1 MHz for dead time studies. The default gain value of the preamplifiers is 20.
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Trigger efficiency

The trigger efficiency is defined as the ratio between the number of trigger counts in the output of
CATIROC (“trigger output”) and the number of injected pulses for a given threshold. The efficiency
as a function of the discriminator threshold (also called S-curve) is shown in Figure 3.22 for pedestal
measurements as well as different input signals (0.16 pC, 0.32 pC and 0.48 pC). Each thin line
making up one line distribution corresponds to one of the 16 channels. As previously mentioned,
the trigger threshold is common to the 16 channels, so the optimal tuning of the threshold will
have to be defined for each CATIROC during the readout boards and PMTs calibration.

Figure 3.22: Trigger efficiency as a function of the threshold for various injected charges up to
480 fC and a PA gain of 20. The corresponding signal value in PE is also indicated, considering a
gain of 3�106. [126]

From these S-curves, the threshold values allowing to trigger on given charge inputs can be deter-
mined, depending on the required trigger efficiency. A threshold of 0.3 photo-electron is typically
considered in experiments using PMTs and is shown to be attainable with CATIROC.

Charge linearity

The linearity of the charge measurement was tested for all 16 channels, for signals ranging between
0.1 pC and 70 pC. Figure 3.23 shows the charge linearity in one channel as an example. The HG
(red) and the LG (blue) ranges are shown for the charges contained in both SCA capacitors (“ping”
and “pong”, respectively the filled and empty markers). The PE equivalent of the injected charges
(at nominal PMT gain 3�106) is shown as an additional scale. Repeating these measurements on
a second test board (with an independent setup) provided compatible results, and the residuals
with the linear model are within 4 ADCu (�0.5% to �2%).

Time resolution

In order to characterize the time resolution (�T ) of the system, two measurements are performed.
First, the time difference dT is measured between two consecutive signals injected in the same
i-th channel. Then, the same signal is simultaneously injected in the channels i and j using a
passive signal splitter, and the time difference dTij is measured. In the first approach, the dT
distribution is expected to be centered at the signal generator period, with a spread related to
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Figure 3.23: Linearity of one of the channels for the high-gain in red and the low-gain in blue.
Empty and filled markers denote the two capacitors (ping/pong) in the analog memory. [126]

the time resolution convoluted with the jitter of the signal generator. An example is shown in
Figure 3.24 as the thick blue distribution in the case of channel 0. The signal generator period is
subtracted for intuitive plotting reasons.

Figure 3.24: Example distributions of dTi;j between the i-th channel and channel j = 0 (thin
dashed lines). The thick blue histogram is the case of dT00 (subtracted of the signal generator
period) obtained from the time difference between consecutive signals injected in the same channel
(i = j = 0). [126]

The second approach is performed to get rid of the systematics due to the signal generator. This
method is however sensitive to potential systematics between different channels. The distributions
of dTij , also shown in Figure 3.24 as dotted lines, are then expected to be centered at zero with a
measured spread �ij derived from the time resolutions �i and �j of the two channels :
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�ij =
q
�2i + �2j �

p
2�T (3.1)

This is under the assumption that �i � �j = �T . With both approaches, the value of �ij is within
150 ps.

Single photo-electron spectrum with PMTs

In order to evaluate the CATIROC performance when employed to read the signals from a 3” PMT,
its single photo-electron spectrum was measured with a test-bench consisting of a light-tight box
(50�40�25 cm3) containing up to two 3” PMTs (model HZC XP72B22) powered with a negative
high voltage (HV). A simple approach to measure the SPE spectrum is to look at the dark noise,
which is mostly due to thermo-ionic emission from the photo-cathode, leakage current between
the cathode and the dynodes and ionization from residual gases. To ensure that a steady dark
current is reached, data were always acquired at least 3 hours after any manipulation requiring the
PMT exposition to light. Figure 3.25 shows the SPE spectrum for ping and pong data. The SPE
position, calculated after pedestal subtraction, is 39 ADCu, which corresponds to 0.3 pC with the
proper calibration data, and the relative SPE resolution is 33%. As clearly visible in the figure,
the spectral distributions are slightly different for ping and pong data. This difference, mostly due
to the offset in the pedestal, is stable against the HV and is corrected once the proper calibration
for “ping” and “pong” is applied.

Figure 3.25: Example of the spectrum of a 3” PMT measured with CATIROC. Data acquired with
the ping and pong capacitors can be reconstructed separately guaranteeing that the resolutions
are not degraded. [126]

3.5.2 Data and Firmware

The digital part of the CATIROC chip, responsible for the data generation and transmission,
is divided in 2 blocks, with 1 block for 8 channels. For each block, one serial link reads out
the internal memories containing the data, and transmits the data within 1 strobe, at a rate of
80 MHz. Consequently, each CATIROC sends 2 strobes in order to transmit the data from its 16
channels. These strobes, and the data they contain, are completely anonymous regarding their
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origin (CATIROC number, first or second half of the 16 channels), and this identification will be
performed by the FPGA when receiving and organizing the data. Each strobe is composed of
2 frames, each containing specific information, and the time delay between the 2 frames varies
depending on the value of the charge and fine time measurements, as it impacts their conversion
time. One such strobe is shown in yellow in Figure 3.26 after capture on an oscilloscope. Each of
its frames contains the CATIROC data (in blue) in 8 smaller bunches, one for each channel.

Figure 3.26: Data Capture in USB mode in the ABC board. In yellow, the 2 frames contained in
the CATIROC strobe for 8 channels, each containing specific information. The delay between the
first and second frames depends on the conversion time for the charge and fine time measurements.
In blue, contained in each frame, CATIROC data for each of the 8 channels, with Channel Nb and
CT in Frame 1 and Gain, Charge and FT in Frame 2.

The first frame, illustrated in Figure 3.27, contains the information about the channel number,
coded over 3 bits (within 0 and 7 included), and about the coarse time, coded over 26 bits. As
such, the first frame contains a maximum of 8 words of 29 bits, meaning that for a data transfer
of 80 MHz, the first frame can take up to 2.9 �s to be transferred.

Figure 3.27: CATIROC first frame.

The second frame, illustrated in Figure 3.28, contains the information about the gain, coded over
1 bit (0 or 1), about the charge, coded over 10 bits ([0-1023]), and about the fine time, coded over
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10 bits as well. As such, the second frame contains a maximum of 8 words of 21 bits, meaning
that it can take up to 2.1 �s to be transferred.

Figure 3.28: CATIROC second frame.

This data is sent to the other main component of the ABC board, the FPGA, which samples
the data and organizes it before sending it to the GCU. The FPGA actions are programmed and
controlled by the firmware using the Hardware Description Language (HDL). This firmware for the
final state of the JUNO experiment is currently being designed and refined, with circular buffers
to avoid losing any event. A schematic view of the data capture by the FPGA with transfer to the
GCU is shown in Figure 3.29. This firmware envisioned for the final state of the JUNO experiment
will use a circular buffer to collect the data from a triggered channel in a group of 8 without having
to wait for the other channels. The event identification will be performed at the level of the Event
Builder by comparing the event trigger times, and no header information will be transmitted to
the GCU, which will regularly interrogate the circular buffer for data transfer.

Figure 3.29: CATIROC data capture by the FPGA, with transfer to the GCU. Envisioned schemat-
ics, under discussions and optimization.

A test firmware has nevertheless been designed for data-taking in order to extensively test the
SPMT electronics, and will be described in section 4.2.2 (data transfer via USB to characterize
the ABC board and via USB or GCU for combined tests using 128 PMTs).

3.6 Global Control Unit board

After digitization, events are sent from the CATIROC ASICs to the FPGA, and then to the Global
Control Unit (GCU) board via the 40-pins SAMTEC connector. The GCU allows a continuous
data readout, which is sent to the DAQ system (in the surface facility) for storage and analysis.
The GCU board is however also used to start the SPMT system, synchronous to all independent
UWB, and to provide a synchronous clock.
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It consists of a 35 cm � 17 cm PCB board, 2 mm thick, with 16 layers. 8 of these layers are used
for signal transmission, 5 for grounding, and 3 to allow it to power the SPMT system. Its main
components are a KINTEX 7 FPGA, a Spartan 6 FPGA and a 2 Gigabits DDR3. Both sides of
the GCU board are shown in Figure 3.30.

(a) (b)

Figure 3.30: GCU board (a) Bottom side with components. (b) Top side with connectors to the
electronic system.

It is powered by 36 V coming from the surface, and provides the 12 V power supply to the ABC
board and the ABC board communication as well as the 24 V power supply to the HV splitter
boards and the high voltage units. These HV units then produce the HV necessary to power the
PMTs. It is also used to allow a safe remote reprogramming support, with its dedicated Spartan
6 FPGA for remote firmware update.
As can be seen in Figure 3.30b, one GCU board connects to 2 HV splitter boards via SAMTEC
connectors, to one ABC board via SAMTEC connector, to one pair of power cables, to BEC via
FTP cables for clock distribution and trigger management, to an Ethernet switch via UTP cables
for DAQ and slow control, and to an AC-DC power supply via low resistance power cables. In
terms of production, the V1.0 of the GCU-ABC board was finalized, as well as its firmware, and
it has been used in combined tests with 128 PMTs at LP2i Bordeaux (section 4.4.3).

3.7 Underwater Box design and thermal studies

3.7.1 Design

Each independent Under Water Box (UWB) is filled with all the electronic boards required to
control as well as process the signals from 128 3” PMTs. 200 underwater boxes are required to
complete the SPMT system, and 220 underwater boxes will be built to allow for a margin of error
when validating the production.
The core of the underwater boxes is a 50 cm long (internal measurement), 10-inches wide (253 mm),
4.19 mm thick, stainless steel (SS304L) cylindrical body with one welded lid and one removable
lid (20 mm) to allow the placement and the cabling of all the components of the SPMT electronic
system. This removable lid is screwed shut, and is sealed with 3 “redundant” O-rings, 2 axial and
a radial one (different materials), to guarantee the water tightness. Through this removable lid are
connected the 128 PMTs by way of the 8 Axon underwater connectors, each handling 16 channels.
A welded below (flexible metallical underwater tube) on the fixed lid contains the 2 Ethernet
cables connecting to the GCU as well as the twisted pair cable powering the system. A scattered
view of an underwater box, with its electronic system, was previously shown in Figure 3.6, and
UWB prototypes are shown in Figure 3.31.
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Figure 3.31: UWB prototypes, with a 50 cm long, 10-inches wide and 4.19 mm thick stainless steel
cylindrical body equipped with one welded lid and one removable lid to allow the placement and
the cabling of all the components of the SPMT electronic system. The removable lid is screwed
shut on the left prototype, in order to be sealed and guarantee the water tightness.

The Final Design Review for the underwater boxes was passed in January 2020, and the manu-
factured prototypes have been tested extensively in France and in Chile. The production of the
220 underwater boxes is planned in China.

3.7.2 Thermal studies

In terms of thermal studies of the SPMT electronic system, the general requirements for the JUNO
experiment are to guarantee a lifespan of 20 years for each system, as well as a < 5% loss over
the first 6 years of running. In terms of thermal energy dissipation, 6.8 kW is the total JUNO
requirement for the SPMT system, mainly to guarantee the proper temperature of the water pool,
with each UWB having a budget of 34 W, 20% margins included. This translates into a thermal
requirement of < 40°C on the surface of each component, to guarantee a proper ageing and the
reliability of the system.
The hottest component of the SPMT electronic system is the ABC board, weighting �71% in
the electricity and heat balance. It has a total 24 W consumption, margins included, with 15 W
for the board itself and 5 W for the DDR. The GCU has a consumption of 7 W, the rest of the
components being negligible in the budget (the total consumption of the HV units only amounts
to about 3 W). In order to cool down the system, most of the resources had to be allocated to
the ABC board and the GCU, favouring a cooling by thermal conduction using 10 mm aluminum
heat sinks. The heat emitted by both boards is transmitted first to the heat sinks, and to a lesser
degree to the UWB via the heat sinks, which is then cooled by the 21°C water of the water pool.
The rest of the components are cooled down by convection inside the UWB.
The heat sinks are positioned inside the UWB, parallel to the electronic boards, as can be seen in
Figure 3.6. Their main points of contact with the boards are directly on their hottest components,
with a thermal paste to facilitate the conduction. The thermal paste is an excellent electrical
insulate, commonly used in the field of micro-electronics. In the case of the ABC board, the main
points of contact are the 8 CATIROC ASICs and the FPGA.
This conduction method was tested on the ABC V1.0 board inside of its UWB, submerged in 23°C
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water. 6 PT100 thermal probes were positioned over the ABC surface, with 2 additional probes
in the UWB (mid heat sink and on the UWB-LID). The temperature of the key components was
monitored in air (21°C) and in water (23°C). Figure 3.32a shows the probes being applied to the
ABC board, while Figure 3.33 shows a more precise view of the numbered position of the probes.
Figure 3.32b shows the sealed UWB being submerged in water for the thermal study.

(a) (b)

Figure 3.32: SPMT system thermal study at LP2i (a) Thermal probes applied to the flat side of
the ABC V1.0 board (on UWB). (b) Closed underwater box submerged in 23°C water for thermal
monitoring of the electronic components.

Figure 3.33: Positioning of the thermal probes on ABC V1.0.

The results are presented in Table 3.1. All components have a temperature below 40°C, yielding
very satisfying results. Using thinner heat sinks would allow for a gain in UWB mass as well as
in production costs, so an optimization of this design could be worth investigating.

3.8 Radiopurity of the SPMT system

As presented in section 2.7, the radioactivity of the JUNO materials – mainly U, Th and K - is
one of the main backgrounds contributing to the accidental background. Thus, all materials have
to be screened in order to select the less radioactive ones. The most critical component of the
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# Positioning of the probe T in 20°C air (°C) T in 23°C water (°C)
1 CATIROC chip 35.8 36.0
2 PCB 35.6 36.1
3 FPGA 34 34.8
4 Clock 36.7 37.4
5 CATIROC chip 31.6 32.1
6 PCB 31.3 32.5
7 Mid heat sink 30.2 30.3
8 UWB-LID 23.8 23.0

Table 3.1: Global thermal study results with 10 mm aluminum heat sinks

PMT is usually the glass itself. The components of the PMT glass have been carefully selected,
especially the quartz sand, and controlled during the 2 years of production in order to fulfill the
JUNO SPMT glass requirements, i.e. U < 400 ppb (< 5 Bq/kg), Th < 400 ppb (< 1.7 Bq/kg)
and K < 200 ppb (< 53 Bq/kg) [127]. The mass of the 3” PMTs (�100 g) being much smaller
than the mass of the 20” PMTs (�7 kg), the radiopurity requirements for the SPMT system are
less stringent than for the LPMT system.
The other important components are the HV divider, the potting and the UWB, including me-
chanical structures and electronic boards. Table 3.2 gives the list of the materials, their total mass
in the system as well as their radioactivity after being measured by low background gamma spec-
trometers in various laboratories (LSM, Bordeaux, Milano-Bicocca, IHEP and CJPL), as shown
in Figures 3.34a and 3.34b.

Components Total mass (kg) 238U (Bq/kg) 232Th (Bq/kg) 40K (Bq/kg)
3-inch PMTs 2600 2.4 1.4 26.6
HV divider 150 25.9 24.8 23.1
Potting 5050 0.9 0.2 5.0

UWB structure and connectors 7420 <0.08 <0.07 <0.27
Cables 1460 0.06 � 0.02 <0.042 <0.023

HV splitter boards 420 27.7 � 2.0 34.2 � 2.5 33.9 � 2.3
ABC board 70 6.7 � 0.5 9.3 � 0.5 5.3 � 1.1
GCU board 70 6.0 � 0.3 7.1 � 0.4 46.5 � 6.1

Table 3.2: List of the SPMT components, their mass and their radioactivity, measured by low
background gamma spectrometry. Uncertainties are only statistical uncertainties at 68% C.L.
and limits are given at 95% C.L. for a single measurement. For PMTs, HV divider and potting
material, the values have been measured from several samples.

The total activity of each component has been calculated from Table 3.2 according to their mass.
For the UWB components, their relative contribution to the counting rate in the Fiducial Volume
(FV) of JUNO (R < 17.2 m) have been simulated using the SNiPER software (described in
section 5.2). The main contribution is coming from the HV Splitter board whereas the ABC
board contribution is about 7%. Efficiencies have been also determined by simulations for the
PMT, the HV divider and the potting, depending on their location, which is closer to the JUNO
sphere (R�19.3 m) when compared to the UWB (R�20 m). The main contribution is coming from
the PMTs themselves and the total expected counting rate in the FV of the SPMT system with
E > 0.7 MeV is about 0.15 Hz, i.e. below the 0.2 Hz requirement for the SPMT system. Table 3.3
summarizes the contribution of each part of the SPMT system to the total counting rate.
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(a) (b)

Figure 3.34: (a) From right to left, HV PCB divider, ABS shell for the potting, PMT, PMT+HV
divider and PMT+HV divider+potting. (b) Pieces of ABC board measured by a Germanium
spectrometer at Modane underground laboratory (LSM).

Components Total mass (kg) Counting rate (mHz) Counting rate (%)
3-inch PMTs 2600 50 37
HV divider 150 45.8 29
Potting 5050 21.5 13

UWB components 7420 33.5 21
Total 150.8 100

Table 3.3: Contribution from each sub-part of the SPMT system to the SPMT counting rate in
the fiducial volume (R < 17.2 m) and with E > 0.7 MeV.

This rate is negligible compared to the full counting rate from all the JUNO materials expected
to be within 10 Hz in JUNO [128].

3.9 Conclusion

The SPMT system of the JUNO experiment is a complex system, with no sub-systems of its own
despite the numerous varied components making it up, from the SPMTs themselves to the UWB
containing all the electronics required for data acquisition and transfer. All components of the
SPMT system were described in this chapter, with a focus on the electronics, in particular the
ABC board and the CATIROC ASICs. The following chapter will capitalize on the knowledge of
the inner workings of the CATIROC ASICs to present studies conducted on the fine responses of
the ABC front-end board.
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4.1 Introduction

Following the technical description of the SPMT system presented in the previous chapter, includ-
ing the electronics, this chapter will detail the tests conducted on different versions of the ABC
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board for precise measurements of its performances.
Section 4.2 will introduce the several versions of the ABC board used for the performance studies,
present the firmware and software used for data-taking, as well as list the different possible configu-
rations for the CATIROC ASICs in order to investigate specific features. Standalone performances
of the ABC board will then be presented and discussed in section 4.3, including pedestal measure-
ments, charge linearity, time resolution and crosstalk. Section 4.4 will address the development
and commissioning of combined test benches at LP2i Bordeaux (LP2i) (sections 4.4.1.2 and 4.4.3)
and in GXU for the mass testing of the SPMTs (section 4.4.1.3). Finally, a description of the
processing of a PMT signal by the SPMT electronics will be given in section 4.5, with a focus on
PMT waveform behavior and trigger time behavior in section 4.5.2 and section 4.5.3 respectively.

4.2 Data-taking tools

4.2.1 Versions of ABC board

While the current and final design of the ABC board is detailed in section 3.5, several steps and
adjustments were needed to obtain this version. The ABC V0 boards were the first 3 boards
manufactured and used in early tests in 2018-2019, in order to validate the schematics and the
response of the SPMT electronics, and to identify potential issues to correct and optimize in
subsequent versions of the board. The V0 version, shown in Figure 4.1a, has a mostly identical
layout to the V1.2 version, shown in Figure 4.1b and described in section 3.5. Depending on the
version of the ABC board used for performance studies, the results presented in the following
sections can thus be representative of an earlier state in the development of the electronic system
than the current Final Design Review (FDR)- and Production Readiness Review (PRR)-passed
status and produced boards, and were instrumental in its optimization.

(a) (b)

Figure 4.1: (a) ABC board V0. (b) ABC board V1.2.

4.2.2 Firmware and data-taking software

As detailed in section 3.5.2, the digital part of the CATIROC chip, responsible for the data gener-
ation and transmission, is divided in two blocks, with one block for 8 channels. For each block, the
data is transmitted within one strobe which contains two frames, each frame transmitting different
information. As such, for each event, the firmware controlling the FPGA, which samples the data
and organizes it, has to handle 16 independent blocks with variable arrival times. Contrarily to
the firmware envisioned for the final state of the JUNO experiment, which will transmit data by
sending it to the GCU, the firmware used in the production tests of the ABC board was developed
to transfer data using the USB mode, to avoid needing the GCU in the measurement of the ABC
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board’s performances. A schematic view of the data capture by the FPGA in the USB mode is
shown in Figure 4.2, in which the CATIROC trigger outputs are used to define an event window
and construct an event header and in which the data stream (charge and time) is deserialized into
128 72-bits registers and feeds the USB readout after going through an event builder module. A
secondary chain in the firmware identifies the edges of the trigger signals to count the number of
triggers and construct S-curves (section 4.3.5).

Figure 4.2: Test firmware architecture in USB mode.

The synchronization from the CATIROC data streaming is the core of the test firmware currently
used. It forces the synchronization of the data readout of 8 channels in order to ensure their
quality and integrity, the schematics of which are shown in Figure 4.3. During the CATIROC
data streaming, the CATIROC trigger signals are monitored by the FPGA. For each block of 8
channels, as soon as a trigger signal is identified, a logical OR opens a square signal, the falling
edge of which marks the opening of a frame strobe. As the two data frames are collected for this
block of 8 channels, the end of the second frame marks the end of the frame strobe. For each
CATIROC, two frame strobes will thus be collected, and as all 16 frame strobes are collected for
the entire ABC board (8 ASICs, 2 frame strobes per ASIC), a signal indicating the end of the
event is generated after the last frame strobe has ended.
Information about the recorded channels for each event is used to create an under-optimized 27-
Bytes header to the event, containing the time stamp, the number of recorded channels, the nature
of the hit (ping, pong, or deadtime), as well as a hit register detailing precisely which of the 128
channels have been triggered. This header is then sent to the Event Builder block in Figure 4.2. In
parallel to the creation of this event header, and with the synchronization detailed in Figure 4.3,
the data sent in strobes from the CATIROC ASICs is read and sent to 128 separate registers. The
register number corresponding to the channel is identified with the internal knowledge of which
CATIROC sent the data strobe combined with the channel number (from 0 to 7) contained in the
second frame. Before the data is sent to the channel register, it is first formatted to fit a new data
model :

• The gain (second frame, 1 bit) and the channel number (first frame, 3 bits) are used to
code a new information about the channel number over 8 bits (1 Byte), with the gain
information used as the most significant bit. In the new data format, the channels are
numbered from 0 to 127 for high gain charge measurements, and from 128 to 255 for low
gain charge measurements.
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Figure 4.3: Data capture in USB mode in the ABC board. The first half of the diagram corresponds
to one half-CATIROC (one of the 16 blocks), while the bottom half shows the frame strobes from
both halves of the CATIROC and the last line in the diagram shows the signal generated once
information from all 16 blocks has been collected.

• The coarse time (first frame, 26 bits, resolution of 25 ns due to the 40 MHz clock, overflowing
at 1.67 s) is coded over 32 bits (4 Bytes), with the 6 most significant bits with a value of 0.

• The charge (second frame, 10 bits) is coded over 16 bits (2 Bytes), with the 6 most significant
bits with a value of 0.

• The fine time (second frame, 10 bits) is coded over 16 bits (2 Bytes), with the 6 most
significant bits with a value of 0.

The data in the new data format takes up 9 Bytes of information for each channel. Once the
channel registers are filled with the formatted data, they are emptied in the Event Builder block,
which feeds the USB readout. They are sent following the event header. As such, the maximum
size of an event is 1179 Bytes (27 + 128� 9). The test firmware operates with a first-in, first-out
system (FIFO) which empties continuously but can become saturated if the rate of data writing on
the FIFO is superior to the rate at which it empties via the USB mode. This test firmware, used
in the following performances studies, is not optimized with respect to the size of an event, with a
27-Byte header and 9 Bytes of information per triggered channel, or with respect to the dead-time
induced by the processing of this event, as the data transfer only occurs once the signals from the
16 CATIROC blocks have been acquired and an event trigger has been determined. Figure 4.4
shows the schematics of the data format, assuming all 128 channels are triggered. For pedestal
measurements, all 128 channels will indeed be triggered, while for signal injections performed for
test measurements, only the injected channels will be triggered (N « 128).
The FPGA, the data acquisition and the data visualisation are controlled by DAVIS (Data Ac-
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Figure 4.4: Event data format, with a 27-Byte header and 9 Bytes of information per triggered
channel, leading to a maximum event size of 1179 Bytes.

quisition Verification Integration System), a software framework designed to pilot heterogeneous
systems by piloting each instrument individually and allowing for an inter-instrument communi-
cation. With a clean coding structure allowing for the conservation of test scenarios in a reference
space and for developments to happen in a work space, DAVIS can insure a complete separation of
the back-end, front-end, and data treatment aspects of the data-taking. It will notably enable the
control and configuration of a pulse generator for automatic signal injections with varying charges
or amplitudes.

4.2.3 Trigger modes and user parameters

Section 4.2.2 described how CATIROC triggers are synchronized and how CATIROC data is
processed by the FPGA before transmission via USB mode. However, several different trigger
modes can be used to generate this data, depending on the ABC board performances investigated.
The natural behaviour of the CATIROC ASICs involves an internal trigger, described extensively
in section 3.5.1, which can also be referred to as the physics trigger mode. This trigger generation
depends on the comparison of the voltage of the fast shaper waveform to a threshold value called
the trigger threshold (10-bit DAC value) by a discriminator. Instead of using this internal trigger,
the readout of every channel regardless of their measured signal can be also be forced by the
FPGA, resulting in a force trigger mode which can be referred to as the pedestal trigger mode. An
external trigger can be used as well, by using a trigger signal generated by a Pulse Generator and
then distributed to every channel of the ABC board to force their readout. This external trigger
mode is particularly useful when performing crosstalk measurements.
Once the trigger mode has been chosen by the user to investigate a given ABC board performance,
the CATIROC ASICs can be configured with several key parameter values for a data acquisition
in a precise configuration. Such parameters usually include :

• The preamplifier gain, which can be adjusted for each channel and can take discrete values
between 5 and 640. The two main configurations typically used in the following measure-
ments are 20 and 40, and this parameter is usually modified to observe the SPE spectrum.

• The gain mode, which can be set to forced high gain, forced low gain or to an automatic
switching between the two modes. The high gain mode amplifies the signal by 10 times
compared to the low gain mode, and the automatic gain mode will always be used in the
following measurements.

• The charge threshold, which impacts the charge value at which the automatic choice between
high gain and low gain is performed (see section 3.5.1).

• The trigger threshold, defined in section 3.5.1, which impacts the amplitude at which a signal
will generate a CATIROC trigger signal. This parameter is typically modified to cut off parts
or the entirety of the pedestal signal.
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• The CATIROC internal delay before the charge measurement on the slow shaper (see sec-
tion 3.5.1). By default, this parameter is optimized for a maximal charge measurement,
usually around 30 ns.

4.3 Standalone performances of the ABC board

4.3.1 Pedestals

The first tests performed on the ABC V0 mostly consisted in pedestal measurements in the force
trigger mode, which were studied with a 2D representation of the charge measurements in each
ABC channel. After a few hardware modifications, all three ABC V0 boards were measured, with
the following figures focusing on the pedestal measurements of the ABC V0 board located at LP2i
(the other two being shared at that time with the Subatech and APC laboratories). Figure 4.5a
shows the pedestal distribution in each channel, while Figure 4.5b shows the histogram of the
pedestal RMS values.

(a) (b)

Figure 4.5: (a) Pedestal distributions for one of the three ABC V0 boards. (b) Pedestal RMS for
the 128 channels.

Considering a mean value of pedestal RMS of �2.2 ADCu, this corresponds to a charge of 0.024 pC
at a preamplifier gain of 20 and a corresponding ADCu to pC slope of �90 ADCu/pC (Figure 4.8).
This represents a 0.05 photoelectron (PE) equivalent pedestal width. In comparison, PMTs have
a SPE charge resolution of �33%, meaning a width of �0.33 PE for a single PE measurement.
Taking the total width of the charge measurement to be �2Q = �2PMT + �2Elec, this would give
�Q � 0:334 PE and would imply a lower than 2% contribution of the pedestal width on the charge
measurement uncertainty.
Another method of measuring the pedestal mean values in each channel of the ABC V0 board is
to perform charge linearity measurements and taking the intercept parameter of the linear fit. A
precise study of the charge linearity of the board will be shown in section 4.3.2, but comparing
the reference pedestal values of the bare CATIROC ASICs before they were mounted on the ABC
board (obtained with charge linearity measurements performed at the OMEGA laboratory with
a test board equipped with a single ASIC) to the pedestal values obtained with the intercept of
the linearity fit on the much more complex ABC V0 board is an efficient method to ensure that
the board itself is not introducing additional noise or perturbations to the charge measurements.
Figure 4.6 shows, in the top half, the pedestal values of each channel of the ABC V0 board in
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red and the reference pedestal values for the channels of the CATIROC ASICs mounted on the
board in blue. In the bottom half, the differences between the two values in each channel are
represented. With a mean charge value of 6.8 ADCu added to the baseline by the ABC V0 board,
meaning �10% of the original value (equivalent to 0.2 pC), the ABC V0 board introduces an offset
to the charge measurement, that will be calibrated, but barely impacts the RMS of these pedestal
distributions.

Figure 4.6: Pedestal comparison between measurements on the ABC V0 board and the data from
the ASICs hosted on the board as measured during production at the OMEGA laboratory. The
difference between the two values is shown in the bottom half.

The pedestal distributions were slightly impacted by the transition from the ABC V0 board to
the ABC V1.2 board. Figure 4.7 shows the 1D distributions of the RMS values of the pedestal
distributions for all channels of the 3 ABC V0 boards and the 5 ABC V1.2 boards, rescaled to the
same number of entries for comparison. Despite a very slight increase in the RMS mean value,
from �2.2 to �2.3 ADCu for the ABC V0 boards and ABC V1.2 boards respectively, the spread of
the RMS values is greatly decreased in the case of the ABC V1.2 boards, from 0.36 to 0.2 ADCu,
implying a better uniformity in the channels of the board in its latest version.

4.3.2 Charge linearity and charge calibration

As detailed in Section 3.5.1, the CATIROC ASIC processes signals for the charge measurement
through parallel slow shapers, each with a different gain (High Gain, Low Gain, with a factor 10
amplification difference), and then selects the charge output based on a discriminator configured
with a DACu value called the charge threshold. When verifying the charge linearity in a channel,
two ranges are expected, one before the transition from High Gain to Low Gain and the other
right after to increase the dynamic range of the readout system. Figure 4.8 shows, in its top
half, the charge linearity in an arbitrary channel of the ABC V0 board, with 30 charge injections
ranging from �1 pC to �70 pC and a preamplifier gain value of 20. For a DACu charge threshold
value of 820, the switch to the Low Gain mode was around charges of 8.8 pC. In the bottom half
of Figure 4.8 are shown the relative differences between data points and the linear model, with
the High Gain range of the model showing deviations from the data points below 0.05%. Larger
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Figure 4.7: Distribution of the RMS values of the pedestal distributions for all channels of the 3
ABC V0 boards and the 5 ABC V1.2 boards, rescaled to the same number of entries for comparison.

deviations, up to 2.5%, are observed in the Low Gain range of the linear model, oscillating around
0 and thus showing no intrinsic bias. The charge linearity test in an arbitrary channel was very
satisfactory. At a preamplifier gain of 20, up to 70 pC charges can be measured by CATIROC,
corresponding to 140 measured PEs at a PMT gain value of 3�106, which will cover a wide range
of physical events.

Figure 4.8: Charge linearity test in channel 103, on Ping events. High Gain fit on the left, Low
Gain fit on the right. The PE equivalent of the injected charges, assuming a PMT gain of 3�106,
is shown on the top axis. The bottom half shows the relative differences between the data points
and the linear model.
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The development at LP2i of two test-benches equipped with ABC V0 boards, in order to send them
to Guangxi University (GXU) for the mass-testing of the SPMT production (see section 4.4.1.3) and
to demonstrate the combined performances of the SPMT electronics, was an important milestone.
Both of these boards were thus calibrated in charge, in order to estimate the gain of the tested
PMTs for a given High Voltage. As the relation between the ADCu measurement of the SPE peak
given by the CATIROC ASICs and its equivalent charge in pC needs to be known for each channel,
all channels of both boards were manually calibrated for multiple preamplifier gain values. This
charge calibration was performed using pulse generator signal injections in each channel, with
varying amplitudes and known charge equivalents.
The signal delivered by the pulse generator was a trapezoidal signal with 5 ns for the rise time and
fall time and 10 ns for the width, with an attenuation factor of 19.9 in output of the generator.
In order to precisely know the value of the injected charge, indispensable for the charge calibra-
tion of the ABC boards, the injected signals were first collected by a commercial module called
WaveCatcher developed at LAL [129], with the objective of obtaining an amplitude-to-charge
correspondence for the generator signals. The WaveCatcher module acts as an oscilloscope, and
measures the charge of the injected signal. The relation between charge and amplitude for the
injected signal was measured to be Q(pC) = C�A(mV ), with C = (8.83 � 0.02) � 10�3 pC/mV.
With a precisely controlled injected signal, each channel of both ABC V0 boards was calibrated for
multiple preamplifier gain values, as illustrated in Figure 4.9a, which shows the measured charge
in ADCu as a function of the injected charge in pC for an arbitrary channel of the test benches.
For each gain value, charges scanning the High Gain range and the Low Gain range were injected,
with a focus on the High Gain range characterization, more relevant for the PMT mass testing
and the SPE peak measurements. For each charge, many signals are injected and a histogram
is filled by subtracting the pedestal reference value in this channel to each charge measured in
ADCu. This distribution is fitted with a Gaussian model, and the position of the peak is taken as
the mean charge value in ADCu.
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Figure 4.9: (a) Calibration of the charge response of an arbitrary channel for multiple preamplifier
gain values. Each ADCu/pC graph is fitted using a linear model. (b) High Gain slope ratio of
gain G vs nominal gain G = 10. The expected y = x

10 line is shown as the grey solid line, showing
the deviation from linearity due to the gain saturation.

Calibrating the ABC V0 boards for multiple preamplifier gain values highlighted a saturation in
the preamplifier gain, as the ratio of the slope parameters of the calibrations for different gains
tends to decrease as the gain increases, indicating a loss of amplification. This is illustrated in
Figure 4.9b, in which the ratio between the slope parameter of the High Gain calibration at a
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gain value G and the slope parameter of the High Gain calibration at the reference gain G = 10
is plotted as a function of the gain G. A saturation effect is clearly visible, with increases in gain
values failing to match the expected amplification ratio. This phenomenon is a known feature of
the CATIROC ASIC, and has been precisely measured [126], as shown in Figure 4.10 in which the
ratio between the measured charge at a gain value G and the charge measured at the reference
gain G = 10 for the same signal injection is plotted as a function of the gain G. Even if the
preamplifier gain can extend up to 640, only the interval up to 80 looks exploitable with small
saturation effects, which is sufficient for typical applications where the PMTs can be grouped to
have similar gains at the nominal high voltage value and thus an adjustment of the individual gain
values over a large range is not necessary. The maximum variations observed among three tested
CATIROCs (gray band) and within the 16 channels of a same CATIROC (red) are also shown. In
practice, the effect of this variation is negligible, as the preamplifier can be fully characterized for
each ASIC separately during the production test phase of the chips or of the readout boards.

Figure 4.10: Charge multiplication factor (effective gain) vs preamplifer (PA) nominal gain G.
The average gain linearity is shown as dark solid line with a gray band indicating the maximum
variation between different CATIROCs and a red shaded band indicating the variation within
channels of the same CATIROC. [126]

Fitting each ADCu/pC graph with a linear model, as shown in Figure 4.9a, gives a slope pa-
rameter and an intercept parameter, for both ping and pong channels and for the HG and LG
modes. Having subtracted the pedestal reference values from each charge measurement, the in-
tercept parameter is expected to be 0 for each channel. Figure 4.11a shows the distribution of
the intercept parameters for all 128 channels of the first calibrated ABC V0 board (embedded in
the first test bench referred to as test bench A), for a preamplifier gain of 40 and Ping and Pong
events. Despite the large error bars on the measurements (small deviations on the slope parameter
impact the intercept parameter on a larger scale) making every intercept value compatible with
the expected 0, it appears that the intercept values are distributed within �8 ADCu of the expec-
tation. Figure 4.11b shows the 1D distribution of the intercept parameters for the 128 channels,
and confirms a range of about �8 ADCu for the intercepts with mean values close to �2 ADCu,
indicating a small bias in the fit.
In order to estimate if these intercept values are significantly large, the difference in the slope
parameter when the intercept is taken to be 0 or is left free can be calculated, as well as the the
impact of this slope difference on the measurements of PMT properties. The values of the slope
parameter in each channel (gain 40) when the intercept parameter was fixed and left free are shown
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(a) (b)

Figure 4.11: (a) Intercept parameters for each channel obtained with the charge calibration of the
PMT test benches. The reference pedestal values in each channel were subtracted from the charge
measurements, and the intercept values are expected to 0. (b) 1D distribution of the intercept
values.

in Figure 4.12. In the bottom half of each figure, the relative difference between the two cases is
shown. In the worst case scenario, fixing the intercept parameter to 0 when fitting results in a �2%
relative difference on the slope parameter. The relative difference between the values of the slope
parameter depending on the fitting method can be directly correlated to the relative difference
between PMT gain measurements depending on whether the calibration intercept parameter was
fixed to 0 or left free, as the relation between slope parameter and PMT gain measurement is linear.
Having demonstrated that there was no significant impact of fixing the intercept parameter to 0
or leaving it free, it will be fixed to 0 for PMT performance studies.

4.3.3 Time resolution

The time resolution of simultaneous events in different channels of the ABC board is a crucial
parameter to investigate in order to quantify the contribution of the ABC board to the total
time resolution of the measurements when compared with the TTS of the PMTs. This test was
performed by injecting charges simultaneously in two different channels of the ABC V1.2 board,
by splitting the signal from a pulse Generator, in order to study the time differences between
two correlated events in both channels. The measurements were performed in the internal trigger
mode. Equation 4.1 shows how the absolute time is computed using the Coarse Time (CT) and
Fine Time (FT) information, with FTmin being the minimum value of the FT ramp and the FT
range FTrange being channel dependent (see section 3.5.1).

Tabsolute = CT � 25 ns� (FT � FTmin)� 25 ns

FTrange
(4.1)

As previously detailed, the CT is coded over 26 bits, and can thus take values ranging from 0
to 226 � 1, each unit of CT representing 25 ns because of the 40 MHz clock. The FT is coded
over 10 bits, but does not necessarily take values over the whole [0,1023] range in each channel.
The response is channel dependent, and the range of the FT values in each channel has to be
considered and calibrated for a proper input in the absolute time computation. Signal injections
in every channel to scan and identify the whole FT range were automatized.
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Figure 4.12: Impact of fixing or leaving the intercept parameter free on the slope parameter of
the charge calibration of the PMT test benches. The bottom plot shows the relative difference
between the 2 cases. With differences only up to �2%, the impact is negligible.

Figure 4.13 shows the time differences �t between events in a reference channel (ASIC 5, chan-
nel 80) of the ABC V1.2 board and correlated events in other channels of the board, in order to
investigate the time response in different locations. �t is defined as :

�t = tref � ti (4.2)

with i the channel number going from 0 to 127 excluding i = ref . One channel in each ASIC
was investigated with regards to the reference channel, with the channel chosen for ASIC 5 being
different from the reference channel, and RMS values ranging from �0.20 to �0.25 ns are observed.
Constant �t values will be calibrated in the final state of the experiment using a LED in the
central detector. As such, the RMS of the �t distributions are far more valuable to measure. The
distribution of these RMS values for the 127 investigated channels is shown in Figure 4.14, with
a mean value of �0.23 ns. Compared to the standalone CATIROC time resolution of 150 ps, the
ABC board introduces additional time fluctuations and worsens the time resolution to 230 ps.
Considering a mean value of �t RMS of �0.23 ns, the contribution of the time resolution of the
ABC board to the total time resolution of the JUNO SPMT electronics is negligible before the TTS
of the PMTs, with a mean value of 1.56 ns. Taking the total time resolution to be �2t = �2TTS+�

2
�t,

this would give �t � �TTS � 1.58 ns, meaning a contribution of the ABC board to the total time
resolution of �1.2% of the TTS contribution. Moreover, a 0.23 ns �t RMS for two channels in
the ABC board is negligible for the physics prospects of the JUNO experiment, notably for vertex
reconstructions. As light travels 20 cm in 1 ns in the liquid scintillator, a 0.23 ns uncertainty in
the time measurement would only imply a lower than 5 cm bias on the vertex position, which is
very much below the scope of the current vertex reconstruction methods for the SPMT system.
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Figure 4.13: Example of time differences for correlated events after signal injections in a reference
channel in ASIC 5 and several other channels over the ABC V1.2 board. The �t distributions
are illustrated for all ASICs. For ASIC 5, the investigated channel is different from the reference
channel.

Figure 4.14: RMS distribution of �t values for all channels of the ABC V1.2 board with respect
to a reference channel.

4.3.4 Crosstalk

Determining the amount of crosstalk present in the ABC board is another crucial performance of
the board to evaluate. There are two types of crosstalk : the first from parasitic capacitors, and
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the second from parasitic self-inductors. The difference is actually important for the identification
of the investigation method to be used. Parasitic capacitors are natural capacitors, as opposed to
electronic components. Figure 4.15a shows two conductive tracks, one of which is powered by a
tension Vs, with insulation between them. This naturally acts as a capacitor which sends an image
of the source signal to the second track, disturbing it. Self-inductors are created in adjacent circuits
when a variation in tension occurs in one of the circuits. Figure 4.15b shows this phenomenon
: following Maxwell’s equations, a tension variation in a first circuit induces a variable magnetic
field. As such, an electrical current, which is actually an image of the first signal, will be induced
in any conductor in this magnetic field. And any current going through the cables of a circuit will
induce a tension, thus disturbing the signal in the second circuit. In return, the tension variation
in the second circuit will likewise disturb the first circuit.

(a) (b)

Figure 4.15: (a) Crosstalk due to parasitic capacitors between two conductive tracks. (b) Crosstalk
due to parasitic self-inductors in two electronic circuits.

These effects can be reduced by increasing the distance between each track and circuit (three times
the width of the track is the distance typically used). This has been done in the ABC prototypes,
and as such, the most important crosstalk contributions should come from the connectors, where
the tracks get progressively closer. The crosstalk type investigated in this section is the case of
charges in an injected channel having an effect on the baseline of other channels in the board.
While some amount of crosstalk in an electronic board is to be expected, the objective of this
study was to determine if that amount would be problematic for the physics prospects of the
SPMT system.
As mentioned in section 4.2.3, the external trigger is a trigger signal generated by the Pulse
Generator, that is distributed to each channel of the ABC V0 board and that forces the readout of
every channel. It is usually used to measure baselines and pedestal values, but if handled properly
in conjunction with the other functions of the board, it can be used to force a readout of every
channel during a charge injection in a given channel. The aim of this study is to quantitatively
measure the crosstalk and thus estimate the fraction of charge induced in the channels of the board
when a charge is injected in one specific channel. In this configuration, the injected charge will
be read via internal trigger, delivered by the ASIC, whereas the baselines of the other channels
will be read via external trigger, induced by the Pulse Generator. The trigger signal from the
Pulse Generator (external trigger) however has to be adapted through an additional level adaptor
in output of the Pulse Generator. This adds a delay to the external trigger, which needs to be
compensated. In order to compensate this delay and have correlated events between the different
channels, the same delay has to be applied to the injected signal from the Pulse Generator. Since
the external trigger is given directly by the Pulse Generator, regardless of the pulse itself, only
the internal CATIROC trigger will be shifted in time, matching the external trigger. The right
delay to apply to the Pulse Generator signal thus has to be precisely known, and one method to
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identify it is to plot the charge measured in the injected channel as a function of the delay applied
on the generator signal, corresponding to the slow shaper curve.
Figure 4.16 shows the results for a 4 mV injection (40 mV with 20 dB attenuator, equivalent to
0.79 pC) in one channel. The delay is marked as a negative value because we consider the pulse
to arrive later than it should have. The charge maximum is obtained for a 70 ns delay.

Figure 4.16: Measured charge as a function of the time delay on the pulse generator.

The measured charge using the internal trigger was measured to be 149.1 � 2.7 ADCu and the mea-
sured charge using the external trigger and the 70 ns delay was measured to be 146.1 � 2.8 ADCu,
making the two measurements compatible. However, the injected channel will receive, almost at
the same time, an internal trigger signal from the charge having exceeded the DAC trigger thresh-
old, and a conflicting external trigger signal. One way to solve this issue is making sure that the
external trigger arrives before the internal trigger, to ensure that all channels will be triggered by
the same source, and increasing the width of the external trigger to include the internal trigger
width as well.
In this study, for every channel of the ABC V0 board on the half equipped with SAMTEC con-
nectors (64 channels), 3 gradually increasing charges are injected using a pulse generator. Each
channel is investigated independently. For each injection (20 pC, 40 pC and 60 pC), the readout
of the 128 channels is forced using the external trigger function of the board. The charge in the
readout channel is then represented as a function of the charge in the injected channel, for all
3 charge injections, as shown in Figure 4.17a. The resulting graph is fitted with a first degree
polynomial, since crosstalk, if observed, is expected to be linear. The slope parameter represents
the induced charge proportion in the observed channel, while the intercept parameter corresponds
to the pedestal value of the observed channel. In Figure 4.17a, the charges in the injected channel
on the X-axis were processed in the Low Gain mode, while the charges in the observed channel on
the Y-axis were processed in the High Gain mode. Due to the High Gain / Low Gain amplification
ratio of 10, the slope parameter of the linear fit has to be corrected by a factor 1=10. Repeating
this process for all 64 injected channels and their 127 readout channels (the injected channel itself
is not investigated) yields a slope distribution, shown in Figure 4.17b.
The crosstalk induced in every channel during a charge injection in each of the 64 measured
channels is shown in Figure 4.18.
To assess the reliability of the slope parameter values, one arbitrary injected channel out of the
studied 64 is selected, and for each of its 127 readout channels, the intercept parameter of the
first-degree polynomial fit is compared to the reference pedestal value in this channel. Figure 4.19
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(a) (b)

Figure 4.17: (a) Mean charges in an arbitrary readout channel as a function of the mean charges
in an arbitrary injected channel. The graph is then fitted and the slope parameter conserved. (b)
Distribution of the slope parameter values for the 64�127 readout channels on the SAMTEC half
of the ABC V0 front-end board (for each of the 64 injected channels, all channels are readout and
analyzed except for the injected channel).

Figure 4.18: 2D distribution of the crosstalk slope parameters for channels 64 to 127 (SAMTEC
connectors side). The channel in which the charge injection is performed is shown on the X-axis,
while the observed channel is shown on the Y-axis.

shows the superimposition of the intercept parameters for each of the 128 channels when injecting
in the reference channel (red) with the mean values per channel from a pedestal measurement made
with the ABC V0 board (blue). As observed, the two graphs are perfectly compatible within their
error bars, with the bottom half of Figure 4.19 showing relative differences between the two values
in each channel up to a maximum of 3%, meaning that the linear fits applied in order to derive the
slope parameter and quantify the crosstalk are precise and can be trusted. With this information,
Figure 4.17b shows that while the crosstalk estimation can take negative values when dominated
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by statistical pedestal fluctuations, the maximum absolute value of crosstalk does not exceed
1.5�10�3 in the SAMTEC half of the board. The SAMTEC connectors were then selected as the
default connectors for the latest versions of the ABC board. Considering the worst case scenario
for the physics studies, which is crosstalk inducing over 0.3 photoelectrons in adjacent channels
to the one injected, the ABC board can thus accept up to �300 photoelectrons at once without
risking going over that threshold. This should cover all physics cases, including most of the muon
events.

Figure 4.19: Superimposition of crosstalk fit intercept parameters with pedestal measurement on
ABC V0 board. The relative difference between the two measurements is shown in the bottom
half, with values within 3%.

4.3.5 S-curves

The previous sections have detailed the characterization of a number of fine performances of the
ABC board, as well as the investigation of some of its characteristics. One of these characteristics
is the absence of a trigger threshold for every channel of the board. One DAC threshold defines
the trigger behaviour of the 16 channels of the ASIC, channels to which can be connected PMTs
with different gains at nominal high voltage, and so with different positions of the SPE peak with
respect to that threshold. A trigger threshold too high or too low (DAC values) can result in dark
noise statistics polluting the physical events or in a loss of the SPE peak in the charge spectrum.
In addition, the trigger threshold takes effect on the amplitude of the signal after the preamplifier
and the fast shaper, and not on the charge equivalent of the signal. Due to amplitude fluctuations
intrinsic to the nature of the signal, setting the trigger threshold for a specific charge value is
challenging and susceptible to variations. A solid comprehension of the trigger mechanism is thus
crucial in identifying the ideal trigger threshold to configure for each individual ASIC on the
200 ABC boards planned in the JUNO SPMT system. Rather, a compromise has to be reached
for each ASIC between the value of the common configured trigger threshold and the value of
the preamplifier gain for each channel. The first step in reaching this compromise is identifying
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the trigger threshold DAC value required in every channel to ideally perform the discrimination
between noise and SPE events. This is achieved by defining a charge value to act as a cutoff, and
identifying a range of trigger threshold values which will cut a varying percentage of the slightly
fluctuating signals with this given charge equivalent. In order to settle on a definitive threshold
value (for a given charge equivalent in a given channel), the norm in electronics is to identifying
the 50% trigger efficiency threshold.

4.3.5.1 50% trigger efficiency threshold identification

This is achieved by injecting a signal with a fixed amplitude (and so a fixed charge equivalent)
with a pulse generator in the desired channel, ideally with a signal close to a 3" PMT waveform
for the most realistic estimation, and by varying the DACu value of the trigger threshold and
counting the number of CATIROC trigger signals in this channel in a fixed time window. This
allows the identification of a threshold value beyond which the number of counted trigger signals
remains constant, which corresponds to the maximum possible number of injected signals having
triggered a CATIROC response and is considered the 100% trigger efficiency. The trigger efficiency
for other threshold values is then defined as the ratio of the number of recorded trigger signals
and the maximum number of expected trigger signals. Figure 4.20 shows the example of a signal
injection at 1 kHz with an amplitude of 4.6 mV (2 PE equivalent). The trigger signals are counted
over a time window of 420 ms, giving a maximum number of expected trigger signals in this time
window of 420. The sudden increase in counted trigger signals as the threshold increases beyond
�900 DACu indicates triggers on pedestal signals. Varying the DACu value of the threshold in
the configuration of the ASIC results in a variation of the number of recorded trigger signals, and
in the creation of a distribution shaped like an “S” and called an S-curve. This number of recorded
trigger signals gradually decreases as the DACu value of the threshold increases, indicating a
higher threshold. The norm in electronics is to single out the 50% trigger efficiency threshold
value as being the reference value for this particular charge injection. In the example given in
Figure 4.20, the 50% trigger efficiency is reached for a threshold value of around 400 DACu, for a
charge injection equivalent to 2 PE. The value of the preamplifier gain greatly influences the value
of the 50% trigger efficiency threshold value, as it impacts the amplification of the injected signal.

Figure 4.20: S-curve : number of trigger signals in a 420 ms time window for a 4.6 mV periodic
(1 ms) signal injection as a function of the trigger threshold value. The trigger efficiency at
any given threshold value is computed using the maximum number of counts, represented as the
plateau. The steep rising on the right side of the plot is due to the lower threshold values no
longer cutting off pedestal events.
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4.3.5.2 Trigger threshold linearity

Injecting a specific charge in a channel and using the procedure described in the previous section is
not the only method of identifying the 50% trigger efficiency threshold value for this charge. Should
the desired charge value be too small to properly inject in the channel, for example when trying
to identify thresholds for charges around 1=3 or 1=4 PE, then the method cannot be successful.
However, as shown in Figure 4.21b, the trigger threshold is linear with the injected charge. By
injecting several charges in the channel, and identifying the 50% trigger efficiency threshold for
each charge injection, it is possible to plot the threshold DACu value as a function of the charge
and apply a linear fit in order to extrapolate the 50% trigger efficiency threshold value for very
small charges. In the example shown in Figure 4.21a, charges equivalent to 1

2 ,
3
4 , 1 and 2 PE were

injected in one of the channels of the ABC board, and their S-curves measured. Once the 50%
trigger efficiency threshold value is identified for each charge, a linear fit yields a parametrization
function for this channel, as shown in Figure 4.21b. This allows for the computation of the 50%
trigger efficiency threshold value for any injected charge value. In this channel, this value for a 1

3 PE
charge was measured to be 835 DACu. This parametrization is only valid for this given channel,
and for the precise preamplifier gain value of 40 configured at the time of the measurements.

(a)
(b)

Figure 4.21: (a) S-curves for multiple signal injections. (b) Linearity of the DACu trigger threshold
with the injected charge, assuming a PMT gain of 3�106, i.e. 1 PE equivalent to 0.48 pC.

4.4 Combined tests

All the hardware components from the SPMT system have been described in the previous chapter,
and have all been successfully tested individually. The main challenge for the SPMT subsystem
of JUNO is the incorporation of all these components in one global readout system with satisfying
performances and reliability. This is one of the motivations behind the development and com-
missioning of several test benches in France and China. The hardware components of these test
benches will be detailed, as well as the main goals of their development.
One of the objectives of commissioning these test benches was to demonstrate that the SPMT
system as a whole, with most of its components being an active part of the electronics chain, is
able to properly readout a PMT signal at the single photo-electron level with an amplitude of
2 mV. Another is demonstrating that the ABC board is able to simultaneously properly readout
128 of these PMT signals. Both objectives will be achieved by connecting many PMTs to the
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readout channels of the test benches and measuring their performances. This is why the two test
benches were pre-commissioned in France and tested with 32 PMTs before being sent to Guangxi
University to be tested with 128 PMTs. With a system able to precisely measure the performances
of connected PMTs, the primary goal of having commissioned two 128-channels test benches is the
mass testing of the PMT production as a follow-up to the verification of the performances done on
the bare PMTs in HZC. This means after the PMTs have been potted with the final HV divider
and the connector and using the proper cable length. The goals of the mass testing are to verify
that the PMT is still functional, as well as measuring several key parameters such as the PMT
gain, the SPE charge resolution at the PMT nominal high voltage, and the dark rate above one
fourth of a photo-electron.
The following sections will present the commissioned test benches at LP2i and at Guangxi Uni-
versity, with a focus on the performance studies realized within the framework of this PhD : with
32 PMTs at LP2i and with 128 PMTs at LP2i. A test bench in National Taiwan University for
fine measurements will also be presented.

4.4.1 V0 test benches

4.4.1.1 Description of the V0 test benches

The two test benches, named test benches A and B in following sections, are each composed of
one 128-channels ABC V0 board hosting 8 CATIROC ASICs, two 64-channels HV Splitter (HVS)
V0.1 boards without their HV Units, SAMTEC cables to connect the HVS board to the ABC
board and one Low Voltage power supply to power the boards. The HV was supplied by external
HV NIM modules. This equipment is contained in a mechanical box with a USB interface, and an
example of a complete test bench is shown in Figure 4.22.

Figure 4.22: Complete assembled test bench shipped to GXU. The 2 HV Splitter boards (64
channels) are connected to the front-end ABC board (128 channels) via SAMTEC cables. The
PMTs are connected to the HVS boards via MCX connectors.

It is important to note the presence of a 20 M
 resistance on the HVS boards, which takes �120 V
for a 6 �A PMT consumption. The schematic of the HVS boards connecting to the ABC board for
16 channels is shown in Figure 4.23. This means that �120 V need to be added on the HV module
powering the PMTs in order to get the nominal gain of the PMTs measured at HZC (3�106).
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When the 32 PMTs were powered in France for the first measurements, they were be powered
at > 1230 V as opposed to the �1110 V required in HZC. The evolution of the PMT gain with
the HV for 16 channels using the test benches showed that the nominal PMT gain of 3�106 was
globally reached for the 16 PMTs for a power supply around 1230 V.

Figure 4.23: Impact of the 20 M
 resistance on the HV Splitter boards on the required HV power
supply to reach a PMT gain of 3�106. (a) Schematic of the the HV Splitter board for a single
HV group, corresponding to 16 analog channels, highlighting the 20 M
 resistance responsible for
a larger required powering voltage than the one measured at HZC for the PMTs to reach their
nominal gain.

Both test benches were fully calibrated in charge in a process described in section 4.3.2.

4.4.1.2 32 PMT performances at LP2i

At LP2i, 32 3" XP72B22 PMTs from the HZC production have been used in 2019 to validate
the performances of the two test benches. Considering one of the test benches, having 32 PMTs
for 128 readout channels means that each PMT can be connected and measured 4 times per test
bench, and up to 8 times considering the second test bench. The goal of these measurements was
to evaluate the consistency of the PMT performances whatever the channel of the ABC board,
and to check the consistency with the performances measured at HZC. The group of 32 PMTs is
plugged in the MCX connectors on the Splitter board, and connects to a pair of ASICs. For each
test bench, the first batch of 16 PMTs was connected to and measured by ASICs 0, 3, 4 and 7,
and the second batch of 16 PMTs was connected to and measured by ASICs 1, 2, 5 and 6.
Once connected to the Splitter board, the PMTs are powered by an external High Voltage Unit
(not from the HV Splitter board) delivering 1230 V. The difference in HV when compared to
the nominal HV required at HZC comes from a 20 M
 resistance on the splitter board, and was
described in Section 4.4.1.1.
A charge spectrum is measured in every channel connected to a PMT, and the SPE peak is fitted
by a Gaussian function. Coupled with the calibration data for each channel, this allows the
measurement in pC of the SPE charge and the derivation of the PMT gain. It also allows the
computation of the SPE resolution. Figure 4.24 shows the charge spectrum of a PMT connected
to one of the channels, with the Gaussian fit of its SPE peak. From the fit parameters, the mean
charge Q1 and the sigma �1 are obtained. The mean pedestal value Q0 is also measured in every
channel.
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Figure 4.24: Charge spectrum and Gaussian fit for one of the PMTs connected to the ABC board.
From the “Mean” and “Sigma” fit parameters, the Q1 and �1 values are obtained, along with the
mean pedestal value Q0.

PMT Gain The PMT Gain G is defined as the amplification factor giving a charge value to
SPE events, and is obtained with the formula :

G =
Q1 �Q0

P1 � 0:48
� 3� 106 (4.3)

where P1 is the charge calibration slope obtained from the charge calibration performed on the two
ABC V0 boards used for the combined tests. Figure 4.25 shows the 8 PMT gain measurements
for both batches of 16 PMTs. All data points are compatible within error bars. The standard
deviation stays within 10% of the mean PMT gain value. Two PMTs were defective in the second
batch, presented in Figure 4.25b. It appears that the mean gain is below 3�106, meaning that
the 1230 V powering voltage preliminarily used was underestimated, which is not an issue for
this study aimed to demonstrate the consistency of the measurements over multiple CATIROC
channels.

PMT single PE resolution The PMT resolution corresponds to the width of the charge dis-
tribution for SPE events, and is obtained with the formula :

RES =
�1

Q1 �Q0
� 100 (4.4)

Figure 4.26 shows the 8 SPE resolution measurements for both batches of 16 PMTs. As with
the PMT gain measurements, the standard deviation stays within 12% of the mean value. The
resolutions obtained with the test benches are slightly higher than the ones measured in HZC,
but are still compatible with the HZC measurements within 15%, as required during the mass
production of the 3” PMTs. This is most likely because the gain of the PMTs is on average lower
than the nominal value, leading to a worsened SPE resolution measurement. Figure 4.27 shows
that the mean values of the SPE resolutions obtained with the test benches are compatible with
the HZC values within 15%.

Dark Counting Rate at 1/4 PE Figure 4.28 shows the 8 DCR measurements at 1
4 PE for

both batches of 16 PMTs. This study shows a larger dispersion in the data points for the 8
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(a) (b)

Figure 4.25: Gain measurements for both sets of 16 PMTs. Top plots show the absolute values of
the 8 measurements, while bottom plots show the standard deviation. (a) Gain measurements for
the first batch of 16 PMTs. (b) Gain measurements for the second batch of 16 PMTs.

(a) (b)

Figure 4.26: SPE resolution measurements for both sets of 16 PMTs. Top plots show the ab-
solute values of the 8 measurements, while bottom plots show the standard deviation. (a) Gain
measurements for the first batch of 16 PMTs. (b) Gain measurements for the second batch of 16
PMTs.

measurements of the same PMT, meaning that the same PMT measured with different channels
yielded sometimes substantially different results, with the standard deviation reaching values of
up to 35% with a few exceptions beyond 70%. This can be explained as the conditions for a precise
measurement of this parameter are stricter. The PMTs were not always measured at the same PMT
gain as in HZC, were measured with a different electronic setup, and the measurement process
at LP2i took several days, spread over several weeks, meaning that temperature differences from
one measurement to another and varying rest times after PMT powering could also have had an
impact of the results. Moreover, this measurement is particularly sensitive to the charge threshold,
which is extremely difficult to configure identically in two different channels, let alone ASICs.
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Figure 4.27: Mean SPE resolution from the 32 PMTs using the 8 measurements obtained with
the test benches. Top plot shows the absolute values in %. Bottom plot shows the relative error
between the two values, which is below 15%.

(a) (b)

Figure 4.28: Dark Counting Rate measurements at 1
4 PE for both sets of 16 PMTs. Top plots

show the absolute values of the 8 measurements, while bottom plots show the standard deviation.
(a) DCR measurements for the first batch of 16 PMTs. (b) DCR measurements for the second
batch of 16 PMTs.

4.4.1.3 SPMT mass testing at GXU

As described in section 4.4, the primary goal of having commissioned two 128-channels test benches
at LP2i is the mass testing in Guangxi University (GXU) of the PMT production after potting and
cabling, in order to estimate if this operation had an substantial impact on the PMT performances
before delivery to the JUNO site. This enterprise falls under the responsibility of the Chinese side
of the collaboration, with the measured key parameters being the PMT gain, the SPE charge
resolution at the PMT nominal high voltage, and the dark rate above one fourth of a photo-
electron. In GXU , a room was arranged to house a fixed PMT testing station starting from
January 2020. 128 3" PMTs which were rejected from HZC’s production were sent to GXU to
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allow for the validation of the performances of the test benches at their full capacity. A dark room
was built, able to contain many cases of PMTs, as shown in Figure 4.29a, and their communication
to the outside of the room, where the two test benches (ABC V0 boards) were placed after having
been sent from LP2i, is carried out by a patch panel with 16 light-tight holes equivalent to the lid
of the underwater box where the UWB connectors are plugged.

(a) (b)

Figure 4.29: (a) 128 PMTs in a dark room in GXU. (b) Overview of the testing station with a
patch panel allowing 16 groups of 16 PMTs (up to 256 PMTs in total) to be connected to the two
V0 test stations (black box shown in Figure 4.22).

To fully connect to a test bench, 8 connectors are necessary (A to H) to conduct the 128 PMT
cables to the 2 HVS boards. A global view of the dedicated JUNO 3" PMT testing station is shown
in Figure 4.29b. As with the 32 PMTs in France, the 128 PMTs available here are also swapped
over different channels to measure the consistency of the PMT performances whatever the channel
of the ABC board. Due to difficulties in data acquisition with the V0 version of the ABC board
and an earlier version of the current test firmware (section 4.2.2), the simultaneous data acquisition
of 128 PMT signals is instead replaced with the data acquisition of 16 channels, ASIC by ASIC,
while signals from the other ASICS are masked. The PMTs are thus tested sequentially. Since
the beginning of the mass testing operation, and at the time of writing this thesis, 8256 SPMTs
have been tested (�32% of the production) with �97% having passed the acceptance tests. Their
performances are monitored, and a few results are illustrated in the following paragraphs.

High Voltage for PMT nominal gain As presented in section 4.4.1.1, the SPMTs tested in
the test benches at GXU have to be powered with a higher HV value than during their testing in
HZC, because of the 20 M
 resistance in the Splitter board. Figure 4.30 shows, in blue, the HV
required for every channel to come close to the nominal PMT gain (3�106), as well as the nominal
HV measured for these PMTs at HZC in red. The required value can be up to �200 V higher than
the nominal HZC value. The 20 M
 resistance on the HVS board can only explain �80-�120 V
of this additional requirement. As mentioned in section 2.5.3, a few thousands of PMTs from the
early production are being re-tested in HZC to verify their nominal HV, due to an observed bias
in the HV stability.

PMT SPE resolution As presented in section 4.4.1.2, the SPE resolution is measured for
all tested PMTs. Figure 4.31 shows the results for 128 PMTs among the 7000 tested, with the
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Figure 4.30: In blue, PMT High Voltage required for PMT nominal gain (3�106), measured for
128 PMTs in GXU. In red, nominal High Voltage measured for these PMTs at HZC. Significant
differences can be observed, partly explained by a 20 M
 resistance on the HVS board.

mean resolution measured in HZC (33.17%) represented as the dashed blue line and the upper
requirement of the JUNO collaboration of 45% represented as the dashed red line. The measured
resolutions are close to 33%, and all PMTs in this example have passed the acceptance criteria.

Figure 4.31: PMT single PE resolution measured for 128 PMTs in GXU. The dashed blue line
represents the mean SPE resolution measured in HZC of 33%, while the dashed red line represents
the acceptance criteria defined during the mass production of the SPMTs.
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4.4.2 16-channels NTU test bench for fine measurements

In NTU, a test bench was developed using an ABC V0 printed circuit board (PCB) equipped with
two CATIROC ASICs, one of which was calibrated in charge, in order to perform fine measurements
of PMT performances on a fraction of the SPMT production having been tested at GXU. Several
3-inch PMTs from the latest HZC production are stored in a dark room in the physics department
of NTU, and are kept in black tubes. They can be illuminated by an LED through optical fibers
connected to these tubes, to perform these fine measurements. Figure 4.32a shows the dark room
at NTU containing the PMTs kept in black tubes, while Figure 4.32b shows the electronics setup
of this test bench.

(a) (b)

Figure 4.32: (a) PMTs in dark room in NTU. (b) Electronics of the test station, with one HVS
board and an ABC V0 board populated with only two ASICS.

A schematic view of the test bench is presented in Figure 4.33. The LED generates a signal
which forces the readout of the 16 channels of the ASIC by using the External Trigger mode,
and the charge is also read by a QDC in addition to the CATIROC measurement. With an LED
illumination, the objectives for this test bench for the second half of 2021 are :

• To test the PMT linearity in the HG and LG modes.
• To test the PMT stability over a long period of time. As these tests will be performed on a

small fraction of the SPMT production, longer studies can be conducted.
• To measure the pre- and after-pulses of the tested PMTs and verify that the charge of these

pulses does not exceed 5% and 15%, respectively, of the charge of the signal after HV divider,
potting, cable and connector.

• Depending on the jitter of the LED, the TTS of the PMTs could also be checked.

4.4.3 128 PMT performances at LP2i

Following in the footsteps on the combined test-bench employing 32 PMTs, which was developed
in France and then sent to China for the mass testing of the SPMTs, a more complete test bench
employing 128 SPMTs for a full coverage of all ABC channels was also developed in France at the
end of my PhD.
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Figure 4.33: NTU LED test bench schematics.

4.4.3.1 Experimental setup

This test bench combines most of the final-state versions of all components of the SPMT electronic
system. In a dark room, 128 JUNO SPMTs, shown in Figure 4.34a, are plugged in the MCX
connectors on two HV Splitter (HVS) V0.3 boards via the connectors on the underwater box lid.
The HVS boards then redirect the signal to a pre-production board (ABC V1.2), while a GCU
V1.0 board pilots the HV Units on the HVS and powers the system. The data readout can be
performed via USB (test mode as presented in section 4.2.2) or via the GCU (JUNO physics mode).
The test-bench is placed within a Faraday cage for EMI shielding, as illustrated in Figure 4.34b.

(a) (b)

Figure 4.34: (a) All SPMTs in the dark room at LP2i, used for combined tests with 128 simul-
taneous PMT signals. (b) Combined test-bench before enclosure in the Faraday cage. The main
components are one ABC V1.2 pre-production board, two HVS in the middle and one GCU board
on the back.
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4.4.3.2 Measurements and PMT performances

Pedestal measurements In section 4.3.1, pedestal measurements were presented and discussed
on the V0 and V1.2 versions of the ABC board. Building a test-bench with the latest status on
each component on the SPMT electronics enables the measurement of the pedestal charge with
the ABC connected to the whole system and 128 PMTs. For each batch of 16 PMTs connected to
one of the 8 ASICs, the HV can be switched ON and OFF from the USB interface, and pedestal
values can be measured. Figure 4.35a shows the mean pedestal values in each channel, for the cases
HV ON and HV OFF, with the pedestal mean position being shifted by up to 3 ADCu between
the two cases, as shown in the bottom half of the figure. Figure 4.35b, shows the pedestal RMS
values for the cases HV ON and HV OFF. Despite an increase in the pedestal RMS when the HV
is switched on of up to 1.8 ADCU, as shown in the bottom half of the figure, the pedestal RMS
values are still lower than 4 ADCu, and so the impact on the charge spread of the full electronics
system is negligible before the charge resolution of the PMT. The stability of the pedestal mean
position over a long period (months) with HV ON is under investigation but seems satisfactory.

(a) (b)

Figure 4.35: Pedestal charge measurements on all 128 channels. (a) Mean pedestal values (top
half) and absolute difference between the cases HV ON and HV OFF (bottom half). (b) RMS
of the pedestal charge distribution in each channel (top half) and absolute difference between the
cases HV ON and HV OFF (bottom half).

Charge calibration According to the procedure described in section 4.3.2, the 128 channels of
the test bench were calibrated in charge, giving a pC-to-ADCu equivalence. From the linear fits
of the calibration, the slope and intercept parameters are derived, stored, and used to study PMT
performances.

Optimization of trigger threshold In order to measure the PMT performances, the SPE peak
has to be well-defined in all channels. This implies cutting off the pedestal measurements, which
requires the identification of the optimal trigger threshold according to the method described in
section 4.3.5.1. The ideal trigger threshold to cut off the pedestals was identified for each of the
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128 channels, and the S-curves for the channels connected to one of the ASICs are shown as an
example in Figure 4.36. In this case, the minimum threshold required in order to cut off the
pedestal is located around 906 DACu.

Figure 4.36: S-curves for the 16 channels of one ASIC of the 128-channels test bench (ASIC 5 in
this case). The absolute channel number is shown in parentheses in the legend.

PMT Gain curve, nominal HV After the trigger threshold in each channel has been opti-
mized, the HV powering each batch of 16 PMTs was varied from 1100 V to 1350 V and the PMT
Gain curves were plotted as a function of the PMT HV to determine the nominal HV for a Gain
G = 3 � 106 for all channels. Figure 4.37 shows these Gain curves for each of the 128 channels,
grouped by ASIC. Differences in the Gain curves can be observed among the channels of a same
ASIC. This is partly due to the fact the HZC PMTs were not well-grouped in batches of PMTs
with similar Gain at the nominal HV.
Despite these shifts in nominal HV between PMTs of the same batch, the PMT performance study
conducted on the 128 SPMTs yielded very positive results, as will be illustrated in Figure 4.40a.
Figure 4.38 furthermore shows a good correlation between the measured nominal HV and the HZC
nominal HV, with a �HV of about 100 V compared to HZC nominal values, due to the HVS board
and cable lengths.

Charge spectra With 128 PMTs that can be connected to the same ABC board, it is crucial
to verify that the charge spectrum from any channel corresponds to expectations from the JUNO
collaboration. Figure 4.39 shows the charge spectra obtained with 128 JUNO SPMTs powered at
their nominal HV (derived from the previous measurements), for a simultaneous data acquisition.
Calibration data was used to express the charge in pC and align the SPE peaks of each charge
spectrum. The ability to operate 128 PMTs in a dark rate mode with good data quality was an
extremely important milestone of the SPMT electronics system.

PMT performances In order to test the capacity of the ABC board to handle physical events
in the JUNO detector, 128 PMT signals are connected to the ABC channels, with random triggers
due to their DCR. From the charge spectrum in each channel and the information about the
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Figure 4.37: PMT Gain curves as a function of the HV, for all 128 channels. The nominal Gain
3�106 is typically reached in the 1100 V-1250 V range.

mean value and standard deviation (Gaussian fit) of the charge distribution, the Gain and charge
resolution of the PMTs can be computed and compared to expectations. The DCR of the PMTs
can also be measured and verified.
Figure 4.40a shows the Gain of the PMTs at their nominal HV for each of the 128 channels. The
Gain values are distributed around the nominal Gain value of 3�106, which confirms the good
identification of the nominal High Voltage for each PMT presented in Figure 4.37. Figure 4.40b
shows the measured PMT Dark Rate, with values below 1 kHz for each tested PMT (for reminder,
the JUNO requirement is <1.8 kHz).

135



CHAPTER 4. FINE RESPONSES OF THE FRONT-END ABC BOARD

Figure 4.38: Measured nominal HV for Gain G = 3 � 106 for all channels and comparison with
HZC values of each considered PMT.
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Figure 4.39: Charge spectra obtained during the final combined tests performed at LP2i for 128
3" PMTs in a dark room powered at their nominal HV per group of 16 PMTs. The charge spectra
in pC are obtained after applying the calibration factor from ADCu to pC for each channel.

The SPE charge resolutions of the PMTs are shown in Figure 4.41, with a mean value of the
PMT charge resolution of �31%, well respecting the requirement set by the JUNO collaboration
of < 40%.
With the simultaneous data acquisition of 128 PMT signals on a single ABC board and a good
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(a) (b)

Figure 4.40: (a) PMT Gain for all 128 PMTs. The proximity to the nominal Gain of 3�106
indicates a well-identified HV value for each PMT batch. (b) PMT Dark Rate for all 128 PMTs.
The JUNO requirement of <1.8 kHz is well respected.

Figure 4.41: SPE charge resolution for all 128 SPMTs. SPE resolutions lower than 40% are
required from the JUNO collaboration.

quality of measured PMT performances, the 128-channels test bench developed at LP2i allowed
for the achievement of several important milestones for the SPMT system. This test bench is
scheduled to be used for the testing of the 220 ABC V1.2 boards, which will be produced and
delivered to LP2i in the fall of 2021 before integration with the rest of the electronics in China.

4.5 PMT signal and processing

4.5.1 PE collection and PMT waveform

As evidenced in section 4.4, when comparing PMT performances to validate the status of the
test benches, the CATIROC ASICs will process PMT signals. Such signals are being formed by
the collection of photoelectrons emitted from the photocathode of the PMTs. As illustrated in
Figure 4.42a, the photoelectrons emission process, caused by the incident photons, takes place in
the photocathode. A chain of electrodes, called dynodes, amplifies the flow of electrons (when an
electron strikes the surface of a dynode, a certain number of secondary electrons are emitted) and
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this resulting flow of electrons is collected by an anode, causing the formation of a current pulse.
The amplification of the flow of electrons is caused by the voltage between the photocathode, dyn-
odes and anode, which accelerates the electrons and causes their avalanche multiplication. After
going through the PMT base and the HV divider, this current is then processed by the electronics
of the system. The waveform of the PMT can also be observed on an oscilloscope by transforming
the current into a tension by use of a resistor. An example of an average SPE waveform, obtained
with a 3-inch PMT in the typical case of a SPE collection, is shown in Figure 4.42b. This gives a
PMT signal with a typical amplitude of about 2 mV, making it very delicate to manipulate and
analyse. Consecutive photons arriving on the photo-cathode of a PMT will result in consecutive
flows of electrons being collected by the anode and, depending on the time window of arrival
of these photons, can result in overlapping current pulses and can contribute to the same PMT
waveform.

(a)
(b)

Figure 4.42: (a) Photomultiplier schematics. (b) Illustrative average 3-inch PMT SPE waveform.

While the Number of collected PhotoElectrons (NPE) naturally has an impact on the collected
charge and the amplitude and overall shape of the signal, PMT signals will also slightly vary for
repeated instances of the same event type, leading to different charges even in the case of the same
NPE collected. The distribution of these charges for a given NPE is called the charge resolution,
and Figure 4.43 shows the SPE charge resolution measured in HZC for all 26,000 SPMTs. The
mean value of this distribution (33.17%) can be taken as the SPE resolution for any of the SPMTs.

Figure 4.43: Distribution of the SPE resolutions (written as �) for 26,000 HZC XP72B22 SPMTs.

138



CHAPTER 4. FINE RESPONSES OF THE FRONT-END ABC BOARD

As previously mentioned, two photons arriving on the photocathode of a PMT in a short time
window can contribute to the same waveform and result in a single PMT signal. In order to
verify how consecutive events are processed by the entire SPMT electronics, as well as study the
charge linearity in the Low Gain mode using real events from a scintillator and study the time and
charge correlation of PMT events, an experimental setup was designed at LP2i. It consisted in a
spectrometer [130] using a radioactive source of 90Sr and offering a monoenergetic electron beam,
ranging from 0.4 to 1.8 MeV with an energy resolution (FWHM) of (1.0 � 0.2)% at 1 MeV and a
linearity better than 2%, which was aimed at a thin (2 cm) plastic scintillator with a light yield of
�8000 photons per MeV. Two 3” HZC PMTs were placed on either side of the scintillator, and were
each connected to a one-channel HV Splitter board to decouple the signals from the HV powering
and the PMT response. The decoupled signals were then sent to an ABC V0 board as well as to a
WaveCatcher module in order to precisely measure the induced charge. The decay time of �4 ns
of the plastic scintillator ensured that about 63% of the photons were emitted within 4 ns, and
about 95% within 12 ns. The two PMTs facing the plastic scintillator are shown in Figure 4.44a.

(a) (b)

Figure 4.44: (a) Two 3” PMTs facing a plastic scintillator illuminated by a monoenergetic electron
beam coming from the bottom and provided by a spectrometer using a radioactive source of
90Sr [130]. (b) Coincidental signals from the two PMTs facing the plastic scintillator during
illumination.

The waveforms are integrated by the WaveCatcher module over a 30 ns time window to measure
their charge, and can be recorded, as shown in Figure 4.45a with many waveforms overlapped
using a persistence mode. Over the duration of the events, shown on the X-axis in ADCu with a
0.3125 ns/ADCu correspondence, several overshoots can be observed, leading to a ringing effect,
due to adaptation issues with the single-channel HV splitter boards (not optimized). 1 MeV
electrons make up the bulk of the �300 mV amplitude pulses, while signals with higher amplitudes
are likely due to higher energy gammas from natural radioactivity. Most of these waveforms seem
to be formed by unique pulses, despite the high light yield of the plastic scintillator, which,
coupled to the rise times of the recorded waveform being typically shorter than 10 ns, as shown
in Figure 4.45b, tends to confirm that most of the photons have been generated in the plastic
scintillator and collected by the PMTs within a time window of �10 ns, and are contributing to a
single PMT waveform.
As the two PMTs are each positioned on one side of the plastic scintillator, they are supposed to be
sensitive to the same events. Comparing the charges observed by the second PMT to the charges
observed by the first PMT is an effective way of verifying that the supposedly physical events have
a coherent equivalent in the second measurement. Figure 4.46a shows a 2D distribution of the
charges measured by the 2 PMTs for correlated events, with an event statistics peak for the first
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(a) (b)

Figure 4.45: (a) Overlapped PMT waveforms in persistency mode. The ADCu measurement of
the event duration has a 0.3125 ns/ADCu correspondence. Most of the waveforms are only made
up of a single pulse. Signals with higher amplitudes are likely due to higher energy gammas from
natural radioactivity. (b) Rise time (from 10% to 90% of the waveform amplitude) distribution of
the recorded waveforms.

PMT at �650 ADCu and this same peak for the second PMT at �800 ADCu. While it concludes
on the coherence of the measured events, this distribution also highlights the difference in gain of
the two PMTs, as there is a slight difference in the charge measurements.
The energy deposited by the electron beam was gradually increased up to 80 pC (160 PE), and
while the measured charge was observed to be proportional to the deposited energy, as shown in
Figure 4.46b, the recorded waveforms remained single pulses, no matter the energy. This would
confirm that no matter the amount of photo-electrons collected in a short time window, they would
indeed contribute to the same PMT waveform.

(a) (b)

Figure 4.46: (a) Charge measured by the second PMT as a function of the charge measured by
the first PMT for correlated events. The position of the collected electrons confirms the coherence
of the 2 measurements. (b) Charge measured by the ABC board as a function of the deposited
energy, showing the good proportionality of the measurement.

Charge measurements were also performed by the WaveCatcher module in order to verify that
the charge measured by the ABC board corresponds to the full expected charge. The charge as
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measured by the ABC board as a function of the “reference” charge, measured by the WaveCatcher,
is shown in Figure 4.47a. A good linearity can be obtained, despite a slope parameter of �0.92
indicating a 8% loss in the charge measurement performed by the ABC board. This loss can be
explained by the treatment of wider PMT signals by the CATIROC ASICs on the ABC board.
Figure 4.47b shows the charge linearity of CATIROC depending on the signal width, for different
RC constants. The Y-axis contains arbitrary values, rescaled in order to obtain identical linear
slopes for the three RC configurations, but a deviation from the expected charge can be observed
starting at signal widths of about 20, 25 and 55 ns, respectively, for the three considered RC
constants. While the Y-axis of Figure 4.47b is made up of arbitrary values, the ratio between
the measured (data points) and the expected (black line) values can be taken as the fraction of
charge lost due to the signal width. The width of the recorded waveforms, as can be seen in
Figure 4.45a, can easily reach �30 ns, and for such signal widths and a RC constant of 50 used for
the measurements, the fraction of lost charge can reach �20%. For thinner pulses, a 8% charge
loss can thus be explained, especially considering the large number of PE collected (up to 160).
The linearity of the charge measured by the ABC when compared to the charge measured by the
WaveCatcher remains the most important parameter. In the framework of the JUNO experiment,
this measured percentage of charge loss should be systematic, and calibration sources will allow for
the definition of an effective charge at a given known energy. As long as the charge measurement
remains linear, such a charge loss should have no impact on the charge reconstruction.

(a) (b)

Figure 4.47: (a) ABC charge as a function of the WaveCatcher charge. Linear model used to fit the
data points. Excellent agreement between the 2 measurements. (b) Charge linearity as a function
of the signal width for different RC constants of the slow shaper. A deviation from linearity is
observed starting at about 20, 25 and 55 ns, respectively, for the three considered RC constants.
[126]

4.5.2 LED test bench for PMT waveform behavior

As mentioned in section 4.4.2, several 3-inch PMTs from the latest HZC production are stored in
a dark room in the physics department of NTU, are kept in black tubes, and can be illuminated
by an LED through optical fibers connected to these tubes. Figure 4.33 showed a diagram of the
experimental setup used in NTU to record PMT waveforms. In this setup, a XP72B22 3” HZC
Photonics PMT is illuminated by a LED controlled by an external module. The LED light, of
variable intensity, is carried by an optical fiber to the black tube, with a PMT - optical fiber
distance of less than 10 cm. The LED module sends both the LED light and the trigger gate
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to the oscilloscope simultaneously. The PMT base is a High Voltage divider from IHEP, with a
single input/output cable on the PMT base. It is thus required to use a decoupling system to
handle and separate the incoming high voltage powering the PMT from the PMT signal going
to the oscilloscope. The nominal high voltage for this PMT was verified to be 1117 V using the
PMT serial number (74548). As the PMT was powered with 1250 V, a higher PMT gain than the
nominal gain of 3�106 is expected for the measurements. A 3 m RG/58AU Coaxial Cable ROHS
TL connects the PMT output from the decoupling system to the oscilloscope to acquire the signal.
Using an oscilloscope working at a 5 GHz acquisition frequency, PMT waveforms are recorded in
individual text files over a 200 ns time window, leading to 1000 data points for each waveform,
as well as a 0.2 ns bin width for the corresponding histogram. An example of recorded waveform
is shown in Figure 4.48. In order to acquire data at different amounts of PE seen by the PMT,
many LED intensities are scanned using the module, and 3000 waveforms are recorded for each of
the 17 selected LED intensities.

Figure 4.48: Example of a recorded waveform in a histogram.

As previously described and illustrated in Figure 4.42a, a PMT can be treated as an instrument
consisting of two independent parts : a photodetector, in which the flux of photons is converted
into electrons, and an amplifier (dynode system), which amplifies the initial flow of electrons.
Two independent processes are therefore involved : photoconversion and electron collection, and
amplification.
In the photoconversion and electron collection process, the number of photons hitting the photo-
cathode is a Poisson distributed variable, as only a fraction of the incident photons is picked up by
the PMT, while the conversion of photons into electrons (photoelectric effect) and their collection
by the dynode system is a random binary process. As such, the number of observed photoelectrons
can be expressed as a Poisson distribution (convolution of Poisson and binary processes) [131] :

P (n;�) =
1X
n=0

�ne��

n!
(4.5)

where P (n;�) is the probability that n photoelectrons will be observed when � is the mean number
of photoelectrons collected by the first dynode.
In the amplification process, the response of a multiplicative dynode system to a single photo-
electron can be approximated by a Gaussian distribution, and assuming that the amplification
processes of the charges initiated by different photoelectrons are mutually independent, the charge
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distribution initiated by n photoelectrons can be considered a convolution of n one-photoelectron
cases [131] :

Gn(x) =
1

�1
p
2�n

e
� (x�nQ1)

2

2n�2
1 (4.6)

where x is the variable charge, Q1 is the average charge when one electron is collected by the first
dynode (SPE case) and �1 is the corresponding standard deviation of the charge distribution.
The response of an ideal noiseless PMT can thus be modelled as a convolution of these two
processes [131] :

Sideal(x) = P (n;�)
Gn(x) =
1X
n=0

�ne��
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2
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1 (4.7)

For a realistic PMT signal, however, various background processes have to be taken into account.
Low charge processes (thermoelectron emission from the photocathode and/or the dynode system,
leakage current in the PMT anode circuit, electron autoemission by electrodes, external and in-
ternal radioactivity, etc.) are involved even in the absence of a light signal and can be modelled
by a Gaussian function, while some discrete processes such as photo-electrons missing the first
dynode can also accompany the measured signal and can be modelled by a decreasing exponential
function. The background can thus be parametrized as [131] :

B(x) =
(1� w)
�0
p
2�

e
� x2

2�2
0 + w�e��x (4.8)

where �0 is the standard deviation of the low charge processes background distribution, w is the
probability that a measured signal is accompanied by background due to discrete processes and �
is the coefficient of the exponential decrease of these discrete processes.
The realistic PMT spectrum can thus be taken as the convolution of the ideal PMT signal Sreal(x)
and of the background charge distribution B(x) : Sreal(x) =

R
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where Q0 is the pedestal charge value, Qn is defined as Q0 + nQ1, Gn(x) is defined as in Equa-
tion 4.6 but is now a convolution of the ideal PMT n-photoelectrons charge distribution with
the Gaussian part of the background parametrization and has a corresponding standard deviation
�n =

q
�20 + n�21 , and erf(x) is the error function.

As shown in Figures 4.49a and 4.49b, this parametrization known as the Bellamy method [131] is
used to fit the charge distributions for different LED intensities, with the charge being estimated
by integration of the waveforms in a 70 ns time window around the main pulse, wide enough to
properly include the signal and the overshoot, ringing and settle time. In the output of the fitting
process, the value Q0 of the pedestal mean charge is already subtracted from the value Q1 of the
SPE peak mean charge. At different LED illumination regimes, low intensity in Figure 4.49a and
higher intensity in Figure 4.49b, and considering a common fit method for all 17 distributions,
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the values for the parameters Q0, �0, Q1 and �1 can be noted to be consistent. At 1250 V, the
mean SPE charge is indicated to be (0:9 � 0:1) pC, which means a linear re-scaling of the PMT
gain to (5:62� 0:62)� 106. These results are presented in Table 4.1. By identifying the maximum
amplitude of the waveforms and using the same fitting method, the SPE mean amplitude was
estimated to be 4:5 � 0:1 mV. If linearly re-scaled to a PMT gain of 3 � 106, the mean SPE
amplitude would be 2:35� 0:05 mV. These values are also presented in Table 4.1.

(a) (b)

Figure 4.49: (a) Bellamy fit of the charge distribution for 3000 waveforms at low LED intensity.
(b) Bellamy fit of the charge distribution for 3000 waveforms at higher LED intensity.

High Voltage (V) SPE Charge (pC) PMT Gain (�106) SPE Amplitude (mV)

1250 0:9� 0:1 [1] 5:62� 0:62 [2] 4:5� 0:1 [1]

Nominal HV 0:48 [3] 3 [3] 2:35� 0:05 [2]

[1] Measurement.
[2] Linear re-scaling.
[3] Nominal value.

Table 4.1: Investigation of the SPE charge and amplitude

These results, along with results from similar and complementary studies performed in IHEP [132]
and Chile [133] are presented in Table 4.2 in a cross-checking effort to properly identify the SPE
amplitude.

Investigator Cable length (m) Measured SPE charge (pC) SPE amplitude at G = 3� 106 (mV)

NTU / LP2i 3 0.9 � 0.1 2.35 � 0.05
IHEP 1 0.77 2.64
IHEP 10 0.78 2.1
Chile 10 - � 2

Table 4.2: Cross-checking investigations of the SPE amplitude

The recorded waveforms are then fitted using a Gaussian model and a baseline function, the
charge computation from such a fit ignoring the systematic undershoot observed in the recorded
waveforms. Figure 4.50a shows an example of such a fitted waveform, with inverted amplitude
values for an easier reading of the analysis. In terms of charge equivalents, many waveforms
contribute to pedestal measurements, as there is a non-null probability that the PMT collects
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0 PE, for any threshold of LED illumination. As such, an event selection is performed to select
waveforms with well-defined main pulses, by requiring of the maximum amplitude of the waveform
to exceed the selection threshold Thresholdselect = b+5�RMSb, where b is the waveform baseline
(mean amplitude computed over 40 ns) and RMSb is the RMS of this amplitude distribution.
The Gaussian fit has proven to be an effective choice for the parametrization of these waveforms,
Figure 4.50b showing the charge measurement obtained by directly integrating the waveform as a
function of the charge measurement obtained by integrating the Gaussian fit function. The slope
parameter of the linear fit of this distribution is shown to be compatible with 1, indicating a robust
match between the data and the model, despite the undershoot in the waveform.

(a) (b)

Figure 4.50: Gaussian fit of PMT waveform (a) Example of a fitted waveform. (b) Charge measured
by integration of the waveform as a function of the charge measured by integrated the Gaussian
fit. Fitted with linear model, the slope parameter is compatible with 1, showing that the Gaussian
fit is a robust choice when compared to waveform integral.

Interesting parameters can be extracted from the waveform Gaussian fits. Figure 4.51 shows the
rise time of the Gaussian fit as a function of the Gaussian charge, with a mean rise time of �6 ns
at larger charge values and fluctuations around this mean value.

Figure 4.51: Rise time as a function of the Gaussian charge. After the peak in statistics of SPE
events, the rise time quickly tends towards an almost constant value of �6 ns.

The amplitude of the Gaussian fit as a function of the Gaussian charge is shown in Figure 4.52a,
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with a seeming linearity in its evolution. Taking larger bins on the X-axis and projecting this 2-D
distribution on the Y-axis for each bin on the X-axis results in Figure 4.52b, able to be fitted with
a linear model. The Y-values of the data points correspond to the mean values of the Gaussian
amplitude distributions for each Gaussian charge bin, while the error bars correspond to the RMS
of these distributions. A small bias can be observed on the value of the intercept parameter of the
linear model, possibly due to the waveform selection having a threshold of �2 mV, nevertheless
compatible with 0 considering the uncertainty on the parameter value. Large uncertainties on
the value of the slope parameter can be observed as well, due to the spreads on the amplitude
distributions for each considered charge interval in Figure 4.52a, but this function can nonetheless
act as a charge-to-amplitude conversion function.

(a)

(b)

Figure 4.52: (a) 2-D distribution of the amplitude of the Gaussian fit as a function of the Gaussian
charge for all considered waveforms. (b) 1-D distribution of the amplitude of the Gaussian fit as a
function of the Gaussian charge for all considered waveforms. The data points are a result of the
projection on the Y-axis of the 2-D distribution for each bin on the X-axis, with the mean value
of each distribution as the Y-value of the data point and the RMS as the error bars. The 1-D
distribution is then linearly fitted.

4.5.3 Trigger time and time walk

As was detailed in section 3.5.1, the time at which the CATIROC ASICs will trigger on PMT signals
depends greatly on the amplitude of such signals. A simplified explanation would be that the time
at which the fast shaper output signal exceeds the fixed trigger threshold discriminator value
depends on the PMT pulse amplitude, as is illustrated in Figure 4.53. As the amplitude varies,
whether it is because of a different number of photoelectrons collected or because of small variations
in the PMT signal at identical NPE, the timing of the signal shifts, and as such, variations in signal
amplitude can spoil the timing distribution. This phenomenon is called “time walk”, and has been
measured in the OMEGA laboratory in France to be �5 ns, at a preamplifier gain of 20, for
injected signals with charge equivalents from 160 fC (1 PE at gain 106) to 1.6 pC (10 PEs at gain
106). It is the range of the possible values of trigger time. Despite many different contributions to
differences in event times being registered for different PMTs, such as cable lengths, routing, these
differences are constant differences and can be calibrated and taken into account during analysis.
Two contributions to event time differences are not constants : PMT TTS and electronics trigger
time.
Measurements of CATIROC trigger time were performed by injecting a signal from a pulse gen-
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Figure 4.53: Impact of the amplitude of the signal on the trigger time of CATIROC.

erator resembling the waveforms recorded in NTU. The rise time (6 ns), fall Time (6 ns) and
width (8.5 ns) have been estimated from these waveforms in order to study the trigger time with
as close to a SPMT output as possible. Figure 4.54a shows a typical signal in output of the pulse
generator, while Figure 4.54b shows the measurement of the trigger time �t between the pulse
generator trigger signal and the CATIROC trigger signal of the injected channel.

(a) (b)

Figure 4.54: Signal injection for trigger time measurements (a) Typical signal from pulse generator
designed to approach PMT waveform. (b) Measurement of the trigger time �t between pulse
generator trigger signal and CATIROC trigger signal of injected channel.

The measurement procedure involved varying the signal amplitude and taking 200 measurements
for each amplitude of injected signal. The�t distribution obtained was then fitted with a Gaussian
model and the mean value of the fitted model is taken as a data point to represent the trigger time
as a function of the signal amplitude. Figure 4.55 shows the evolution of the trigger time with
the signal amplitude for several trigger thresholds in the same channel, in order to estimate the
sensibility of the trigger time to the trigger threshold DACu value. Thresholds corresponding to
1, 1=2, 1=3 and 1=4 PE were selected, after having been identified with the 50% trigger efficiency
method. With a non-negligible �1 ns difference in trigger times for close thresholds, the following
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measurements for characterization will be performed at the threshold value equivalent to 1=3 PE
in the corresponding channel.

Figure 4.55: Trigger time as a function of the signal amplitude in arbitrary channel 122, for
multiple trigger thresholds values.

In order to evaluate if the trigger time behaves differently with the signal amplitude in different
channels, the 50% trigger efficiency threshold for 1=3 PE charge equivalent was identified in several
channels according to the procedure detailed in section 4.3.5.1, and the evolution of the trigger
time with the signal amplitude in each channel was compared. 2 channels (122 and 115) were
selected from the same ASIC (ASIC 7), with one channel each from ASICs 6 (102), 5 (92), and 4
(72), in order to map the SAMTEC side of the ABC V0 board. Figure 4.56a shows the evolution
of the trigger time with the signal amplitude in these channels, as well as a common behavior
between all channels, with an apparent offset between the absolute values of the trigger times.
Figure 4.56b illustrates this apparent offset by showing the difference, for each amplitude injected,
of the trigger times between channels 122 and 115. The behavior of the data points can be
considered as constant.

(a) (b)

Figure 4.56: Behavior of the trigger time in different channels. (a) Trigger time as a function of
the signal amplitude. (b) Difference between the trigger time values in 2 different channels.

The evolution of the trigger time with the signal amplitude seems to have the same behavior in all
channels, and this offset (the absolute value of which depends on the pair of channels investigated)
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can be calibrated and corrected like cable lengths.
Figure 4.57a shows the evolution of the trigger time as a function of the signal amplitude in one
arbitrary channel (122), with a configuration using a trigger threshold of 1=3 PE and a preamplifier
gain of 40. The results are fitted with a model consisting in two decreasing exponential functions
and an asymptote at large amplitudes. The fit function, expressed in Equation 4.10 is also shown
in Figure 4.57a.

f(x) = ep0+p1�x + ep2+p3�x + p4 (4.10)

(a) (b)

Figure 4.57: Parametrization of the trigger time as a function of the signal amplitude for a pream-
plifier gain of 40. (a) Direct amplitude-to-trigger time parametrization from data points. The
absolute value of the trigger time is irrelevant, its behavior with the signal amplitude being the
main interest. (b) Trigger time parametrization function taken as tending to 0 as the amplitude
of the signal increases, and expressed as a function of the injected charge equivalent in number of
photo-electrons.

As shown in Figure 4.57b, the constant parameter in Equation 4.10 can be taken to be 0. The
absolute value of the trigger time is only an offset, visible in the asymptote of the function at
large amplitudes. The final function gives the mean value of the trigger time for a given signal
amplitude.

4.5.4 Processing consecutive PMT signals with CATIROC

4.5.4.1 CATIROC dead times

Two dead time contributions within the CATIROC ASIC have been identified [126]. The first
contribution (TDeadTime, a few �s) is due to the digitization of the charge and of the fine time,
while the second contribution (�100 ns order of magnitude) is related to the trigger treatment.
The dead time TDeadTime has been computed to reach up to 6.4 �s and 9.3 �s depending on the
number of channels to readout. This is including the mitigation allowed by the use of a SCA with
two layers of charge holding (“ping” and “pong” events), which implies that up to two signals can
be read out without losses if they arrive within TDeadTime while a third signal in the same time
window will be lost in the data stream. This is illustrated in Figure 4.58, with the red dots on
the upper level representing the “ping” events and the red dots on the lower level representing the
“pong” events. The greyed areas following the events represent the dead time, with the crossed-out
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grey dot representing an event arriving after both the “ping” and “pong” levels have been filled,
and so within that dead time.

Figure 4.58: Signal digitisation dead time with ping/pong system. If 3 triggered signals arrive at
less than 9.4 �s, the third one is not digitised and the measured charge will not be observed in
the data stream.

This loss of events is however mitigated by the presence of a second data stream, in a system
known as the Discriminator Data Stream (DDS). The output of the discriminator generating the
trigger signal does not suffer dead-time due to the lack of subsequent signal digitisation. The
information about the rising edge and the falling edge of this trigger signal (and so the time over
threshold, which is proportional to the amplitude of the signal) is thus continuously sampled by
the FPGA at a period of 2 ns, which leads to an estimation of the charge and to the preservation of
the time information at the cost of a worse resolution than the time measured by CATIROC and
digitized. From the previous example in Figure 4.58, a signal arriving after “ping” and “pong” are
both unavailable will thus not be completely lost. While the charge information will indeed not be
recorded, charges ranging from 0.3 PE to 2.5 PE can still be measured and the time information
of this event will be saved in the DDS. Figure 4.59 illustrates this case, with the first two lines
representing the memories of “ping” and “pong” and the third line representing the DDS. The
empty circles in the DDS correspond to events that have been properly recorded in “ping” or
“pong”, while the red circle corresponds to an event that would not have been recorded in “ping”
and of which the time information is saved in the DDS.

Figure 4.59: CATIROC DDS system, completing the ping/pong system. If 3 triggered signals
arrive at less than 9.4 �s, the third one is not digitised and the measured charge will not be
observed in the data stream, but its time information will be saved in the DDS regardless.

As described in section 3.5.1, the trigger is delayed to store the analog charge in the analog memory
and is used to create the TAC ramp for time measurement. The treatment of this trigger in the
analog part of the circuit introduces the second contribution of dead time, called TTrigDeadT ime.
To precisely measure this dead time, a burst of two consecutive pulses is injected with a period
P of 1 ms and a time separation �T between the two pulses varying between 15 ns and a few
hundreds of ns. The obtained trigger efficiency curve is shown in Figure 4.60 [126].
A value of 1 shows the two pulses being triggered and processed as separate signals, while a value
of 0 means only one trigger was detected. As is apparent in Figure 4.60, 2 pulses arriving with a
�T larger than 90 ns will always be detected as separate signals and the charge will be measured

150



CHAPTER 4. FINE RESPONSES OF THE FRONT-END ABC BOARD

Figure 4.60: Trigger efficiency as a function of the time separation between two consecutive hits :
any hit arriving within about 60 ns from the previous one will not produce an independent trigger
signal and the associated charge may sum up to the previous hit. [126]

in the digital part of CATIROC. This is not always the case below 90 ns and for a �T < 60 ns, the
second pulse is not treated by the digital part of the trigger. No independent charge measurement
is produced, but the charge of the second pulse sums up to the first hit depending on their relative
time difference (charge acceptance).

4.5.4.2 Charge acceptance

In order to measure the charge acceptance as a function of the time separation between two
consecutive pulses or signals, meaning the fraction of charge that is still measured even though the
second pulse has not been triggered, a burst of two identical pulses was injected, with a period P
of 1 ms and a time separation between the two pulses �T varying from 15 to 100 ns. q�1 and q�2
are defined as the charges measured by CATIROC, while q1 and q2 are the “true” corresponding
values. In the event of the 2 signals triggered independently, q1 = q2. Depending on the time
separation between the two signals, two cases have to be considered.
In the first case, �T < TTrigDeadT ime, and only the first signal of each burst is triggered. The
measured charge q�1 may include a fraction of the charge of the second pulse :

(
q�1 = q1 + �(�T;RC) · q2
q�2 = 0

(4.11)

with 0 � �(�T;RC) � 1 and � referred to as the charge acceptance. This fraction will depend
on the time overlap between the two pulses as well as on the RC shape of the slow shaper, and its
evolution with the time is shown in Figure 4.61a for RC values 50 and 100. The empty markers
refer to injected signals with a width of 10 ns (default signal width), while the full markers refer to
tests performed with a signal width of 4 ns. Two vertical separations are shown, which correspond
to the slow shaper peak time (maximum of charge measurement) for both RC values.
For signal separations smaller than 15 ns, we assume the function to extrapolate up to � = 1 for
�T = 0. All the consecutive hits arriving within TSSHpeak and TTrigDeadT ime will not be detected,
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(a) (b)

Figure 4.61: (a) Charge acceptance for RC=50 (circle) and RC=100 (square) as a function of
the separation time between pulses. Empty (filled) markers refer to points taken with a signal
width of 10 (4) ns. The dashed lines indicate the SSH peak time for both RC values. (b) Charge
distribution for first hit (solid line) and second hit (thin dotted), for �T = 100 ns. The red dashed
line shows the charge of the second hit after applying the correction for the bias introduced by
the SSH undershoot. [126]

and the charge acceptance will be � = 0.
In the second case, �T > TTrigDeadT ime, and the two hits are triggered independently. However,
the undershoot of the first slow shaper signal acts as an offset for the second slow shaper signal,
impacting the charge measurement. This indeed induces an underestimation of the measured
charge (q�2 < q2),

(
q�1 = q1 + �(�T;RC) · q2
q�2 = q2 � �(�T;RC) · q1

(4.12)

where �(�T;RC) < 0 models the SSH signal (in ADCu) normalized to a peak amplitude equal
to 1. Since the shape of the SSH normalized signal is preserved (for a given channel and RC value),
it is possible, for each hit, to retrieve the “true” charges, correcting for the modeled �(�T;RC).
As illustrated in Figure 4.61b with the corrected charge distribution for a second signal delayed
from the first signal by 100 ns, this correction yields very satisfying results [126].

4.6 Conclusion

After a brief exposition of the firmware and software responsible for the data acquisition, this
chapter first presented a study of the standalone performances of the ABC board. Pedestal mea-
surements were discussed, followed by a study of the excellent charge linearity of the CATIROC
ASIC, an example of charge calibration for an ABC board and a study of the time resolution of
the ABC board, negligible before the TTS of the PMTs. Crosstalk studies were conducted and
presented, concluding that the charge measurements of the SPMT system should not result in any
crosstalk, even for higher energy events such as a couple of muons. Finally, the 50% efficiency
trigger identification method was detailed, with implications on the measurement of SPE signals
and PMT performances.
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Such studies were followed by a description of the test benches developed in France for combined
tests of the SPMT electronics, along with performance studies which amount to a large portion
of the work presented in this thesis. 32 PMTs were first tested simultaneously in France, with
in-depth PMT performance studies performed at LP2i showing a compatibility with the reference
HZC measurements within 15% as well as deviations in performances depending on the ABC board
channel within 10%. The test benches were sent to GXU for the mass testing of the SPMT pro-
duction. A 128-channels test bench was then developed in France to verify the simultaneous data
acquisition of 128 PMT signals, reaching several important milestones for the SPMT system. 128
PMT SPE charge spectra were acquired simultaneously for the first time, and PMT performance
studies showed very satisfying results well within the requirements set by the JUNO collaboration.
In the last section, the processing of a PMT signal by the ABC board, more precisely by the
CATIROC ASICS, was presented. From the PE collection resulting in PMT waveforms, the
behavior of such waveforms was investigated resulting in a charge-to-amplitude parametrization
and an amplitude-to-trigger time parametrization when studying the response of the electronics
to a PMT signal. How consecutive signals are processed by CATIROC was also presented.
This knowledge on the response of the electronics to PMT signals will be implemented in the JUNO
simulation in the following chapter, with studies conducted on charge and time measurements to
quantify the impact of the SPMT electronics on physical measurements.
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Chapter 5

Implementation of the performances of
the SPMT system in the JUNO
simulation - Study of impacts on the
charge and time measurements
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5.1 Introduction

Precise studies on the performances of the ABC front-end board were presented in Chapter 4, in-
cluding studies on how a PMT signal is processed within the ABC board with precise parametriza-
tions of CATIROC features such as the trigger time and time walk, the trigger deadtimes and the
charge acceptance.
Such intricate knowledge of the SPMT electronics is important for the implementation in the
JUNO simulation of the correct response of the SPMT system. This chapter will address this
implementation as well as the impact of the response of the PMT system on physical studies
involving the charge and time information of simulated events.
Section 5.2 will introduce the framework of the JUNO simulation, with section 5.2.1 presenting
the simulation of the detector and section 5.2.2 focusing on the addition of the SPMT electronics
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to the simulation. The impact of the SPMT electronics on the charge reconstruction will then
be addressed in section 5.3. The impact of a few key CATIROC features on muon events will
be investigated in section 5.3.1, and a more complete study of how the SPMT electronics affect
the charge measurement will be conducted in section 5.3.2 using a continuous energy spectrum
of 12B events. Finally, the impact of the SPMT electronics on the measured time will be studied
in section 5.4. A comparison of the CATIROC trigger time with the TTS of the SPMTs will
be presented in section 5.4.1, while the development and application of a vertex reconstruction
method to evaluate the impact of the SPMT electronics on the measured time will be detailed in
section 5.4.2.

5.2 SPMT simulation

For its simulations and event analyses, the JUNO collaboration uses a software framework [134]
based on the Software for Non-collider Physics Experiments (SNiPER) framework [135]. SNiPER
was developed as a general framework to meet the requirements of both reactor electron anti-
neutrino experiments and cosmic ray experiments, and is a modular framework consisting of
many dynamically loadable plug-ins written in C++. The Python language is also used for the
implementation of a user interface which calls these plug-ins. Additionally, the JUNO software
uses the Geant4 [136–138] and the ROOT [139] libraries.
The JUNO software uses a multi-staged approach in its event treatment, which can be divided
into the simulation part and the reconstruction part. Both parts use the same coordinate system,
with the center of the Central Detector acting as the origin, the Cartesian Z-coordinate pointing
upwards from the detector center towards the chimney and the X- and Y-coordinates arranged
perpendicular to the Z-axis in arbitrary, but fixed, directions. Only the simulation part of this
approach will be addressed in this section, and as the development of the JUNO software is still
ongoing, properties of the simulation are expected to be modified.

5.2.1 Electromagnetic interactions and optical properties

The simulation part of the JUNO software comprises several stages, such as the physics generator
and the detector simulation (DetSim), with the electronics simulation (ElecSim) stage also imple-
mented in the case of the LPMT system. This structure is illustrated in Figure 5.1, in which the
three main stages of the simulation are presented in separate blocks. The electronics simulation
block is illustrated in the case of the LPMT system, while the implementation of the ElecSim
stage of the simulation for the SPMT system will be addressed in the following section.
The physics generator (blue block in Figure 5.1) produces the particle list to be simulated. In
addition to a simple particle gun, which allows the placement of particles with defined properties
in the JUNO detector, various generators were implemented in the simulation, suited for different
studies in the JUNO experiment. Such implemented generators include generators for isotope
decay simulations such as the ��-decay of 14C as well as generators for positron-neutron pairs
resulting from an IBD reaction, following the expected JUNO spectrum.
The DetSim stage (orange block in Figure 5.1) simulates the propagation and the interactions of
the generated particles inside the JUNO detector, based on the Monte Carlo (MC) simulation by
the Geant4 framework [136]. To simulate this propagation and these interactions, a model of the
detector and its components (all sub-systems described in Chapter 2) was implemented in detail
in Geant4, and different sets of particle interactions to be simulated, called Physics Lists, can
be required of Geant4 by the user. If a particle produces ionization energy, the optical photons
from the scintillation and Cherenkov lights are also propagated by the simulation in the liquid
scintillator (LS). Conforming with the properties of the LS described in section 2.4, the complex
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Figure 5.1: JUNO simulation software, in which the detector simulation was developed based
on Geant4 within the SNiPER framework. Each of the Central Detector (CD) (which contains
the LPMT and SPMT systems), Water Pool (WP) and Top Tracker (TT) systems has its own
electronics simulation.

absorption and re-emission processes of optical photons are reproduced in the simulation. However,
the large size of the CD and the high photon yield of the scintillator make the JUNO optical
photon simulation extremely computationally challenging with regard to both processing time
and memory resources. As such, optimizations to the Geant4-based optical photon simulations
were implemented [140], making use of Opticks, an open source project, to integrate state-of-the-art
NVIDIA GPU ray tracing to these simulations and accelerate them by factors exceeding 1500 when
compared to single threaded Geant4 simulations. Simulated Cherenkov and scintillation photons
from a 100 GeV muon travelling across the JUNO Central Detector are shown in Figure 5.2.

Figure 5.2: Simulated Cherenkov and scintillation photons from a 100 GeV muon travelling across
the JUNO antineutrino detector viewed from inside the spherical scintillator. Primary particles
are simulated by Geant4, generation “steps” of the primaries are transferred to the GPU and
photons are generated, propagated and visualized all on the GPU. Photons that hit PMTs are
returned back to Geant4 to be included into standard hit collections. Photon colors indicate the
polarization direction. [141]

During the propagation process, if a photon reaches the photocathode of a PMT, the photoelectric
effect responsible for the emission of photoelectrons is reproduced. In the case of the SPMT
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system, it is reproduced according to the correct XP72B22 PMT geometry (section 2.5.3) and to
the Quantum Efficiency (QE) of the SPMTs as a function of the wavelength. As the QE at 420 nm
has been measured for the entire SPMT production (Figure 2.14 in section 2.5.3), these values
have been implemented in the simulation at the DetSim level and each SPMT has randomly been
assigned a given QE value.
The output of the DetSim stage for the SPMT system is thus a set of PMT hits which represent
PEs released from the photocathode, but not amplified by the PMTs, as only the QE of the PMTs
is taken into account. The full response of the SPMTs will be added at the level of ElecSim.

5.2.2 SPMT electronics in SNiPER

The several features of the electronics of the SPMT system were implemented at the ElecSim level,
the purpose of which is to simulate the behavior of the PMT itself as well as the PMT readout
electronics.
As described in section 2.5.3, 25600 SPMTs will be installed around the acrylic sphere in the JUNO
experiment. As such, 25600 positions for the SPMTs in the simulation were optimally selected [142]
out of the initially planned 36571 positions. From the 560 possible UWB positions also provided
by the installation company, 200 were selected and a preliminary mapping to connect SPMTs
and UWBs was developed. The SPMT positions selection was optimized in order to guarantee
the uniformity of the PMT density. Considering events located at the center of the sphere, a
barycenter reconstruction using an increasing number of randomly hit PMTs showed a small bias
in (X,Y,Z) of �(9,6,8) mm, over a sphere of 17.7 m diameter. The chosen 25600 SPMTs positions
are now implemented in the simulation and the connection SPMT/UWB is taken into account at
the level of ElecSim.
In addition to the selection of the SPMT positions, the SPMT characteristics are also implemented
at the level of ElecSim according to the mass production measurements presented in section 2.5.3.
As shown in Figures 2.14 and 2.15, the SPE resolution (33.17% mean value) and the Dark Counting
Rate (DCR) at 0.25 PE (< 1.8 kHz) have been measured for the entire SPMT production whereas
the TTS has only been measured for �3% of the PMTs (1.5 ns mean value). Each PMT was thus
assigned a randomly drawn DCR value over the distribution, while the mean value of the TTS and
of the SPE resolution are currently assigned to every SPMT. In future versions of the simulation,
performances will be assigned per PMT from a database.

SPMT response simulation In order to simulate the response of the SPMTs and the merging
of the collected PEs into single high-charge hits in a realistic way, all hits from the DetSim stage of
the simulation are time aligned for each PMT. To account for the TTS of the PMTS, each of these
PEs released from the photocathode will have their associated hit time impacted by an additional
time randomly drawn over a Gaussian with a mean value of 49 ns and a � of 1.5 ns.
As described in section 4.5.1, consecutive PEs collected by a PMT in a short time window will
contribute to the same waveform and are seen as a unique signal with a higher amplitude and
charge. From the mean rise time of the waveforms recorded in section 4.5.1 (Figure 4.45b), which
indicated that all PEs resulting from high energy events were collected within a short time window
and contributed to the same waveform, and from the waveforms widths shown in section 4.5.2
(Figure 4.51), of about 6 ns for SPE events, it is a reasonable assumption to consider a 10 ns time
window to group subsequent collected PEs into a single signal with an associated number of PE
corresponding to the sum of all the hits in this time window. A 10 ns-wide grouping of PEs will
thus be treated in the simulation as a single event, and will be referred to as a “cluster”. The hit
time associated to this cluster corresponds to the hit time of the first PE in the cluster.
The charge response of the PMTs for clusters of PEs is then modelled according to a Gaussian
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function. For a cluster of N collected PEs, according to PMT physics, the mean charge qN and
the resolution of the charge distribution RN can be written as :

8<:qN = N � qSPE
RN = RSPEp

N

(5.1)

where qSPE is the nominal charge of SPE events and is equal to 0.48 pC at a nominal PMT
gain of 3�106, and RSPE is taken to be the mean SPE charge resolution of 33.17% assigned to
each SPMT in the simulation. Depending on the generated PMT signal (N collected PEs), its
equivalent charge will thus be drawn over a Gaussian distribution with parameters qN and �N
written as :

8<:qN = N � qSPE
�N = RSPE�qSPE�

p
N

100

(5.2)

The signal amplitude is then directly derived from the signal charge according to the SPMT charge
to amplitude parametrization described in section 4.5.2 and shown in Figure 4.52b.
The computed charges and times correspond to the input of the simulation of the CATIROC ASIC
features.

CATIROC features simulation The characteristics of the CATIROC ASIC have been ex-
tensively measured [126] and have been described in section 3.5.1 and section 4.5.4. They were
implemented in the simulation at the ElecSim level and are regularly updated in the light of new
measurements.
For each cluster of simulated hits and its associated hit time (hit time of the first PE in the
cluster), the trigger probability of CATIROC (section 4.5.4.1) is computed depending on the time
difference between this cluster and the previous one. A cluster of hits will be referred to as a
“signal”. If a signal was previously triggered and recorded in the �60 ns preceding the considered
signal, this signal will not be triggered, and if the time difference between both signals is larger
than 90 ns, both will be triggered independently. In the event of two consecutive signals recorded
between 60 ns and 90 ns, the trigger probability is determined according to the function shown in
Figure 4.60, and was implemented as such in the simulation. For the triggered signals, the time
information is saved in the DDS, and the charge will be stored in the ping or pong capacitors
depending on their availability.
If the cluster of hits is not triggered, a fraction of its charge can still be measured and added to
the previous registered signal. The charge acceptance of CATIROC, described in section 4.5.4.2
and shown in Figure 4.61a, is implemented in the simulation with a parametrization for both RC
values 50 and 100.
As previously mentioned, and described in section 3.5.1, the charge can only be registered when
the ping or pong capacitors are available, each one having a dead-time of up to 9.4 �s. The
maximum value of this charge digitization dead-time is implemented in the simulation with an
initial testing of the ping/pong availability. According to the trigger rate (physical events and dark
noise), the probability of having a signal in the 10 �s preceding the first signal from simulation
hits is determined, and depending on this probability, the ping and pong availability is randomly
estimated. If ping is determined to be unavailable, the first registered signal will occupy pong, and
if neither is available, the time of the triggered signal is registered in the Discriminator Data Stream
(DDS) but the charge is lost. A rate of 600 Hz is currently used to compute this probability, a bit

159



CHAPTER 5. IMPLEMENTATION OF THE PERFORMANCES OF THE SPMT SYSTEM IN
THE JUNO SIMULATION - STUDY OF IMPACTS ON THE CHARGE AND TIME
MEASUREMENTS

pessimistic when compared to the mean DCR value of the 25600 SPMTs (512.2 Hz, Figure 2.14)
in order to test the worst case scenario of the SPMT electronics.
An example of the application of the CATIROC features on the clustered simulation hits, aligned
in time, is presented in Figure 5.3. These hits originated from the DetSim stage and have been
clustered according to the procedure described in this section. Each signal may thus correspond
to a number N of clustered PEs.

Figure 5.3: Example of the application of the CATIROC features on clustered simulation hits.
Input representing the time-aligned hits clusters obtained after the DetSim stage of the simulation.

In this example :

• because it is the first signal and ping and pong are both available, signal1 is triggered and
t1 is registered in the DDS.

• After a 30 ns delay from signal1, signal2 is not triggered and t2 is lost i.e. not regis-
tered in the DDS, but a fraction of its charge is determined by the charge acceptance function.

• signal3, after a 120 ns delay from signal1, is triggered and t3 is registered in the DDS. In
parallel, the time t1 and the charge corresponding to the charge of signal1 and the charge
fraction of signal2 (Q1 + f(Q2)) are registered in ping. Ping then becomes unavailable for
the next 9.4 �s.

• After a 15 ns delay from signal3, signal4 is not triggered and t4 is lost, but a fraction of its
charge is determined by the charge acceptance function.

• After a 215 ns delay from signal3, signal5 is triggered and t5 is registered in the DDS. In
parallel, the time t3 and the charge corresponding to the charge of signal3 and the charge
fraction of signal4 (Q3 + f(Q4)) are registered in pong. Pong then becomes unavailable for
the next 9.4 �s.

• signal6, after a 300 ns delay from signal5, is triggered and t6 is registered in the DDS. In par-
allel, as neither ping nor pong are available, the charge of signal5 is not registered and is lost.

• After a 20 ns delay from signal6, signal7 is not triggered and t7 is lost, but a fraction of its
charge is determined by the charge acceptance function.

• At the next trigger occurring during the 9.4 �s since ping was occupied, as neither ping nor
pong are available, the charge corresponding to the charge of signal6 and the fraction of
charge of signal7 will be lost.

The output of the application of the CATIROC features on the clusters of simulated hits is shown
in Figure 5.4. t1 is registered in the DDS with t1 and Q1+f(Q2) registered in ping, t3 is registered
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in the DDS with t3 and Q3 + f(Q4) registered in pong, and t5 and t6 are registered in the DDS.

Figure 5.4: Example of the application of the CATIROC features on clustered simulation hits.
Output representing the time-aligned hit clusters after the ElecSim stage of the simulation. [143]

If a signal is triggered in CATIROC, an offset on the time measurement is added by the ASIC
due to its trigger time, as described in section 3.5.1 and section 4.5.3, which represents the time
difference between the physical signal and the CATIROC-triggered signal. Depending on the
trigger threshold that will be set for the ASIC, on the preamplifier gain in the triggered channel,
and on the signal amplitude, this offset will vary and the timing of the event will be modified
before being registered in the DDS. The evolution of the trigger time with the amplitude of the
signal was parametrized in Figure 4.57 for a trigger of threshold corresponding to 1/3rd of a PE
and a preamplifier gain of 40, which was the configuration for the mass-testing of the PMTs. For a
parametrization at preamplifier gain 20, which will be close to the configuration used in the final
state of the JUNO experiment, the time walk (section 4.5.3) will be smaller. The worst case of
time walk is thus currently implemented in the simulation. For a low impact of the time walk
on the physical measurements (charge, time), its impact will be considered negligible at lower
preamplifier gain values.
The offset increases at lower charges and a spread of about 1 ns on the time value can be observed
when performing repeated measurements. Given that the charge attributed to a hit cluster has
a random component due to the resolution of the PMT, the amplitude of the PMT signal for a
given type of event is also random and varies. This is one of the two spreads on the trigger time
measurement that is taken into account in the simulation :

• The first spread is this natural spread on the charge due to the PMT resolution which has
repercussions on the amplitude of the signal and on the estimation of the trigger time.

• The second spread has to be manually added based on the error bars of the data points used
for the parametrization of the trigger time shown in Figure 4.57. It accounts for the jitter on
the CATIROC trigger, and is added by drawing a random value on a Gaussian distribution.
This distribution has the output of the trigger time parametrization function as the Mean
parameter and the error bars on the data points as the � parameter.

Overview Figure 5.5 presents a diagram illustrating the current status of the implementation of
the electronics response of the SPMT system in the JUNO simulation software. While three blocks
are presented, the first two make up the core of the SPMT ElecSim stage of the simulation. The
PMT simulation block operates on the direct output of the DetSim stage of the simulation, which
consists of the PEs released from the photocathode of the PMTs, and adds the PMT characteristics
of DCR, TTS and SPE charge resolution measured for the SPMT production. Based on the hit
times of the simulation hits, which are impacted by the TTS of the PMTs and to which are added
the hits originating from the dark current, clusters of hits within 10 ns are created and processed
as single, higher-energy signals, for which a charge and an amplitude are determined depending
on the number of PEs contained in the cluster. The features of the CATIROC ASIC are then
taken into account, with a trigger probability determined from the time difference between two
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consecutive events. If an event is not triggered, a fraction of its charge is determined and added to
the charge of the previous hit. In the case of a triggered event, the hit time associated to this event
is corrected with the CATIROC trigger time depending on the amplitude of the signal, before it is
registered in the DDS. Depending on the ping/pong availability at the time of trigger, estimated
with the time difference (9.4 �s) with the previous ping/pong event, the charge can be either lost
or measured and the ping/pong status is updated.

Figure 5.5: Summary of the SPMT simulation status. [143]

Finally, to reproduce the CATIROC output of an ADCu value in the simulation, a pC charge into
ADC unit conversion is performed, with a reference measurement in one channel generalized to
all channels. Neither spreads nor uncertainties are currently put on these calibration values. This
output format is designed to represent the output of the data acquisition system in JUNO.

5.3 Impact of SPMT electronics on the reconstructed charge

As detailed in section 5.2.2, the electronics of the SPMT system have been implemented in the
JUNO simulation software. The several subsequent layers of the SPMT electronics, such as the
PMT response or the CATIROC features, were implemented, and their impact on the charge
reconstructed by the SPMT system will be investigated in this section.

5.3.1 Introduction and discussion : Muon studies with trigger deadtime, charge
acceptance and charge digitization deadtime

A first study was conducted to estimate the loss of simulation hits induced by the deadtime and
charge acceptance features of the CATIROC ASIC. To this end, muon events from the JUNO
simulation are considered, as they will lead to a large deposited energy in the LS and to a large
number of collected PEs by the SPMTs. Furthermore, muon events are particularly important as
the muon-induced 9Li/8He background is one of the main backgrounds for IBD events in the JUNO
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experiment. The decay of such a long-lived 9Li isotope (�=257 ms) is illustrated in Figure 5.6a,
which mimics the IBD signature of prompt and delayed signals, also illustrated. For the reduction
of this background, a cylindrical veto volume is applied around the muon track to avoid vetoing
the whole detector. It is thus critical to properly reconstruct the entry and exit points of the
muon, in order to properly reconstruct its track.

(a) (b)

Figure 5.6: (a) Decay process of muon-induced 9Li in the CD, which mimics the IBD signature. A
cylindrical veto volume is applied around the muon track to reduce this background. (b) Example
of a muon bundle composed of two muons with respective entry and exit points about 5 to 6 m
apart.

In the event of muon bundles with respective entry and exit points potentially located near one
another, as illustrated in Figure 5.6b, preliminary studies using the charge information have shown
that the SPMT system can help better reconstruct muons bundles as the LPMT system is expected
to be partially blinded during such events. This was illustrated in Figure 5.7, in which the (X,Y)
location of collected PEs during a muon bundle event is shown for the LPMT system, for the
LPMT system saturated at �4000 PEs and for the SPMT system. Two entry points are clearly
visible using the LPMT system, but degraded into one larger high-statistics zone for the saturated
LPMT system. The SPMT system, however, is also able to properly identify the two separate
entry points, resulting in a significantly improved muon bundle reconstruction using the SPMT
system.
With the objective of comparing the charge derived from simulation hits (DetSim level) with
the charge after the electronics have been added (ElecSim level), the important aspects of the
electronics to take into account are the PMT response and the CATIROC features of trigger
deadtime, charge acceptance and charge digitization deadtime, described in section 5.2.2. The
CATIROC trigger time does not need to be taken into account, as it will only impact the time
associated with each event after the event has been determined to be triggered or not or to have a
fraction of its charge added to a previously triggered event. For the PMT response in this study,
only the TTS is taken into account to add a spread on the arrival times of the hits from the
DetSim level. In the following discussions, the number of collected PEs by each SPMT at the
DetSim level and the number of registered PEs after the electronics have been taken into account
will be referred to, respectively, as the charge before and after the CATIROC response.

163



CHAPTER 5. IMPLEMENTATION OF THE PERFORMANCES OF THE SPMT SYSTEM IN
THE JUNO SIMULATION - STUDY OF IMPACTS ON THE CHARGE AND TIME
MEASUREMENTS

Figure 5.7: (X,Y) location of the entry points of a 2-muons muon bundle. (a) Shown for the
LPMT system. (b) Shown for the LPMT system saturated at �4000 PEs. (c) Shown for the
SPMT system.

The 2D distribution of the charge after the CATIROC response as a function of the charge before
the CATIROC response is shown in Figure 5.8a for a single-muon event having travelled �35 m
in the LS. Each entry corresponds to a SPMT having collected at least 2 PEs at the DetSim level,
for the response of CATIROC to have a potential impact, with some SPMTs having collected up
to �50 PEs. A substantial charge loss can be observed, with a maximum charge after the response
of CATIROC of �30 PEs and a rather wide spread in the number of registered PEs at a fixed
collected NPE at the DetSim level. Figure 5.8b shows a similar 2D distribution constructed with
100 single-muon events having travelled varying distances in the LS and thus having deposited
varying amounts of energy in the target. The same 2D shape as in Figure 5.8a can be observed,
with �40 PEs as the seeming maximum registered charge after the CATIROC response for single-
muon events.

(a) (b)

Figure 5.8: Number of registered PEs per SPMT after the CATIROC response has been applied as
a function of the collected number of PEs per SPMT at the DetSim level. (a) For one single-muon
event having travelled �35 m in the LS. (b) For 100 single-muon events having travelled varying
distances in the LS.

For very-high-energy events, there seems to be a substantial impact of the CATIROC features
on the reconstructed charge, with charge losses increasing with the number of collected PEs on
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a given PMT. These charge losses can reach �30% for SPMTs having collected around 5 PEs,
and up to 30% to 45% for SPMTs having collected around 20 PEs. For single-muon events, this
maximum registered charge after the CATIROC response has been taken into account of �20 pC
(�40 PEs maximally registered and a SPE charge of 0.48 pC at a nominal PMT gain of 3�106)
will be measured in the low-gain mode of CATIROC. As the CATIROC low-gain range for this
preamplifier value goes up to 70 pC, single-muon events can thus be measured without any charge
measurement saturation of the SPMT system, due to the CATIROC response inducing an internal
saturation in the number of registered PEs which could be corrected and allow for an identification,
within some uncertainties, of the original charge of the observed event. Muon bundles of up to 3
muons could theoretically be measured as well, with additional studies required for confirmation.
The SPMT system should thus be able to configure the gain of the preamplifier of each CATIROC
channel to optimize SPE studies while still allowing for muon studies.
Important charge losses have been observed for very-high-energy events seen by the SPMT system,
going up to 45% for SPMTs having collected 20 PEs and above. Rather paradoxically, these charge
losses due to the response of the electronics of the SPMT system actually enable a non-saturated
charge measurement. The charge measurement for muon events will not be corrected, as their
charge information is not crucial. For muon track reconstruction, the barycenter of the fired
SPMTs is likely not impacted by the charge loss due to the electronics, and, as the SPMTs do not
saturate, the entry points of the muon bundle will be reconstructed more precisely. Moreover, the
SPMT system will mainly operate in the photon-counting mode (section 3.1), and so the impact
of the SPMT electronics on the reconstructed charge is expected to be negligible in this mode.
The impact of the different contributions to the SPMT electronics (PMT response, CATIROC
features) should however be investigated.

5.3.2 Reconstructed charge using 12B events

To investigate the impact of the SPMT electronics on the reconstructed charge, 12B decay events
were fully simulated in SNiPER in order to produce a continuous energy spectrum in the MeV
energy region and test the different steps of the charge digitization process on the charge recon-
struction precision.
As described in section 2.9.4, the decays of light unstable isotopes produced by the cosmic-ray
muon spallation process in the liquid scintillator are a source of background for the detection of
solar neutrinos in JUNO, and as such, are present in rather large quantities in the detector. 12B is
one of such cosmogenic isotopes, with a decay energy end-point of 13.4 MeV and a mean lifetime
� of 29.1 ms. About 2300 12B nuclei per day are expected to be produced and detected in the
JUNO LS [100]. This isotope is interesting for the collaboration as no calibration source scheduled
to be used during the calibration process (section 2.6) will reach such energies. Simulating a
continuous spectrum of 12B events to study the impact of the SPMT electronics on the charge
reconstruction is therefore interesting, as these events can be representative of physics events in
the JUNO experiment. Furthermore, testing the response of the electronics requires events of high
enough energies to yield greater multiplicities in the number of collected PEs per SPMT, for the
impact of the CATIROC features, which apply mainly to consecutive events recorded by a given
PMT, to be made apparent.
A first batch of uniformly simulated 12B events was produced, taking into account the charge
resolution aspect of the PMT response as well as the trigger threshold aspect of the CATIROC
features. As described in section 5.2.2, the charge resolution of the PMTs will assign a random
charge (pC) to a cluster of collected PEs, following a Gaussian distribution with a mean of 0.48 pC
and a standard deviation (�) of �33% for SPE events, scaling according to PMT physics with the
number N of collected PEs. For these 12B events, the charge resolution aspect of the PMT
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response will instead assign a random number of collected PEs to each hit from the DetSim level
of the simulation (each hit corresponds to one PE released from the photocathode). The 10 ns
clusterization process is not yet taken into account. For CATIROC features, a trigger threshold
corresponding to 1/3rd of PE is taken into account. Any DetSim hit with a randomly assigned
NPE < 1/3rd will be considered as not triggered.
The true number of collected PEs per PMT and the reconstructed number of PEs per PMT,
after the previously detailed steps of the electronics have been taken into account, are shown for
these 12B events in Figure 5.9a. The vast majority of PMTs only collected 1 PE at the DetSim
level, with about �3% of PMTs having collected 2 PEs and a negligible fraction of PMTs having
collected more. As expected, the reconstructed number of PEs per PMT is smeared due to the
PMT charge resolution, with the true number of collected PEs per PMT as a discrete distribution
and the reconstructed number of PEs per PMT as a continuous distribution with a lower mean
value. While some hits are lost due to the threshold effect, the PMT charge resolution is mainly
responsible for the lower numbers of reconstructed PEs when compared to the true number of
collected PEs. The total number of PEs per event is shown in black in Figure 5.9b for all 12B
events, while the reconstructed number of PEs is shown in red. The counted number of hits, in
blue, corresponds to the number of fired SPMTs. Figure 5.9b represents the � spectrum of 12B in
photoelectrons, with the end-point of the spectrum at �540 PEs corresponding to the expected
40 PEs per MeV collected by the SPMT system at end-point 12B energies of �13.4 MeV.

(a) (b)

Figure 5.9: (a) Number of PEs collected (black) and reconstructed (red) per PMT, for all 12B
events. (b) True (black), reconstructed (red) and counted (blue) number of PE per event, all
SPMTs considered.

The impact of the electronics on the charge reconstruction are evaluated by computing the relative
difference �N

N = jNtrue�Nrecoj
Ntrue

between the true and reconstructed number of PEs for each bin of
Figure 5.9b. The results for the {PMT charge resolution, CATIROC trigger threshold} aspects of
the electronics are shown in Figure 5.10a. An intrinsic smearing on the charge reconstruction of
about 2% for a signal of 300 PEs is observed due to the PMT charge resolution and CATIROC
trigger threshold aspects of the electronics. While statistical errors are not shown, the low statistics
for low numbers of PEs per event lead to relatively large uncertainties for the [5-10]% �N

N values
given for the [0-100] range of NPE per event.
On these same uniformly simulated 12B events, the 10 ns clusterization process described in sec-
tion 5.2.2 was then additionally taken into account, with an non-negligible fraction of the con-
secutive hits from the DetSim level having a time difference of less than 10 ns. For these events,
the charge resolution aspect of the PMT response will assign a random number of collected PEs
to each cluster of hits from the DetSim level of the simulation, each cluster now potentially con-
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taining a number N of PEs. The impact of the electronics on the charge reconstruction for the
{10 ns clusterization, PMT charge resolution, CATIROC trigger threshold} aspects of the elec-
tronics is shown in Figure 5.10b, with barely any noticeable differences from the {PMT charge res-
olution, CATIROC trigger threshold} case. This would point towards the PMT charge resolution
being the dominant factor in the impact of the electronics on the reconstructed charge.
The remaining CATIROC features, as well as dark noise events depending on the DCR value
assigned to the considered PMT, were then added to the simulated 12B events. In addition to
the CATIROC trigger threshold, the CATIROC features of trigger deadtime, charge acceptance
and charge digitization deadtime are therefore now taken into account as well, with the charge
acceptance impacting the NPE instead of the charge measured in pC. The impact of the elec-
tronics on the charge reconstruction for the {DN events, 10 ns clusterization, PMT charge res-
olution, CATIROC trigger threshold, CATIROC features} aspects of the electronics is shown in
black in Figure 5.10c, with roughly no impact on the charge reconstruction when compared to the
previous cases. The dead times of the CATIROC ASIC thus seem to have little impact on the
charge reconstruction in the MeV region.
Finally, with the same configuration as the previous batch of 12B events, the spread of the PMT
charge acceptance was varied from �33% to 3% for SPE events, in order to investigate the pull of
this parameter on the impact of the electronics on the charge reconstruction. The �N

N values as
a function of the true number of collected PEs are shown in blue in Figure 5.10c. Changing the
value of the PMT charge resolution from 33% to 3% for SPE events has a drastic impact when
compared with other features from the electronics being added or modified, with the intrinsic
error on the charge reconstruction reduced by about 30%. The PMT charge resolution can thus
be identified as the electronics feature with the most weight when considering the impact on the
charge reconstruction.

(a) (b) (c)

Figure 5.10: Relative difference between the reconstructed NPE and the true NPE per
event, as a function of the true collected NPE . (a) In the {PMT charge resolu-
tion, CATIROC trigger threshold} electronics configuration. (b) In the {10 ns clusteriza-
tion, PMT charge resolution, CATIROC trigger threshold} electronics configuration. (c) In
black, in the {DN events, 10 ns clusterization, PMT charge resolution, CATIROC trigger thresh-
old, CATIROC features} electronics configuration. In blue, in the same electronics configuration
with the PMT charge resolution decreased from �33% to 3% for SPE events.

In order to investigate the dependency on the vertex position of the impact of the electronics on
the charge reconstruction, final batches of 12B events were produced in a [0-6] m radius “internal”
sphere, a [6-12] m radius “central” hollow sphere and a [12-17.7] m radius “external” hollow sphere.
For these events, the {DN events, 10 ns clusterization, PMT charge resolution, CATIROC trig-
ger threshold, CATIROC features} electronics configuration was taken into account. The true
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number of collected PEs per PMT and the reconstructed number of PEs per PMT are shown for
the 12B events in these spheres in Figure 5.11, with the mean number of collected PEs and the
collected PE multiplicity on a given PMT increasing as the distance-to-center of the 12B events
increases.

(a) (b) (c)

Figure 5.11: Number of PEs collected (black) and reconstructed (red) per PMT, for all 12B events.
(a) In the [0-6] m radius “internal” sphere. (b) In the [6-12] m radius “central” hollow sphere. (c)
In the [12-17.7] m radius “external” hollow sphere.

The impact of the electronics on the charge reconstruction in these three configurations, repre-
sented by the �N

N values as a function of the true number of collected PEs, is shown in Figure 5.12.
As can be observed, the charge reconstruction has a very weak dependence on the position of the
12B vertices. As such, despite the inhomogeneous response of the CD in terms of collected PEs, a
simple calibration of the charge reconstruction can suffice, without accounting for event position
and mapping the detector.

Figure 5.12: Relative difference between the reconstructed and the true NPE per event, as a
function of the NPE , when considering all electronic features. Three areas in the target have been
tested, with the 12B events uniformly simulated in these areas. In a [0-6] m radius “internal” sphere
(green), in a [6-12] m radius “central” hollow sphere (blue) and in a [12-17.7] m radius “external”
hollow sphere (purple). The charge reconstruction shows very little dependency on the position
of the 12B vertices.
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5.4 Impact of SPMT electronics on the measured time

Having studied the impact of the SPMT system electronics on the reconstructed charge in sec-
tion 5.3, this section will now present the impact of the SPMT electronics on the measured time.

5.4.1 Introduction : CATIROC trigger time spread vs PMT TTS

The SPMT electronics will have an impact on two aspects of the measured time : the absolute value
of the measurement, which is irrelevant as time delays will be calibrated and taken into account,
and the resolution of the time measurement, which can be more problematic for reconstruction
studies. Two steps of the SPMT electronics can be expected to be the main sources of impact on
this time resolution : the Time Transit Spread (TTS) of the PMTs (section 2.5.3, Figure 2.14),
and the CATIROC trigger time (section 4.5.3, Figure 4.57b).
To investigate the impact of each on the measured time resolution, 7 MeV electrons were generated
uniformly over the full volume of the spherical central detector. The TTS of the PMTs and
the CATIROC trigger time can be activated and taken into account independently. For 7 MeV
electrons, most of the PMTs have only collected one PE (> 98%), with only �2% of the PMTs
having collected two or more PEs. Moreover, only �56% of PMTs having collected 2 PEs have
done so within 10 ns and thus result in a 2 PE signal.
For each triggered signal, its associated CATIROC trigger time can be used to build the time
distribution induced by the CATIROC features and measure its spread (no PMT TTS taken into
account). This is illustrated in Figure 5.13, which shows the distributions of the CATIROC trigger
times for 1 PE and 2 PE events. The two distributions have been rescaled to the same number
of entries for visual clarification. As was shown in Figure 4.57b, the trigger time offset increases
at lower numbers of collected PEs and lower signal amplitudes, which can be be observed in
Figure 5.13 with a mean value of the time distribution for SPE signals of 4.56 ns and a mean value
of the time distribution for 2 PE signals of 3.24 ns. As was detailed in section 5.2.2, two spreads
are added on the trigger time impacting the hit time from the DetSim level of the simulation : a
first spread due to the PMT charge resolution which has repercussions on the amplitude of the
signal and on the estimation of the trigger time, and a second spread based on the error bars of
the measurements used for the parametrization of the trigger time as a function of the amplitude.
The first spread depends on the amplitude of the signal, as a variation in amplitude at lower
amplitudes will result in a larger variation of trigger time than at higher signal amplitudes. This
is also illustrated in Figure 5.13, in which the width of the SPE trigger time distribution of 1.16 ns
is larger than the width of the 2 PE trigger time distribution of 0.75 ns.
The distribution of the TTS for the measured PMTs is shown in Figure 2.15, and the mean spread
is 1.56 ns. This non-negligible spread is taken into account by permanently assigning a random
TTS to each PMT, and, for each triggered signal, a Transit Time (TT) of 49 ns, randomly shifted
by the TTS assigned to the PMT, is added to the simulation hit time on top of the CATIROC
trigger time.
Figure 5.14 shows three time distributions for the SPE signals of the 7 MeV electrons. In blue
is the distribution of the TT (49 ns) affected by the TTS of each individual contributing PMT.
The standard deviation of this distribution is 1.57 ns, which is the mean TTS value. In red is
the distribution of the CATIROC trigger time added to SPE signals, to which the TT has been
added. The mean value of this distribution corresponds to the mean CATIROC trigger time
(4.5 ns) added to the TT, and the standard deviation is only due to the spread on the CATIROC
trigger time (�1.2 ns). In magenta is the distribution of the CATIROC trigger time associated to
1 PE events, to which the TT has been added as well as the spread due to the TTS of the PMTs.
The mean value is identical, but the standard deviation of the distribution has increased, due to
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Figure 5.13: Rescaled distributions (to the same number of entries) of the CATIROC trigger
times associated to 1 PE and 2 PE events (respectively the blue and red distributions).

another contribution to the spread on the time measurement. The total spread corresponds to the
quadratic sum of the TTS and the CATIROC trigger time spread. It is straightforward to conclude
that the deviation on the CATIROC trigger time has a smaller impact on the width of the total
time distribution, since it adds 0.4 ns to the global width (�25% of the TTS contribution).

Figure 5.14: Contributions to global time spread for SPE events. In blue is the distribution of
the TT affected by TTS. In red is TT and CATIROC trigger, and the width is due to the spread
on the trigger time estimation. In magenta is the TT and CATIROC trigger, affected by TTS.
The deviation on the CATIROC trigger time has a smaller impact on the width of the total time
distribution, as it adds 0.4 ns to the global width (�25% of TTS contribution).

A more precise and complete study should be conducted in order to try and quantify the impact
of the SPMT system electronics on the time information of the collected PEs for recorded physical
events. The following section will investigate the impact of the time measurement on a physical
observable: the vertex of simulated events.
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5.4.2 Vertex reconstruction with the SPMT system

The time information in the SPMT system is important for the correlation of the PEs collected
by the different fired SPMTs in order to define a recorded physical event (sufficient number of
PEs in a given time window consistent with LS decay time), as well as for offline event position
reconstructions. The impact of the SPMT system electronics on the measured time will thus be
investigated in this section by comparing the results of a vertex reconstruction method applied
to simulated events for different aspects of the SPMT electronics taken into account. In a vertex
reconstruction exercise, the LPMT system will be the main contribution to the precision of the
reconstruction. The standalone performance of the SPMT system will nevertheless be studied in
order to isolate the impact of the electronics. For the SPMT electronics to be more impactful
on the collected PEs and thus more easily measurable and quantified, high-energy events in the
central detector are required, which will result in a high level of illumination of the SPMT system
with a non-negligible fraction of the fired SPMTs having collected more than one PE. As such,
20 MeV positron events were fully simulated in SNiPER, and their positions reconstructed with
the following analysis method.

5.4.2.1 Vertex reconstruction method

In the liquid scintillator sphere, positron annihilation with electrons happens at an interaction
vertex which is considered as the true position of the positron event. This interaction isotropically
emits a number of photons increasing with the energy of the positron, which travel in the liquid
scintillator until they reach the acrylic sphere, which acts as the LS/WP interface, and are refracted
before traveling through the water pool to reach the PMTs. This phenomenon is illustrated
in Figure 5.15 in the case of an arbitrary positron event, with the positron interaction vertex
represented as the red dot A in the LS sphere and the real trajectories of several emitted photons
as the red lines and arrows connecting the vertex to the fired SPMTs.
Once they hit the SPMTs, the photons have a chance to induce a photoelectric effect in the
photocathode, resulting in the production of a photoelectron. As described in section 5.2.1, this
part of the simulation is performed at the DetSim level, with the output for each positron event
being a set of PMT hits which represent PEs released from the photocathode, associated to an
arrival time and the (X,Y,Z) coordinates of the PMT having produced that PE. The PMTs used in
the simulation are the 25600 SPMTs selected as described in section 5.2.2. In Figure 5.15, arrival
times ti are shown as being attributed to each fired SPMT.
The output of the DetSim level of the electronics is the input of the ElecSim level, which reproduces
the PMT response as well the response of the CATIROC ASIC. The output of the ElecSim level is
clusters of hits from the DetSim level, each cluster now considered as a signal, with an associated
charge and time stamp, as well as the coordinates of the PMT having collected that signal.
For each positron event, all signals and their associated PMT coordinates are used to compute a
barycenter as a first approximation of the vertex position. The charge and time information of the
hit clusters are not taken into account. In Figure 5.15, the reconstructed barycenter is illustrated
as the green B point in the LS sphere.
Having identified this barycenter as a potential position of the vertex that is relatively close to the
true position from the simulation, the objective is then to hypothesize nearby positions in the LS
sphere as the true vertex position and estimate which hypothesis is the most probable.
This is performed by using the TMinuit class of the ROOT library [139] to scan a 3�3�3 m3

(black cube in Figure 5.15) cubic grid in (X,Y,Z) around the barycenter position with a 10 mm
step. Each tested position is taken as the position from which all photons having produced hits
on the fired SPMTs (DetSim level) were emitted. In Figure 5.15, one of the tested positions is
illustrated as the blue point C. For each hit cluster of the simulation output (ElecSim level), a
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Figure 5.15: Schematic view of the vertex reconstruction process in the JUNO detector. A cross-
section view of the acrylic sphere containing the LS (white circle) and of the water pool (blue
circle) is represented, with a sample of SPMTs observing the central detector. The true vertex A
of the event is shown as the red point from which all optical photons are emitted and propagate
towards the SPMTs. Their propagation, taking refraction processes into account, is shown as the
red lines and arrows. Arrival times ti are attributed to every fired SPMT in this example, in
order of arrival. The distances l1;true and l2;true, respectively travelled in the water and in the
liquid scintillator from the true vertex position, are represented for one photon propagation. The
reconstructed barycenter from the fired SPMTs is shown as the green point B, around which a
3�3�3 m3 cubic grid is scanned to test potential vertex positions. One of such tested positions is
the blue point C, from which straight lines to the fired SPMTs, represented as the grey dotted lines
and arrows, are taken as the hypothesized propagations of the optical photons. The distances l1;hyp:
and l2;hyp:, respectively travelled in the water and in the liquid scintillator from the hypothesized
vertex position, are represented for one photon propagation.

residual time is defined as :
tres = t� ToF (5.3)

where t is the hit time of the first PE in the cluster and ToF is the time of flight of the first optical
photon, corresponding to the expected propagation time of the photon from the event vertex to
the PMT. Each residual time is then corrected from the first residual time tres;0 to form a time
distribution which will be compared to a reference time distribution to test the likelihood of the
position hypothesis.
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Ideally, computing the time of flight of the photons should account for the large difference between
the refractive index of the liquid scintillator (n = 1:49) and the refractive index of water (n = 1:33),
responsible for the processes of refraction and total reflection. Figure 5.16 illustrates the optical
model that accounts for the process of refraction. The event vertex is represented as the point A,
the fired SPMT as the point B, and the point C represents the position on the acrylic sphere, at
the interface between liquid scintillator and water, where refraction occurs. The PMT distance
to the acrylic sphere is not to-scale, to allow for a better visualization of the involved geometrical
optics. l1 represents the distance travelled by the optical photon in the water pool of refractive
index n1, while l2 represents the distance travelled by the optical photon in the liquid scintillator
of refractive index n2. Using geometrical optics, the time of flight of the photons can thus be
written as :

ToF =
(n1l1 + n2l2)

c
(5.4)

where c is the speed of light in vacuum.

Figure 5.16: Optical model used to calculate the optical path of a photon from a given vertex to a
specific PMT. A is the event vertex, O is the center of the detector, B is the PMT’s photocathode
and C is the point at the LS/WP interface where the photon is refracted. [144]

The distances l1 and l2 both depend on the � and � angles, which correspond respectively to the
angle between the center O of the sphere, the refraction position C on the acrylic and the PMT
position B, and to the angle between the vertex position A (one of the positions tested by Minuit),
the center O of the sphere and the PMT position B. The � angle is known, and the relationship
between � and � [144] can be written as :

1 +

�
r

a
csc(� � �)� cot(� � �)

�2
=

�
n2
n1

�2 "
1 +

�
cot(�)� r

R
csc(�)

�2#
(5.5)

Isolating � in this equation, in order to compute l1 and l2, is particularly complex, and � is
estimated by varying its value and identifying the � value for which the time of flight of the
photon is minimal. Such a process however implies significantly longer computation times. As
a result, considering the optical path of the photon as a straight line between the event vertex
and the fired PMT is an acceptable approximation of the involved geometrical optics for large
detectors in which the difference in the travelled distance due to refraction is often negligible
before the distance travelled in the LS from the event vertex to the acrylic interface. In a straight
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line scenario, the intersection point between the [vertex,PMT] ray and the acrylic sphere can be
computed, defining the distances l1 and l2 travelled in each medium, and the time of flight is
computed as in Equation 5.4.
The refraction process is illustrated in Figure 5.15 for the true propagation of the optical photons
(red lines and arrows), with the distances l1;true and l2;true, respectively travelled in the water and
in the liquid scintillator from the true vertex position, represented for one photon propagation.
The straight line approximation of the optical photons propagation is represented as the grey
dotted lines and arrows pointing from the hypothesized vertex position C (blue point) to the
fired SPMTs. The distances l1;hyp: and l2;hyp:, respectively travelled in the water and in the liquid
scintillator from the hypothesized vertex position, are also represented for one photon propagation.
Computing the residual time tres for each hit cluster and correcting it from the first residual
time tres;0, the resulting time distribution is then compared to a reference time distribution to
test the likelihood of the vertex position hypothesis. This reference distribution was constructed
using the residual times from 3 MeV electron events uniformly simulated in the detector, as such
events are similar to the events that will be observed in the JUNO experiment with the 60Co
calibration sources (section 2.6.2). Using these 3 MeV electron events to construct the reference
time distribution can be considered a “realistic” take on this vertex reconstruction study. This
distribution, corresponding to f(tres), is called a probability density function (PDF) and is shown
in Figure 5.17 for all electron events observed by both the LPMT and the SPMT systems.

Figure 5.17: Reference PDF constructed from the residual times of 3 MeV electron events uni-
formly simulated, with no smearing on the time information.

As described in section 2.6, the total number of collected PEs by the LPMT and SPMT systems
and the arrival times of these PEs on the fired PMTs are position-dependent in JUNO, due to
PMT solid angles, optical attenuation effects, reflections at material interfaces, or shadowing due
to opaque materials. Depending on the position of the electron events in the �23000 m3 detector
volume, the distributions of the residual times are thus expected to show some differences, which
will impact the vertex reconstruction of simulated events. During the calibration phase of the
detector, the 60Co calibration sources will be moved at different positions in the detector to
calibrate the intrinsic position non-uniformity, which will allow for the construction of several
different reference PDFs to be used for a finer vertex reconstruction. Five different PDFs were
thus constructed from the 3 MeV uniform electron events, each PDF constructed using events
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with vertices contained within radii intervals (radius R computed from the center of the sphere)
making up five equivalent volumes in the detector sphere :

• Volume 1 : 0 m � R < �10.5 m
• Volume 2 : �10.5 m � R < �13 m
• Volume 3 : �13 m � R < �15 m
• Volume 4 : �15 m � R < �16.5 m
• Volume 5 : �16.5 m � R < �17.7 m

The PDFs for each different volume are shown in Figures 5.18a and 5.18b, with Figure 5.18b
focusing on the [0,100] ns range to better highlight the small differences in the PDFs. For the
vertex reconstruction of the simulated 20 MeV positron events, the reference PDF to compare to
the constructed residual time distribution is selected depending on the position of the reconstructed
barycenter and its distance to the center of the sphere, and thus to the detector volume interval
it belongs to.

(a) (b)

Figure 5.18: Volume-dependent reference PDFs constructed from the residual times of 3 MeV e�

events uniformly simulated. (a) Over the full [0,1000] ns range. (b) Over a [0,100] ns range.

The considered reference PDF is then scaled to the number of entries of the residual time distri-
bution constructed for the considered positron event and corresponding to the tested position in
the LS, and the comparison between the two distributions is performed using a �2 function over
a range of 100 ns, defined as :

�2 =
NX
i=1

�
Refi �Datai +Datai � log

�
Datai
Refi

��
(5.6)

where i represents the bins of the compared distributions, N is the number of the maximum bin
over which the �2 is computed, Refi is the bin content of the ith bin of the reference PDF and
Datai is the bin content of the ith bin of the considered residual time distribution.
Due to occurrences of positions being identified by Minuit as the best reconstructed position
despite their associated time distributions being substantially different from the reference PDF,
an additional constraint on the time distributions was added by requiring of Minuit to minimize
the function f = �2+RMSData. Minimizing the Root Mean Square (RMS) allows for the exclusion
of very wide time distributions or distributions with several peaks.
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5.4.2.2 Toy Monte Carlo for statistical limitation with SPMTs, first results

In the vertex reconstruction method described in section 5.4.2.1, a first approximation of the
vertex position is performed using a barycenter computed from the (X,Y,Z) coordinates of the
fired SPMTs with the number of collected PEs by each SPMT as the weight on these coordinates.
The distance of such a barycenter to the true position of the events is intrinsically limited by the
number of fired SPMTs, which has repercussions on the performances of the vertex reconstruction
method as the barycenter acts as the starting point for the TMinuit scan of the 3�3�3 m3 cubic
grid.
An estimation of the intrinsic limit of the SPMT system for barycenter reconstruction was per-
formed by computing the mean distance of the barycenter to the true position of the events in a
streamlined simulation environment, referred to as a very simple “Toy Monte Carlo”. In this com-
putational scenario, a 17.7 m sphere is considered for the central detector, surrounded by 25600
SPMTs, the (X,Y,Z) coordinates of which are all known and match the 25600 SPMT positions op-
timally selected (section 5.2.2). Assuming physical events simulated at the center of the detector,
an increasing number of randomly hit PMTs are selected and used to compute a barycenter, and
the distance of this barycenter to the true position of the event (center of the sphere) is recorded.
For each number of randomly hit PMTs, the process is repeated many times to select different
PMTs, compute a different barycenter and obtain a distribution of the barycenter distances to the
center of the sphere. The mean value of this distribution is then plotted against the number of
randomly hit PMTs, with the RMS of the distribution as the Y error bars. Figure 5.19a illustrates
this process up to 1500 randomly hit PMTs. Considering that a fired PMT corresponds to one
collected PE and that �40 PEs are collected by the SPMT system for every MeV of deposited
energy in the target, the energy equivalent of the number of fired PMTs, as seen by the SPMT
system, is shown as the top X-axis in Figure 5.19a.

(a) (b)

Figure 5.19: Toy Monte Carlo used to illustrate the distance between the reconstructed barycenter
using N randomly selected SPMTs and the center of the sphere. (a) From 0 to 1500 randomly hit
PMTs. (b) From 0 to 4000 randomly hit PMTs.

For 1 MeV events, about 40 collected PEs and fired SPMTs are expected for the SPMT system,
leading to an expected mean barycenter distance to the true position of the events lower than
�3 m. For the LPMT system, about 1350 collected PEs and fired LPMTs are expected, leading
to an expected mean barycenter distance to the true position of the events of �0.6 m. The
difference in reconstruction precision is substantial, but the seemingly exponential decrease of
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the barycenter distance to center with the number of randomly hit PMTs indicates that the
reconstruction difference between the SPMT and LPMT systems will shrink with the energy of
the simulated events. For 3 MeV events, about 120 collected PEs and fired SPMTs are expected
for the SPMT system, leading to an expected mean barycenter distance to the true position of the
events lower than �1.7 m. For the LPMT system, about 4000 collected PEs and fired LPMTs are
expected, which leads, as shown in Figure 5.19b, to an expected mean barycenter distance to the
true position of the events of �0.35 m.
From such computed barycenters, a more in-depth analysis using the method described in sec-
tion 5.4.2.1 will improve the vertex reconstruction, but as the starting point of the analysis can
be distant from the true position, the intrinsic limitation of the vertex reconstruction method lies
in the precision of the barycenter reconstruction. As described in the beginning of section 5.4.2,
20 MeV positron events were simulated in SNiPER. For such events simulated without considering
the SPMT electronics, hits from the DetSim level of the simulation are used as the input of the
vertex reconstruction method. For these 20 MeV positron events simulated at the center of the
detector, Figures 5.20a and 5.20b respectively show the vertex reconstruction results using the
LPMT and SPMT systems. In each figure, the distribution of the barycenter distances to the true
position of the events is shown in blue while the distribution of the distances of the best TMinuit
vertex estimations to the true position of the events is shown in red.
For 20 MeV events, about 27000 collected PEs are expected for the LPMT system. With a
maximum number of 18000 fired LPMTs, this leads to an expected mean barycenter distance to
the true position of the events of �0.14 m (from the Toy Monte Carlo). In Figure 5.20a, the
mean value of the barycenter distances to the true position of the events of 14.2 cm confirms the
reliability of the Toy Monte Carlo. For the SPMT system, about 800 collected PEs and fired
SPMTs are expected, leading to an expected mean barycenter distance to the true position of
the events of lower than �70 cm ((from the Toy Monte Carlo)), which is confirmed by the mean
value of the barycenter distances to the true position of the events in Figure 5.20b of 67.2 cm.
A substantial improvement is then achieved with the vertex reconstruction method, with a mean
distance between the reconstructed vertex and the true position of the event of 36.6 cm.

(a) (b)

Figure 5.20: Distances from the true positions of the 20 MeV positrons simulated at the center
of the target for the computed barycenters (blue) and reconstructed vertices (red). (a) Using the
LPMT system. (b) Using the SPMT system.

Trying to reconstruct the vertex position using the SPMT system does not perform as well as
with the LPMT system, due to the much lower statistics of collected PEs (see Figure 3.1 in
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Chapter 3). However, for high-energy events producing large numbers of PEs, the SPMT system
can perform decently and has merits on its own. The purpose of section 5.4.2 is not to optimize
a vertex reconstruction for the SPMT system, but rather to evaluate the performances that can
be achieved with the standalone SPMT system using a simple reconstruction method that uses
little information and that can be used on the very first recorded data. Taking the SPMT system
on its own is also essential to study the impact of the SPMT electronics on the measured time,
as information from the LPMT system would dominate the reconstruction process and make it
impossible to observe the impact of the different aspects of the SPMT electronics.
In order to investigate the dependence of the vertex reconstruction method on the distance-to-
center of the events, 20 MeV positron events were also simulated at 6, 10, 12 and 15 m along the
X-axis from the center of the sphere. For a reconstruction process using the standalone SPMT
system, the distributions of the distances of the best TMinuit vertex estimations to the true
position of the events, for each distance-to-center of the simulated events, are shown in Figure 5.21.
An expected degradation with the distance-to-center is observed.

Figure 5.21: Distances between the reconstructed vertex and the true position of each of the
20 MeV positron events, simulated at different positions in the central detector.

5.4.2.3 Impact of the electronics on the reconstruction

In order to investigate the impact of the SPMT electronics on the measured time and the vertex
reconstruction, several aspects of the SPMT electronics were sequentially taken into account
during the simulation process, for each of the previously mentioned positions of the simulated
20 MeV positron events (0, 6, 10, 12 and 15 m from the center of sphere). The investigated
electronics configurations are defined as follows :

• Configuration 1 : only the hits from the DetSim level of the simulation are taken into
account, with each hit corresponding to one PE released from the photocathode of the fired
PMT. In this configuration, no SPMT electronics are taken into account, to serve as the
reference for an undegraded reconstruction.
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• Configuration 2 : the response of the PMT is taken into account. This includes the TTS of
the PMTs (1.5 ns, Figure 2.15), as well as the 10 ns clusterization process of the DetSim
hits described in section 5.2.2.

• Configuration 3 : configuration 2 + the CATIROC features of trigger deadtime, charge
acceptance and charge digitization deadtime (section 4.5.4), which are added and taken into
account.

• Configuration 4 : configuration 3 + the CATIROC trigger time and its evolution with
the amplitude of the PMT signal (Time Walk, section 4.5.3), which are added and taken
into account. While the TTS of the PMTs impacts the hit times of the hits from the
DetSim level before the clusterization process, the CATIROC trigger time impacts the time
associated with the hit cluster if the signal was triggered. Having a configuration with the
trigger time being added will allow for comparisons between the impact of the TTS and of
the Time Walk on the vertex reconstruction.

The electronics taken into account in each configuration are summed up in Table 5.1.

Configuration 1 Configuration 2 Configuration 3 Configuration 4
DetSim hits DetSim hits DetSim hits DetSim hits

- PMT TTS PMT TTS PMT TTS
- Hit clusterization Hit clusterization Hit clusterization
- - CATIROC features CATIROC features
- - - CATIROC trigger time

Table 5.1: Electronics taken into account in the JUNO simulation of 20 MeV positron events.

For each electronics configuration, the distributions of the distances of the best TMinuit vertex
estimations to the true position of the events are respectively shown in Figures 5.22a and 5.22b
for 20 MeV positrons generated at 0 m and 15 m from the center of the sphere.

In Figure 5.22a, for positron events at 0 m, a significant difference in the reconstruction distance
can be observed between the first and second configurations, with respective mean values of
37.5 cm and 44.8 cm and respective RMS values of 18.2 cm and 24.2 cm. While Configuration
2 adds the TTS of the PMTs and the clusterization process to the hits from the DetSim level
(Configuration 1), the number of SPMTs having collected more than one PE and thus being
affected by the clusterization process is negligible for events simulated at the center of the
detector. The degradation in the reconstruction process from Configuration 1 to Configuration 2
is thus overwhelmingly due to the TTS of the PMTs. In comparison, Configuration 3 barely shows
any difference from Configuration 2, and Configuration 4 only slightly degrades the reconstruction
process when compared to Configuration 3 (47.9 cm vs 44.6 cm mean values, 25.5 cm vs 24.4 cm
RMS values). The Time Walk thus has a lower impact on the vertex reconstruction process than
the TTS of the PMTs.

For positron events simulated at 15 m, Figure 5.22b shows similar impacts of the different elec-
tronics configurations, with a much larger degradation of the reconstruction process due to Con-
figuration 2, from a mean value of 80.2 cm to a mean value of 155.3 cm, when compared to the
positron events simulated at the center of the sphere. Similarly, Configurations 3 and 4 barely
induce any degradation in the reconstruction process. For events simulated at 15 m from the
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center of the sphere, the large reconstruction distances when the electronics are taken into account
indicate that the reconstruction algorithm is not well-suited for such events. Optics processes such
as total internal reflection should probably be accounted for, and comparisons to differently built
PDFs could be considered. Using a neural network over computing a likelihood is also a popular
analysis method for reconstruction algorithms aiming to properly reconstruct events on the edge of
sizeable detectors. However, despite the reconstruction process identifying positions located up to
�3 m away from the true event position as the most likely vertex, the impact of adding the TTS of
the PMTs on the reconstruction is still very much visible, especially when compared to the other
electronics configurations. In that regard, the conclusions on the dominance of the PMT response
on the degradation of the vertex reconstruction are identical as for the 0 m positron events.

(a) (b)

Figure 5.22: Distances between the reconstructed vertex and the true position of each of the
20 MeV positron events, for all electronics configurations investigated. (a) For positron events at
0 m from the center of sphere. (b) For positron events at 15 m from the center of sphere.

For each given distance-to-center of the simulated events, the mean and RMS values from the re-
construction distances distributions for each electronics configuration can be used to plot the mean
reconstruction distance as a function of the distance-to-center of the events, with the RMS value
as the Y error bars. Shown in Figure 5.23 for each electronics configuration, these graphs high-
light the same behaviour as observed in Figures 5.22a and 5.22b for individual distances-to-center.
Configuration 2, corresponding to the introduction of the PMT TTS and of the clusterization
process, induces a significant degradation of the reconstruction process when compared to the
other configurations. This effect is notably important for events simulated at 12 m. With the
reconstruction algorithm yielding better results than for events at 15 m, the conclusions on the
PMT TTS dominance are more reliable. As was shown in section 5.4.1, the TTS of the PMTs
dominates the degradation of the time measurement, and this study confirms that it also domi-
nates the degradation of reconstruction processes using this time information. The impact of the
features of the CATIROC ASIC and of the ABC board on physics studies using time information
are thus negligible before the TTS values of the PMT instrumentation.
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Figure 5.23: Reconstruction distance as a function of the distance-to-center of the simulated
events, for each electronics configuration.

5.5 Conclusion

In this chapter, the electronics of the SPMT system were added to the JUNO simulation, and
the impact of the SPMT electronics on physics studies conducted with simulation events was
investigated. The impact of a few key CATIROC features on the charge reconstruction of muon
events showed that despite important charge losses having been observed for very-high-energy
events seen by the SPMT system, going up to 45% for SPMTs having collected 20 PEs and above,
the impact of the SPMT electronics on the reconstructed charge is expected to be negligible in the
photocounting mode. In the case of muon events, reconstructing the charge, and so the energy
of the muons, is not the objective. The charge barycenter is only very slightly impacted by the
charge saturation of the SPMT system, which is important for efficient muon tracking. Using a
continuous energy spectrum of 12B events further highlighted that the charge resolution of the
PMT is the dominating factor in the charge measurement uncertainty. The impact of the SPMT
electronics on the measured time was also studied, with a comparison of the CATIROC trigger time
with the TTS of the SPMTs showing that the TTS of the PMTs is the dominating factor in the
time measurement spread, contributing at �80% while the CATIROC trigger time contributes at
only �20%. This was confirmed by the use of a vertex reconstruction method applied to 20 MeV
positron events to evaluate the impact of the SPMT electronics on the measured time, which
highlighted that the PMT features introduce the worst degradation of the vertex reconstruction
when compared to the rest of the SPMT electronics. For events at the center of the sphere, taking
into account the PMT features contributes to �70% of the degradation while adding the electronics
only contributes to �30%.

181



CHAPTER 5. IMPLEMENTATION OF THE PERFORMANCES OF THE SPMT SYSTEM IN
THE JUNO SIMULATION - STUDY OF IMPACTS ON THE CHARGE AND TIME
MEASUREMENTS

182



Conclusion and Prospects

JUNO is a multi-purpose neutrino experiment currently under construction with the objective
of determining the neutrino mass ordering (MO). This is planned to be achieved by detecting
reactor anti-neutrinos from two nuclear power plants, with the site location optimized to have
the best sensitivity for mass ordering determination. For the measurement of the oscillation
parameters at the desired precision and in order to have a competitive input on the neutrino MO,
it is crucial to achieve a 3%=

p
E(MeV) energy resolution in JUNO. This will be mainly achieved

through the strict requirements on the liquid scintillator (transparency and light yield), and with
an unprecedented PMT coverage made up of 18000 LPMTs and 25600 SPMTs.

The work presented in this thesis was conducted on the SPMT system of the JUNO experiment.
This system was designed to serve as a complementary array of photodetectors to the LPMT
system, as its 3-inch PMTs will observe the same events as the LPMTs and will thus have the
potential to cross-check LPMT measurements.
The SPMT system is made-up of many components, from the SPMTs themselves to the UWB
containing the electronics of the system, with an entire chapter of the manuscript dedicated to
the description of all the components of the system. In this manuscript, the focus was put on
the electronics of the SPMT system, in its development phase at the start of the thesis, and
particularly on the CATIROC ASICS and on the ABC front-end board developed at LP2i. The
development of the SPMT electronics was indeed a focal point of this thesis, requiring a sizeable
investment in the hardware aspect of the electronics in addition to long-lasting performance
studies to guarantee that the system is working properly and meeting the requirements. Studies
on the standalone performances of the ABC board were conducted, with pedestal widths of
�2.2 ADCu (about 0.024 pC in the configuration used for the measurements) implying a
lower than 2% contribution of the pedestal width on the charge measurement uncertainty and
concluding that a spread would not be induced on the charge measurement that would have as
much of an impact as the charge resolution of the PMTs. The charge linearity of the electronics
was investigated, with excellent results showing deviations of the model from the data points
below 0.05% in the High Gain mode, and several operations of charge calibration of ABC boards
were conducted. As with the pedestal width and the charge resolution of the PMTs, the time
resolution of the ABC board was measured and was evaluated as being negligible before the TTS
of the PMTs, at �0.25 ns before the 1.56 ns of the TTS. Crosstalk studies were conducted, and
concluded that the ABC board can accept up to �300 photoelectrons at once without risking
falsely triggering channels, which should cover all physics cases including most of the muon events.

A milestone of the SPMT system was the development of test benches for combined tests of the
SPMT electronics. 32 channels were made available at first in France, before the test benches were
sent to China to prepare for the mass testing of the SPMT production. To this date, �7000 PMTs,
about 1/3 of the production, have been tested and accepted for SPE charge measurement and
charge resolution. 128 channels were then made available in France, a key milestone to be reached,
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allowing for the simultaneous data acquisition of 128 random PMT signals from dark currents at
100-1000 Hz, without any impact on the quality of the recovered data. Characterizing the behavior
of the SPMT electronics to one or several PMT signals was also an important part of my work.
Recording waveforms and analysing them allowed for a charge-to-amplitude parametrization as
well as an amplitude-to-CATIROC trigger time parametrization, thus understanding the behavior
of the electronics when confronted with PMT signals of varying amplitudes.

The second part of the work presented in this thesis is the implementation of the fine responses
of the SPMT electronics in the JUNO simulation, as well as the investigation of the impact of
these electronic components on the physical measurements of charge and time. A first study
regarding charge measurements was conducted using muon events, which led to the conclusion
that the charge acceptance of the CATIROC ASICs prevents a saturation effect present in the
LPMT system and responsible for blinding the system in the event of muon bundles, effectively
worsening the track reconstruction processes. In an energy range closer to IBD events, with
12B decay events, any degradation on the charge reconstruction is dominated by the PMT
SPE charge resolution, rather than affected by the electronics of the SPMT system. Similar
observations were made with time measurements. Comparing the CATIROC trigger time to the
PMT TTS results in a one-sided domination of the time spread by the PMT TTS, with an 80%
contribution. For further investigations, a vertex reconstruction method using only the 3-inch
PMT system was developed. With no objective of being perfectly optimized, and knowing that
a vertex reconstruction using the LPMT system would be miles ahead in terms of performance,
this method nevertheless allowed for the study of the relative impact of adding each feature of
the SPMT electronics on the degradation of the vertex reconstruction. For 20 MeV positron
events simulated at the center of the detector, a mean reconstruction distance of 37.5 cm was
achieved for raw simulated events, while taking into account the PMT features degraded this
reconstruction to a mean value of 44.58 cm and taking into account all other electronics further
degraded this reconstruction to only 47.9 cm, showing that taking into account the PMT features
contributes to �70% of the degradation while adding the electronics only contributes to �30%.

The electronics of the SPMT system, namely the CATIROC ASICs and the ABC board, are thus
very well-performing components of the electronic chain, especially when compared to the main
component of the SPMT system, the PMTs themselves. They add little to no noise or spread on
the charge and time measurements, and have shown a capacity for event recording even in the
case of very high luminosity events.

What has been implemented in the simulation will allow for finer studies to be conducted and for
analysis methods including the electronics to be developed until the beginning of the data-taking
of the experiment. This data-taking will begin around 2023, and for a period a time, JUNO will
be one of the only experiments able to study IBD events in such large quantities. After the Mass
Ordering determination phase of the JUNO experiment will conclude, the purity of the LS, as well
as the excellent energy resolution, will be a determining factor in the ability of JUNO to begin a
phase of searches for double beta decay after 2030, with the opportunity to put constraints on the
effective neutrino mass of about 5-10 meV.
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