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Abstract

Over the years, a growing interest in the application of deterministic solvers to the calculation
of radiation shielding problems has been observed. Deterministic solvers can provide
approximate estimations with good accuracy and reasonable calculation times. However,
the use of appropriate discretization methods is necessary. In fact, solvers based on the
Discrete Ordinates (SN ) approximation, commonly employed in reactor core calculations,
are often ineffective in representing particle streaming, thus yielding to results affected
by the so-called ray-effect. The aim of this thesis is to develop numerical methods for
the calculation of radiation shielding problems, capable of better representing streaming
effects. This research has led to the development of a First Collision Source (FCS) method
compatible with domain decomposition. Four different strategies for the integration of the
flux emitted by point sources have been investigated. It has been shown how the FCS
method is capable of providing results with good accuracy for problems of different sizes and
degrees of heterogeneity. The most accurate results have been observed for the integration
strategies based on the Method of Characteristics. In order to reconstruct the flux at the
incoming boundaries of the subdomains, the FCS method required the introduction of an
additional interpolative approximation based on equivalent cross sections. Tests have shown
how the FCS method guarantees a precise error control, allowing to refine the interpolative
approximation independently from the flux integration strategy. In order to mitigate the
ray-effect generated by scattering sources, the MPN method has also been developed. This is
an angular discretization method based on the integral formulation of the transport equation,
and employing a piecewise polynomial angular representation of the fluxes at the interfaces
of the cartesian spatial regions. MPN showed an error convergence about 2.5 times faster
than SN for relatively fine angular discretizations. Finally, the IDT solver, which implements
these methods, has been verified on a realistic radiation shielding problem.

Keywords: Radiation shielding calculations, Neutral particles transport physics, Deterministic
shielding calculations, Ray-effect mitigation.
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Introduction

In the domain of neutral particle transport, radiation shielding calculations constitute a large
class of problems which are of interest for all industries working with radioactive materials.
These range from hospitals, performing medical treatments and imaging, to nuclear facilities,
where the radiation containment is a key point for safety. Especially, problems of protection
against neutron and gamma radiations in nuclear facilities include the evaluation of dose rates,
neutron activation of structures, secondary sources of radiation, heating of components and
sizing of shieldings. In this context, numerical calculations play a fundamental role allowing
to study the physics of the problem prior to the actual irradiation. The main issue of radiation
shielding calculations is providing accurate estimations within a reasonable calculation time.
In this respect, the transport solvers currently available at CEA have some limitations:
the main deterministic solvers have been developed with the aim of solving reactor core
calculations, which are very different from radiation shielding problems. As a result, they
generally fail in representing streaming effects, thus providing inaccurate estimations. Other
solvers based on a Monte Carlo approach, instead, become very slow wherever the desired
event, e.g. particles reaching a distant detector, is rare, which is often the case in radiation
shielding calculations. Hence, the interest in developing new numerical methods, allowing for
fast and accurate radiation shielding calculations.

IDT, [1], is a deterministic 3D Cartesian transport solver. It relies on the multi-
group formalism and on the Discrete Ordinates (SN ) approximation and it uses a spatial
discretization by diamond difference, nodal method and both step- and linear-short characteristics
methods, [2]. IDT allows to solve calculations using the Domain Decomposition Method
(DDM), and disposes of several acceleration techniques, such as Coarse Mesh Finite Difference
(CMFD), Boundary-Projection Acceleration (BPA) and Diffusion Synthetic Acceleration
(DSA), [1-3]. Over the years, IDT has been employed in reactor core applications and,
only recently, in radiation shielding calculations. However, at present, IDT still has several
limitations that prevent its use in real radiation shielding calculations. The most critical
points are: the angular discretisation, which must be able to adequately take into account
the flux anisotropy and the possible streaming effects; the scattering anisotropy, which
is particularly relevant in the presence of highly forward-peaked scattering, and the high
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dimensionality of radiation shielding problems. Among these, the angular discretization
occupies a prominent role. In fact, when performing multi-dimensional discrete-ordinates
calculations, if the angular refinement is not sufficiently fine, it can lead to solutions affected
by numerical distortions, commonly known as the ray-effect.

The Monte Carlo method allows to estimate any physical quantity of interest by sampling
a certain number of particle histories, and computing their average score to a given estimator.
Tripoli-4®, [4], is the reference Monte Carlo code developed at CEA and, over the years, it
has been extensively employed in shielding calculations. In some problems, typically when
the detector is very far from the source or in the presence of preferential paths, the event
that a particle scores at the detector is quite rare. In such cases, in order to obtain reliable
responses in a reasonable computational time, the use of Variance Reduction techniques
(VR) is mandatory. VR are often based on the “artificial” modification of the sampling laws
to force particles to follow the paths that contribute the most to the desired scores. The
Consistent Adjoint-Driven Importance Sampling (CADIS), [5], is one of the most effective VR
techniques. The CADIS method consists in using the deterministic adjoint flux as importance
function, which is then employed in the definition of the modified sampling laws. Thus, the
calculation is divided into two steps: the first consists of a deterministic adjoint calculation
aimed at estimating the importance function, while the second is the actual Monte Carlo
calculation. The joint use of Tripoli-4 and IDT has already been investigated, and has given
satisfactory results in terms of computation time, [6, 7].

Other deterministic solvers, such as ATTILA, [8], originally developed at LANL, and
DENOVO, [9], developed at Oak Ridge, have a longer experience in radiation shielding
calculations. ATTILA is a SN solver for neutral and charged particle transport for three
dimensional geometries. It uses the discontinuous finite element method on tetrahedral and
hexahedral meshes, allowing to adapt to any geometry. The calculation of the first collision
source and the last collided flux, acting respectively as a pre- and post-processing phases
of the shielding transport calculations, is also available, [10]. DENOVO, [9], instead, is a
SN solver employing a Cartesian mesh with finite difference discretization, discontinuous
linear finite elements or short step characteristics. It relies on a domain decomposition using
the KBA method, [11], and it is able to perform the calculations of the first collision source.
The numerical methods used by these solvers represent the state-of-the-art for deterministic
shielding calculations. Besides these, several other strategies have been explored in the
literature. The use of adaptive spatial and angular discretizations, for example, has been
shown to be effective in reducing the number of degrees of freedom of the calculation, thus
the computational cost. Further, strategies for the ray-effect mitigation, such as SN -PN
equivalent methods, and angular finite elements have also been proposed as alternatives to
the more common SN to better represent streaming effects.
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In summary, different methods for the resolution of radiation shielding calculations have
been proposed in literature. Monte Carlo based codes are reliable since the quality of the
estimation can be improved by simply increasing the number of particle replica, so the
computational cost. However, they can be very expensive in large shielding calculations,
making the use of VR techniques mandatory. On the other hand, deterministic transport
solvers are typically faster, and the accuracy of the estimation is given by the approximations
that are involved. However, discretisation methods capable of properly representing streaming
effects have to be employed. A further development of IDT, useful in improving its accuracy
when solving shielding calculations, leaves room for the opportunity to investigate new
numerical methods.

This thesis consists in the research and development, within the IDT deterministic solver,
of numerical methods capable of guaranteeing both precision and reasonable calculation times
in radiation shielding calculations. In particular, a higher-order First Collision Source (FCS)
method and a new angular discretization technique are developed. Then, both methods have
been extended to the IDT domain decomposition framework. Finally, the effectiveness of the
recent developments has been tested on a realistic shielding calculation.

Chapter 1 is devoted to a summary of the basics on which this thesis lies. In particular,
the fundamental concepts of the neutron transport physics and the approximations that are
generally done in deterministic transport solvers are presented. The main issues encountered
when discretizing the angular variable in the presence of streaming effects are discussed, as
well as the possible remedies that have been proposed in literature. Finally, the Domain
Decomposition Method (DDM) is presented.

The objective of Chapter 2 is the development of a set of high-order First Collision Source
techniques for the calculation of the flux emitted by localised sources, and the assessment
of their effectiveness in solving radiation shielding calculations. At first, a brief literature
review of the integration techniques for the uncollided flux is presented. The research resulted
in the development of four different high-order FCS techniques. These are the Method of
Characteristics (MOC), the Trajectory Splitting MOC (TS-MOC), the Monte Carlo MOC
(MC-MOC) and the Quadrature Points (QP) method. The different FCS techniques have
been analysed and compared in terms of accuracy and computational cost, for a set of
benchmark problems. Finally, for each method the merits, the shortcomings, and the possible
fields of application have been identified.

Chapter 3 deals with the extension of FCS method to domain decomposition. The
difficulties encountered when performing ray tracing in domain decomposition are discussed
and analysed. The Equivalent Cross Section approximation, allowing for the evaluation of
the flux at the subdomains boundaries is presented, and an effective FCS method is defined.
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Then, the scheduling algorithm, managing the communications and the ordering of the
subdomains resolution is also defined. Finally, the accuracy and the computational cost of
the FCS method in domain decomposition have been assessed.

Chapter 4 focus on the angular discretization of problems presenting streaming effects.
At first, the need for a proper angular discretization is discussed, showing how the ray-effect
can be also generated by scattering sources, and so be persistent even when using FCS. Then,
the MPN method, an angular discretization technique based on discontinuous polynomial
interface fluxes, is presented. After a verification of the results, an extensive comparison
between the MPN and the SN methods is performed. This includes an assessment of the
accuracy and the convergence order of the MPN method in a series of simple models, with
different heterogeneity degrees and different scattering cross sections.

In Chapter 5, the newly developed methods are analysed and verified in a realistic
radiation shielding calculation. First, the complete calculation scheme with DDM and FCS
is summarized. Then, the parallel efficiency and the convergence properties of the SN and
MPN methods in domain decomposition are quantified. Finally, the solver is verified by
performing a complete calculation with FCS and DDM, comparing the results with a Monte
Carlo reference.

A final section is devoted to the conclusions, and to the presentation of some perspectives
for future research.

4



Chapter 1

Background

Most of the radiation shielding calculations can be traced to the problem of predicting a
particle distribution over a certain portion of domain. All quantities of interest, such as
reaction rates, kerma and dose, can be computed from this distribution. For neutral particles,
such as neutrons and photons, the distribution is described by the linear Boltzmann Transport
Equation.

This chapter is devoted to the introduction of the Transport Theory, the discipline that
studies the Transport Equation, and so the techniques which are currently used to solve it. A
specific focus is given on the numerical methods which are currently used in particle streaming
calculations. At last, the Domain Decomposition method, allowing to run calculations on
parallel distributed architecture is presented. In the present work only neutral particle
transport is considered.

1.1 Elements of neutral particle transport physics

In transport theory, the particle distribution is defined over a six-dimensional phase space
(r,Ω, E, t) where three dimensions describe the particle location r, other two identify the
flight direction Ω, another specify the particle energy E, and t is the time. The function that
is generally used to represent this distribution is the particle current ψ(r,Ω, E, t), also known
as particle flux in the neutron transport community. The flux measures the expected total
path length travelled by all particles, at location r, crossing a unit surface with orthogonal
direction Ω, energy E, at time t, per unit area, per unit solid angle and per unit energy. Here
we are not considering the flux time-dependence since our research deals with stationary
problems only.

The notion of flux ψ is particularly convenient since it allows to evaluate any interaction
rate, so any physical observable of interest Ri, by simply computing

Ri =
∫∫∫

XT
dr dΩ dE ψ(r,Ω, E)Σi(r, E), (1.1)
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where Σi is the macroscopic cross section of i-th interaction (yet to be defined), and XT is
the target domain. By target we mean a portion of the phase space, defined as an interval in
space, angle and energy, on which Ri is evaluated.

1.1.1 Definition of cross section

Macroscopic cross sections, indicated with Σi, express an interaction probability per unit
length travelled by particles. These are specific to each interaction type, meaning that each
reaction probability is represented by a different cross section. For an isotropic medium,
Σ(r, E) depend uniquely on the medium properties and on the incident particle energy E.
Macroscopic cross sections are evaluated as

Σi(r, E) =
∑
j

Nj(r)σi,j(r, E),

where i identifies the reaction type, and index j runs over the different atomic species present
with atomic concentration Nj . With σi,j we indicate instead the microscopic cross sections,
whose values are available in nuclear data libraries. The σi are evaluated by combining
experimental measurements and the results of physical models. These are stored for a very
large number of energy values (up to ∼ 105) in such a way to well approximate the continuous
energy dependence.

Among all macroscopic cross sections, the most important ones are:

- the double differential scattering cross section Σs(r,Ω′ ·Ω, E′ → E), as the probability,
per unit path length travelled, that a particle moving in direction Ω′ with energy E′

collide and is scattered along direction Ω, with energy E. Scattering cross sections
account for a large number of reactions, such as elastic and inelastic scattering for
neutrons, photoelectric interactions, Compton scattering and pair production for
photons;

- the fission cross section Σf (r, E), which is the probability, per unit path length travelled,
that the particle with energy E is captured by a nucleus and gives a fission reaction. The
Σf (r, E) is typically multiplied by the fission spectrum χ(E)

4π which gives the averaged
distribution of the neutrons emitted by fission;

- the total cross section Σ, which is the probability, per unit path length travelled, that
a particle undergoes any interaction.

We remark how the dependence of Σs on angles Ω and Ω′ restricts to the cosine between
the two (the cosine of the deflection angle) because of the assumption of isotropic medium.
This assumption is valid in general but it may not be the case for some specific problems, e.g.
photons impinging on a mono-crystalline shield, requiring a proper treatment of the angular
dependence. This particular cases are out of the purpose of this work.
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1.1.2 The Neutron Transport Equation

The Neutron Transport Equation (NTE) mathematically describes the particle distribution
over the spatial, angular and energy domain. This is derived from the Boltzmann equation
for gas kinetics under the hypothesis that neutral particles interacts with the medium nuclei
uniquely, while collisions between particles are neglected. The steady-state integro-differential
formulation of the NTE is

Lψ(r,Ω, E) = Hψ(r,Ω, E) + Fψ(r,Ω, E) +Qext(r,Ω, E) with (r,Ω, E) ∈ X , (1.2)

where X = {r ∈ D,Ω ∈ S2, E ∈ R+} is the phase space, D is the spatial domain, and S2 the
surface of the unit sphere. L is the displacement-plus-removal operator, H is the scattering
(or transfer) operator, F is the fission operator, and Qext is the external source, [12].

The NTE takes the form of a particle balance on the differential element drdΩdE around
point (r,Ω, E) with the first term,

Lψ(r,Ω, E) =
[
Ω · ∇+ Σ(r, E)

]
ψ(r,Ω, E), (1.3)

accounting for particles streaming in direction Ω or undergoing a collision, and the second,

Hψ(r,Ω, E) =
∫∫

dΩ′dE′Σs(r,Ω′ ·Ω, E′ → E)ψ(r,Ω′, E′), (1.4)

representing particles that, undergoing a collision in a point (r,Ω′, E′) of the phase space,
are emitted along direction Ω at energy E. The fission term,

Fψ(r,Ω, E) = 1
4π

Nf∑
j=1

χj(E)
∫∫

dΩ′dE′νΣf,j(r, E′)ψ(r,Ω′, E′), (1.5)

accounts instead for particles emitted by fission reactions with one of the j-th fissile isotopes,
having energy spectrum χj . The factor 1/4π is the probability distribution of the isotropic
fission neutron emission, while ν is the average number of neutrons emitted per fission. The
fission term, which is typically present in nuclear reactor physics applications, may be null in
radiation shielding calculations. In this work we will account for sub-critical systems only, i.e.
with multiplication factor

k = ∥Fψ∥
∥(L −H)ψ∥ < 1,

where k is defined as the eigenvalue with the largest real part of the associated homogeneous
equation, [12],

(L −H)ψ(r,Ω, E) = 1
k
Fψ(r,Ω, E) with (r,Ω, E) ∈ X , (1.6)
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The boundary conditions

In order to solve Eq. (1.2), a set of conditions have to be imposed on the domain boundaries.
This can be defined in many ways in agreement with the physical and geometrical properties
of the problem. Boundary conditions consists in imposing relations for the flux of particles
entering the domain,

ψ−(x) = β(x′ → x)ψ+(x′) + ψ−
inc(x) with x ∈ ∂X− and x′ ∈ ∂X+, (1.7)

where x = (r,Ω, E) is a point in the phase space belonging to ∂X− = {r ∈ ∂D,Ω ∈ S2|Ω·n <

0, E ∈ R+}. The incoming boundary flux ψ− can be either imposed as part of the problem
data, i.e. ψ− = ψ−

inc, or defined by mean of an albedo operator β, acting on the outgoing
boundary flux ψ+, defined over phase space ∂X+ = {r ∈ ∂D,Ω ∈ S2|Ω · n > 0, E ∈ R+}.
∂D and n denote the domain boundaries and the outgoing normal direction, respectively.
Boundary conditions can be set in order to reduce the domain size by exploiting the possible
geometrical symmetries of the problem. The most frequently used boundary conditions are
the vacuum condition, namely

ψ−(r,Ω, E) = 0,

and specular reflection condition, i.e.

ψ−(r,Ω, E) = ψ(r,Ω− 2n(Ω · n), E).

The integral formulation of the Neutron Transport Equation

The integro-differential NTE is not the only mathematical formulation of the neutral particle
transport problem. By inverting the displacement-plus-removal operator in Eq. (1.2) along a
characteristic line identified by a point r ∈ D and direction Ω (see Fig. 1.1), it is possible to
derive

ψ(r + tΩ,Ω, E) = ψ(r,Ω, E)e−
∫ t

0 dt
′ Σ(r+t′Ω,E)

+
∫ t

0
dt′ Q(r + t′Ω,Ω, E)e−

∫ t

t′ dt
′′ Σ(r+t′′Ω,E) with t ∈ R+,

(1.8)

which takes the name of integral formulation of the Neutron Transport Equation, [12]. The
equation describes the flux in each point belonging to the trajectory, r + tΩ, as the sum of
two contributions. The first one accounts for particles incoming from a generic point r in
which the flux is known. The second contribution accounts instead for particles that are
emitted along the characteristic line r′ = r + t′Ω in direction Ω. In our notation, t′ ∈ [0, t]
is the coordinate measuring the distance between two points along the characteristic line,
namely t′ = |r− r′|. The term Q is the emission density, defined as the sum of the particle
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Fig. 1.1 Illustration of a characteristic line.

source terms
Q(r,Ω, E) = Hψ(r,Ω, E) + Fψ(r,Ω, E) +Qext. (1.9)

Both the incoming flux at r and the emission density are multiplied by an exponential term
which corresponds to the probability for the particle emitted at r of reaching r + tΩ without
undergoing any collision. The integral in the exponent,

τ(r,Ω, t, E) =
∫ t

0
dt′ Σ(r + t′Ω, E), (1.10)

takes the name of optical distance and physically represents a path length, measured in terms
of particle mean free paths 1/Σ.

Adjoint Neutron Transport Equation

For certain applications, such as perturbation studies and the speed up of Monte Carlo
calculations with deep flux attenuation, it can be useful to solve the adjoint Neutron Transport
Equation, [12]. We introduce the inner product

(f, g) =
∫∫∫

X
drdΩdE f(r,Ω, E)g(r,Ω, E),

where f and g are two well-behaved functions, and B is a generic operator. The adjoint
operator B† is defined by relation

(Bf, g) =
(
f,B†g

)
. (1.11)

We now consider f being the angular flux ψ, and B as the Boltzmann operator, defined
as B = L −H−F . By using Eq. (1.11), we are able to define the adjoint operator, B†, and
the adjoint flux, ψ† = g, as the solution of the adjoint NTE,

[
−Ω · ∇+ Σ(r, E)

]
ψ†(r,Ω, E) =

∫∫
dΩ′dE′ Σs(r,Ω ·Ω′, E → E′)ψ†(r,Ω′, E′)

+
Nf∑
j=1

νΣf,j(r, E)
∫∫

dΩ′dE′ 1
4πχj(E

′)ψ†(r,Ω′, E′) +Q†
ext with x ∈ X ,

(1.12)

9



Background

with boundary conditions,

ψ†,+(x) = β(x′ → x)ψ†,−(x′) + ψ†,+
inc (x) with x ∈ ∂X+ and x′ ∈ ∂X−. (1.13)

By sobstituting, Eq. (1.11) for the generic functions f and g becomes(
Bψ,ψ†

)
=
(
ψ,B†ψ†

)
. (1.14)

Moreover, since Bψ = Qext and B†ψ† = Q†
ext, with Q†

ext as the adjoint external source,
Eq. (1.14) becomes (

Qext, ψ
†
)

=
(
ψ,Q†

ext

)
. (1.15)

The main differences between adjoint Eq. (1.12) and Eq. (1.2) lay in the energetic and
angular coupling provided by the scattering and fission operators, and the sign of the streaming
operator. In order to appreciate the physical meaning of the adjoint flux, we should first
recall the definition of detector response Ri, as presented by Eq. (1.1). The detector response
Ri is a physical quantity of interest, defined by the scalar product

Ri = (ψ,Σi) =
∫∫∫

X
dr dΩ dE ψ(r,Ω, E)Σi(r, E), (1.16)

with cross section Σi(r, E) being non-zero in a limited portion of the phase space XT , called
detector. If the adjoint NTE is solved for a value of the adjoint external source Q†

ext = Σi,
we have that

Ri = (ψ,Σi) =
(
Qext, ψ

†
)
. (1.17)

Because of Eq. (1.17), the adjoint flux can be interpreted as a measure of the particle
importance in contributing to a detector response, [12]. The larger the adjoint flux ψ†(r,Ω, E),
the larger the expected contribution that a particle in position r, direction Ω with energy E,
will give to the detector response Ri.

The notion of importance plays a key role in Monte Carlo calculations since it quantifies
the potential contribution that a particle may provide to a given score (measuring the detector
response). Since the physical meaning of the adjoint flux coincides with the importance, the
approximate solution of the adjoint transport problem is of considerable interest for variance
reduction techniques in Monte Carlo, [6, 7].

1.2 Solving the Neutron Transport Equation

The main difficulty in solving the NTE is dealing with the high dimensionality of the problem.
Hence, two strategies: the Monte Carlo approach allows to integrate the particle flux, or any
physical quantity of interest, by computing the score of a certain number of independently-
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simulated particle histories. By sampling the particle histories from the continuous probability
distributions governing the physics of the problem, no other mathematical approximation is
required. Instead, the deterministic approach requires the discretization of the energy, the
angular and the spatial variables.

In common practice, energy discretization is performed by means of the so-called
multigroup formalism. The angular variable is treated by first approximating the angular
coupling within the scattering operator, and then by approximating the flux angular
distribution. For this second step, the techniques that are more frequently used are the
method of Spherical Harmonics (PN ) and the Discrete Ordinates (SN ) method. As concerns
the spatial variable, different discretization methods exist. The spatial discretization should
allow for a faithful representation of the medium properties within the model, provide a
proper discretized representation of the spatial dependence of the flux, and finally allow for a
cost-efficient numerical solution.

In the following sections, we examine these approximations individually, and we present
how they are applied to the NTE. Particular attention is paid to the techniques currently
used within the IDT solver, which are the starting point of this research.

1.2.1 The multigroup approximation

The multigroup formalism is based on the discretization of the energy domain into a set of
energy intervals, called groups. In practical applications, the energy domain may be quite
large: it may range from tens of meV to several MeV for neutrons, and from keV up to
hundreds of GeV for photons. By convention, groups are numbered starting from high energy
values downwards. Each group, here identified by index g, is defined as the energy interval
[Eg, Eg+1]. The approximation consists in integrating the transport equation over each of
these energy intervals, and then solving for the group integrated flux

ψg(r,Ω) =
∫ Eg

Eg+1
dEψ(r,Ω, E) g = 1, Ng, (1.18)

where Ng is the total number of groups.
The multigroup approximation implies the use of group-constant cross sections, known by

the name of multigroup cross sections. These are obtained by imposing conservation relations
on the in-group reaction rates. In detail, total multigroup cross section and the differential
multigroup scattering cross section are defined respectively by the averages

Σg(r,Ω) =
∫ Eg

Eg+1
dE ψ(r,Ω, E)Σ(r, E)∫ Eg

Eg+1
dE ψ(r,Ω, E)

, (1.19)

11



Background

Σg,g′(r,Ω,Ω′) =
∫ Eg

Eg+1
dE

∫ Eg′
Eg′+1

dE′ ψ(r,Ω′, E′)Σs(r,Ω′ ·Ω, E′ → E)∫ Eg′
Eg′+1

dE′ ψ(r,Ω′, E′)
, (1.20)

where the angular flux plays the role of integral weight function. In the same way, the
group-constant fission cross section is defined as

νΣf,j,g(r) =
∫ Eg

Eg+1
dE Φ(r, E)νΣf,j(r, E)∫ Eg

Eg+1
dE Φ(r, E)

, j = 1, . . . , Nf , (1.21)

for each of the Nf fissile isotopes, with Φ the scalar flux,

Φ(r, E) =
∫

4π
dΩψ(r,Ω, E).

The evaluation of the multigroup cross sections leads to two main issues: at first, the integrals
can not be evaluated exactly since this would imply the knowledge of the flux itself, which is
the unknown. Secondly, the use of the exact formulation of the multigroup cross sections
would introduce an undesired angular dependence in the cross sections.

In practice, Eqs (1.19) and (1.20) are not evaluated analytically but approximately. The
angular dependence is typically neglected by using the scalar flux as weight function, rather
than the angular flux. If cross sections presents mild variations within the group, the space
dependence is also neglected, and the flux is replaced by a properly chosen energy spectrum.
For heavy and intermediary isotopes having resonances, however, one has to use a problem
dependent flux which is obtained via approximations using the self-shielding method. A brief
introduction to self-shielding is proposed in the following.

As a matter of fact, the error involved by the approximation is greater the larger the
amplitude of the energy intervals. At the same time, the greater the number of groups, the
higher the calculation cost. The number of groups is therefore a free parameter that is chosen
by establishing a compromise between computational cost and accuracy.

The self-shielding formalism

The multi-group cross sections are evaluated through nuclear data libraries processing systems
such as NJOY, [13]. These operate on the microscopic cross sections, rather than macroscopic.
Macroscopic cross sections are typically evaluated by the deterministic solver, for each media,
only when the energy discretization have been already applied. Each of the multigroup
microscopic cross section,

σi,j,g(r) =
∫ Eg

Eg+1
dE Φ(r, E)σi,j(E)∫ Eg

Eg+1
dE Φ(r, E)

, (1.22)
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with the j-index denoting the isotope and i the reaction type, is evaluated by neglecting
the spatial dependence and approximating the flux with an appropriate energy spectrum.
Neutron libraries are generated using a Maxwellian spectrum for thermal groups, a 1/E
spectrum for slowing-down regimes, and a fission spectrum for fast groups. For photons,
instead, a 1/E energy spectrum is commonly used, [14].

Equation (1.22) is evaluated using as σi,j the pointwise cross sections (PENDF), also
evaluated by NJOY, through a series of calculations including interpolations of ENDF
(Evaluated Nuclear Data File) libraries, [15], and Doppler broadening at the given temperature.

The calculation of the multigroup cross sections is a relevant issue for reactor calculations
due to the characteristics of the neutron-matter cross sections, and in particular due to the
presence of resonance isotopes such as 238U. The effect of resonances is visible as a peaked
increase in the microscopic cross section, even of several orders of magnitude, around a
given energy value. For the same interval, a simultaneous sinking of the neutron flux can
be observed. This physical phenomenon takes the name of self-shielding and the resultant
reaction rates exhibit a much milder variation with respect to the punctual cross section
values. Self-shielding is typically accounted by modern deterministic codes using appropriated
energy meshes, and performing a pre-treatment of cross sections of resonant isotopes by mean
of ad-hoc methods able to properly model resonances, [16, 17].

Resolution scheme of the multigroup Neutron Transport Equation

Multigroup approximation transforms the NTE, Eq. (1.2) into a set of mono-kinetic equations,

Lgψg =
Ng∑
g′=1
Hg,g′ψg′ +

Ng∑
g′=1
Fg,g′ψg′ +Qext,g g = 1, Ng, (1.23)

coupled together by the transfer and by the fission operator. Lgψg, Hg,g′ψg′ and Qext,g are
the displacement-plus-removal term for the group g,

Lgψg = (Ω · ∇+ Σg(r))ψg(r,Ω), (1.24)

the transfer term from group g′ to g,

Hg,g′ψg′ =
∫

4π
dΩ′Σg,g′(r,Ω′ ·Ω)ψg′(r,Ω′), (1.25)

and the group constant source

Qext,g =
∫ Eg

Eg+1
dE Qext(r,Ω, E), (1.26)
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respectively. Fg,g′ψg′ is the fission operator

Fg,g′ψg′ = 1
4π

Nf∑
j=1

χj,g

∫
dΩ′νΣf,j,g′(r)ψg′(r,Ω′), (1.27)

giving the fission neutrons appearing in group g from fissions occurring in group g′, with
χj,g =

∫ Eg

Eg+1
dE χj(E).

Since too large to be directly inverted, the system of equations is solved by iterating on
the source terms. In the presence of fissile isotopes, a first iterative scheme, called outer
iterations, is employed in order to converge the solution on the fission source. Each iteration
(o),

Lgψ(o+1)
g −

∑
g′

Hg,g′ψ
(o+1)
g′ =

∑
g′

Fg,g′ψ
(o)
g′ +Qext,g g = 1, Ng. (1.28)

consists in solving a whole multigroup calculation for a fixed fission source. The fission source
is then updated, for each energy group g, at the end of each iteration.

Within each outer iteration, a second iterative scheme acting on the scattering source
is used. This is conventionally made of two levels: the first, known as thermal iterations,
perform Gauss-Seidel iterations over the scattering source from group-to-group. The second
level instead, known as inner iterations, consists of fixed-point iterations on the self-scattering
source. Whenever neutral particle transport takes place in a pure slowing down regime,
this scattering matrix is lower triangular. That is, the only groups that contribute to the
scattering source of the g group are the higher energy groups g′ < g. In the pure slowing
down regime, the system of equations, Eq. (1.23), is solved exactly by addressing equations
in order, starting from the group with the highest energy downwards, and progressively
updating the scattering source of the lower energy groups. If up-scattering is present, as
usually is the case for neutrons at low energies, particles colliding in group g′ may contribute
to the source term of higher energy groups g < g′. This results in a transfer matrix presenting
non-zero terms on the above-diagonal part. The dependence given by up-scattering is solved
by thermal iterations using a Gauss-Seidel scheme. Hence, per-group equations are solved one
after the other, like for the pure slowing down regime, and keeping constant the up-scattering
source. Once the iteration is completed, the up-scattering source is updated and the process
is repeated starting from the highest energy group affected by up-scattering. By rewriting
Eq. (1.23) indicating with (t) the iterative index of the thermal iterations, the process can be
described as

(Lg −Hg,g)ψ(t+1)
g =

∑
g′<g

Hg,g′ψ
(t+1)
g′ +

∑
g′>g

Hg,g′ψ
(t)
g′ +Q

(o+1)
ext+f,g g = 1, Ng. (1.29)

14



1.2 Solving the Neutron Transport Equation

where the first two terms on the RHS represent the contribution of down-scattering and
up-scattering of the transfer operator respectively, and

Q
(o+1)
ext+f,g =

∑
g′

Fg,g′ψ
(o)
g′ +Qext,g.

While solving Eq. (1.29) for a fixed scattering source from other groups, the Lg − Hg,g
operator still have to be inverted. This is done solving the mono-kinetic transport problem,

Lgψ(i+1)
g = Hg,gψ(i)

g +Q(t+1)
g g = 1, Ng, (1.30)

by updating, at each inner iteration (i), the self-scattering source Hg,gψ(i)
g . Here, (i) is the

inner iterations index while Q(t+1)
g is defined by the sum of the scattering source from other

groups plus fission and external source,

Q(t+1)
g =

∑
g′<g

Hg,g′ψ
(t+1)
g′ +

∑
g′>g

Hg,g′ψ
(t)
g′ +

∑
g′

Fg,g′ψ
(o)
g′ +Qext,g. (1.31)

Furthermore, inner iterations are also responsible of updating the incoming fluxes at the
domain boundaries by applying boundary conditions, as in Eq. (1.7).

In conclusion, the multigroup approximation transforms the continuous energy transport
equation into a set of mono-kinetic equations solved, at each iteration, for a fixed source
term. From now on, the group index g will be dropped unless necessary.

1.2.2 The treatment of the transfer operator

The treatment of the angular dependence of the transfer operator is generally carried out
under the hypothesis of isotropic media. That is to say that the scattering cross sections is
assumed varying with the deflection cosine µ̂ = Ω′ ·Ω, rather than with directions Ω′ and
Ω separately. The dependence over µ̂ is generally expressed using a series expansion over
orthogonal Legende polynomials, [12]. The scattering cross section is rewritten as

Σs(µ̂, r) ≈ 1
2
∑
k

Pk(µ̂)Σs,k(r), (1.32)

where Pk is the Legendre polynomial of order k, and Σs,k are the moments of the expansion
multiplied by the normalization coefficient (2k + 1), i.e.

Σs,k(r) = (2k + 1)
∫ 1

−1
dµ̂Pk(µ̂)Σs(r, µ̂). (1.33)

In practice, the summation over moments k is truncated at order K, taking the name of
anisotropy order of the scattering operator.
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By introducing the addition theorem,

Pk(Ω′ ·Ω) = 1
2π

k∑
l=−k

Ak,l(Ω)Ak,l(Ω′), (1.34)

Legendre polynomials can be rewritten as the sum of spherical harmonics functions. In this
document we consider as harmonic functions the Schmidt’s real-valued spherical harmonics,

Ak,l(Ω) =


(−1)l

√
2(k−|l|)!
(k+|l|)! P

|l|
k (µ)sin(|l|φ) if l < 0,

P 0
k (µ) if l = 0,

(−1)l
√

2(k−l)!
(k+l)! P

l
k(µ)cos(lφ) if l > 0,

(1.35)

where θ and φ are the polar and the azimuthal components of direction Ω, µ = cos(θ) is the
polar cosine, and P lk are the associated Legendre functions, defined by

P lk(µ) = (−1)l
2kk! (1− µ2)l/2 d

k+l

dµk+l ((µ
2 − 1)k). (1.36)

By substituting the cross section expansion of Eq. (1.32), and the addition theorem,
Eq. (1.34), into Eq. (1.25), the scattering kernel (for any couple of group indexes g and g′)
can be rewritten as

Hψ =
K∑
k=0

Σs,k(r)
k∑

l=−k
Ak,l(Ω)ϕk,l(r). (1.37)

where ϕk,l are the angular moments of the flux, defined by the integral

ϕk,l(r) =
(
Ak,l, ψ

)
= 1

4π

∫
4π
dΩAk,l(Ω)ψ(r,Ω). (1.38)

Schmidt’s Spherical harmonics are a family of not-normalized orthogonal functions. They
constitute a basis for the angular variable Ω over the unit sphere S2 = {(θ, φ) | θ ∈ [0, π], φ ∈
[0, 2π]}, and they obey to relation

1
4π

∫
4π
dΩAk,l(Ω)Ak′,l′(Ω) = 1

2k + 1δk,k
′δl,l′ . (1.39)

An almost isotropic scattering such as the one occurring between neutrons and heavy
nuclei can be described using a low order expansion in Legendre polynomials (low K value).
On the other hand, interactions between neutrons and light nuclei (e.g. hydrogen), as well as
many photons-matter interactions, are characterized by highly anisotropic scattering, thus
requiring a high order of anisotropy K to be properly represented. Since the deflection angle
and the energy variation are often linked in the scattering law (i.e. in elastic scattering), the
scattering anisotropy may be also influenced by the energy discretization. In general, the finer
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1.2 Solving the Neutron Transport Equation

the groups, the higher the degree of anisotropy K required, [18]. As K is increased, also the
number required of flux angular moments is increased. In particular, for three-dimensional
geometries, the number of spherical harmonics involved in the flux expansion is H = (K+1)2.

In the following, wherever possible, we will index spherical harmonics functions (and so
also the related moments) using the more synthetic single-index notation ⟨Ah⟩h=1,H instead
of notation ⟨Ak,l⟩k=0,K l=−k,k.

By defining with AH the space spanned by spherical harmonics of order smaller or equal
than K,

AH = span{Ah(Ω), h ≤ H(K)},

and AH the column vector containing the first H spherical harmonics, namely AH =
{Ah(Ω)}h=1,H , the scattering operator of Eq. (1.37), can be rewritten as

Hψ =
H∑
h=1

Σs,k(h)(r)Ah(Ω)ϕh = AH(Ω) ·Σs,H (AH , ψ) . (1.40)

The projection operator (AH , ·), defined as in Eq. (1.38) but for vector AH , converts the
continuous angular flux into angular flux moments,

ϕH(r) = (AH , ψ) = 1
4π

∫
4π
dΩ AH(Ω)ψ(r,Ω), (1.41)

with ϕH as the vector ϕH = {ϕh(r)}h=1,H .
Matrix Σs,H = diag{Σs,k(h), h = 1, H} represent the discretized scattering operator relating
angular flux moments to the angular moments of the scattering source, according to

qH(r) = Σs,H(r)ϕ(r), (1.42)

with qH = {qh(r)}h=1,H as the vector containing the moments of the scattering source,
represented on the spherical harmonics space AH , namely qh = (Ah, q). Σs,H is a diagonal
matrix of dimension H ×H containing the moments of the scattering cross section Σs,k(h),
numbered according to the h index. At last, operator AH(Ω) · converts the angular moments
of the scattering source, defined over the finite-dimensional space AH , into the angular
continuous scattering source q, i.e.

q(r,Ω) = AH(Ω) · qH(r). (1.43)

We remark that no normalization coefficient is required in Eq. (1.43) since it is already
included in the definition of the scattering cross section moments, Eq. (1.33).
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By substituting Eq. (1.40) into Eq. (1.30), and dropping the group index g and the
iterative index (i), the mono-kinetic transport equation can be rewritten as

Ω · ∇ψ(r,Ω) + Σ(r)ψ(r,Ω) =
H∑
h=1

Σs,h(r)Ah(Ω)ϕh(r) +Q(r,Ω), (1.44)

where Q is a generic source term for the given source iteration. The introduction of expansion
Eq. (1.32) has therefore led to a discretization of the transfer kernel. As shown, this has
introduced a representation of the scattering source over the finite-dimensional space AH ,
limited by the order of anisotropy K. At the same time, however, no approximation has been
introduced on the angular flux, which still has to be discretized, [19].

The transport correction

In the field of photon transport, forward-peaked scattering phenomena are quite common,
[20]. In such cases, photons experience minimal deflection at each interaction, resulting
in a distribution of the deflection cosine µ̂ = Ω ·Ω′ very peaked around 1. The standard
Legendre Polynomials expansion of the scattering cross section is ineffective in representing
such anisotropic interactions: the required anisotropy order would be unacceptably high, so
leading to unreasonable computational costs. A common remedy is the use of the so-called
transport correction, [21, 22]. This method consists in approximating the scattering cross
section by the addition of a delta-scattering term. In practice, Σs is rewritten as

Σs(Ω ·Ω′) ≈ 1
4πAH(Ω)Σ

c

s,HAH(Ω′) + Σcδ(1−Ω ·Ω′) (1.45)

where H is a reasonably low order of the spherical harmonics expansion, Σ
c

s,H is the corrected
scattering matrix, having the corrected moments Σc

s,k(h) = Σs,k(h) − Σc on its diagonal, and
finally Σc = Σc

s,k(h+1). The second term on the RHS of Eq. (1.45) is the delta-scattering
term. In order to properly account for particles scattered forward, the angular discretization
technique employed in the calculation must be able to properly integrate delta-scattering. In
other word, the discretization should be able to account for a delta-scattering term, [20],

(Hδϕ)(Ω) = Σcψ(Ω). (1.46)

Transport correction has to be intended as a method for accounting for the forward-peaked
component of the scattering law within a standard scattering kernel discretized by Legendre
polynomials. However, for certain highly forward peaked scattering problems, such as particle
beam simulations, it may be preferable to represent the scattering law by a Fokker-Plank
kernel, [23], rather that using the standard Legendre expansion.
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1.2 Solving the Neutron Transport Equation

1.2.3 Angular discretization of the mono-kinetic transport equation

Traditionally, the techniques used for the angular discretization of Eq. (1.44) are two: the
Spherical Harmonics method (PN ), and the Discrete Ordinates method (SN ). We will now
provide a brief presentation of the two, omitting for a moment the spatial variable.

Angular discretization by Spherical Harmonics: the PN method

In the PN method the angular flux is represented using the spherical harmonics expansion,

ψ(Ω) =
∑
h

ahAh(Ω)ϕh = A · ϕ, (1.47)

where ah are the normalization coefficients ah = 2k + 1, with k = k(h), and A(Ω) =
{ahAh(Ω)}. By substituting Eq. (1.47) and the matrix formulation of Eq. (1.40) into
Eq. (1.44), and projecting the equation over the finite-dimensional basis AH , we obtain a
system of equation for the flux angular moments ϕ, namely

(AH ,AΩ) · ∇ϕ+ Σ(AH ,A)ϕ = (AH ,AH)Σs,Hϕ+ (AH , Q) . (1.48)

Because of the orthogonality of the spherical harmonic basis, (AH ,AH) is an H×H diagonal
matrix. In the same way also matrix (AH ,A) displays the same diagonal pattern. The
second term on the RHS of Eq. (1.48) contains the projections of the source term over
spherical harmonic basis AH . The matrix (AH ,AΩ) at the first term of the LHS describes
the coupling between the different equations of the system. By employing spherical harmonic
properties, AΩ can be expressed as a linear combination of spherical harmonics of different
orders. In particular, Ak,lΩ can be written in terms of spherical harmonics of order k − 1, k,
and k + 1. Therefore, matrix (AH ,AΩ) describes a non-diagonal coupling between different
order equations. The system of equations is closed by setting to zero the high-order flux
angular moments for k > K.

The solution provided by the PN method is continuous in angle and its quality is given by
how well the space AH is able to represent the effective angular distribution of the solution.
Because of the sparsity pattern of matrix (AH ,AΩ), the PN method becomes particularly
expensive for highly anisotropic problems.

Angular discretization by Discrete Ordinates: the SN method

The Discrete Ordinates method (SN ) consists in approximating the angular flux ψ ∼ ψ(Ωd)
along a finite set of directions SN = {Ωd}d=1,D, and in numerically computing the integral
for the angular flux moments, defined in Eq. (1.38). The integral is solved using a numerical

19



Background

quadrature {Ωd, wd}d=1,D, namely

ϕh = 1
4π

∫
4π
dΩAh(Ω)ψ(Ω) ≈

D∑
d=1

wdAh(Ωd)ψ(Ωd), (1.49)

where wd are the quadrature weights, while the fluxes ψd = ψ(Ωd) are computed solving
Eq. (1.44) along the discrete set of directions. Discrete Ordinates is a collocation method
allowing to rewrite Eq. (1.44) as a system of equations,

Ωd · ∇ψd + Σψd = AH(Ωd) ·Σs,HϕH +Qd for d = 1, . . . , D, (1.50)

coupled together by the flux angular moments ϕH , evaluated as in Eq. (1.49). Qd = Q(Ωd)
is the source term (defined in Eq. (1.31)) evaluated along the discrete set of directions SN .

By grouping together the different equations of Eq. (1.50), we can write

LSNψD = MHΣs,HDHψD + QD, (1.51)

where ψD = {ψd}d=1,D, QD = {Qd}d=1,D, and LSN is a diagonal matrix containing terms
Ωd · ∇ + Σ, representing the SN -discretized form of the streaming-plus-removal operator.
MH and DH are known with the name of moment-to-discrete and discrete-to moment matrix
respectively. The first,

MH = matrix{Ah(Ωd), h = 1, . . . ,H, d = 1, . . . , D},

transforms the scattering source defined over the spherical harmonic space AH into the space
of discrete direction SN . The second, instead, transforms the discrete angular flux ψD, into
the flux angular moments ϕH . The discrete-to-moment matrix is defined as

DH = M
T

HW,

where M
T

H is the transpose of the moment-to-discrete matrix, and W is the D ×D matrix
having on the diagonal the quadrature weights wd. Quadrature formulae are typically
chosen in such a way that the largest number of angular flux moments ϕh is integrated
exactly. Furthermore, the set of discrete directions has to be invariant under the geometrical
transformations associated to the boundary conditions (see Section 1.1.2).

We notice how the SN method diagonalizes the streaming-plus-removal operator, allowing
to invert Ωd ·∇+Σ for each direction Ωd independently. This gives the method a considerable
effectiveness in terms of computational cost. Furthermore, D, i.e. the number of equations
in Eq. (1.50), is not strictly related to the order of the spherical harmonics expansion H, and
so to the anisotropy order K. The number of directions D is typically chosen so that the
angular quadrature is able to integrate all flux angular moments ϕh up to the order H. On
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1.2 Solving the Neutron Transport Equation

the other hand, an increase in the number of spherical harmonics H simply affects the size of
the matrices involved in the scattering operator. IDT, like most transport solvers, relies on
the SN method.

1.2.4 The spatial discretization

By introducing the Legendre polynomial expansion of the scattering operator, and using the
Discrete Ordinates approximation, the mono-kinetic transport problem, defined in Eqs. (1.30)
and (1.31), can be rewritten as

(Ωd · ∇+ Σ(r))ψ(i+1)
d (r) = q

(i+1)
d (r) for d = 1, . . . , D. (1.52)

At each iteration (i+ 1), the source in direction Ωd, i.e. q(i+1)
d , is updated according to

q
(i+1)
d (r) = AH(Ωd) ·Σs,H(r)ϕ(i)

H (r) +Q
(t+1)
d (r) for d = 1, . . . , D, (1.53)

with Q
(t+1)
d as the source contribution coming from other groups, and the flux angular

moments

ϕ
(i)
H (r) =

D∑
d=1

wdAh(Ωd)ψ(i)
d (r), (1.54)

updated using the flux of previous iteration (i).
In order to solve Eq. (1.52), the introduction of a discretization of the spatial variable is

required. Many techniques are available and have been employed over the years, [24]. These
include for example Finite Differences, Finite Elements, and the Method of Characteristics.
The IDT solver makes use of the spatial discretization by the short-characteristics method.
This is based on the integral formulation of the transport equation and relies on a linear
polynomial representation of the boundary fluxes and of the source term. The method
solves for the flux within regions by integrating along characteristic lines, [25]. A detailed
description of short-characteristics method is provided in the following section.

Introduction to the short-characteristic method

In IDT, the spatial variable is discretized using Cartesian conformal grids and assuming the
medium properties to be constant within each spatial region. Let now consider a generic
Cartesian region T ∈ R3, defined as

T ≡ X T × YT ×ZT (1.55)
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with

X T ≡ {x ∈ R | x1 ≤ x ≤ x2}T ,

YT ≡ {y ∈ R | y1 ≤ y ≤ y2}T , (1.56)
ZT ≡ {z ∈ R | z1 ≤ z ≤ z2}T ,

where the intervals [x1, x2]T , [y1, y2]T , [z1, z2]T describe the region extension along the XYZ
axes. We indicate by Γ ≡ ∂T the region boundaries, and by (xm, ym, zm) the centroid of the
mesh region. We define Γi as one of the six faces of boundary Γ = ⋃

i=1,6 Γi. For convenience,
however, we will not address boundary faces with index i, but we will rather use indices s′

and s to respectively distinguish between “entering” sides

Γs′ ∈ Γ−
d = Γ−(Ωd) = {r ∈ Γ| n(r) ·Ωd < 0},

and “exiting” sides

Γs ∈ Γ+
d = Γ+(Ωd) = {r ∈ Γ| n(r) ·Ωd > 0},

for each discrete direction Ωd. Here, with n we indicates the outgoing normal direction.
Further, according to the homogeneous assumption, we have Σ(r) = Σ for r ∈ T .

In IDT, the one-group streaming-plus-removal operator Ld = Ωd·∇ + Σ(r) is locally
inverted within each mesh region using the short-characteristics method, based on the integral
form

ψd(rs
′ + tΩd) = ψd(rs

′)e−Σt +
∫ t

0
qd(rs

′ + t′Ωd)e−Σ(t−t′)dt′, (1.57)

= ψd(rs
′)e−Σt +Kqd(t, rs

′
,Ωd),

whereK is the convolution operatorK(t, rs′
,Ω) =

∫ t
0 dt

′ e−Σ(t−t′) (see Section 1.1.2). Eq. (1.57)
gives the analytical angular flux for any point r = rs′ + tΩd along a local trajectory crossing
region T . The symbol rs′ indicates the intersection point of the trajectory with the entering
side Γs′ of boundary Γ.

Also, from Eq. (1.57) we can obtain the outgoing flux for any point rs = rs′ + LΩd on
the outgoing side Γs as

ψd(rs) = ψd(rs
′)e−ΣL +Kqd(L; rs′

,Ωd), (1.58)

where L is the length of the chord delimited by the two surfaces Γs′ and Γs, namely
L =

∣∣∣rs − rs′
∣∣∣. Figure 1.2 provides a graphical representation of the reference system along

the characteristic line r = rs′ + tΩd.
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Fig. 1.2 Illustration of characteristic line coordinate system.

According to the short-characteristics approximation, the source qd and the incoming
interface fluxes ψs′

d are defined as lying on the finite-dimensional spaces PM = {Pm(r),m =
1, . . . ,M} and PsK = {P sk (r), k = 1, . . . ,K}, respectively. The ranks of the bases are
respectively M = 4 and K = 3 for the linear spatial order, and M = 1 and K = 1 for the
constant one. PM and PsK are the spaces spanned by the local orthonormal Legendre bases
(written up to the linear order), defined as

P(r) = {Pm(r)}m=1,4 =
[
1, 2(x− xm)

(x2 − x1) ,
2(y − ym)
(y2 − y1) ,

2(z − zm)
(z2 − z1)

]T
, (1.59)

and

Ps(r) = {P sk (r)}k=1,3 =



[
1, 2(y−ym)

(y2−y1) ,
2(z−zm)
(z2−z1)

]T
for ns = ±ex,[

1, 2(x−xm)
(x2−x1) ,

2(z−zm)
(z2−z1)

]T
for ns = ±ey,[

1, 2(x−xm)
(x2−x1) ,

2(y−ym)
(y2−y1)

]T
for ns = ±ez,

(1.60)

respectively. The approximation allows to express the source and the incoming flux with the
local linear expansions,

qd(r) =
∑

m=1,M
αmPm(r)qd,m for r ∈ T , (1.61)

ψs
′
d (r) =

∑
k=1,K

βs
′
k P

s′
k (r)ψs′

d,k for r ∈ Γs′
, (1.62)

where αm and βs′
k are normalization coefficients. The spatial moments in Eq. (1.61) and (1.62)

are defined by the volume projections of the source,

qd,m = (Pm, qd) = 1
V

∫
T
dr Pm(r)qd(r), (1.63)
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and the surface projection of the angular flux,

ψs
′
d,k =

〈
P s

′
k , ψd

〉s′

= µs
′
d

As′

∫
Γs′

dr P s′
k (r)ψs′

d (r), (1.64)

with µs′
d = |Ωd ·ns′ |, ns′ the outgoing normal of face s′, and the volume and surface measures

defined as

V =
∫

T
dr = (x2 − x1)(y2 − y1)(z2 − z1), and

As
′ =

∫
Γs′

dr =


(y2 − y1)(z2 − z1) for ns′ = ±ex,
(x2 − x1)(z2 − z1) for ns′ = ±ey,
(x2 − x1)(y2 − y1) for ns′ = ±ez.

Derivation of the short-characteristic method

The short-characteristic method, relies on two equations: the volume-balance equation,
solving for the volume-integrated spatial moments of the flux,

ψd = (P, ψd) = 1
V

∫
T
dr P(r)ψd(r), (1.65)

and the transmission equation, solving for the spatial moments of the flux integrated on the
region interfaces,

ψsd = ⟨Ps, ψd⟩s = µsd
As

∫
Γs
dr Ps(r)ψsd(r). (1.66)

These are obtained by substituting the source and the interface-flux expansions Eq. (1.61)
and Eq. (1.62) into the integral transport equations Eq. (1.57) and Eq. (1.58). Then, the flux
along the trajectory, described by Eq. (1.57), and the flux in the outgoing point rs′ , given by
Eq. (1.58), are projected using Eq. (1.65) and (1.66), respectively, to obtain

ψd = Cdqd +
∑

s′∈Γ−(Ωd)
I
s′

d ψ
s′
d , (1.67)

ψsd = E
s

dqd +
∑

s′∈Γ−(Ωd)
T
s,s′

d ψs
′
d for s ∈ Γ+(Ωd). (1.68)

with ψd = {ψd,m}m=1,M as the vectors of the spatial moments of flux within the region,
ψs

′
d = {ψs′

d,k}k=1,K and ψsd = {ψsd,k}k=1,K as the vectors of the spatial moments of flux on
the incoming and outgoing boundaries respectively. qd = {qd,m}m=1,M is the vector of the
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Fig. 1.3 Illustration of the region volume partitioning in the integration of the short-
characteristics coefficients. Image taken from [26].

source spatial moments, expressed as

qd =
H∑
h=1

Ah(Ωd)qh + Qd (1.69)

with qh = Σs,hϕh. (1.70)

The four matrices: the collision, Cd, the incoming, I
s′

d , the escape, E
s

d, and the transmission,
T
s,s′

d , are computed analytically as

C(Ωd) = Cd = (P, KP) = 1
V

∫
T
dr P(r) ⊗

∫ t

0
e−Σ(t−t′)P(rs′ + t′Ωd) dt′,

I
s′

(Ωd) = I
s′

d = (P, e−ΣtPs′) = 1
V

∫
T
dr P(r)⊗ e−Σt Ps′(rs′),

E
s
(Ωd) = E

s

d = ⟨Ps, KP⟩s = µsd
As

∫
Γs
drs Ps(rs)⊗

∫ L(rs,rs′ )

0
e−Σ[L(rs,rs′ )−t′]P(rs′ + t′Ωd) dt′,

T
s,s′

(Ωd) = T
s,s′

d =
〈
Ps, e−ΣtPs′〉s = µsd

As

∫
Γs
drs Ps(rs)⊗ e−ΣL(rs,rs′ )Ps′(rs′),

with ⊗ being the tensor product.
Figure 1.3 provides a graphical illustration of the coupling described in short-characteristics

matrices. The three images depict respectively the contribution of particles incoming from
the left, front and bottom boundaries, along a prescribed direction Ω, and contributing
to the top boundary flux. Within each subregion, delimited by solid-lines, characteristic
lines (generated by points on the incoming boundary and tracked along the direction Ω) are
limited by a single couple of interfaces (s, s′). The short-characteristics matrices are obtained
performing integrals on each of this subregions individually, [2, 26].
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The short-characteristics and discrete ordinates methods lead to a response-matrix
formalism describing the particle transfer between spatial regions for each direction of the
angular quadrature. The approximation applies locally to each spatial region meaning that
particle transport across the domain is not exact, unlike MOC, but it is exact only within
regions.

In the following we will refer to the short-characteristic method using the linear spatial
bases as linear-characteristics (LC), while with step-characteristics (SC) we will denote the
short-characteristic method with the constant spatial bases.

The linear-characteristics method does not ensure the positivity of the solution, which is
instead guaranteed for step-characteristics. However, linear-characteristics have been proved
to reproduce streaming effects, such as rays propagation, with a good accuracy and displaying
a low numerical diffusion along the directions perpendicular to the propagation one, [27].
The main drawback of the short-characteristics method, like for many response-matrix-based
methods, stays in the need of storing in memory the coefficient matrices in order to avoid their
calculation at each application. This generally results into an undesired memory consumption.

We have presented the short-characteristics method under the assumption of constant
medium properties within each Cartesian region. In IDT, however, this hypothesis can be
relaxed by representing heterogeneous media at the interior of each region. This is particularly
useful since it allows to solve heterogeneous problems while using reasonably coarse meshes.
Since this mode has not been employed in the course of our research, we refer the reader to
readings devoted to this topic, [1, 28, 29].

Short-characteristics solution algorithm

Short-characteristics, together with the discrete ordinates method, allows to transform
Eq. (1.52) into a linear system of equations whose matrix is block-diagonal, where each block
is lower-triangular. Each matrix block describes the coupling between the equations relating
different spatial regions for the same discrete direction. The triangular pattern, instead,
is obtained by Gaussian elimination, numbering regions following the particle propagation
front. At each inner iteration, the scattering source is everywhere known (from the previous
iteration) while the incoming fluxes at boundaries are given by boundary conditions. For
homogeneous boundary conditions, where incoming flux depends on the outgoing (such as
reflection), the incoming flux is given by the last estimate of the outgoing flux. By solving
for the first region (encountered by the propagation front), the outgoing interface fluxes
are obtained and used to feed regions downstream. By sequentially repeating this process
following the propagation front, all regions of the domain are solved. This procedure is
generally known as sweep.

Once the angular fluxes are solved for all regions, and for all directions of the angular
quadrature, the flux moments are evaluated as in Eq. (1.54). As depicted in Algorithm 1,
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the process is repeated by updating the scattering source (see Eq. (1.53)) and boundary
conditions at each interaction.

Algorithm 1: The SN algorithm
1 begin
2 do
3 Set iteration (i+ 1);
4 Initialise ϕ(i+1)

H ←− 0 ;
5 Update q(i+1)

H from ϕ
(i)
H by Eq. (1.70);

6 Update ψs′,(i+1) with boundary conditions: ψs′,(i+1) ←− βs′,sψs,(i);
7 forall Ωd in SN angular quadrature do
8 Compute q(i+1)

d along Ωd by Eq. (1.69);
9 Solve along Ωd: ψ(i+1)

d ,ψ
s,(i+1)
d ←− SWEEP(q(i+1)

d , ψs
′,(i+1)
d );

10 end
11 Compute ϕ(i+1)

H by Eq. (1.54);
12 while ϵ(ϕ(i+1)

H ,ϕ
(i)
H ) ≥ τ ;

13 end

The iterative process is repeated up to when a convergence condition is verified. This
consists in computing at each iteration the relative error L∞-norm

ϵ = max
r=1,Nr
h=1,H
m=1,M

 |ϕ(i+1)
r,h,m − ϕ

(i)
r,h,m|

max{ϕ(i+1)
r,1,1 , |ϕ

(i+1)
r,h,m|}

 , (1.71)

with Nr as the number of spatial regions, and comparing this with the user defined tolerance
τ . When the condition ϵ < τ is verified, inner iterations end.

1.3 On the angular discretization in particle streaming problems

Standard reactor core calculations and radiation shielding studies may present very different
requirements in terms of angular discretization. The first are characterized by optically thick
and highly diffusive media. The scattering source is evenly distributed over the domain,
and the angular flux generally exhibits smooth variations with the angular variable. In such
problems, even a coarse angular quadrature is able to integrate the angular moments with an
acceptable accuracy.

In contrast, shielding calculations deal with a larger variability of media, and also with
more penetrating particles, such as photons. If the medium is little diffusive (the scattering
cross section is much smaller than the total cross section) and the source is defined over
a limited portion of the domain, the flux at a given point outside the source will be very
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anisotropic. The integration of an anisotropic flux requires quadrature rules much finer than
the one used in reactor core calculations. Consider, for example, a problem in which one point
of the domain is experiencing a flux that is peaked in one direction. In order to integrate this
profile it would be useful to have a large number of quadrature directions in the surroundings
of this direction. If the angular quadrature is made of evenly spaced directions, in order to
achieve the desired “density” of directions in the aforementioned surround, the order of the
angular quadrature will have to be increased.

In radiation shielding problems, the use of an inadequate refinement of the discrete
ordinates may dramatically affect the accuracy of the calculation. In particular, it may give
rise to the so-called ray-effect, [30, 31]. Ray-effect consists in a series of numerical artifacts
visible as distortions of the spatial distribution of the scalar flux (as well as of the flux
angular moments). It is typical of multidimensional calculations while it is not experienced
in stationary 1-D problems. The ray-effect distortions are due to the inability of the angular
quadrature to represent the effective particle streaming. Even if the flux is solved exactly
along the directions of the angular quadrature, these directions may not be representative
of the actual directions along which particles streams. A solution affected by ray-effect
will manifest regions where the flux is particularly picked (where the quadrature directions
match the effective particle streaming directions), at the expense of others where the flux
is unphysically depressed (streaming directions are not part of the discrete ordinate space).
By simulating a single emitting source region in an infinite and purely absorbing domain,
the average flux computed with SN would appear as a set of concentric rays centered in the
source, hence the name of this phenomenon.

The inability to reconstruct angular moments of the flux may result in large underestimation
of the flux at the detectors (i.e. measurement points) located in the ray-effect ’shaded’ regions.
In the radiation shielding field, underestimating detector responses such as a radiation
doses, for safety reasons, is not acceptable. Hence the importance of an appropriate angular
discretization, and of the use of techniques for the mitigation of ray-effect, [32].

The ray-effect is favoured in problems with poorly scattering media or dominated by
forward-peaked scattering (problems which presents most anisotropic fluxes). For purely
geometrical reasons, the refinement of the spatial discretization can also contribute to a
sharpening of the angular distribution of the flux in the single regions. In addition, the
numerical diffusion introduced by the spatial discretization may accidentally provide a
mitigation of the ray-effect, smoothing out peaks and sinkings. The presence of spatially
localized sources, which are present in many radiation protection calculations, is also a factor
favouring ray-effect. The most pathological case for ray-effect is represented by the calculation
of a point source in vacuum, [33].

The reason of the ray-effect is commonly attributed to the lack of invariance with respect
to arbitrary rotations of the SN discretization, [19, 34]. Since the method of Spherical
Harmonics (PN ) verifies this property, its solutions are not affected by ray-effect. Despite this,
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the representation of strongly anisotropic fluxes is equally problematic as it would require
very high-order flux expansions. Even a P9 discretization (size of the spherical harmonic
base H = 100) may be unable to represent the effective angular dependence of very peaked
fluxes. Furthermore, the PN equations has a non-diagonal structure, so requiring higher
computational costs for the inversion of the streaming operator. This is why, in practice, the
Discrete Ordinates method is still preferred. An example of solutions affected by ray-effect
will be provided in Chapter 4.

1.3.1 Discrete Ordinates with improved angular quadratures

The refinement of angular quadrature typically yields to smoothed ray-effect distortions and
so to a mitigation of the ray-effect. However, this approach may be inefficient since ray-effect
may persist even for extremely high numbers of directions, [31]. For the specific case of a
spherical source in a homogeneous infinite domain, and for any value of the scattering cross
section strictly smaller than the total cross section, it has been also shown how the error
introduced by the SN approximation becomes unbounded as the distance to the source tends
to infinity, [35].

Despite this, several authors have successfully developed new types of angular quadratures
in an effort to mitigate the ray-effect and increase the accuracy of the SN angular discretization.

Probably the most promising approach is given by the use of adaptive quadratures,
i.e., those that present a larger number of directions where they are most needed, so as to
better represent particles streaming, [36]. A notable advance in this regard is given by the
development of LDFE quadratures by Jarrell and Marvin, [37, 38]. These quadratures are
constructed from an octahedral support, successively partitioning its faces into sub-triangles,
and then projecting them onto the unit sphere. The definition of an interpolative basis in
each sub-triangle allows the definition of weights and directions, as well as an error estimator
useful in assessing whether or not the quadrature needs to be refined. The main advantages
of LDFE quadratures are the very high order of convergence (4th order when homogeneously
discretized) and its hierarchical nature, useful in adaptive angular refinements. Jarrell also
demonstrated the possibility of using different orders of the quadrature in different spatial
regions, [37].

Another noteworthy strategy is given by the Icosahedral (IC) quadratures proposed by
Ahrens, [39]. These, being generated from the icosahedron, yield the angular quadrature
invariant to the largest possible set of rotations. Nevertheless, the icosahedron symmetries
are not necessarily the ones on the problem to be solved (in general reflections, 90◦ rotations),
and so, IC quadratures may cause problems in the exact treatment of boundary conditions.
It has been shown how the accuracy of IC quadratures is significantly higher than the one of
standard quadrature rules, e.g. level symmetric. While not directly addressing the problem
of ray-effect, it has been also shown how IC quadratures are able to produce solutions less
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affected by ray-effect than other quadratures due to the better distributions of nodes on the
sphere, [40].

1.3.2 The PN -equivalent SN methods

One of the first approaches to ray-effect mitigation relies on the SN -PN equivalence. Known
that the PN approximation is invariant by rotation, this technique operates by modifying
the discrete-ordinates equations in order to obtain solutions that obey to PN equations. This
approach relies on the addition of an artificial source term within the SN equations, which is
solved iteratively together with the scattering source. Many examples of this technique can
be found in literature, [31, 41-44]. A recent research by R. Sanchez has identified a common
mathematical framework showing how these techniques differ by the definition of the artificial
source, [19]. The method effectively removes the ray-effect, but, as a drawback, it drastically
affects the convergence speed of source iterations, [34].

It is worth mentioning that the so obtained numerical solutions will exhibit the same limits
of the PN method, i.e. the spherical harmonic basis is unable to represent very anisotropic
angular fluxes. Therefore, even a solution obtained by means of the PN -equivalent SN method
could be affected by not negligible errors.

1.3.3 Angular discretization by the Finite Elements method

A vast number of projective methods have also been proposed as alternatives to the more
common SN and PN methods. Examples include angular finite elements and wavelets.
Similarly to the PN method, angular finite elements are based on the representation of the
flux on a finite-dimensional space, but rather than using a set of functions defined on the
entire unit sphere, they use partial-range trial functions. These representations allow for sets
of equations coupled by the streaming operator, but simpler to inverse than PN equations,
[20]. In addition, projective methods such as finite elements and wavelets lend themselves
well for generating adaptive refinements, [45-47].

Angular finite elements have been applied to both the integro-differential formulation and
the second order even-parity form of the transport equation. We do not cover this second
example but provide some references for the curious readers, [48-50].

The discretization of the integro-differential transport equation by means of continuous
finite elements yields a set of SN -like equations coupled for a fictitious source term that must
be solved iteratively, [34]. If, on the other hand, the flux is approximated on a discontinuous
trial space, the equations will present a coupling which is local to each angular element, [34,
51]. The equations will be described by a block diagonal coupling, and they would be solvable
by means of a conventional sweep algorithm. Compared to SN though, each block will have a
larger dimension, as it will describe the coupling between different degrees of freedom of the
single element. Discontinuous trial functions facilitate the generation of hierarchical meshes
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and local angular refinements, [45]. Furthermore, they allow to generate simple mappings
between meshes having different degrees of refinement, [37]. In general, continuous finite
elements are more effective in mitigating the ray-effect with respect to discontinuous ones,
[34], but less capable of providing accurate representations of steep flux variations in the
angular variable.

Morel et al. have performed a comparison of various ray-effect mitigation methods for a
series of 2-D test problems, [34]. In particular they compared a PN -equivalent SN method,
an angular continuous finite element method and an angular discontinuous finite element
method. The authors observed how these methods give different levels of ray-effect mitigation.
They further noticed how the effectiveness of these methods is highly problem dependent,
and unsatisfactory, as the problem resemble the particle propagation from a line source in a
vacuum (source which presents a spatial singularity in 2-D geometries), [34].

1.3.4 Point-like sources treatment and First Collision Source method

We have seen how the point-like source propagation in a vacuum (equivalent to the line source
problem discussed by Morel et al. for 2-D geometries, [34]) is the most pathological case in
terms of ray-effect for SN simulations. The reason of this is to be found in the mathematical
nature of the flux emitted by a point-like source.

Point-like sources

The flux of particles emitted in a purely absorbing medium, by an isotropic point source
Q(r) = Qδ(r− rp) located at rp is expressed by the Green function,

ψu(r,Ω) = Q
1∣∣r− rp
∣∣2 e−τ(r,rp)δ2

(
Ω · êrp

)
, (1.72)

where Q is the source intensity, measuring the number of particles emitted per second and
steradian, êrp is the unit vector defined as êrp = r−rp

|r−rp| , and δ2 is the Placzek’s delta function.
The Placzek’s delta is defined on the surface of the unit sphere such that for a regular test
function f(Ω) we have that ∫

dΩf(Ω)δ2(Ω ·Ω0) = f(Ω0).

Finally, τ is the optical thickness between rp, and position r, defined in Eq. (1.10), [52]. The
term 1/

∣∣r− rp
∣∣2 represents the flux geometrical attenuation, while the exponential term is

the optical attenuation, accounting for particles that have not collided between the emission
point, rp, and point r. The flux energy-dependence (here omitted) resides entirely in the
source density and in the optical attenuation. Eq. (1.72), also known with the name of
point-kernel, presents two singularities: the first is a spatial singularity, and it is related to
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the 1/
∣∣r− rp

∣∣2 term, while the second is a directional singularity, meaning that particles are
directed only along the direction joining the source to the measurement point r, [52].

First Collision Source method

In order to reduce the ray-effect and, at the same time, solve for the flux emitted by localized
sources, First Collision Source (FCS) methods are generally employed, [31]. FCS methods
solve the transport problem, namely Eq. (1.2), by introducing a first-order expansion in
Neumann series of the flux. Thus, the flux is rewritten as the sum

ψ = ψu + ψc. (1.73)

where the first term is the uncollided flux, i.e. the flux of particle emitted by the external
source, and that has not undergone any collision. The second term of Eq. (1.73), is instead
the flux of particles having undergone at least one collision. The uncollided flux, ψu, is
defined by

ψu = L−1Qext, (1.74)

while the collided flux component is obtained by solving

Lψc = Hψc +Hψu. (1.75)

Equation (1.75) is retrieved by substituting the flux expansion, Eq. (1.73), into the transport
equation, Eq. (1.2), and then simplifying the expression using the definition, Eq. (1.74).
Equation (1.75) describes a classical transport problem whose external source is given by the
so-called first collision source,

QFCS = Hψu. (1.76)

The idea of the FCS method is to evaluate the two flux contributions, collided and
uncollided, in two successive steps, and using different discretization techniques for the
streaming-plus-removal operator. The first step, namely the evaluation of uncollided flux, is
solved using an ad-hoc discretized operator LFCS in Eq. (1.74). LFCS has to yield solutions
not affected (or at least less) by ray-effect, and, in the presence of point-like sources, it must
be able to properly handle the spatial singularity of Qext. The second step, i.e. the calculation
of the collided component, is solved by mean of a standard transport calculation fed by the
spatially distributed source QFCS . Finally, the flux solution is retrieved by summing the two
components according to Eq. (1.73).
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Since QFCS is more spatially distributed that Qext, the numerical solution of Eq. (1.75)
is much less affected by ray-effect than the one of the original problem,

Lψ = Hψ +Qext.

Therefore, the discrete-ordinates calculation of the collided flux, Eq. (1.75), requires a much
coarser angular discretization than the original transport calculation. In this sense, FCS
can be seen as a pre-treatment method able to transform the transport problem, i.e. the
propagation of Qext, into one which is cheaper to solve.

At the same time, FCS offers the possibility of solving the uncollided flux contribution,
which is the component most effected by ray-effect (because of the spatially localised nature
of Qext), by an ad-hoc streaming-plus-removal operator, able to completely remove ray-effect
from this component. Furthermore, if Qext is a point-like source, FCS allows to properly
account for the source singularities.

Examples of FCS methods can be found in several general-purpose deterministic transport
codes. These techniques generally differ from each other by the discretization of streaming-
plus-removal operator LFCS for the uncollided flux calculation.

A mock-up version of the IDT solver already has a module capable of performing FCS
calculations. This is based on the Method of Characteristics in a spherical coordinates system,
originally developed by I. Zmijarevic and D. Sciannandrone, [53]. The MOC discretization is
effective in evaluating the uncollided flux emitted from point sources with a good precision.
However, this is limited to the constant spatial order, i.e. it is able to provide only the
average uncollided flux in each region. Further details of this method will be provided in
Chapter 2, while extending MOC for the evaluation of higher order moments.

First Collision Source method features and variants

In general, only peaked and localised sources are used to feed the uncollided flux calculation.
If spatially distributed are also present, they can be aggregated to the first collision source
and solved directly in the second step calculation. The common practice is to use an LFCS
discretized operator for the calculation of point sources, and then modelling volume sources
as an ensemble of point sources. In practice, Qext is defined as the sum of the different point
sources Qp, i.e.

Qext(r) =
∑

p=1,Np

Qp δ(r− rp) (1.77)

with Np as the number of source points, Qp the source intensity, and rp its spatial locations.
This method is simple but can be problematic in the presence of optically thick source regions,
[54]. In such a case, the greatest contribution to the uncollided flux is given by particles
emitted by the outer layer of these regions. In this regard, particular care must be taken
when decomposing optically thick regions into point sources.
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The main limit of FCS is the inability to completely remove numerical errors related to
ray-effect since acting on the uncollided flux uniquely. Ray-effect may still be generated by
the angular discretization involved in the collided flux calculation. In addition, it can be
demonstrated that the analytical formulation of QFCS may also be singular, [52]. Several
authors have proposed techniques derived from the standard First Collision Source method in
order to tackle the ray-effect associated to n-th collided sources. For example, the Adaptive
Collision Source method proposed by W.J. Walters and A. Haghighat uses a n-th order
Neumann expansion of the flux and solves for each order varying adaptively the discrete-
ordinates quadrature order, [55]. X. Wang et al. has similarly tackled the problem by
selectively applying a ray-tracing operator to portions of the n-th collided source, [56, 57].
Their approach is similar to a nested FCS method, where portion of the n-th order scattering
sources are removed from the discrete ordinates calculations and solved separately using a fine
discretization of the streaming-plus-removal operator. According to the authors, the method
aims to mitigate ray-effect where this is needed the most, i.e. in flux contribution associated to
particle migrations from peaked scattering sources along a several order scattering expansion.

1.4 The Domain Decomposition Method for the resolution of
the Neutron Transport Equation on distributed parallel
architectures

The growing demand for computational resources has led over the years to the development
of increasingly powerful hardwares. However, because of technological limitations, the
evolution of computers has progressively moved towards "machines" with distributed (and
not necessarily uniform) resources, both in terms of memory and computing power. Given
these progresses, softwares initially developed for serial calculation became ineffective on
these modern architectures. In order to take full advantage of the resources offered by new
architectures, algorithms had to adapt. It became necessary to resort to algorithms, sometimes
less effective in serial calculations, but with a greater parallel efficiency. In particular, a
common approach is to use Domain Decomposition Methods (DDM). These methods rewrite
the original transport problem in terms of a set of sub-problems coupled together by setting
the continuity of the interface angular flux. Each sub-problem typically deals with a portion
of the original phase space. The advantage are twofold: on the one hand DDM allows to
solve calculations in parallel, by simply running sub-problems on multiple calculation unit.
On the other hand, it allows to partition the memory demand, so as to meet the distributed
architecture of the memory resources.

In this section, we want to provide a brief introduction to modern computational
architectures and parallelism models in shared and distributed memory. We will also present
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Domain Decomposition Methods and, in particular, the domain decomposition employed by
IDT. The essence of this section is taken from the Ph.D. thesis of R. Lenain, [58].

1.4.1 Brief introduction to the modern parallelism models

Modern computing architectures are equipped with one or more processing units (CPU or
processors), and a primary storage unit, namely the memory (RAM). Each processor is made
of several calculation units, i.e. the cores, which are capable of independently executing the
operations required by an algorithm accessing the same memory. An algorithm running on
multiple cores and accessing to the same memory is said to make use of shared-memory
parallelism. This consists in decomposing the algorithm operations into tasks, and solving
them with independent logical computing units, called threads. By executing threads on
different cores, the algorithm can be solved in parallel. Since threads access, and possibly
modify, the same memory in parallel, particular care must be given to ensure the coherence
of the memory throughout the calculation. Concurrent access to the memory may lead to
the so-called race conditions. These are avoided by explicitly setting synchronization points,
where threads wait for each other before proceeding the calculation. CPUs make use of a
fast-access memory, called cache, which acts as a local copy of RAM data. Cache commonly
has a hierarchic structure, typically divided in two or three levels. Lower-level caches have
smaller capacity but fast access time with respect to higher-level caches. If the data on which
the processor is to operate fit into the cache memory, cores can access data more easily and
with a reduced number of cycles. Algorithms that perform a large number of operations on
the same portion of memory, fully allocated in the cache, will have to perform few copies of
data between cache and RAM during execution. The resulting increase of the calculation
speed is commonly referred to as the cache effect.

Ordinary computers, that fit this description, have two main technological limitations.
The first concerns the size of the memory, which generally ranges from tens to hundreds of
GB. The second is instead related to the number of cores per processor, which, in normal
CPUs can range up to tens of units. In order to employ larger amount of resources, both in
terms of memory and in terms of computing power, the use of cluster-type architectures (or
distributed-memory architectures) is mandatory. These architectures consist of a number of
distinct computers (nodes), each operating on its own memory unit, and connected together
by an interconnection network. Software capable of operating on these architectures make
use of distributed-memory parallelism. This model of parallelism is based on the execution
of a number of processes on the nodes of the cluster machine. These processes operate
on a private memory, without having access to the private memory of the other processes.
Synchronizations and data communications are carried out by means of an exchange of
messages, which are explicitly described by the programmer. Several modern computational
codes, make use of a hybrid shared-memory/distributed-memory parallelism model. In
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this way, they can benefit of the larger amount of memory offered by distributed-memory
architectures, as well as the multithread parallelism.

The performances of parallel calculations

By solving a calculation with N processes, it is reasonable to expect the computation time
to be reduced by a factor of N with respect to the time of serial computation (i.e., solving
the calculation with a single process). In practice, however, this is not the case in general.
Parallel algorithms tend to be less effective than the ideal scaling because of the overhead of
communications, and the idle time of processes. This latter comes from two factors:

• the non-uniform load of the processes which determines the minimal time required to
solve the problem in ideal conditions. In fact, even if all processes can be started at
the same time, and with an unlimited quantity of resources, the time required for the
parallel execution is determined by the slowest process;

• the need of synchronization between processes which is related to the very nature of the
algorithm. Some processes require information that is available only after the execution
of another process.

In order to quantify the gain introduced by parallelism we define the speedup as the ratio
of the computation time of the serial calculation (on one single process) and the computation
time of the parallel one, namely

S(N) = t(1)
t(N) . (1.78)

We also define the parallel efficiency of the algorithm as the ratio between the speedup at a
certain number of processes, and the number of processes itself,

E(N) = S(N)
N

. (1.79)

The parallel efficiency can be interpreted as theratio between the ideal computation time
in parallel, t(1)/N , and the actual computation time, t(N). In most cases, because of the
aforementioned overheads, the efficiency is smaller than 1 but, in some situations, it may
be even higher. This happens because of the non linearity of the memory access time with
respect to the size of the problem.

According to the Amdahl’s law, the speedup of the calculation is limited by the portion
of the calculation that can not be solved in parallel. Amdahl’s law expresses the theoretical
speedup as

SA(N) = 1
(1− p) + p

N

(1.80)

where p is the portion of computation time that can be solved in parallel, and N is the number
of cores. For N →∞, the speedup is limited to 1/(1− p), and the minimum calculation time
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is given by the portion of the calculation that has to be performed in serial, i.e. (1− p) T ,
with T the total computing time of the serial calculation. It follows that, in order to maximise
the parallel efficiency, one has to design an algorithm yielding a value p as close as possible
to 1.

In the field of parallel computing, speedup and parallel efficiency are used to measure the
scalability of an algorithm. That is, they are useful to analyse its behaviour as the number
of processes employed varies. The scalability tests are mainly two. The weak scaling test
consists of proportionally increasing the problem size along with the number of processes.
This allows to evaluate to what extent the algorithm is able to solve problems of increasing
size. The strong scaling test, on the other hand, consists of solving the same problem with
an increasing number of processors. So, it allows to estimate how much a calculation can be
speeded up by means of parallelism.

1.4.2 Parallel calculation of the transport equation

The main idea of Domain Decomposition Methods is to partition the phase space into
smaller subdomains, so as to decompose the calculation into a number of smaller calculations.
In general, this decomposition is done by partitioning the spatial domain but there exist
also examples where DDM is performed on the energy and angular domains, [59]. DDM
allows to exploit parallelism to reduce the calculation time, and, most importantly, to
partition the memory demand. By running each subdomain on a different process, the large
amount of memory required to solve the original problem will be spread over the different
processes. However, depending on the algorithm, the coupling between the subdomains
requires additional data to be stored and communicated among subdomains.

In discrete-ordinates transport methods, most of the research has been focused on the
parallelization of the so-called sweep algorithm, which consists in solving the transport
equation for each region of the spatial mesh, for a fixed direction, starting from the problem
incoming boundaries, and proceeding following the propagation front until the outgoing
boundary is met. This procedure is done for all the angles in the discrete ordinate formulation
(see Section 1.2.4). Because of the nature of the transport sweep, downstream regions need
to wait the upstream regions to be solved before being executed. If two regions are solved by
different nodes, an additional cost is required to communicate the information between the
two nodes. As for the load of each process, this is proportional to the number of regions to
be solved. The optimal parallel algorithm consists in finding a partitioning of the spatial
mesh so that the number of regions is evenly distributed among processes, at the same time
guaranteeing a minimal number of communications between processes, and by providing a
distribution/ordering of the tasks among the processes (i.e., a scheduling) in order to reduce
idle times. A general solution to this problem is not trivial. For conformal Cartesian meshes,
this problem has been largely analysed and a first solution was proposed by Koch, Baker and
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Fig. 1.4 Illustration of the spatial domain decomposition.

Alcouffe (KBA method), [11, 60]. The method has been then improved by Adams, which has
designed an optimal scheduling of spatial-angular tasks that maximizes the parallel efficiency,
thus reducing at most the idle time, [61].

Other authors have tackled the problem by releasing the condition of exact inversion of
the streaming-plus-removal operator in order to eliminate the need of the scheduling. The
main idea is to artificially decouple boundary fluxes between subdomains in order to solve a
local transport problem for each node with unconverged boundary conditions. The advantage
of this approach is that all subdomains can be solved in parallel without any concern about
the ordering. This leaves more room for the optimization of the partitioning in order to
minimize communications and distribute the load evenly. Such decoupling, of course, requires
an iterative solution to converge the actual boundary fluxes. In some cases, this iterative
solution may also turn out to be very slow. The use of suitable preconditioners (also known
as acceleration methods) tends to stabilize the iterative algorithm, [1, 62].

A variant of this last DDM strategy is obtained by using a decomposition into spatial-
angular subdomains, [63]. This approach allows for a finer granularity of parallelism and, if well
calibrated, can help in generating a more uniform load distribution among processes. However,
by using an angular decomposition, the algorithm requires an additional communication in
order to compute the flux moments, and to update the scattering source.

In the following, we will focus on the Domain Decomposition Method employed in IDT.

1.4.3 The Domain Decomposition Method in the IDT solver

IDT makes use of a spatial domain decomposition without overlapping, [1, 58, 64-66], that is,
the spatial domain D is partitioned into Ni box-shaped subdomains Di (see Figure 1.4), such
that ⋃

i=1,Ni

Di = D and Di′ ∩ Di = ∅ if i′ ̸= i. (1.81)

We identify with Xi the phase space restricted to subdomain Di, and with ∂X+
i and ∂X−

i
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the outgoing and incoming boundaries, i.e.

Xi = {r ∈ Di,Ω ∈ S2, E ∈ R+}, and
∂X+

i = {r ∈ ∂Di,Ω ∈ S2|Ω · ni > 0, E ∈ R+},

∂X−
i = {r ∈ ∂Di,Ω ∈ S2|Ω · ni < 0, E ∈ R+},

with ni the outgoing normal direction to the subdomain boundaries.
Domain decomposition (DDM) allows us to solve the original problem,Bψ(x) = Qext(x) with x ∈ X ,

ψ(x) = ψ−(x) for x ∈ ∂X−,
(1.82)

by rewriting it in the form of a set of smaller problems for the Ni subdomains coupled
together by the boundary conditions,Biψi(x) = Qi(x) with x ∈ Xi,

ψi(x) = ψ−
i (x) for x ∈ ∂X−

i .
(1.83)

Bi denotes a generic transport operator. ψi is the angular flux, restricted to the subdomain
Di, namely

ψ(x) =
∑

i=1,Ni

χi(r)ψi(x), with χi(r) =

 1 r ∈ Di,

0 otherwise.
(1.84)

Qi is the source term in subdomain Di, accounting for the external source and the fission
source. ψ−

i , instead, is the incoming flux at the subdomain boundaries, given either by
the outgoing flux of neighbouring subdomains or by boundary conditions (defined on the
boundaries of domain D). The solution of each of the Ni sub-problems described in Eq. (1.83)
identifies a distinct calculation. In IDT, domain decomposition is applied on the entire
multigroup calculation, that is, IDT solves for each of the subdomains for all energy groups.
The transport operator Bi in Eq. (1.83) is defined as Bi = (L −H)i. Thus, the calculation
of each of the Ni sub-problems involves a local inversion of the entire multigroup transport
operator, by means of internal and thermal iterations.

The treatment of subdomain dependencies

In IDT, the dependence between different tasks (caused by the coupling between fluxes at
the interfaces between subdomains) is solved by means of an additive Schwarz algorithm, [67,
68], which coincides with a Block-Jacobi iterative scheme. Namely, by introducing the index
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of external iterations (e) , the problem in Eq. (1.83) is rewritten asBiψ
(e+1)
i (x) = Qi(x) with x ∈ Xi,

ψ
(e+1)
i (x) = ψ

−,(e+1)
i (x) for x ∈ ∂X−

i ,
(1.85)

with incoming flux obtained either by the outgoing flux from adjacent subdomains or by the
boundary conditions of the global problem. For homogeneous boundary conditions relating
edges of the same subdomain, the flux at the interfaces is updated along the spatial and
angular transport during the subdomain calculation, namely

ψ
−,(e+1)
i (x) =

∫
∂X +

i

dx′ β(x′ → x)ψ+,(e+1)
i (x′). (1.86)

At the interface between neighbouring subdomains, and when the boundary conditions relate
interface fluxes of different subdomains (e.g. translation boundary conditions), the flux is
obtained by the previous external iteration:

ψ
−,(e+1)
i (x) =


ψ

+,(e)
i′ (x) for x ∈ ∂X−

i ∩ ∂X
+
i′ ,∫

∂X +
i′
dx′ β(x′ → x)ψ+,(e)

i′ (x′), otherwise.
(1.87)

When an external source is imposed on a boundary, the incoming flux is defined as

ψ
−,(e+1)
i (x) = ψ−

inc(x) with x ∈ ∂X−
i . (1.88)

At each iteration (e+ 1), each subdomain is solved independently for a fixed source and
incoming boundary fluxes (except for the interfaces affected by the homogeneous boundary
conditions described in Eq. ( 1.86)). Boundary fluxes are updated with fluxes of the previous
iteration (e), and no dependence is present between subdomains within the current iteration.
At the end of each iteration, the boundary fluxes are exchanged between subdomains and
the process is repeated until the flux, Eq. (1.84), converges on the solution of the original
problem, Eq. (1.82).

The term Qi is defined as the external multigroup source Qi,ext. In the presence of fissions,
Qi assumes the iterative index (e+ 1) as it accounts also for the fission source term. In detail,
we have that Q(e+1)

i = Qi,ext + Fψ(e)
i , where the fission source is updated using fluxes of the

previous iteration. Therefore, external iterations will have to ensure both the convergence on
the fission source and of the boundary fluxes.
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The Parallel Multigroup Block Jabobi iterative scheme in IDT

The iterative scheme is named Parallel Multigroup Block Jabobi (PMBJ) since each block
consists of a multigroup calculation. Being independent to each other, the blocks, i.e. the
subdomain calculations, are solved in parallel on several processes.

Since the conformity of the spatial mesh is ensured between subdomains, the exchange
of the boundary fluxes can take place in an exact manner, i.e., without introducing any
additional approximation. The communication simply consists in the transmission of the
spatial moments of the angular flux at the interfaces of the regions coincident with the edges
of the subdomains, for each direction and for each energy group.

Iterations are repeated until convergence is reached. In practice, at each iteration the
algorithm estimates the value of the error on the partial currents at the subdomain interfaces,

ϵ
(e+1)
ψ = max

s∈∂Di
i=1,Ni
g=1,G

∣∣∣∣∣∣∣1−
∫

Γs
i
dr
∫

2π− dΩ |Ω · nsi |ψ
−,(e+1)
i,g (r,Ω)∫

Γs
i
dr
∫

2π− dΩ |Ω · nsi |ψ
−,(e)
i,g (r,Ω)

∣∣∣∣∣∣∣ , (1.89)

and check that this is less than a certain user-defined tolerance. Here, Γsi stays for the
interface s of the subdomain Di boundaries. In the presence of fissions, an error estimation
on the multiplication coefficient and on the fission source is added to this convergence test.

The major drawback of the PMBJ algorithm is the possible deterioration of the convergence
properties of the iterative scheme, which may lead to instabilities. In particular, by breaking
the inversion of the streaming-plus-removal operator over multiple blocks (subdomains),
the particle transmission will be delayed across iterations. At the start, since the incoming
fluxes are initially far from the converged value, the solution of each block will converge on
an incorrect result. In order to propagate a certain information across all subdomains, a
minimum number of external iterations is required. The solution used in IDT to stabilize the
convergence of the PMBJ is to use a global Coarse Mesh Finite Difference (CMFD) operator
as preconditioner, [1]. At each external Jacobi iteration, the CMFD is solved for the whole
problem to obtain a correction for the boundary and volume fluxes. Other preconditioners are
available in IDT such as the Boundary Projection Acceleration (BPA), [3], and the Diffusion
Synthetic Acceleration (DSA), [2], but they have never been applied to DDM for stabilizing
PMBJ. Moreover, this scheme has only been tested for reactor core applications.

The PMBJ algorithm is an important example of coarse grain parallelism as it maximizes
the number of operations solved by the single independent calculation, and minimizes the
number of exchanges and synchronizations between subdomains. Domain decomposition
via PMBJ has a very high computational efficiency. Tests of weak and strong scaling on
shared-memory architectures have shown parallel efficiencies above unity. In fact, for small
subdomain sizes, the memory required to solve the calculation may fit entirely within the
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CPU cache memory. It has been observed that, in such cases, the faster memory access
allowed by cache effects traduces into parallel performances up to 120%, [58].

1.4.4 The IDT solver and the PMBJ implementation

In IDT, subdomains are grouped into lists, and distributed over the different nodes of the
cluster. Each node is thus in charge of solving a list of subdomains. Synchronizations between
nodes occur at the beginning of each external iteration thanks to MPI communications.
Within each iteration, each node solves the tasks (subdomains calculations) in parallel
running on the CPU cores. Their execution is managed and synchronized using OpenMP
directives. IDT, therefore, makes use of a mixed distributed-shared memory parallelism.

The discussion so far has presented the general resolution scheme employed by IDT.
However, although not employed in this document, it is worth to mention how IDT can also
employ hybrid Gauss-Seidel resolution schemes. While subdomains on different nodes are
still solved block-wise (that is, using the incoming fluxes of the previous external iteration),
the solution of subdomains within the same node can be done by solving them in a given
order, and immediately updating the incoming fluxes of the neighbours. These schemes aim
to reduce the transmission delay implied by PMBJ. Examples are the KBA-like (the ordering
of the subdomains is given by a propagation front), and the red-and-black scheme presented
in [58].

1.5 Summary

In this background chapter, we introduced the transport theory and the deterministic
approximations that are generally used to solve transport calculations. Further, we presented
the main issues encountered when solving radiation shielding problems, in particular for
SN -based solvers, such as the need of an accurate angular discretization and a proper
representation of the angular anisotropy of the flux and of the scattering. We have also
seen how, in order to address large size problems, a large amount of computing resources is
required. The access to distributed computational resources is therefore essential.

The deterministic IDT solver has been extensively employed in reactor core calculations,
thus with a major focus on diffusive problems with optically thick media and evenly distributed
sources. However, the presence of an effective domain decomposition makes IDT an ideal
candidate for solving radiation shielding calculations. The goal of this thesis is to research
and develop numerical methods for solving shielding calculations with higher accuracy, and
within a reasonable computational time.

Preliminary calculations, [69], as well as the extensive bibliography on this topic, [31],
have highlighted the importance of First Collision Source methods. Moreover, FCS alone
is not enough to completely remove ray-effect since it deals with uncollided particles only,
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which may not be the only source of ray-effect. In the first part of this research, we addressed
the topic of the FCS calculation methods. Secondly, we developed an alternative angular
discretization method in order to reduce ray-effect arising from the collided particles. These
methods have been developed within a DDM context. The final part of this manuscript is
dedicated to the application of the new methods to a more realistic calculation.
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Chapter 2

Development of a fine transport
operator for the treatment of
point-like sources

The solution of transport problems where particles are emitted from an external point-like
source are in general problematic for common transport solvers. This is the case for two
reasons. In the first place, the spatial and angular discretization methods may be unable to
properly treat the singularities of the point-kernel. Secondly, the solution would be drastically
affected by ray-effect. Hence the importance of properly treating point-like sources using
ad-hoc discretization, i.e. by the First Collision Source (FCS) method, [70].

The objective of the research presented in this chapter is the design of an ad-hoc
discretization of the transport operator for the calculation of point-like sources by the
First Collision Source within the IDT solver. In this respect, we have reviewed the techniques
that have been presented in literature. Noticing the number of viable techniques, we explored
some of them. We first designed a FCS method based on the Method of Characteristics
(MOC) and relying on two different angular discretizations. By observing the limits of MOC,
i.e the non uniform trajectory-regions intersection density over the domain, and the need
of evaluating spherical-harmonics-dependent trajectory weight, we proposed two alternative
methods: the trajectory-splitting MOC (TS-MOC), and the Monte Carlo MOC (MC-MOC).
Then, we also tested a method based on quadrature points (QP) which is a quite common
approach in literature. Next, we analysed the integration accuracy and computational cost of
these techniques on a set of benchmark problems. Finally, we verified them on the Kobayashi
benchmark problem.
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2.1 Analysis of the available First Collision Source methods

In Section 1.3.4 we discussed the importance of dealing with localized sources thanks to First
Collision Source methods. This has to rely on an ad-hoc spatial-angular discretization of the
streaming-plus-removal operator so as to remove the ray-effect from the uncollided flux, and
yield an accurate estimate of the first collision source.

In practice, the operator is applied individually to each point source, and, for each of
them, it performs the calculation of the uncollided flux over the entire phase space. Sources
whose volume is not negligible are generally decomposed into point sources and then solved
separately by FCS. Since the computational cost of FCS scales linearly with the number of
sources, the decomposition of three-dimensional volume sources into points could be expensive.
This is why the application of FCS is in general restricted to the calculation of the most
peaked components of source.

Brief review of FCS methods

In literature, various strategies for the calculation of the uncollided flux have been proposed.
One of the first FCS methods is the semi-analytic technique developed by Alcouffe et al.
within the 2-D transport code TWODANT, [71]. The method uses a ray-tracing technique
for evaluating the flux attenuation between the source and the vertices of each region of
the spatial mesh. By means of semi-analytical relations, it evaluates the currents at the
interfaces of each spatial region and finally, it calculates the region average fluxes by solving
an angle-integrated balance equation. The same code presents also a second FCS method
based on a stochastic approach, [33]. This second algorithm relies on a Monte Carlo estimator
for integrating the region average uncollided fluxes. The method operates the ray tracing
along randomly sampled trajectories crossing the entire domain. Each of them is generated
by sampling both the source point and the propagation direction. A different FCS strategy
has been implemented in the transport code ATTILA, [72] : it makes use of a 3-D quadrature
formula for the computation of the angular moments of the uncollided flux in each spatial
region. More precisely, a ray-tracing strategy is used for the evaluation of the local value
of the uncollided flux on the quadrature points. Then, the code uses a linear mapping for
reconstructing the flux moments on the nodes of the tetrahedral finite-element mesh used by
the code. A similar approach consists in using spatial (2D or 3D) quadrature rules for directly
integrating the uncollided flux on the spatial mesh regions. This has been applied to transport
codes such as DENOVO, [9], and Rattlesnake, [73]. In a similar manner, FNSUNCL3, the
FCS algorithm in TORT, [74], uses a single point quadrature (constant approximation), or
rather quadrature rules with points uniformly distributed over the spatial regions. The code
JSNT-S also relies on an analogous strategy, but this time reconstructing the region average
uncollided flux using the point values of the uncollided flux, evaluated on the corners of the
spatial mesh, [75].
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The IDT solver, [53], presents a different technique based on the Method of Characteristics
(MOC) in spherical coordinates. This method relies on an angular quadrature for generating
a set of trajectories passing from the point source. The spatial integration is performed
by using the spatial discretization resulting from the intersection of these trajectories with
the calculation mesh. Another application of MOC can be found in the FCS developed by
Hanuš et al. for spatially distributed sources, [54]. Their approach is based on a double-MOC
integration: the first one, similarly to IDT, allows for uncollided flux spatial integration,
while the second one is used for accounting the spatial dimensionality of the emitting source
and its optical thickness. The author reports how this strategy can be better suited than
others for optically thick source media. In such a case, the most relevant contribution to the
uncollided flux all over the domain derives from the superficial portions of source regions.
The standard approach would require a very fine point source decomposition in order to
account for this effect. In this respect, the treatment of volume sources through double ray
tracing can be particularly useful.

Summary

In summary, we notice how different FCS approaches are available. By considering their
features, we may group them into two families: the one based on a MOC integration, and
the ones relying on quadrature rules or semi-analytical relations for the uncollided flux
reconstruction in domain regions. The methods of the first group aim to integrate more than
one spatial region with the same trajectory. The seconds, instead, integrate the uncollided
flux on each spatial region independently, requiring to trace, for each region, an ad-hoc set
of trajectories. Intuitively, the first approach should be preferred for unstructured meshes.
This is because in these cases ray tracing may be expensive, and one may be interested
in limiting the number of trajectories, [54]. Methods of the second group may be useful
instead for monitoring the uncollided flux estimation precision on each region separately.
Furthermore, this gives room for methods performing an adaptive refinement. At present
state, a MOC-based FCS has been already implemented in a mock-up version of IDT, but
this is limited to the constant spatial order. As first step, we want to extend the MOC
method up to the linear order. However, in order to define the first collision source, we have
preliminarily to derive a discretized formulation of the uncollided flux.

2.2 Derivation of the expression for the uncollided flux emitted
by point-wise sources

As mentioned, the principle of FCS is to estimate the uncollided flux, as in Eq. (1.74),
and then feed Eq. (1.75) with the first collision source, defined in Eq. (1.76). Since the
scattering operator H is approximated by the well-known Legendre polynomials expansion
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Fig. 2.1 Illustration of the characteristic line coordinate system with point source located in
the axes origin.

(see Section 1.2.2), the computation of QFCS entails the calculation of uncollided flux angular
moments ϕuh(r) defined as

ϕuh(r) = 1
4π

∫
4π
dΩ Ah(Ω)ψu(r,Ω) for h = 1, . . . ,H. (2.1)

Since the spatial discretization in IDT is inherited from the short characteristics method
up to the linear order (see Section 1.2.4), it is also necessary to compute higher-order spatial
moments by projecting Eq. (2.1) onto the constant- and linear-order polynomials in each
target region T . The spatial-angular moments ϕu,Tm,h are thus defined by the equation

ϕu,Tm,h = 1
4πV

∫
T
dr Pm(r)

∫
4π
dΩ Ah(Ω)ψu(r,Ω), (2.2)

for h = 1, . . . ,H and m = 1, . . . ,M,

where T ∈ R3 is a target Cartesian region of volume V , and M = 4 (corresponding to the
linear spatial order). The spatial-angular discretization implies the representation of the
uncollided flux over the finite dimensional basis

AH × PM = span
{
Ah(Ω)Pm(r), h = 1, . . . ,H,m = 1, . . . ,M

}
, with Ω ∈ 4π, r ∈ T

i.e, the uncollided flux can be expressed with expansion

ψu(r,Ω) =
M∑
m=1

αm

H∑
h=1

ahψ
u,T
m,hPm(r)Ah(Ω), (2.3)

where αm and ah are normalization coefficients of the basis (defined as in the expansions in
Eqs.(1.47) and (1.61)), and ψu,Tm,h are the coefficients of the expansion.

In the propagation of an isotropic point-like source, the source intensity is described by a
Dirac δ-function in space. Thus, by locating the origin of the reference system in the point
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source, such that

r = rΩ, (2.4)

Eq. (1.72) becomes

ψu(r,Ω) = Q
1
r2 e

−τ(r)δ2 (Ω · êr) , (2.5)

where r is the length of vector r, and êr = r/r is the unit vector in direction r (see Figure 2.1).
Since the spatial integral appearing in Eq. (2.2) is generally evaluated numerically, we

have to take into account the errors introduced by the numerical integration, which especially
affect the orthogonal properties of the spatial-angular basis. This is done by substituting the
analytic formulation of the uncollided flux, Eq. (2.5), on the LHS of Eq. (2.3), to obtain

M∑
m=1

αm

H∑
h=1

ahψ
u,T
m,hPm(r)Ah(Ω) ≈ Q 1

r2 e
−τ(r)δ2 (Ω · êr) , (2.6)

where we have inverted the order of the LHS and the RHS of the final equation. Next, the
spatial-angular flux components of expansion Eq. (2.3) are obtained by solving the matrix
form of the latter equation,

MΨ = Φ, (2.7)

obtained by projecting numerically Eq. (2.6) onto the spatial angular basis AH × PM .
In particular,

• Ψ = {ψu,Tm,h}m=1,M
h=1,H

is the vector containing the components ψu,Tm,h of the spatial-angular

expansion defined in Eq. (2.3).

• Φ = {ϕu,T ,∗m,h }m=1,M
h=1,H

is the vector of the numerical spatial-angular moments ϕu,T ,∗m,h ,

formally computed according to Eq. (2.2), but with numerical spatial integration,

ϕu,T ,∗m,h = Q

∫
4π
dΩ

∫ ∗

T
dr Pm(r)Ah (Ω)K(r) δ2 (Ω · êr) (2.8)

with superscript ‘∗’ indicating the approximated integrals. The kernel K(r) is defined
as

K(r) = 1
r2 exp

[
−
∫ r

0
dr′ Σ

(
r′êr

)]
= e−τ(r)

r2 . (2.9)

By analytically solving the angular integral of Eq. (2.8), the expression becomes

ϕu,T ,∗m,h = Q

∫ ∗

T
dr Pm(r)Ah (êr)K(r). (2.10)
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• M is the mass matrix having elements defined as

M(m,h)(m′,h′) = αhαh′amam′

∫
4π
dΩ Ah(Ω)Ah′(Ω)

∫ ∗

T
dr Pm(r)Pm′(r). (2.11)

As in Eq. (2.8), the angular integral in Eq. (2.11) is solved analytically, leading to

M(m,h)(m′,h′) = δh,h′amam′

∫ ∗

T
drPm(r)Pm′(r), (2.12)

where δh,h′ is the Kronecker delta. Therefore, the orthonormality of the spherical
harmonics is respected. However, this is not the case for the spatial basis in general.
The mass matrix is thus block-diagonal. This largely simplifies the resolution of Eq. (2.7)
since each M ×M block of the spatial components can be inverted separately.

The uncollided flux is therefore computed by inverting Eq. (2.7) and evaluating numerically
Eqs. (2.10) and (2.12). Hence, different FCS methods may differ by the way these integrals are
approximated. Moreover, we notice how, in case of multigroup applications, the uncollided
flux may be evaluated independently in each energy group. In IDT, the calculation is
performed simultaneously for all groups. For simplicity, our research is restricted to the
propagation of isotropic point sources, so the angular dependence of the source term Q is
neglected. Even though isotropic sources are the most common in shielding calculations, the
further extension to anisotropic sources does not involve any relevant complexity. Lastly, we
consider FCS methods accounting for vacuum boundary conditions only. The treatment of
geometrical boundary conditions is for the moment shelved (see Section 1.1.2).

Calculation of the adjoint uncollided flux

Before proceeding further in the derivation of the MOC First Collision Source we want to
spend a few words on the application of FCS to adjoint calculations. We have seen in Section
1.1.2 how the main difference between the direct and adjoint calculation lies in the sign of
the displacement operator (see Eq. (1.12)). The same change of sign is present also in the
Adjoint point-kernel,

ψ†,u(r,Ω) = Q† 1
r2 e

−τ(r)δ2 (−Ω · êr) , (2.13)

which physically represents the importance of particles, without collisions, for a given isotropic
response function Q†, defined on a point centred with the origin of the reference frame. In
particular, the adjoint uncollided flux ψ†,u(r,Ω) is non-zero only for particle directions
pointing towards the origin.

By following the same procedure used to derive the spatial-angular moments of the
uncollided flux, we obtain the formulation for the moments of the adjoint uncollided flux, i.e.

ϕ†,u,T ,∗
m,h = Q†

∫ ∗

T
dr Pm(r)Ah (−êr)K(r). (2.14)
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where the only difference with respect to Eq. (2.10) lies in the sign of the propagation direction
feeding the spherical harmonics functions. Since no relevant modification of the standard
FCS method is required in order to solve adjoint FCS calculations, from now on we will deal
with techniques for the integration of the “direct” uncollided flux only.

2.3 Design of the First Collision Source method based on the
Method of Characteristics

The Method of Characteristics (MOC) performs the integration of Eq. (2.10) thanks to
a coordinate transformation to the spherical reference frame centered in the point source,
depicted in Figure 2.1. The change of variable allows to rewrite the volume integral over
region T as

∫
T
dr =

∫
4π

dΩ
∫ L+

T (Ω)

L−
T (Ω)

dr r2, (2.15)

i.e., as an angular and a line integral along the radial direction êr. In the last equation L±
T

are the distances from the source of the exiting/entering points of trajectory in the target
region. The angular variable then is discretized into solid angles according to a given angular
quadrature formula. For each solid angle, a continuous trajectory is then tracked starting
from the source and crossing the whole domain. The direction of the trajectory is taken as the
center of the solid angle. The chords generated by the intersection of these trajectories with
the spatial mesh entail a trajectory-based discretization of the geometry. Each mesh region is
so decomposed into a set of homogeneous spherical-shaped slices (cones) having the spherical
incoming/outgoing transverse surfaces as bases, and the chord-length as radial height (see
Figure 2.2). By using such representation, we implicitly neglect the angular dependence of
the chord length within the cone. The resulting numerical form of the MOC projection is

∫ ∗

T
dr
∣∣∣∣
MOC

=
∑
i∩T

∫
S2

i

dΩ
∫ L+

i

L−
i

dr r2, (2.16)

where i ∩ T indicates the set of chords intersecting the target T , and L±
i are the distances

between the source and exiting/entering points of the target region measured along chord i.
The symbol S2

i is the solid angle associated to the chord i, while Ωi indicates the direction of
the chord, corresponding to the reference direction associated to the solid angle S2

i . Since
each trajectory is continuous, all the chords of a trajectory share the same solid angle and
reference direction. Namely,

S2
i ≡ S2

t for i ∈ It (2.17)
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Q

L−
i

L+
i

Ωi

T

S2
i

Fig. 2.2 Illustration of the MOC integration.

where t is the index of the continuous trajectory, and It is the set of chords belonging to
trajectory t. By using the MOC numerical projection in Eq. (2.16), Eq. (2.10) becomes:

ϕT ,∗
m,h = Q

∑
i∩T

∫
S2

i

dΩAh(Ω)
∫ L+

i

L−
i

dr r2Pm(rΩ) e
−τ(r)

r2 . (2.18)

Here we explicitly show the elimination of 1/r2 factor to underline the capability of the
MOC to remove the singularity of the point-kernel. In the following, we use the coordinate
r′ = r − L−

i to derive more convenient formulations for a numerical implementation. Remark
that in Eq. (2.18), the exponential attenuation within each solid angle is assumed to be
constant along the spherical perpendicular surface of the cone. As for the basis functions,
Pm(rΩ), we rewrite Eq. (1.59) in terms of Ω and r:

Pm(rΩ) =

 1, m = 1

a0,m + r a1,mnm ·Ω, m = 2, 3, 4
(2.19)

where a0,m and a1,m are coefficients of the m-th components of the spatial base in the target
region and Ω · nm are director cosines. In Eq. (2.19), these coefficients are defined as

{
a0,m

}
m=2,3,4 =

[
−2xm

(x2−x1) ,
−2ym

(y2−y1) ,
−2zm

(z2−z1)

]T
, and{

a1,m
}
m=2,3,4 =

[
2

(x2−x1) ,
2

(y2−y1) ,
2

(z2−z1)

]T
,

(2.20)

where the region coordinates are measured with respect to the source-centered reference
frame.
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By substituting Eq. (2.19) into Eq. (2.18), we obtain the formulation

ϕT ,∗
m,h =


∑
i∩T Liψ

−
i β0,iΓ0,h,i, for m = 1∑

i∩T Liψ
−
i

(
a0,mβ0,iΓ0,h,i + a1,mβ1,inm·Γ1,h,i

)
, for m = 2, 3, 4

(2.21)

where Li = L+
i −L

−
i is the chord length and ψ−

i is the “incoming flux” in region T , measured
along the i-th trajectory. For MOC, this is equal to

ψ−
i = Q e−τ(L−

i ). (2.22)

In Eq. (2.21), the Γ coefficients are the angular weights that take into account the integrals
over the solid angle. The coefficient

Γ0,h,i =
∫

S2
i

dΩ Ah(Ω), (2.23)

and the vector

Γ1,h,i =
∫

S2
i

dΩ ΩAh(Ω), (2.24)

support the constant and linear spatial contributions, respectively. These terms are strictly
related to the solid angles shape, and therefore to the angular discretization yet to be defined.
The integration techniques for integrals in Eqs. (2.23) and (2.24) will be presented subsequently
in Section 2.3.1. As for the β coefficients, they account for the spatial contribution along the
i-th trajectory and are respectively defined as

Liβ0,i =
∫ Li

0
dr′ e−Σir

′ = Li

(
1− e−τi

τi

)
, (2.25)

and

Liβ1,i =
∫ Li

0
dr′ r′ e−Σir

′ = L2
i

(
β0,i − e−τi

τi

)
. (2.26)

In these equations, we have used Σi for the total cross-section of the intersected region, and
τi = ΣiLi for the optical thickness.

Equations (2.21) and (2.22) allow for the so-called trajectory sweep. The line integrals
are evaluated sequentially by following the trajectory direction from the source to the domain
boundaries and by adding their contributions in each intersected region. The incoming flux
for each chord i is taken as the exiting flux of the previous chord i′,

ψ−
i = ψ+

i′ = ψ−
i′ e

−τi′ , (2.27)
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while, for the first chord, ψ−
i = Q. Note that Γ weights in Eqs. (2.23) and (2.24) do not

depend on the target region, but only on the solid angle associated to the chord. Since all
chords belonging to a trajectory share the same solid angle, Γ weights are computed before
sweeping each trajectory. The flux coefficients ψu,Tm,h are then computed with Eq. (2.7) by
inverting the mass matrix. The MOC mass matrix is evaluated consistently with the method,
i.e. by using MOC numerical integration, Eq. (2.16), to evaluate Eq. (2.12). The formulation
of the mass matrix discretized with MOC is described in Appendix A.

2.3.1 Definition of the angular discretization and of Γ coefficients integration
strategy

In the previous section, we have used an angular quadrature to discretize the unit sphere
and to derive equations for the MOC. We required the unit sphere to be subdivided into
spherical surfaces having solid angle S2

t , with t being the index of the trajectory. To each
surface we also associate a reference direction, Ωt, used to track the trajectory. In order
to obtain the desired accuracy for the spatial integration throughout the whole geometry,
the discretization of the unit sphere must be such that all spatial regions are crossed by a
sufficient number of trajectories. In the present implementation of MOC, we have used two
kinds of quadrature formulae:

Boundary quadrature (BQ) : built by projecting the domain boundaries onto the unit
sphere centered on the source;

Uniform quadrature (UQ) : product-type quadrature built by splitting the azimuthal
and polar angles into a given number of subdivisions.

For a given quadrature, we also need to compute the Γ weights of Eqs. (2.23) and (2.24). In
both cases, we use a numerical integration, leading to:

Γ0,h,t ≈
∑
k

ωt,k Ah(Ωt,k), (2.28)

Γ1,h,t ≈
∑
k

ωt,kΩt,kAh(Ωt,k), (2.29)

with {ωt,k,Ωt,k} representing the weights and the nodes of the quadrature set. Here, due to
Eq. (2.17), with the index t we are regrouping all chords i belonging to the same trajectory,
so sharing the same solid angle. Please note that the angular quadrature employed by MOC,
used to partition the unit sphere into solid angles, is distinct from the quadrature employed
for the integration of weights Γ. The details of these two quadratures are discussed in the
following sections.
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Q

S2
t

∆t,y

Fig. 2.3 Illustration of the MOC method with the BQ quadrature.

Boundary quadrature (BQ)

The boundary quadrature is obtained by building a 2D Cartesian mesh on the boundaries
of the domain, and by projecting it on the unit sphere centered in the point-source. The
2D-Cartesian boundary mesh is obtained by fixing a uniform step, and adjusted in order
to guarantee a user-defined minimum number of trajectories per boundary surface of the
calculation mesh. By connecting the source point to the nodes of this 2D Cartesian mesh, we
identify a set of oblique rectangular pyramids having as bases the Cartesian boundary mesh
and as apex the source point. The solid angle associated to each pyramid is the projection of
the base of the pyramid on the unit sphere built around the source. The reference direction
of the trajectory is obtained by connecting the centroid of the base of the pyramid with
the source point. Figure 2.3 depicts in 2D the angular discretization strategy, where the
“pyramids” take the shape of a triangle.

The trajectory weights Γ are integrated numerically by subdividing the solid angle S2
t

into smaller solid angles, S2
t,k, such that S2

t ≡ ∪k⊂tS2
t,k. A step approximation is used for the

spherical harmonics and the angular cosine within S2
t,k. The weights in Eq. (2.28) and (2.29)

are thus the measures of each solid angle S2
t,k, while the quadrature points are the direction

pointing towards their centroids.
As an example, we consider a boundary-surface mesh located on one of the top/bottom

side of the XYZ domain. We define zb as the distance of such boundary from the source
point, which is the center of the coordinates system. We consider the generic solid angle
defined by the pyramid having the apex in the source point and the base defined by four
points

rt,1 ≡ (xt,1, yt,1, zb), rt,2 ≡ (xt,2, yt,1, zb),
rt,3 ≡ (xt,1, yt,2, zb), rt,4 ≡ (xt,2, yt,2, zb),
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as the vertex of its base. The intervals [xt,1, xt,2] and [yt,1, yt,2] are subdivided in K equally-
spaced steps,

∆t,x = xt,2 − xt,1, δt,x = ∆t,x

K
,

∆t,y = yt,2 − yt,1, δt,y = ∆t,y

K
,

where K is a user-defined parameter. Each solid angle S2
t,k is then evaluated on the sub-

pyramid having as base the rectangle defined by the points

rt,k,1 ≡ (xt,1 + (i− 1)δt,x, yt,1 + (j − 1)δt,y, zb)
rt,k,2 ≡ (xt,1 + iδt,x, yt,1 + (j − 1)δt,y, zb),
rt,k,3 ≡ (xt,1 + (i− 1)δt,x, yt,1 + jδt,y, zb),
rt,k,4 ≡ (xt,1 + iδt,x, yt,1 + jδt,y, zb),

for i, j = 1 . . .K, and k = 1 . . .K ×K.

The magnitude of solid angle S2
t,k, here indicated with ∆Ωt,k, is computed using expression

∆Ωt,k = γz(rt,k,1) + γz(rt,k,2)− γz(rt,k,3)− γz(rt,k,4), (2.30)
for k = 1 . . .K ×K,

with function γz(r) as

γz(r) = tan−1
(

xy

z
√
x2 + y2 + z2

)
. (2.31)

In Eqs. (2.28) and (2.29), ωt,k = ∆Ωt,k, and the value of Ωt,k is chosen as the direction
defined by the source-point pointing to the centroid of the base (rt,k,1, rt,k,2, rt,k,3, rt,k,4).
In the same manner the integrals over the solid angles defined on the x and y boundary
surfaces are computed. It can be shown that Eqs. (2.30) and (2.31) are equivalent to the
formulation obtained in [76]. Because of the nature of Eq. (2.31), the evaluation of the
amplitude of square-based solid angles implies a not negligible number of floating-point
operations. By considering also the number of solid angle evaluations ( K2 times the number
of MOC trajectories), we may expect the BQ quadrature to be relatively expensive in terms
of computational cost. In the light of these considerations, we have designed an alternative
angular quadrature, entailing a computationally lighter solid angle evaluation.
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Uniform quadrature (UQ)

The uniform quadrature (UQ) is based on a uniform 2D discretization of the unit sphere.
By taking the angular coordinates Ω = (φ, θ), with φ as the azimuthal angle in XY, θ as
the polar angle with respect to the Z-axis, and µ = cos θ as the polar cosine, the interval
[0, 2π] × [0, π] is subdivided in an Nφ ×Nθ uniform grid. The resulting solid angles, their
measures and their associated reference directions are respectively

S2
t =

[
2(iφ − 1)π

Nφ
,
2iφπ
Nφ

]
×

cos
(
iθπ

Nθ

)
, cos

(
(iθ − 1)
Nθ

π

) , (2.32)

∆Ωt =
∫

∆Ωt

dΩ = 2π
Nφ

∆µiθ , (2.33)

Ωt =
(

(2iφ − 1)π
Nφ

,
(2iθ − 1)π

2Nθ

)
(2.34)

for iφ = 1, . . . , Nφ , iθ = 1, . . . , Nθ,

t = 1, . . . , NφNθ,

with ∆µiθ = 2 sin
(

(2iθ−1)π
2Nθ

)
sin
(

π
2Nθ

)
. The angular integrals over solid angle S2

t are computed
by building a product-type K ×K quadrature formula within S2

t , with a uniform quadrature
for the azimuthal variable φ, and a Gauss-Legendre quadrature for the polar cosine µ. The
resulting angular weights and directions used in Eqs. (2.28) and (2.29) are :

ωt,k = ∆φt,iwt,j = 2π
NφK

wt,j (2.35)

Ωt,k = (φint + (2i− 1)
2 ∆φt,i, cos−1(µt,j))

for i, j = 1, . . . ,K, and k = 1, . . . ,K ×K,

where {wt,j , µt,j} are the weights and nodes of the K-order Gauss-Legendre quadrature rule,
and φint = 2(iφ−1)π

Nφ
for each polar angle iθ. We remark that, while the quadrature used for

MOC contains equally distributed polar angles θ, the quadrature employed to integrate Γ
weights is built by using a Gauss-Legendre rule for the variable µ = cos(θ). The choice
of uniform θs allows for a better distribution of trajectories within the geometry, and in
particular near the poles. Whereas, the Gauss-Legendre quadrature on µ allows for a better
integration quality within each solid angle.
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2.4 Design of the First Collision Source MOC method with
trajectory splitting

The tests in [53] have shown results on the effectiveness and the robustness of the MOC.
The method effectively removes the spatial singularity of the point-kernel, and its accuracy
can be improved by simply refining the angular quadrature, i.e. by increasing the number
of trajectories passing through each region. However, by construction, the geometrical
factor r2 affects the distribution of trajectories in the space, leading to trajectories that
tend to rarefy as the distance from the source increases. More precisely, by resorting to the
cone-discretization shown in Figure 2.2, the cross sectional area associated to the cone with
measure of the solid angle ∆Ωt is given by r2∆Ωt. Thus, the regions close to the source are
intersected by an higher number of chords than the peripheral ones. This causes a consequent
non-uniform accuracy of the volume integration that tends to decrease in target regions that
are far from the source. In other words, given a goal accuracy, the number of trajectories in
the regions around the source is oversized, with a consequent increase in calculation times.
These observations motivated the development of the Trajectory Splitting MOC (TS-MOC)
technique.

The TS-MOC approaches the problem by splitting the trajectories after a certain distance
from the source (splitting radius) in order to obtain a more uniform number of trajectories per
unit volume. In this way, the method attempts to ensure uniform accuracy throughout the
domain. At each splitting radius, the parent trajectory is ended and a set of child trajectories
is tracked until the next splitting radius, or until the geometry boundaries (see Figure 2.4
for a graphical representation). As opposed to the MOC algorithm, trajectories in TS-MOC
are no more continuous lines starting from the source and ending at the domain boundaries.
Instead, the set of trajectories can be described as a tree of sub-trajectories whose roots are
the sub-trajectories tracked from the source, and with arborescences constituted by the child
trajectories of each root. The depth of the tree depends on the number of splitting radii and,
in general, may vary depending on the size of the geometry, the position of the source, and
the splitting strategy (see Figure 2.5).

The numerical projection used by TS-MOC is identical to the one used in MOC, i.e.
Eq. (2.16). Eq. (2.21) also remains valid, whereas an additional approximation is done to
define the incoming flux for each intersection, ψ−

i . While the incoming flux for MOC is given
by Eq. (2.22), which is exact along the trajectory t and leads to Eq. (2.27), in TS-MOC we
assume the optical length of the parent trajectory to be representative of the optical length
of the child trajectories at the splitting radius. Eq. (2.27) is then replaced by the expression

ψ−
i =

 ψ+
m on the splitting radius

ψ+
i′ elsewhere

, (2.36)
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Q ℓ = 1 Lc,1 ℓ = 2

Fig. 2.4 Illustration of the TS-MOC splitting method.

where the subscript m is used to indicate the parent trajectory, while subscript i′ indicates
the previous intersection. Notice that, since trajectories are no more continuous, the solid
angle depends on the sub-trajectory to which the intersection belongs. Therefore, Γ weights
in Eqs. (2.23) and (2.24) must be evaluated for each sub-trajectory.

2.4.1 Definition of the TS-MOC splitting strategy

To close the system, it remains to define the splitting strategy, which provides the splitting
radii and the solid angles/directions associated to the child trajectories at each splitting
radius. Although the TS-MOC can be adapted for several quadrature formulae, in practice,
we have applied it to the UQ quadrature (see Section 2.3.1). Therefore, we will derive the
conditions for the splitting radii for this particular case. We consider that the first root
trajectories are obtained from a Nφ × Nθ formula, while the measure of the solid angles
associated to each root trajectory, ∆Ωc, is given by Eq. (2.33). Here, we are using the
subscript c to denote the root discretization to stress on the fact that solid angles vary with
splitting. The splitting strategy is defined by the following conditions:

1. The number of child trajectories per parent is a user-defined integer constant ν;

2. The maximal cross-sectional area associated to the cone of a sub-trajectory is of the
order of a user-defined parameter δ2;

3. The splitting radii are the same for all sub-trajectories generated by a single root
trajectory.

The third condition allows us to denote the splitting radii in terms of the index of the root
solid angle, c, and in terms of the depth of the tree, ℓ = 1, . . . , Nℓ(c). Under the above
hypotheses, we can define the equation relating the splitting radii, Lc,ℓ, the δ2 parameter,
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the parameter ν and the measure of root solid angle ∆Ωc:

∆Ωc

νℓ−1L
2
c,ℓ = δ2 for ℓ = 1, . . . , Nℓ(c) and c = 1, . . . , NφNθ. (2.37)

The LHS of Eq. (2.37) represents the average exiting spherical area associated to a trajectory
of level ℓ. Therefore, condition 2 of maximal cross-sectional area of a given cone is not
satisfied exactly, but verified only for the average cone of level ℓ and belonging to root c.
From Eq. (2.37) we can obtain the expression for the splitting radii

Lc,ℓ = δ

√
νℓ−1

∆Ωc
. (2.38)

Eq. (2.38) is solved ∀ℓ such that Lc,ℓ ≤ Lmax, where Lmax is an upper bound, fixed to the
diagonal of the XYZ geometry. Because the measure of the solid angle ∆Ωc changes with c

(by the polar angle index iθ), the number of splitting levels Nℓ(c) depends on the root index
c. For a given root c, at each level ℓ, the νℓ−1 new-generated trajectories have an equal total
length

Lc,ℓ,t = Lc,ℓ − Lc,ℓ−1 = ∆Lc,ℓ,
for t = 1, . . . , νℓ−1 and ℓ = 1, . . . , Nℓ(c) with Lc,0 = 0.

The ray-tracing is thus indexed on a non uniform polar grid, where each ray-tracing spherical
region (c, ℓ), defined by

∆Lc,ℓ ×∆Ωc =
[
Lc,ℓ−1, Lc,ℓ

]
×
[

2(iφ − 1)π
Nφ

,
2iφπ
Nφ

]
×

cos
(
iθπ

Nθ

)
, cos

(
(iθ − 1)
Nθ

π

)
for ℓ = 0, 1, . . . , Nℓ(c), for iφ = 1, . . . , Nφ, iθ = 1, . . . , Nθ, and c = 1, . . . , NφNθ,

contains t = 1, . . . , νℓ−1 trajectories. At each ℓ generation, the ν trajectories, coming from a
parent m(t) of level ℓ− 1, are uniformly distributed inside the surface area associated to the
parent. Because of the uniform distribution, the trajectories directions, namely Ωc,ℓ,t, are
defined by the mid points of the regions of a uniform spherical-shaped grid. The grid is made
of νφ× νθ meshes on solid angle, S2

c,ℓ−1,m(t), with integers νφ and νθ representing the number
of trajectories along φ and θ, respectively, and such that ν = νφνθ. The inner and outer
hang-points of trajectories, i.e. Ωc,ℓ,tLc,ℓ−1 and Ωc,ℓ,tLc,ℓ, are defined by the projection of the
mid points of the regions of the local νφ×νθ grid over the spherical surface ∆Ωc,ℓ−1,m(t)L

2
c,ℓ−1.

The computation of the chord length is performed by superposing the Cartesian calculation
mesh to such 3D ray-tracing spherical grid having νℓ−1 trajectory per region (c, ℓ).
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Algorithm 2: Algorithm of the TS-MOC
1 function TS-MOC solver(set of trajectories, ℓ, c)
2 foreach trajectories in the set do
3 if trajectory starting point is not in geometry then
4 continue;
5 end
6 Evaluate Γ, Eq. (2.28,2.29);
7 ψ− = ψ+

ℓ−1;
8 Track the trajectory until the nearest splitting point or domain boundary;
9 Evaluate the flux in each intersected mesh region, Eq.(2.21);

10 if ℓ < Nl(c) then
11 Update ψ+

ℓ ;
12 Split the trajectory and generate a set of child trajectories;
13 call TS-MOC solver (set of child trajectories, ℓ+ 1, c);
14 end
15 end
16 end

2.4.2 Definition of the TS-MOC algorithm

As for standard MOC, the TS-MOC requires to sequentially solve the chords belonging to
each trajectory because of the continuity condition given by Eq. (2.36). The difference with
respect to MOC is that, at splitting radii, a set of ν child trajectories is generated from the
same parent. The children depend on the parent trajectory because of Eq. (2.36), which
provides the incoming flux ψ−

c,ℓ,t required to start the sweep. By repeating this for many
levels ℓ, we notice that a large number of fluxes ψ+

c,ℓ,t, outgoing from parent trajectories
have to be stored along with the TS-MOC execution. Consequently, a naive implementation
may lead to a memory footprint of order O(νNℓ). To avoid such overhead, we implemented
the sweeping strategy displayed in Algorithm 2. The latter consists of a depth first search
algorithm, ordering the sub-trajectories in a tree (see Figure 2.5). In this configuration, one
can notice that the storage can be reduced to O(Nℓ). In fact, as the tree is explored in depth,
the parent trajectory updates the value of the flux that will be used right after by one of
its children. Once the deepest level is reached, the sweep starts back from level Nℓ−1 going
towards the deepest level and so on for the ν children of the same parent. The incoming flux
for the ν children is the same given by the shared parent and, once all children are swept, it
is no longer needed. The process continues in the same manner for all levels. Therefore, the
entering flux can be stored in a single buffer of the size of the largest Nl(c).

61



Development of a fine transport operator for the treatment of point-like sources

1

2
3 4

5

6 7
8

9
10 11

12

13 14
15

Lc,1 Lc,2 Lc,3 B

ℓ = 1 ℓ = 2 ℓ = 3 ℓ = 4

Fig. 2.5 Illustration of the trajectory segments ordering scheme in TS-MOC with ν, number
of child trajectories generated per splitting event, equal to 2.

Weight integration technique for TS-MOC

As compared to the MOC, the TS-MOC algorithm is able to reduce the number of trajectories/regions
intersections required to achieve the same accuracy. However, because of the splitting of solid
angles, the number of Γ weights that need to be evaluated in Eq. (2.21) increases considerably
as compared to the MOC. This is because the solid angles S2

c,ℓ,t that define the support of
integrals in Eqs. (2.23) and (2.24) change for each child trajectory. Therefore, computing
Eqs. (2.23) and (2.24) needs particular care in the TS-MOC implementation.

As already mentioned, the present implementation of TS-MOC is based on the UQ
quadrature formula (see Section 2.3.1), for which Γ weights are computed by a product
quadrature formula on ∆S2

c,ℓ,t using uniform steps in the azimuthal angle and a Gauss-
Legendre quadrature for the cosine of the polar angle.

Since TS-MOC involves a large variability in the sizes of solid angles, the required order of
the quadrature varies depending on the sub-trajectory. To guarantee a given target integration
accuracy, we tabulated the order K of the quadrature (see Eq. (2.35)) as a function of the
accuracy of the numerical integration of Γ, the dimension of the solid angle, ∆Ωc,ℓ,t, and the
maximum order of the spherical harmonics, H. The procedure we used for the evaluation of
the quadrature orders, as well as a short version of these tables, are presented in Appendix B.

2.5 Design of the First Collision Source MOC method with a
Monte Carlo angular integration

As previously seen, the MOC method, and so also TS-MOC, rely on a quadrature rule for
solving the angular integral in Eq. (2.15). This approach inevitably introduces some numerical
approximations which are necessary to factorize the angular and the line integration. In
addition, the use of an angular quadrature entails the evaluation of coefficients Γ, whose
calculation may sometimes be relevant in terms of computational cost. Such drawbacks

62



2.5 Design of the First Collision Source MOC method with a Monte Carlo
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are not present if, instead of an angular quadrature, a Monte Carlo integration is used.
The approach used by Monte Carlo MOC (MC-MOC) consists in randomly sampling the
propagation directions Ω and using a Monte-Carlo integration to solve the angular integral in
Eq. (2.15). As for the standard MOC, the integration of the point-kernel along direction Ω, is
solved analytically thanks to a trajectory sweep, i.e. successively solving for all intersections
along the same trajectory. A suitable formulation for the MC-MOC method can be obtained
by rewriting the expression for the uncollided flux moments, namely Eq. (2.10), using the
usual transformation into spherical coordinates,

ϕu,T ,∗m,h = Q

∫
4π
dΩ

∫ L+
T (Ω)

L−
T (Ω)

dr Pm(rΩ) Ah(Ω)e−τ(rΩ), (2.39)

and then rewriting Eq. (2.39) in form of Monte Carlo integration,

ET [ξ] =
∫

4π
dΩ p(Ω) ξ(Ω). (2.40)

The moment ϕu,T ,∗m,h is now expressed by the expected value E[ξ] of the estimator ξ. The
probability density function p(Ω) is the isotropic distribution

p(Ω) = 1
4π . (2.41)

while the estimator ξ is defined as

ξ(Ω) = 4πQAh(Ω)
∫ L+

T (Ω)

L−
T (Ω)

dr Pm(rΩ) e−τ(rΩ). (2.42)

According to the theory of Monte Carlo integration, the expected value E is estimated by
the sample average

ϕu,T ,∗m,h ≈
1
Ns

∑
t∩T

ξ(Ωt) (2.43)

where Ωt is the sampled direction, and Ns is the sample size. In our case, Ns coincides
with the number of sampled trajectories. For each sampled direction, MC-MOC operates a
trajectory sweep until the boundary surface and update the estimation of the uncollided flux
moments on all intersected target regions. In order to ensure the consistency of the method,
the mass matrix is evaluated accordingly. Further details on the Monte Carlo integration can
be found in references [77, 78].

The newly presented method is “exact” in a statistical sense. In fact, the variation with
respect to Ω of the chord lengths and, thus, of the optical thickness of the region, are taken
into account without introducing any approximation. On the other hand, MC-MOC, like
in general Monte Carlo integrations, could suffer slow convergence. Hence, large numbers
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of trajectories, Ns, may be required in order to achieve the prescribed accuracy all over the
domain.

In order to increase the Monte Carlo performances, variance reduction methods are
generally employed. These methods consist in modifying the probability distribution p in
order to increase the number of sampled events (trajectories), scoring on a certain detector
tally (spatial region where the uncollided flux is estimated). In MC-MOC, a variance
reduction method may increase the number of trajectories directed towards regions having
little statistics, so characterized by a poor uncollided flux estimation.

Design of a suitable variance reduction technique for MC-MOC

The variance reduction technique we propose is based on a solid-angle discretization of the
unit sphere. This is obtained by subdividing the angular domain [0, 2π]× [−1, 1] in a Nφ×Nµ

uniform grid. The direction sampling is then split in two successive random samplings: with
the first, the method samples the solid angle, while with the second, the direction in it. The
probability of sampling a solid angle S2

c , with c = 1, . . . , NφNµ is then

p[S2
c ] = ∆Ωc

4π = 1
NφNµ

, (2.44)

where ∆Ωc = 4π
NφNµ

is the amplitude of solid angle S2
c . The conditional probability of

sampling a trajectory in direction Ω within S2
c is expressed by

p[Ω|S2
c ] = 1

∆Ωc
. (2.45)

In our biasing scheme the sampling of the direction remains analog (unbiased), while the
probability of sampling a certain solid angle has been modified by defining

p̃[S2
c ] = p[S2

c ]Wc, (2.46)

the biased probability density function and indicating with Wc the solid angle weight
coefficient.

In the strategy we propose, the Wc are associated to an extra score of the MC calculation,
which is the outgoing flux from the domain boundaries associated to each solid angle. More
precisely, the outgoing flux from the solid angle, ϕ+

∂V,c, defined by

ϕ+
∂V,c = Q

∫
S2

c

dΩ e−τ(L∂V (Ω)), (2.47)
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is estimated by computing the sample average

ϕ+
∂V,c ≈

4πQ
Ns

∑
t⊂ωc

e−τ(L∂V (Ωt)), (2.48)

where ∂V stays for the domain boundary, and Ns is the sample size, corresponding to the
number of sampled trajectories. τ(L∂V (Ωt)) is the total optical path of the trajectory t, with
L∂V (Ωt) the total chord length of the trajectory across the domain. By using the relative
standard deviation σc of the MC estimation, Eq. (2.48), calculated with

σc = 1
(Ns)

1
2

∣∣∣ϕ+
∂V,c

∣∣∣

 1
Ns

∑
t⊂ωc

(4πQ)2e−2τ(L∂V (Ωt))

− (ϕ+
∂V,c

)2


1
2

, (2.49)

we define the weights Wc as

Wc = σc∑NφNµ

c=1 σc
. (2.50)

Finally, in order to preserve the unbiased expected value, the uncollided flux estimator (see
Eq. (2.42)) is modified as ξ̃(Ω) = ξ(Ω)/Wc. Since the same trajectories are used to integrate
both the uncollided flux over the domain regions and the per-solid angle outgoing fluxes ϕ+

∂V,c,
the standard deviation σc will be “in some way” proportional to the error of the uncollided
flux estimation in regions illuminated by the same solid angle. Therefore, by defining the
weights Wc as in Eq. (2.50), the biasing method will favour the sampling of trajectories
directed towards regions characterized by a poor statistics. Even though MC-MOC is not
able to address the 1/s2 effect (causing the trajectories spreading) tackled by TS-MOC, we
expect the variance reduction method to effectively reduce the sample size required to achieve
a certain accuracy of the uncollided flux estimation all over the domain.

As concerns the implementation of this method, trajectory simulations are arranged into
batches. The user is able to set the size and the number of batches to be simulated. The
biasing scheme is said to be adaptive since the biasing coefficient Wc are updated at the
end of each batch. This means that the biasing corrections change along the runtime. A
potentially smarter implementation would require to associate the solid angle weighting
coefficient to the relative standard deviation of the flux moments in each region illuminated
by the solid angle itself. This solution could be probably more effective but it would involve
further complexities related to the association between target regions and solid angles.

In conclusion, the trajectory calculation with MC-MOC is slightly lighter than that with
MOC, since it is not necessary to evaluate the solid angle associated to the trajectory. The
MC-MOC does not require the computation of angular weights Γ. It instead makes use of
the solid angle intervals just as a support for the biasing scheme.
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2.6 Design of the First Collision Source method based on a
spatial quadrature

The use of spatial quadrature rules is a common way to perform the numerical integration
of Eq. (2.10) in XYZ geometries. This approach has been implemented in several solvers,
such as DENOVO, [9], and Rattlesnake, [73]. For the sake of completeness, we have decided
to consider also this integration method in our study, and to explore its application in the
design of an adaptive integration technique.

The Quadrature Point method (QP) performs the integration of the uncollided flux on
each spatial region independently. The integral in Eq. (2.10) belongs to the family of numerical
integrations over hyperrectangular n-dimensional regions, therefore it can be numerically
approximated by simply applying a product-type quadrature formula, [77]. The uncollided
flux moments ϕu,T ,∗m,h are computed by

ϕu,T ,∗m,h = Q
N∑
i=1

N∑
j=1

N∑
k=1

wiwjwk Pm(ri,j,k)Ah
(
êri,j,k

)
K(ri,j,k), (2.51)

with êri,j,k
= ri,j,k

ri,j,k
, wi, wj and wk as the quadrature weights along the x, y and z axis,

respectively, and ri,j,k as the quadrature point defined by ri,j,k = (xi, yj , zk).
The quadrature rule is constructed by fixing the order of the Gauss-Legendre quadrature

to N on the x, the y and the z steps of the target, with the target intervals defined in
Eq. (1.56). By relying on Cartesian coordinates, the QP method is not able to eliminate the
spatial singularity of the the point-kernel. In order to avoid the evaluation of the uncollided
flux on its singular point, the QP method decomposes the spatial region in correspondence
of this point. In the target region containing the source, the uncollided flux is therefore
computed using a compound quadrature, i.e. summing the contributions evaluated on each
sub-region thus generated. The contribution of each sub-region is computed by applying the
same quadrature rule. By relying on Gauss-Legendre quadratures, the product quadrature
formula guarantees a bounding error of order O(xyz)(2N−1) if the function to be integrated
is sufficiently smooth. But, because of the singularity of the point-kernel, Eq. (1.72), the
estimation of the error bound is no longer valid for regions close to the source, and for regions
that see steep variations of the flux. As concerns the evaluation of the mass matrix, the
coefficients in Eq. (2.12) are exactly integrated up to the linear order for every product
quadrature with N ≥ 2.

In order to control the integration accuracy of the uncollided flux, the QP has been
implemented in two ways:

- in the single quadrature mode (QP-SQ), the quadrature order N is a user-defined
parameter;
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- in the automated integration mode (QP-AI), the accuracy is fixed by the user by setting
a parameter, τ , which acts as an error upper bound of the numerical integration.

2.6.1 The single quadrature mode

The QP-SQ method requires the number of quadrature points N to be fixed in each target
step. This fixes the order of the integration error residual. No error estimation is performed,
the algorithm evaluates the integrand functions on each quadrature point and returns the
approximation of the integral. In general, the method is more accurate where the integrand
function is sufficiently smooth. The accuracy of the approximation is expected to increase
with the order of the quadrature, [77].

2.6.2 The automated integration mode

The QP-AI adaptively refines the quadrature rule in order to provide an estimation of the
uncollided flux with an accuracy of the order of the parameter τ (provided that the integrand
function is sufficiently smooth). QP-AI repeatedly computes the integral of the uncollided
flux by progressively increasing the quality of the numerical approximation, until a fixed
accuracy is achieved.

Brief presentation of automatic integration methods

In order to design an automated integration method we have to set two main aspects, i.e.
the strategy for the refinement of the quadrature rule, and the error estimation strategy. In
general, two types of quadrature refinements are possible: it can be done by either increasing
the order of the quadrature (p-refinement), or by splitting the target region in sub-regions
(h-refinement) and solving each sub-region using the same quadrature. The QP-AI method
uses the second strategy because it is better at representing the discontinuities of the integrand
function, [77]. More specifically, QP-AI relies on the algorithm presented by Gander and
Gautschi in [79] ; this technique is based on successive region subdivisions. The flux moments
ϕu,T ,∗m,h are evaluated by summing the contributions of different sub-regions, similarly to a
compound quadrature rule, [77].

By assuming this refinement strategy, the automated quadrature algorithms can be further
distinguished in two types: the ones based on a local estimation of the error, and the ones
which rely on a global one, [77, 80]. Most of the algorithms, such as in QUADPACK, [81],
and in ADAPT, [82-84], rely on the second solution. The global monitoring of the error, i.e.
the error committed on the entire integral to be estimated, allows for more reliable error
estimations. The global error on the target region is bounded by the sum of the errors in
the different sub-regions which contribute to the integral. This allows to progressively refine
the compound rule by monitoring the improvement in terms of accuracy on the error of
the whole integral. On the other hand, this approach requires to store the errors and the
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approximations of the integrals of all sub-regions. Hence, in 3D geometries this solution may
have a large memory footprint.

Methods based on a local monitoring of the error lend well themselves for a recursive
implementation. They relies on the independent monitoring of the error on each sub-region,
i.e. the further refinement (or not) of the local quadrature for a given sub-region, depends
uniquely on the error of the integral restricted to the sub-region. By doing this, the method
acts and refines each region independently, without having to store the results of each sub-
region. In general, the method requires the error of the estimation of the integral on each
sub-region to be smaller then a certain tolerance. This condition clearly does not ensure
that the error of the global estimation will have the same accuracy. After considering the
strengths and weaknesses of both approaches, we selected a local error estimation for QP-AI,
as presented in reference, [79].

A last aspect to cover is the definition of the error estimator in each sub-region. The
error, ϵ = |Ĩ − I|, is obtained by comparing the result of the numerical integration, Ĩ, with
the exact value of the integral, I. This last term, being unknown, is generally replaced by a
higher-order numerical approximation of I. A common approach is the use of Gauss-Kronrod
quadrature formulae as high-order approximation of the underlying Gauss quadrature, [80,
85]. To this approach, however, we preferred computing the higher-order approximation of
the integral using a compound quadrature, obtained by dividing the region in equal parts. In
principle, this allows for a more efficient implementation and a smaller number of punctual
evaluations of the integrand function.

The QP-AI algorithm

For the sake of simplicity, we will now present the QP-AI method for the integration of a
generic function f(r) defined on the target region T . Let IT be the integral,

IT =
∫

T
dr f(r),

and G
(1)
N [f ; T ] the approximation of IT obtained by applying a N -order product Gauss-

Legendre quadrature rule,

G
(1)
N [f ; T ] =

N∑
i=1

N∑
j=1

N∑
k=1

wiwjwk f(ri,j,k). (2.52)

The true absolute error, defined by ϵN =
∣∣GN [f ; T ]− IT

∣∣, is approximated by ϵ∗N as

ϵN ∼ ϵ∗N =
∣∣∣∣GN [f ; T ]−G(8)

N [f ; T ]
∣∣∣∣ . (2.53)
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where G(8)
N [f ; T ] is a better-quality approximation with respect to G(1)

N [f ; T ]. G(8)
N [f ; T ] is

obtained by splitting the target region T into 8 equally-shaped sub-regions {Ta}a=1,8 and
summing their contributions obtained by applying the N−order Gauss quadrature on each
sub-region, i.e.

G
(8)
N [f ; T ] =

8∑
a=1

G
(1)
N [f ; Ta]. (2.54)

The sub-regions subdivision is obtained by simply splitting in 2 each side-length of the target.
The approximated ϵ∗N , together with the user-required accuracy τ , defines the stopping
criteria of the algorithm.

If this criteria is satisfied, the algorithm returns the estimation G
(8)
N [f ; T ]. If it is not,

then the local error ϵ∗N,a,

ϵ∗N,a =
∣∣∣∣G(1)

N [f ; Ta]−G(8)
N [f ; Ta]

∣∣∣∣ a = 1, . . . , 8 (2.55)

is computed and tested on each sub-region Ta. The procedure is recursively repeated until
the local errors,

ϵ∗N,(a,b,c... ) =
∣∣∣∣G(1)

N [f ; Ta,b,c...]−G(8)
N [f ; Ta,b,c...]

∣∣∣∣ , (2.56)

a, b, c . . . = 1, . . . , 8

satisfy the stopping criterion. Here, the indexes a, b, c . . . stand for successive splittings of
the region as: b in a, c in b, and so on.

The stopping criteria proposed by Gander and Gautschi, [79], consists in checking

if (is∗ + ϵ∗N,(a,b,c... ) == is∗) return G(8)
N [f ; Ta,b,c...] (2.57)

where "==" is the logical equal, and is∗ is a broad estimation of IT , namely G(1)
N [f ; T ], scaled

with the ratio of the user’s error bound, τ , and the machine precision, eps,

is∗ = G
(1)
N [T ] · τ

eps
, (2.58)

(in our case eps ∼ 1 · 10−16). The value of is∗ is fixed once and for all at the beginning of the
recursive integration. Condition (2.57) requires the local absolute error in each sub-region to
be so smaller than is∗, such as to be not aggregated because of the machine precision. For
further details, we address the reader to the original publication of Gander and Gautschi,
[79].

The automated integration mode is represented in Algorithm 3. The QP-AI is implemented
as a recursive function, here called QP solver, that takes the lower order approximation as
the input while it gives the best estimate of the integral as the output.
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Algorithm 3: Algotithm of the iterative QP method
1 function QP solver(T region, G(1)

N , is∗)
2 Split T into 8 equal sub-region Ta;
3 G

(8)
N = 0;

4 for a = 1, 8 do
5 Evaluate G(1)

N [Ta] according to Eq. (2.52);
6 G

(8)
N = G

(8)
N +G

(1)
N [Ta];

7 end
8 ϵ∗N = G

(8)
N − G

(1)
N ;

9 if (is∗ + ϵ∗N == is∗) then
10 return G

(8)
N ;

11 else
12 G

(8)
N = 0;

13 for a = 1, 8 do
14 G

(8)
N [Ta] = QP solver (Ta sub-region, G(1)

N [Ta], is∗);
15 G

(8)
N = G

(8)
N +G

(8)
N [Ta];

16 end
17 return G

(8)
N ;

18 end
19 end

Finally, one last remark. All automatic integration methods rely on the hypothesis of
continuity and smoothness of the integrand function. When this hypothesis is not satisfied,
the error estimate is likely to fail in representing the actual error, [77, 80, 85, 86]. Therefore,
the error upper bound τ of automated integration QP method should be interpreted as a figure
of merit rather than an effective measure of the precision of the numerical approximation.

2.6.3 Considerations over the QP First Collision Source method

The QP method requires to evaluate the flux attenuation along each trajectory, corresponding
to the quadrature points in each region. Its evaluation, as compared to the MOC, does
not involve any solid angle and any angular integration, but only the calculation of the
exponential and geometrical attenuation of the flux. The mean number of floating-point
operations per chord is therefore significantly smaller than the one required by MOC. On the
other hand, the cost of the algorithm scales with the number of quadrature points used per
region, and inevitably with the number of target regions.

Some preliminary tests have shown that the single quadrature mode is sufficient to provide
accurate estimations in regions where the flux is more regular. The spatial regions with the
highest approximation error are those containing the source itself and those presenting a
highly anisotropic incoming flux, like for half-shadowed regions.
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Regarding the automatic integration mode, a highly anisotropic flux results in slow
convergence in certain regions, incorrect error estimations and large numbers of quadrature
points. The automatic integration mode has to achieve a good compromise between numerical
accuracy and computational time. In order to avoid an excessive computational cost, the
user is allowed to limit the number of successive subdivisions of the target region.

2.7 Comparative analysis of the First Collision Source techniques

In the previous pages, we have designed four different First Collision Source methods for the
calculation of point-like sources, and so also localised sources which can be approximated by
a set of point sources. FCS methods are capable of providing estimations of the uncollided
flux moments, represented according to the spatial-angular basis. However, because of their
features, their effectiveness may vary depending of the problem size and material composition.
In this section, FCS methods are tested and verified in terms of accuracy and computational
performances. We present a first set of benchmarks based on simplified problems consisting
in a uniform box with one or more absorber stumbling blocks. The test suite has been called
Box Test. With these tests, we aim to asses:

• the error predictability with parameter τ in the automated integration QP method
(QP-AI),

• the impact of the numerical integration of the trajectory weights, i.e. the coefficients Γ,
on the overall accuracy of the MOC method and, finally,

• the capability of reducing the uncollided flux estimation relative error by increasing the
accuracy of the FCS methods.

As a second and final test, the results on the Kobayashi benchmark problem 3i, [87], are
presented and compared with the reference Monte Carlo results.

2.7.1 Analysis of the First Collision Source methods on the Box Test
problem

The Box Test is a set of problems reproducing a simple radiation shielding test case with
different dimensions and different degrees of spatial heterogeneity of the medium. The
problems are generated by repeating a common pattern along the x, y, and z directions.
The basic pattern is made of two nested cubes. The outer cube has a side of 10 cm and
the inner one has a side equal to 1/3 of the outer. The spatial mesh consists of a uniform
3 × 3 × 3 regions discretization (of each pattern model). The cubes are made of purely
absorbing materials. The outer and the inner cubes have respectively a total cross section of
2× 10−3 cm−1 and 2 cm−1. Therefore, a ratio of 1000 is set between the two cross sections.
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Q Q Q
Case 1 Case 2 Case 3

Fig. 2.6 Front view of the Box Test problem, Cases 1, 2, and 3. The regions having a
total cross section Σ = 2× 10−3 cm−1 are coloured in blue while in red are represented the
absorbing cubes having Σ = 2 cm−1.

By repeating this pattern up to 27 times along each Cartesian axis, we designed 4 different
models, described in Table 2.1. The number of blocks (and so also the number of absorbing
regions) goes from 1, for Case 1, to 19683, for Case 4.

Case Patterns per axis Domain (cm) Spatial regions
1 1 [0, 10]× [0, 10]× [0, 10] 27
2 3 [0, 30]× [0, 30]× [0, 30] 729
3 9 [0, 90]× [0, 90]× [0, 90] 19683
4 27 [0, 270]× [0, 270]× [0, 270] 531441

Table 2.1 Box Test model data.

In each problem, the source is located in the south-west-bottom corner. Vacuum boundary
conditions are everywhere applied. Figure 2.6 provides a 2-D representation of the first three
Box Test cases.

Assessment of error predictability with parameter τ in the automated integration
QP method

As first test, we want to verify the capability of the automated-integration QP method (QP-
AI) to reduce the uncollided flux estimation error as the τ parameter decreases. Therefore,
we are interested in assessing to what extent τ is representative of the actual relative error.

In this context, Case 1, composed by 3× 3× 3 target regions, is studied. By using the
Cartesian indexes (ix, iy, iz) to specify a target region, we have selected region (3, 1, 1) and
(3, 3, 3) for monitoring the particle flux. The first target sees an almost smooth incoming
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flux, while the second one sees sharper variations of the flux because of its position shadowed
by the absorber region. The study takes the form of a verification test of the QP-AI with
respect to the MOC, with the angular quadrature rule based on the boundary surfaces mesh
(MOC-BQ). The MOC method is run by setting a very large number of trajectories (about
6× 1010, generated using a boundary mesh having regions size equal to 1 · 10−8 cm2), whereas
the QP method is run using decreasing values of the figure of merit τ . Given the amount of
trajectories used in MOC, we are confident that the error committed with respect to the real
solution is smaller than the error measured between the solutions obtained with the two FCS
methods. The MOC simulation is therefore used as reference. The relative error between two
simulations has been defined as

εrel = |ϕMOC − ϕQP,τ |
ϕMOC

. (2.59)

(a) Region (3, 1, 1) (b) Region (3, 3, 3)

Fig. 2.7 Relative error trend of the constant spatial-angular component of the uncollided flux.
Test on regions (3, 1, 1) and (3, 3, 3) of the 3× 3× 3 Case 1 Box Test. Comparison between
a very fine MOC simulation with the automated integration QP method using different τ
values.

Figure 2.7 shows the results of the convergence test for the constant spatial-angular
component of the flux, i.e. the region average scalar flux. The results obtained with the
two methods are in agreement. As for region (3, 1, 1), the flat trend at low relative error
shows that the QP-AI method can provide a good estimation even for high values of τ . As
expected, this result confirms that the QP method performs well for problems in which the
flux shape is sufficiently smooth and well behaved. On the other hand, the relative error in
the target (3, 3, 3) converges linearly as τ decreases. Moreover, we notice that the true error,
εrel, is larger than the one predicted by the parameter τ . Those simple results show that
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both methods are capable to converge towards the same results within a prescribed accuracy.
The same agreement has been obtained also for higher-order spatial-angular moments, that
are not showed here for brevity. Parameter τ can be therefore adjusted in order to refine the
FCS estimation but, as expected, it is not representative of the actual relative error.

Furthermore, results show that both MOC and QP-AI are able to provide results with
a significantly high accuracy. Thus, in the following tests, the MOC-BQ will be used
systematically as reference.

Assessment on the effect of the Γ weight integration in MOC-based methods

As seen in previous sections, the MOC and TS-MOC methods require to evaluate, for each
trajectory, the trajectory weights Γ. These take the form of integrals of spherical harmonics
over portions of solid angles. By their nature, these terms are related to the projection
operator of the uncollided flux on the spatial-angular moments. It is therefore important to
asses how much the accuracy of the Γ integration affects the accuracy of the result. This is
even more important in highly anisotropic problems since higher order spherical harmonics
involved in the uncollided flux expansion are in principle more difficult to integrate. We
remind that the angular weights are specific to the MOC, while they are not required in the
QP and MC-MOC methods.

Case 1 is studied by changing the parameters for computing Γ and by monitoring the
errors of the uncollided flux components. In this test, a P9 anisotropy is used, corresponding
to an angular flux expansion on a 100 spherical-harmonics basis. The analysis is performed
focusing on target regions (1, 1, 1) and (3, 3, 3). On each of them, we have monitored the
constant flux component (h = 1, m = 1) and the higher order flux component identified by
the indexes h = 99, m = 3. This last component corresponds to the linear moment along the
Y axis of the angular moment (k = 9, l = 8). The analysis consists in monitoring the variation
of the relative error of the flux components with respect to the number of chord-lengths. We
have performed this study by using:

• the MOC method with the boundary-based quadrature (MOC-BQ). The accuracy of the
method has been progressively increased by running simulations with decreasing values
of the boundary surfaces steps, i.e. the trajectory spacing ∆t,x and ∆t,y. For MOC-BQ,
the angular weights are evaluated according to Eqs. (2.28) and (2.29) by subdividing
each solid angle in 2N × 2N smaller solid angles. Using the symbol Γ-N to specify the
order of the quadrature for Γ, we have tested from Γ-0, i.e. the step-approximation, up
to Γ-3, i.e. a 64 sub-solid angle decomposition;

• the MOC method with the uniform quadrature (MOC-UQ). For the MOC-UQ, the
accuracy has been progressively increased by running simulations with increasing
number of trajectories. In this case, the integration of the angular weights is performed
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by using the product type quadrature rule defined in Section 2.3.1 and denoting with
the symbol Γ-N the quadrature order corresponding to 2N × 2N quadrature points;

• the TS-MOC method with ν, i.e. the number of trajectories generated per splitting
event, equal to 4. The trajectory refinement is operated by progressively reducing the
parameter δ2. The starting quadrature of the TS-MOC has been fixed to the coarser
uniform quadrature requiring 4φ × 2θ angular directions at the point-source. We run
several simulations using tabulated orders for the Γ’s quadrature. These tabulated
orders have been obtained computing the Γ weights up to P9 moments and by requiring
a decreasing error tolerance for the numerical integrals, i.e. 10−1, 10−2 and 10−3.
Furthermore, we have also tested a step approximation inside the solid angle associated
to the trajectory, here indicated as Γ-0.

The reference values for the error estimation have been obtained with MOC-BQ, setting the
boundary mesh region dimensions ∆t,x = ∆t,y = 0.003 cm and using the angular quadrature
Γ-3.

Figures 2.8, 2.9 and 2.10 show the results obtained with MOC-BQ, MOC-UQ and
TS-MOC, respectively.

As shown in Figures 2.8-(a)-(b) and 2.9-(a)-(b) relative to MOC-BQ and MOC-UQ,
respectively, the accuracy of the scalar flux components is not improved by high-order
integration. On the other hand, the accuracy of high-order moments can be enhanced by
high-order quadrature, especially in regions close to the source, where the angular integration
domain is large, as shown in Figs. 2.8-(c) and 2.9-(c).

On the other hand, the TS-MOC is largely sensible to the variation of the Γ integration
order when a coarse solid angle discretization is used at the point-source, as for the cases
considered here. This is evident in Figure 2.10 for the higher-order moment evaluated in
region (1, 1, 1). Figure 2.10-(c) shows a large improvement of the integration quality when
using the tabulated integrations orders rather then Γ-0. This is valid for all values of δ2.
This behaviour is explained by the fact that, before the first splitting radius, the size of the
solid angle involved in the angular integration of Γ coincides with the whole quadrant. In
these particularly large solid angles, a simple step angular quadrature is not sufficient to
correctly integrate higher order harmonics. According to this, the use of tabulated Γ orders
is preferable. This allows performing higher-order integrations when the solid angles are
large (close to the source) and to progressively coarsen the quadrature rule as the solid angle
dimensions shrinks.

In conclusion, in MOC-BQ and MOC-UQ the sensitivity of the error to the accuracy of
Γ is small with respect to the dependence on the MOC discretization refinement (at least
for the regions not containing the source point). On the other hand, we observe a larger
sensitivity in TS-MOC. Therefore, in the following we will use a step approximation (Γ-0)
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(a) Region (1, 1, 1), uncollided flux component
h = 1,m = 1

(b) Region (3, 3, 3), uncollided flux component
h = 1,m = 1

(c) Region (1, 1, 1), uncollided flux component
h = 99,m = 3

(d) Region (3, 3, 3), uncollided flux component
h = 99,m = 3

Fig. 2.8 Box-Test Case 1. Results of the sensitivity study of the MOC-BQ (Boundary-based
quadrature) integration quality with respect to the trajectory weight integration order. The
plots shows the trend of the uncollided flux components relative error with respect to the
total number of trajectories/spatial regions intersections.

for the weight integration in MOC-BQ and MOC-UQ, and the tabulated integration orders
for TS-MOC.

Assessment of the computational performances of FCS methods

In order to compare the characteristics and accuracy of the FCS methods, the four problems
of Table 2.1 have been studied. For each of them, we have solved both the heterogeneous
problem, and the corresponding homogeneous one. The homogeneous problem is obtained
by setting a total cross section equal to 2× 10−3 cm−1 all over the domain. Each method
has been run with increasing accuracy, by incrementing the number of trajectories for the
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(a) Region (1, 1, 1), uncollided flux component
h = 1,m = 1

(b) Region (3, 3, 3), uncollided flux component
h = 1,m = 1

(c) Region (1, 1, 1), uncollided flux component
h = 99,m = 3

(d) Region (3, 3, 3), uncollided flux component
h = 99,m = 3

Fig. 2.9 Box-Test Case 1. Results of the sensitivity study of the MOC-UQ (Uniform
quadrature) integration quality with respect to the trajectory weight integration order. The
plots shows the trend of the relative error of the uncollided flux components with respect to
the total number of trajectories/spatial regions intersections.

MOC-based techniques, or the number of quadrature points for the QP method. The angular
moments are evaluted up to the P1 order. The analysis consists in monitoring the relative
error of the estimation of the uncollided scalar flux on the whole computational domain. In
detail, we have run:

- the MOC-BQ using Γ-0 angular weights. The accuracy is increased by progressively
refining the boundary mesh used as support for the solid angle discretization;

- the MOC-UQ using Γ-0. In this case, the number of trajectories is increased in such a
way that the number of azimuthal directions doubles the number of the polar directions,
i.e. Nφ = 2 Nθ;
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(a) Region (1, 1, 1), uncollided flux component
h = 1,m = 1

(b) Region (3, 3, 3), uncollided flux component
h = 1,m = 1

(c) Region (1, 1, 1), uncollided flux component
h = 99,m = 3

(d) Region (3, 3, 3), uncollided flux component
h = 99,m = 3

Fig. 2.10 Box-Test Case 1. Results of the sensitivity study of the TS-MOC integration
quality with respect to the trajectory weight integration order. The plots shows the trend
of the relative error of uncollided flux components with respect to the total number of
trajectories/spatial regions intersections.

- the TS-MOC method with the S2 initial quadrature (4φ × 2θ) and ν = 4. We used
tabulated order of the Γ quadrature obtained by requiring a 10−3 error tolerance. The
TS-MOC accuracy is increased by reducing the parameter δ2;

- the MC-MOC method without biasing (MC-MOC-A). The accuracy is increased by
increasing the number of sampled trajectories.

- the MC-MOC method with biasing (MC-MOC-B);

- the single quadrature QP method (QP-SQ). The simulations have been run by progressively
increasing the order of the Gauss quadrature formula;
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2.7 Comparative analysis of the First Collision Source techniques

- the automated integration QP method (QP-AI). The simulations have been run by
progressively decreasing the value of the parameter τ . The order of the Gauss quadrature
is set equal to 2 in all cases except Case 4 which uses a 6-order Gauss quadrature.

In order to evaluate the error over the domain, the RMS relative error,

RMS =

√√√√√∑Nr
i=1

(
ϕi−ϕi

ref

ϕi
ref

)2

Nr
, (2.60)

is monitored for each FCS method over the total number of regions Nr. The reference results
are obtained using the MOC-BQ Γ-0 with a trajectory spacing of 0.003 cm for Case 1 and 2,
and 0.009 cm for Case 3 and 4. In order to compare FCS methods which are really different
by nature, the RMS relative error has been monitored with respect to the computational
time. We are aware that the calculation time depends not only on the method but also on
the quality of its implementation, nonetheless it turns out to be the only basis of comparison
of the various FCS methods. We also remember that the number of trajectories is not an
effective term of comparison, since, in our experience, the trajectory tracking is a minor
component of the computational cost of FCS in Cartesian geometries. Furthermore, FCS
methods carry out for each trajectory different number of operations, thus leading to different
computational costs.

Figures 2.11 and 2.12 show the results of the tests for the 4 cases. Each figure displays
the RMS of the uncollided scalar flux distribution in the heterogeneous problem (on the left)
and in the associated homogeneous case (on the right), versus the computational time.

Overall, the MOC-BQ, the MOC-UQ and TS-MOC present the best compromise in terms
of computational cost and accuracy. In the presented cases, the MOC-BQ is very robust.
The boundary quadrature has provided better results than the uniform one, especially for
smaller problems. This behaviour is relevant in Cases 1 and 2 but the differences tend to
disappear as the dimension of the problem increases. We believe that the superior accuracy
of the boundary quadratures is due to the capability to adapt the quadrature to the spatial
shape of the domain.

The performances of the TS-MOC are similar to others MOC especially for larger
problems, as for Case 3 and 4. As compared to the MOC method, the TS-MOC appears to
be less effective for relatively large δ2 values, i.e. for points of the graph corresponding to
smaller computation times, and more effective for smaller δ2 values. This threshold effect
characterizes the simulations of the heterogeneous problem, while it is less pronounced in the
associated homogeneous cases. By considering the approximation made on the trajectories
splitting levels, and the presence of localized absorbers in the models, it is possible to provide
an intuitive explanation for this effect. If the δ2 parameter (which should be interpreted
as the maximum cross sectional area of the trajectory) is too large as compared to the
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(a) Case 1, uncollided flux constant component
estimation

(b) Case 1, associated homogeneous problem,
uncollided flux constant component estimation

(c) Case 2, uncollided flux constant component
estimation

(d) Case 2, associated homogeneous problem,
uncollided flux constant component estimation

Fig. 2.11 Box Test, Cases 1 and 2. Assessment of the accuracy of integration of the constant
component of the uncollided flux. Representation of the RMS of the relative error with
respect to the computational time. Heterogeneous problem (left) and homogeneous problem
(right)

characteristic size of the absorber, the TS-MOC method is not able to adequately represent
the flux anisotropy in the spatial region downstream the absorber, so it produces less accurate
results. We notice also that the convergence trend of the TS-MOC presents less oscillations
as compared to the MOC-UQ. This behaviour is explained by the fact that the splitting
procedure tends to distribute trajectories more evenly in space.

Even though TS-MOC provides a better trajectory distribution all over the domain, the
constant flux approximation along the splitting event could have a not-negligible impact on
the error. In this sense, the problems proposed here, having strongly heterogeneous patterns,
are particularly challenging for the method.
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(a) Case 3, uncollided flux constant component
estimation

(b) Case 3, associated homogeneous problem,
uncollided flux constant component estimation

(c) Case 4, uncollided flux constant component
estimation

(d) Case 4, associated homogeneous problem,
uncollided flux constant component estimation

Fig. 2.12 Box Test, Cases 3 and 4. Assessment of the accuracy of integration of the constant
component of the uncollided flux. Representation of the RMS of the relative error with
respect to the computational time. Heterogeneous problem (left) and homogeneous problem
(right)

The figures show that the QP method is more effective in problems with small dimensions
while it performs worse than MOC in strongly anisotropic and large size problems. This is
consistent with the nature of the method: since QP performs a region-by-region integration by
tracing trajectories from the source to the integration point, the cost of the algorithm increases
more than linearly with the size of the computational mesh. Because of its characteristics,
we believe that QP method might be used whenever the user requires an estimate of the
uncollided flux on a circumscribed portion of the domain, as a detector.
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As concern the MC-MOC, it presents the poorest results with significantly lower performances
and a slower error convergence. Furthermore, the current biasing method (MC-MOC-B)
appears to be not effective in reducing the computational cost of the simulations.

Fig. 2.13 Box Test, comparison of the FCS methods at different problem sizes. Representation
of the time necessary for the calculation to achieve a RMS of the relative error equal to
10−2, with respect to the number of spatial regions. The computational time are obtained
by mean of interpolations of the results of the simulation of the 4 Box-Test cases. The
computational times are expressed as relative ratio with respect to the time spent by the
MOC-BQ simulation.

Figure 2.13 proposes an additional comparison between the methods. It represents the
time required to achieve an RMS smaller than 10−2 for the four problems of Table 2.1.
These time values have been obtained by mean of an interpolation of the results displayed in
Figures 2.11 and 2.12. The computational time is scaled with respect to the computational
time of the MOC-BQ, taken as reference.

We can see that the TS-MOC performs better as the domain size increases since the
number of splitted trajectories grows homogeneously in the space. The MOC-UQ method
also shows an increase of the performance with the problem size. Finally, the computational
cost of the MC-MOC and the QP methods increases with the problem size. This trend is
particularly relevant for the QP-SQ method.
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2.7 Comparative analysis of the First Collision Source techniques

2.7.2 Verification of the First Collision Source method on the Kobayashi
benchmark problem

The Kobayashi test 3i, [87], consists of a Cartesian purely absorbing domain crossed by a
void duct. The geometry of the problem is shown in Figure 2.14, while the data related to
the media are shown in Table 2.2.

Fig. 2.14 Representation of the Kobayashi benchmark problem 3. Image taken from [54].
The source region is the small red coloured cube in the bottom left corner. The domain is
crossed along its length by a duct which is represented by the shaded region.

Region Σ (cm−1) Source Intensity (cm−3s−1)
Source 0.1 1.0
Duct 1 · 10−4 0.0
Shield 0.1 0.0

Table 2.2 Kobayashi benchmark problem 3, medium data.

The model has reflective boundary conditions on the surfaces lying on the planes x = 0,
y = 0 and z = 0. Vacuum boundary conditions are imposed on the remaining boundaries.
An anisotropy order K = 1 is used. Since none of the methods is currently able to manage
reflections, contributions from reflected particles are included by doubling the size of the source
in X, Y and Z so that the entire computational domain is comprised between [−10, 100]×
[−10, 60]× [−10, 60]. The source is thus defined in the volume [−10, 10]× [−10, 10]× [−10, 10].
It has an intensity of 1 cm−3s−1 and it is isotropic. The source volume has been decomposed
into 10× 10× 10 equally spaced point-sources. The spatial mesh discretization consists of a
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volume subdivision into cubical regions with a side length equal to 10 cm. The test consists
in the evaluation of the average flux in some specific mesh regions. The reference results are
taken from [54]. According to the author, these values are obtained using the Monte Carlo
code MCNP with 1013 particle histories. The reported statistical error corresponding to 2σ
varies in the range 0.01% and 0.04% in the regions of interest.

The Kobayashi test problem has been simulated using:

- the MOC-BQ with Γ-0 weights with a trajectory spacing ∆t,x = ∆t,y = 2 cm resulting
in 1.14× 108 chord lengths;

- the MOC-UQ with 100φ × 50θ directions, providing a total of 8.8× 107 chord lengths;

- the TS-MOC method with ν equal to 4. We used the tabulated orders for the Γ
integration imposing a 10−3 error tolerance up to P1 moments. The splitting radii are
defined by setting the reference area δ2 equal to 4 cm2 and requiring 20φ × 10θ angular
directions at the source, resulting in a total of 5.2× 107 chord lengths;

- the MC-MOC-A with 104 trajectories per point source resulting in a total of 4.6× 107

chord lengths;

- the MC-MOC-B by a biased probability distribution over 16φ × 8θ discrete solid angles.
We sampled a total of 10 batches of 1000 trajectories generating a number of chords
approximatively equal to 4.8× 107;

- the QP-SQ with Gauss quadrature of order N = 4;

- the QP-AI with Gauss quadrature of order N = 3 and a τ value equal to 1.

The parameter settings have been chosen in such a way to obtain the results with a
comparable computational cost. Each simulation has run for a time that is strictly smaller
than 2 minutes on a single thread.

The results of the test are presented in Figure 2.15. The plots represent respectively the
region average scalar flux and the ratio between flux and reference on 3 sets of spatial regions.
Using Cartesian indexes (ix, iy, iz), those sets are

A : (5, iy, 5), with iy ∈ [5, 15, 25, 35, 45, 55, 65, 75, 85, 95],
B : (ix, 55, 5), with ix ∈ [5, 15, 25, 35, 45, 55],
C : (ix, 95, 35), with ix ∈ [5, 15, 25, 35, 45, 55].

The results show a good agreement between the proposed methods and the reference.
All simulations, except the QP method in region (5,5,5), have provided results within 5% of
error.
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Fig. 2.15 Kobayashi benchmark problem 3i, comparison of the results of the simulations with
the reference values. The particle flux constant component value and its ratio with respect
to the reference are displayed for sets of spatial regions A, B and C.

2.8 Partial conclusion

First Collision Source methods are known to be indispensable techniques for most shielding
calculations dealing with localized sources in solvers based on Discrete Ordinates. Our research
has led to the development of four different FCS techniques for point source propagation:

- the MOC, based on the uncollided flux integration by characteristic lines in spherical
coordinates. It relies on a fine quadrature rule for the angular discretization. It has
been implemented at first in [53], and now it has been extended up to the linear spatial
order;

- the TS-MOC, which comes as a variation of MOC. It relies on a trajectory splitting
algorithm in order to ensure a more uniform trajectory distribution over the domain,
and to reduce the overall computational cost of the MOC algorithm;

- the MC-MOC, which uses a characteristic line integration and a random sampling of
the propagation directions;
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- the QP method, which preforms a region-by-region integration of the uncollided flux
by means of a spatial quadrature. It is able to progressively refine the quadrature
formula in order to converge the accuracy of the estimation up to the achievement of
an error-related stopping criterion.

Our tests have shown how the QP method with automated integration is capable to refine the
estimation quality as parameter τ reduces. We have discussed the sensitivity of MOC-based
method with the integration quality of trajectory weights, and then, we have compared
the different methods in terms of accuracy and computational cost. We highlighted the
robustness and effectiveness of MOC and TS-MOC methods in providing accurate uncollided
flux estimations in a limited computing time, and for different problem sizes. TS-MOC appears
as a very promising technique able to guarantee an approximatively uniform trajectory-based
spatial discretization of the domain. The method has shown an increasing effectiveness
as the size of the problem increases. Nevertheless, in the cases we studied, the MOC-BQ
method was on average the most effective. QP method showed good performances (in terms
of precision, for a given computing time) only for simulations with a limited number of
regions, while MC-MOC resulted to be poorly effective. Even if we focused only on isotropic
sources, all methods can be easily extended to anisotropic ones. However, particular care is
needed in the case of TS-MOC for correctly reconstructing the source along the directions
of the child trajectories. Furthermore, we have also shown how the different techniques can
be employed for adjoint flux calculations, by simply changing the sign of the propagation
direction while evaluating spherical harmonics functions. The extension of the FCS techniques
here presented to boundary conditions different from vacuum may be not trivial depending
on the method. For example, the introduction of reflective boundary conditions inevitably
requires modifications in the trajectory tracking algorithm.

In conclusion, the first collision source method is a very powerful technique, able to
mitigate and, sometimes, completely remove the ray-effect produced by the propagation of
localized sources in deterministic discrete-ordinates methods. Nevertheless, as observed by
some authors, [55], ray-effect may be also produced by n-th collided sources, and so, the FCS
method may not be sufficient. Whenever a generic scattering source can be assimilated to
a localized source emitting in a poorly diffusive and optically thin medium, a fine angular
discretization may be required. In Chapter 4, we will address this issue by the development
of an angular discretization, alternative to the Discrete Ordinates method.

Finally, we remark how, in order to solve large size calculations, a large amount of
memory and computing power is needed. The Domain Decomposition Method is essential
for performing calculations on parallel distributed-memory architectures, but, it is not yet
available for FCS. An extension of the FCS method allowing to solve parallel calculations in
domain decomposition will be presented in Chapter 3.
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Chapter 3

Extension of the First Collision
Source method to parallel Domain
Decomposition

The memory required by radiation shielding calculations is typically much larger than the
one available on today’s standard computers. Practical problems we strive to solve require
to be discretized using tens of millions of spatial regions and tens of energy groups. For a
problem made of 10 million regions, linear spatial approximation, anisotropy order K = 5
and 20 energy groups, the mere memory storage of the uncollided flux and the first collision
source is of about 460 GB in double precision, without accounting for auxiliary memory
required by the solver. So large memory occupations, compared with the few tens of GB
available in standard workstations, led us to address FCS methods scalability.

Here, our objective consists in extending the capabilities of the FCS module of IDT in
order to solve calculations on parallel distributed-memory machines by the use of DDM. In
this chapter we define a discretization method for the displacement-plus-removal operator,
allowing to compute the uncollided flux in each subdomain of the domain decomposition.
Then, we develop an efficient and scalable algorithm for the solution of the problem. Finally,
we analyse the accuracy and the computational cost of the method for different refinement
degrees, and for different anisotropy orders.

3.1 Introduction to the Domain Decomposition Method for
First Collision Source calculations

In Section 1.4 we have seen how IDT offers the possibility of solving large size problems
using the Domain Decomposition Method (DDM). The method divides the spatial domain
into a finite number of non-overlapping subdomains, which are then solved as independent
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problems coupled together by flux continuity relations, acting as boundary conditions of the
subdomains. Subdomains are distributed over the nodes of the cluster computer, and then
solved by the cores of each node. The DDM of IDT makes use of a mixed shared-distributed
memory parallelism. That is, the same node may be in charge of solving multiple subdomains
by distributing them over the available cores.

In order to perform FCS calculations on distributed-memory architectures, FCS has to
be modified so as to be compatible with the data structure of the DDM of IDT. That is,
the FCS calculation has to be split into a set of sub-problems. Further, since the uncollided
flux calculation has generally a lower cost than the collided flux calculation, it is reasonable
to assume that the domain decomposition is driven by the collided flux calculation. In this
respect, FCS has to inherit the same domain partitioning of the collided-flux calculation, i.e.
Eq. (1.81).

Here, we will develop DDM for the MOC method with BQ quadrature (see Section 2.3).
However, the approach we are going to present can be easily extended to other FCS techniques,
such as TS-MOC and QP.

3.1.1 Definition of the problem

With the same notation introduced in Sections 1.3.4 and 1.4.3, the original problemLψ
u(x) = Qext(x) for x ∈ X

ψu(x) = 0 for x ∈ ∂X−
(3.1)

defined in domain X , has to be transformed into a set of sub-problems for the uncollided flux
ψui in the different subdomains Xi with i = 1, . . . , Ni. Here, L is the the displacement-plus-
removal operator, and Qext is the external source, measuring the number of particle emitted
per second, per steradians and per unit energy.

In this chapter, we consider Qext to be defined by a set of isotropic point sources as in
Eq. (1.77), namely

Qext(x) =
∑

p=1,Np

Qp(x) =
∑

p=1,Np

Qp(E) δ(r− rp).

Because of the nature of the point-kernel, space and angle are dependent. For any point
r, the flux generated by Qp, is directed along direction Ωp(r) = r−rp

|r−rp| only. Therefore, the
angle is fixed for each point r by knowing the source point rp, hence, the angular dependency
can be omitted. Similarly, from this point on, we omit also the energy variable because
uncollided particles move at constant energy. As a result, we are allowed to abandon the
phase space notation X considering only the spatial domain D.
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Given a subdomain Di, with boundaries ∂Di, and solving for point source Qp located in
rp, two situations may arise: the one in which the source point is contained in the subdomain,
and the one in which it is external. This allows us to identify two types of problems. If
rp ∈ Di, we have Lψ

u
i,p(r) = Qp(r) for r ∈ Di

ψui,p(r) = 0 for r ∈ ∂D−
i .

(3.2)

If instead, rp /∈ Di, Lψ
u
i,p(r) = 0 for r ∈ Di

ψui,p(r) = ψini,p(r) for r ∈ ∂D−
i ,

(3.3)

where ψui,p is the flux in subdomain Di, generated by Qp. ψini,p represents the flux entering
∂Di, and associated to the emission of Qp. Because of linearity, the flux in subdomain Di is
computed by summing the contributions of the different sources, i.e.

ψui =
∑

p=1,Np

ψui,p. (3.4)

The solution of problems of the form of Eq. (3.2) presents no additional complexity to the
standard FCS calculation. We are able to perform this calculation by simply discretizing L
with one of the FCS techniques presented in Chapter 2. On the contrary, this is not the case
for problems assimilable to Eq. (3.3). In order to solve Eq. (3.3), we have first to introduce a
discrete representation of the uncollided flux at the subdomain interfaces.

3.1.2 Analysis of the problem related to the calculation of the uncollided
flux in subdomains not containing the source

Consider problem Eq. (3.3), i.e. the calculation of the uncollided flux in a subdomain Di,
with source Qp located in rp /∈ Di. Given the point source, we are able to distinguish between
incoming and outgoing boundaries (with respect to the source) as

∂D−
i,p = {r ∈ ∂Di| Ωp(r) · n < 0},

∂D+
i,p = {r ∈ ∂Di| Ωp(r) · n ≥ 0},

with n the outgoing normal direction to the subdomain boundary ∂Di. Clearly, given a
different point source, incoming and outgoing boundaries may be different. Then, we identify
the incoming and the outgoing boundary fluxes respectively as

ψ−
i,p = ψui,p(r) with r ∈ ∂D−

i,p, (3.5)
ψ+
i,p = ψui,p(r) with r ∈ ∂D+

i,p. (3.6)
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∂Ds3,p∂Ds′
3,p

rp

r+
t

r−
t

D1 D2 D3

Fig. 3.1 Representation of MOC ray tracing across different subdomains.

Since the subdomains are box-shaped with 6 faces, we denote by ∂Ds′
i,p the subdomain

faces of the incoming boundary, i.e. ∂Ds′
i,p ∈ ∂D

−
i,p, with s′ as the index of the incoming

interface. In the same way, we denote with ∂Dsi,p the interfaces of the outgoing boundaries
such that ∂Dsi,p ∈ ∂D+

i,p with s as the index of the outgoing interface.
Since MOC-BQ relies on ray-tracing with trajectories directed to the domains boundaries,

it is useful to introduce a new notation in order to identify the boundary quadratures local to
each subdomain. Given an outgoing interface ∂Dsi,p, we define with Psi,p =

{
r+
t

}
t=1,Nt

the set
of points of ∂Dsi,p which are used as support for ray tracing. With reference to Section 2.3.1,
each point r+

t ∈ Psi,p is defined as the centroid of the boundary-mesh region identified by
points rt,1, rt,2, rt,3 and rt,4. Nt is instead the number of points in Psi,p. For convenience,
we also define Ps′

i,p =
{
r′
t′
}
t′ as the set of points of the boundary quadrature, but generated

on the incoming interfaces ∂Ds′
i,p. Ps

′
i,p coincides with the set of points Psi′,p of the upstream

subdomain Di′ .
If the subdomain does not contain the source, the trajectory joining the source with r+

t

will intersect one of the incoming interfaces in point r−
t (see Figure 3.1). By grouping all

these points together for each of the incoming interfaces ∂Ds′
i,p, we define the set

Qs′
i,p =

r−
t ∈ ∂Ds

′
i,p |

r+
t − r−

t∣∣∣r+
t − r−

t

∣∣∣ = Ωp(r+
t )

 .
With reference to Fig. 3.1, while solving for D3, in order to integrate the uncollided flux

along trajectory t (generated by point r+
t ) we need to know the incoming flux ψ−

i,p in r−
t ,

as indicated by the boundary conditions of problem in Eq. (3.3). This flux, however, is the
result of another problem, that is the calculation of the uncollided flux in subdomain D2.
Generalising, in order to solve a subdomain not containing the source, it is first necessary
to solve the upstream subdomains. Therefore, the FCS method has to solve subdomains in
order, following the propagation front starting from the source. Moreover, the calculation of
each subdomain has to provide the uncollided flux in each region of the subdomain, as well as
the flux at the outgoing boundaries ψ+

i,p, which is required to solve downstream subdomains.
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rp

D1 D2 D3

Fig. 3.2 Representation of MOC ray tracing using a unique set of trajectories for all
subdomains.

We also remark that, when solving for the flux in D2 using MOC, point r−
t should be part

of the boundary quadrature Ps2,p in order to evaluate ψ+
i,p in r−

t . Alternatively, an ad-hoc ray
tracing has to be preformed to provide those values to the downstream subdomain.

The problem has a straightforward solution, which is the use of a unique set of trajectories
discretizing the whole domain. These trajectories can be generated using an unique quadrature
defined over the boundaries of the complete domain ∂D as illustrated in Figure 3.2. In such
a case, each point of Qs′

i,p coincides with a point in Psi′,p of the upstream subdomain Di′ .
Therefore, the flux in Qs′

i,p is provided by the solution of Di′ using MOC ray tracing. It is
easy to see how this approach causes a densification of the trajectories within the subdomain
containing the source. In this subdomain, a large number of trajectories has to be traced,
thus resulting in a larger computational cost with respect to the solution of more distant
subdomains. This problem has already been observed in Chapter 2 when dealing with MOC.
Also, this is precisely the reason why we designed the Trajectory Splitting MOC. In the case
of domain decomposition, however, an uneven distribution of trajectories across subdomains
leads to an imbalance of the workload of each process, causing potential idle times and
reduced parallel efficiencies.

3.1.3 Research of a viable solution to trajectory thinning in domain
decomposition

Literature on DDM for First Collision Source methods is scarce. However, a notable approach
to this issue has been presented by M. Hanuš et al., [54]. The authors propose a MOC-based
technique similar to the one of IDT: this is based on the use of a different set of trajectories
in each subdomain, as depicted in Fig. 3.3. Trajectories are generated using a BQ quadrature,
i.e. tracing from the source towards the points of a boundary mesh Psi,p generated on the
outgoing boundaries of each subdomain (black dots in Fig. 3.3). Since trajectories do not
have support within the subdomains located upstream (with respect to the subdomain to be
integrated), Hanuš et al. use an interpolative approximation in order to retrieve the flux in
the desired points, namely Qs′

i,p (represented by the empty dots in Fig. 3.3).
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rp

D1 D2 D3

Fig. 3.3 Representation of the trajectory-based discretization using a different boundary
quadratures for each subdomain.

The interpolation, however, is not performed directly on the flux but rather on the
equivalent cross section Σeq

p at the boundary. For a generic trajectory generated by tracing
from the source point rp to point r, the equivalent cross section Σeq

p in r+
t is defined by the

relation
Σeq
p (r+

t ) =
∑
k=1,Nk

ΣkLk∑
k=1,Nk

Lk
, (3.7)

where Σk and Lk are the total cross section and the chord length in the spatial regions
intersected by the trajectory. Numerically, Σeq

p is the total cross section that an equivalent
homogeneous medium should have in order to reproduce the same optical attenuation along
the trajectory t, i.e.

Qp
∏

k=1,Nk

e−ΣkLk = Qpe
−Σeq

p

∑
k=1,Nk

Lk . (3.8)

For convenience, we will refer to the approximation on Σeq
p introduced by Hanuš et al. as

Equivalent Cross Section (EXS) approximation. In the following section we present the EXS
approximation, explaining with an example how it is used within the FCS calculation.

3.1.4 Description of FCS method based on the equivalent cross section
approximation

On Fig. 3.4, we denote with D1 the subdomain containing the source, and with D2 a
neighbouring subdomain. The FCS calculation requires to solve subdomains sequentially
following the propagation front, therefore, D1 first and then D2. We will now denote with

- Ps2,p = {r+
t } the set of points on boundary ∂Ds2,p, necessary for both the integration on

the flux in D2, and the calculation of the outgoing flux in ∂Ds2,p;

- Qs′
2,p = {r−

t } the set of points formed by the intersections of the trajectories, generated
using points Ps2,p, with the incoming interface ∂Ds′

2,p;
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r−
t

r+
t

r′
1

r′
2

r′
3

r′
4

rp

D1

D2

Fig. 3.4 Illustration of the Equivalent Cross Section approximation.

- Ps′
2,p = {r′

t′} the set of points on the incoming interface ∂Ds′
2,p, coincident with Ps1,p, i.e.

the points of the boundary quadrature for the integration of D1 (in Fig. 3.4, r′
1, r′

2, r′
3

and r′
4 are four points of Ps′

2,p).

The calculation of D1 provides both the uncollided flux in the subdomain, and the
equivalent cross section Σeq

p in point Ps′
2,p. In each point of Ps′

2,p, Σeq
p is computed solving

Eq. (3.7).
After, the value of the incoming flux in each point r−

t ∈ Qs
′

2,p is required when solving for
D2. The method introduced by Hanuš et al. retrieves this value by computing

ψ−
i,p(r−

t ) = Qp e
−|r−

t −rp|Σeq
p (r−

t ), for r−
t ∈ Qs

′
2,p, (3.9)

and approximating Σeq
p (r−

t ) using an inverse-distance weighted interpolation between the Σeq
p

evaluated in Ps′
2,p, [54, 88]. In detail, supposing that r−

t falls in the region of the boundary
mesh Ps′

2,p delimited by r′
1, r′

2, r′
3 and r′

4,

Σeq
p (r−

t ) =


Σeq
p (r′

t′) if |r−
t − r′

t′ | = 0 for t′ = 1, 2, 3, 4 ,∑
t′=1,4 wt′ Σeq

p (r′
t′ )∑

t′=1,4 wt′
otherwise,

(3.10)

with wt′ as the weight function,

wt′ = 1∣∣∣r−
t − r′

t′

∣∣∣β with t′ = 1, 2, 3, 4 , (3.11)

and parameter β equal to 2. The finer the boundary mesh, the smaller the distance between
the points in Ps′

2,p, and the greater the approximation accuracy.
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While solving for the uncollided flux in D2, the method also computes Σeq
p in r+

t ∈ Ps2,p as

Σeq
p (r+

t ) =
Σeq
p (r−

t )
∣∣∣r−
t − rp

∣∣∣+∑
k=1,Nk

ΣkLk∣∣∣r+
t − rp

∣∣∣ . (3.12)

Remark that Σeq
p (r+

t ) is representative of the optical length along the entire path between rp
and r+

t , and not of the portion of trajectory crossing one single subdomain.
Eqs. (3.7) and (3.12) are the result of our elaboration of the concepts presented in the

original publication of M. Hanuš et al., [54]. Thus, the equations may not be exactly the
same as those employed by the authors.

Considerations

Because of the exponential flux attenuation, the flux at the subdomain interfaces varies much
more rapidly (in relative terms) than Σeq

p in the presence of optically thick media (Σeq
p L > 1).

The interpolation of fluxes presenting very steep variations, rather than Σeq
p , would result in

very large errors. In this respect, the EXS approximation, acting on equivalent cross sections,
is expected to be much more accurate, [54].

The EXS approximation provides a synthetic way of representing the entire optical path
between the source point and the subdomain of interest. However, in the presence of several
subdomains, the EXS approximation operated on a certain subdomain is build on top of the
EXS approximations operated in the upstream subdomains. It follows that great care must
be taken so as to ensure that these errors do not increase excessively with the number of
subdomains.

The method, by using a single boundary mesh supporting the MOC integration and
allowing for the evaluation of Σeq

p , favours the reuse of trajectories. This minimizes the
number of trajectories to be traced and, consequently, the computational cost.

In conclusion, the method appears to be effective in rebalancing the workload of the
processes, and furthermore, it provides a concise representation of the fluxes at the subdomain
interfaces, which is advisable to reduce communication costs in DDM. In our work, we have
decided to adopt the EXS approximation illustrated in [54], but we have derived a different
method.

3.2 Development of the First Collision Source in domain
decomposition

The key idea of the method presented in this work is that the error introduced by the EXS
approximation may be difficult to control using the approach presented in Section 3.1.4.
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In DDM, the integration error is related to two distinct approximations: the MOC, and
the EXS approximation. The former is the error committed while integrating the uncollided
flux over a subdomain Di. The latter, instead, is the error introduced while approximating
ψ−
i,p at the incoming boundaries of each subdomain Di not containing the source. When

performing calculations on large numbers of subdomains, these two contributions may have
different weights, hence, the interest of controlling these two sources of error separately.

3.2.1 Definition of the boundary discretization

Our method relies on two different boundary discretizations, one for the MOC integration,
and the other for Σeq

p . The idea is to allow to refine points Ps′
i,p, used for the interpolations,

regardless of the boundary discretization Psi,p used by MOC. To this extent, we define:

- Ps,Mi,p as the set of points generated by the the MOC boundary mesh, for each outgoing
interface ∂Dsi,p, of each subdomain Di;

- Qs
′,M
i,p as the set of points generated by the intersection of the MOC trajectories with

∂Ds′
i,p, as done in Section 3.1.2.

Points r+
t ∈ P

s,M
i,p are the centroids of the square elements of a BQ boundary mesh. The

spacing of the mesh can be set differently in each subdomain Di (in our tests, however, we
always use a equal spacing for all subdomains).

Then, a second boundary mesh for the Σeq
p evaluation is generated. It is defined on all

subdomain boundaries, incoming and outgoing, and using a unique spacing in all subdomains,
∆EXS . This makes the mesh conformal over the interfaces of the entire domain. We denote

- Ps,Ei,p as the set of points of the EXS boundary mesh defined on the outgoing boundaries
∂Dsi,p;

- Ps
′,E
i,p as the set of points of the EXS boundary mesh on the incoming boundaries ∂Ds′

i,p,
with Ps

′,E
i,p ≡ P

s,E
i′,p and Di′ being the upstream subdomain;

- Qs
′,E
i,p as the set of points originated by intersecting ∂Ds′

i,p with trajectories generated
from Ps,Ei,p .

Differently by the MOC mesh, the point in Ps,Ei,p and Ps
′,E
i,p are defined as the vertices of

elements of a BQ mesh. In doing so, each point r ∈ ∂Ds′
i,p will always be comprised between

four points of Ps
′,E
i,p , which is ideal for the application of the EXS approximation.

In practise, only points Ps,Mi,p , Ps,Ei,p and Ps
′,E
i,p are actually stored. Points Qs

′,M
i,p and

Qs
′,E
i,p are instead calculated on-the-fly by tracing backward the trajectories from points Ps,Mi,p

and Ps,Ei,p towards the source point. In the following, we will refer to the boundary mesh
generating Ps,Ei,p and Ps

′,E
i,p as EXS boundary mesh, and to the one generating points Ps,Mi,p as

MOC boundary mesh.

95



Extension of the First Collision Source method to parallel Domain
Decomposition

3.2.2 Derivation of the equations of the First Collision Source in domain
decomposition

By solving separately the calculation of uncollided flux ψui,p and the calculation of outgoing
flux ψ+

i,p in the two problems, Eqs. (3.2) and (3.3), we distinguish four different calculations.
These are

ψui,p = L−1Qp, if rp ∈ Di (3.13)
ψui,p = L−1ψ−

i,p, if rp /∈ Di, (3.14)

solving for the uncollided flux ψui,p, and

ψ+
i,p = L−1Qp, if rp ∈ Di (3.15)

ψ+
i,p = L−1ψ−

i,p, if rp /∈ Di. (3.16)

solving for the outgoing flux ψ+
i,p.

In order to solve the four equations, we introduce the discrete representation of the
boundary fluxes in points Ps,Ei,p and Ps

′,E
i,p . The set Ps,Mi,p is used instead by the MOC method

for the discretization of the uncollided flux. We denote with Ψu
i,p the MOC discretized form of

ψui,p and, in place of the boundary fluxes, ψ−
i,p and ψ+

i,p, we use Σeq
p evaluated in the incoming

and outgoing points, Ps
′,E
i,p and Ps,Ei,p , respectively. In particular, we define

- Σeq,+
i,p , the Σeq

p evaluated in Ps,Ei,p , for each of the outgoing interfaces ∂Dsi,p ∈ ∂D+
i,p;

- Σeq,−
i,p , the Σeq

p evaluated in Ps
′,E
i,p , for each of the incoming interfaces ∂Ds′

i,p ∈ ∂D
−
i,p.

We recall that, because of Eq. (3.9), the knowledge of Σeq
p , source intensity, and the distance

from the source, allows for the computation of the uncollided flux in any point of the domain.
Further, by noticing a certain similarity with the balance and transmission equations

for the single spatial region, i.e. Eqs. (1.67) and (1.68), we will now denote the discretized
(inverted) streaming-plus-removal operator using four different operators, namely the collision,
the incoming, the escape and the transmission operators.

By introducing this discretization, Eqs. (3.13) and (3.14) become respectively

Ψu
i,p = CFCS

i,p Qp, if rp ∈ Di, (3.17)
Ψu
i,p = IFCSi,p Σeq,−

i,p , if rp /∈ Di, (3.18)

while Eqs. (3.15) and (3.16) become

Σeq,+
i,p = EFCS

i,p Qp, if rp ∈ Di, (3.19)
Σeq,+
i,p = TFCS

i,p Σeq,−
i,p , if rp /∈ Di. (3.20)
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The system of equations is closed by a flux continuity relation

ψ−
i,p = ψ+

i′,p, (3.21)

for each couple of neighbouring subdomains Di and Di′ , with Di′ the upstream subdomain.
By introducing the discretization of the boundary fluxes, Eq. (3.21) becomes

Σeq,−
i,p = Σeq,+

i′,p . (3.22)

We have that:

- the collision operator CFCS
i,p coincides with the MOC-discretized streaming-plus-removal

operator L−1
FCS , restricted to subdomain Di. The calculation of Eq. (3.17) is solved using

the MOC-BQ method as presented in Section 2.3, with Ps,Mi,p as boundary quadrature;

- the incoming operator IFCSi,p , relates Σeq
p , defined in points Ps

′,E
i,p , with the uncollided

flux in the subdomain. The calculation of Eq. (3.18) consists in three steps. For each
point r+

t ∈ P
s,M
i,p , we first trace the trajectory backward in order to compute the entering

point r−
t ∈ Q

s′,M
i,p . Then, we compute ψ−

i,p in r−
t using Eq. (3.9), and approximating

Σeq
p (r−

t ) using the EXS approximation. In practice, we solve Eq. (3.10), interpolating
between Σeq,−

i,p . Finally, disposing of ψ−
i,p(r−

t ), the calculation proceeds as a standard
MOC integration with Ps,Mi,p as boundary quadrature;

- The escape operator EFCS
i,p relates the source, located in the subdomain, with equivalent

cross sections Σeq,+
i,p . The calculation in Eq. (3.19) consists in the evaluation of Σeq

p

in each point r+
t ∈ P

s,E
i,p . This is done by computing Eq. (3.7) along the trajectories

generated by joining the source with points Ps,Ei,p ;

- The transmission operator TFCS
i,p relates Σeq,−

i,p with Σeq,+
i,p . The calculation of Eq. (3.20)

consists of three steps. For each point r+
t ∈ P

s,M
i,p we first retrieve point r−

t ∈ Q
s′,E
i,p

by back-tracing from r+
t ∈ P

s,E
i,p to the source. Then, we interpolate Σeq

p in r−
t using

Eq. (3.10), and Σeq,−
i,p . Finally, we compute Σeq

p in each point of Ps,Ei,p solving Eq. (3.12)
along the trajectory joining r−

t with r+
t .

Since the calculation of Eqs. (3.18) and (3.20) involves the use of an interpolative
approximation, the particle balance in not preserved on the domain. As discussed in Chapter
2, the uncollided flux is computed for all groups simultaneously. This implies that the Σeq

p

have to be stored in all boundary points and for all energy groups. Furthermore, the Σeq
p

are specific to the point source location rp. Therefore, when solving for different point
sources simultaneously, different Σeq

p have to evaluated for the different point sources. Finally,
because of the equations solved, at equal number of points in Ps,Ei,p and Ps,Mi,p , the calculation
of Eqs. (3.19) and (3.20) is much cheaper in terms of computational cost than the calculation
of Eqs. (3.17) and (3.18).
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3.3 Design of an efficient scheduling algorithm for the First
Collision Source in Domain Decomposition

By relying on the considerations made in the previous sections, a scheduling algorithm for
the FCS in DDM has to be developed. To do so, we define the unit work performed by the
process, i.e. the task. Then, we identify the dependencies between the different tasks, and
we specify the order in which they are solved.

3.3.1 Definition of the tasks

The way the DDM of IDT is structured, the task coincides with the solution of a transport
calculation in a given subdomain. Aiming to use a similar approach for FCS in DDM, we
note that, for each subdomain, two calculations are possible. These are the calculation of
Σeq
p at the outgoing boundaries of the subdomain, and the calculation of uncollided flux in

the subdomain volume.
This allows us to define two types of tasks. For a given subdomain Di, and for a given

point source Qp, we define:

- MOCi,p, as the task solving for the uncollided flux in subdomain Di, emitted by the
point source Qp. If rp ∈ Di, the task coincide with the solution of Eq. (3.17). Otherwise,
it solves Eq. (3.18);

- EXSi,p, as the task solving for the Σeq
p values of the outgoing boundaries of subdomain

Di, for the given source point Qp. EXS solves Eq. (3.19), if rp ∈ Di, and Eq. (3.20), if
rp /∈ Di.

3.3.2 Definition of the tasks dependencies

By considering the entire calculation in domain decomposition, made of several subdomains
Di, and several sources Qp, we remark that:

- MOCi,p and EXSi,p tasks can be solved in parallel for the same subdomain;

- The calculations of the different point sources are independent of each other. Therefore,
tasks solving for different sources can be run in parallel;

- For a given point source, EXSi,p tasks have to be solved sequentially following the
propagation front. For a given subdomain, EXSi,p and MOCi,p can be solved only if:

a) the source is contained in the subdomain;

b) EXSi,p has been solved for all upstream subdomains.
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3.3.3 Definition of the tasks execution priority

The scheduling of FCS tasks is strongly conditioned by the sequential order in which the
subdomain calculations have to be solved. This dependence implies unavoidable idle times. In
order to reduce them, the straightforward solution is to schedule multiple source points at the
same time. However, processing different source points simultaneously implies the allocation
of Σeq

p for each source point. The memory occupied by the Σeq
p values, if not bounded, can be

a limiting factor for the simulation. In our implementation, the maximum number of sources
that can be scheduled at the same time is a user defined parameter. Source points are also
ordered, so as to define their execution priority.

The two types of tasks, MOCi,p and EXSi,p, as already mentioned, may have two very
different computational costs. At equal number of trajectories, the MOCi,p calculation is
more expensive than EXSi,p. In order to minimize the idle times, we have designed the
algorithm in such a way that all MOCi,p tasks are solved in parallel for the same point
source. In order for the MOCi,p calculations to take place simultaneously in all subdomains,
Σeq
p values have to be known for all subdomain boundaries. As soon as they are available,

the algorithm performs the MOCi,p calculation on the entire domain. Meanwhile, it solves
EXSi,p.

Summarizing,

- the MOCi,p task is solved only when it is solvable in each subdomain;

- given the first condition, the MOCi,p task is prioritized over EXSi,p;

- the choice of the point source to be solved takes place according to the absolute
numbering of source points.

3.3.4 Design of the tasks scheduling algorithm

We now describe the sheduling algorithm, and how the calculation is solved using a hybrid
shared-memory/distributed-memory parallelism model. In Section 1.4.4, while describing
the implementation of the DDM of IDT, we have discussed how subdomains are grouped
into lists and distributed over the nodes of the cluster. Each node is in charge of solving for
all subdomains Di belonging to list LD

n = {Di}i=1,Nn with Nn the number of subdomains
contained in the list. When solving on a shared-memory architecture, all subdomains are
arranged in a unique list, with Nn = Ni, and Ni the total number of subdomains.

In order to be compliant with the DDM data structure, in FCS, each node has to
solve MOCi,p and EXSi,p tasks for subdomains Di ∈ LD

n , and all point sources Qp with
p = 1, . . . , Np. Algorithm 4 displays how the tasks are scheduled in each node when solving
FCS.
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Algorithm 4: The scheduling algorithm of the FCS in DDM for a process n.
Data: LD

n , Qp with p = 1, . . . , Np

1 begin
2 do
3 if ∃Qp | Σeq

p is known for each Ps
′,E
i,p with i = 1, . . . , Ni then

4 foreach Di ∈ LD
n do (parallel execution)

5 Solve MOCi,p for Qp, in subdomain Di;
6 end
7 else
8 foreach Di ∈ LD

n do (parallel execution)
9 if ∃Qp | Σeq

p is known for Ps
′,E
i,p in subdomain Di then

10 Solve EXSi,p for source Qp, in subdomain Di;
11 end
12 end
13 end
14 Synchronization;
15 Solve Eq. (3.22) for all couple of neighbouring subdomains belonging to

different lists (Exchange Σeq
p );

16 while all MOCi,p tasks have not been solved, for all Di and all Qp, with
i = 1, . . . , Ni and p = 1, . . . , Np;

17 end

The algorithm is structured as an infinite loop, ending when all tasks have been
executed. At each loop, using MPI communications, Σeq

p are exchanged between neighbouring
subdomains belonging to different lists.

At each loop, the algorithm first verifies the possibility of solving MOCi,p calculations
simultaneously in every subdomain Di, for any of the point sources. This coincides to verify
that Σeq

p is known in every point in Ps
′,E
i,p , for all subdomains of the domain. If this is possible,

the research provides the source Qp to be solved. Then, the algorithm executes MOCi,p

calculations, solving the different subdomains in parallel on the available CPU cores. At the
end of the calculation, the algorithm executes the synchronization with other nodes. We
remark that, MOCi,p are solved in parallel (for the same source point) for all Ni subdomains,
and not only for the subdomains in list LD

n .
If the research at line 3 of Algorithm 4 gives a negative result, the algorithm executes a

loop over the subdomains of list LD
n . The loop is performed in parallel on the available CPU

cores. Then, each core, solving for a different subdomain Di, performs a second research in
order to identify one EXSi,p task to execute. In detail, the algorithm proceeds considering
sources in order, for p = 1, . . . , Np. For each source, it verifies if Σeq

p is available in Ps
′,E
i,p . If so,

EXSi,p is executed. Otherwise, the algorithm proceed further in the research. If the research
at line 9 gives a negative result for all sources, only in this case the core will not perform any
calculation. Once the loop over the subdomains ends, the process are synchronized, and Σeq

p
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are exchanged. Remarks that the exchange of Σeq
p described by Eq. (3.22) interests all couples

of neighbouring subdomains. However, only the exchange between subdomains belonging to
different lists involves MPI communications.

In order to limit the number of sources treated at the same time, some precautions have
been employed. In the actual implementation, the researches at lines 3 and 9 are done
on a sub-list of sources whose size is limited by a user-defined parameter. Once a MOCi,p

calculation is completed, source Qp is removed from the list and a new source is added.

3.3.5 Qualitative analysis of the scheduling algorithm effectiveness

In this section we illustrate, with the help of some examples, how the algorithm works,
and how the tasks are actually scheduled. The representations we propose are based on
the observation that EXSi,p is computationally cheaper than MOCi,p tasks, for an equal
refinement of the boundary meshes.

Figure 3.5 shows how the tasks are scheduled in the FCS algorithm. The small filled
boxes stand for EXSi,p tasks while the hatched ones stands for MOCi,p. The box lengths are
representative of the time required for their execution. The dotted gray lines denote the idle
times, i.e. the time spent by a core without performing any task. Different colors indicate
different source points, and the vertical solid lines denote the synchronization points. The
three figures represent three possible configurations that can be encountered when performing
FCS calculations. The examples are all made of four subdomains. The first one (displayed
in Figure 3.5a) contains a single point source located in subdomain D1. The second (see
Figure 3.5b) has two point sources, both contained in the first subdomain. The third contains
two sources, one in D1, and the other in D3 (see Figure 3.5c).

We can observe how, as the number of sources increases, the number of tasks that are solved
at the same time increases as well. This traduces into smaller idle times and, consequently,
a better employment of computational resources. In the second model, represented in
Figure 3.5b, we see that MOCi,p tasks are always prioritized over EXSi,p. In fact, EXS4,2

task, computing the equivalent cross section for source Q2 in D4, is solved only after the
MOCi,p task has been solved for source Q1.

By assuming that the computational times displayed in Figure 3.5 are representative
of the actual workload distribution between MOCi,p and EXSi,p tasks, we can appreciate
the interest of solving all the MOCi,p tasks at the same time. If this was not the case, the
task scheduling diagram for the first model would have been similar to the one displayed in
Figure 3.6.
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(a) Single source case.
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(b) Case with two sources in the same subdomain.

Q1

Q2

D1 D2

D3 D4
D1

D2

D3

D4

EXS

EXS

EXS

EXS

EXS

EXS

EXS

EXS

MOC

MOC

MOC

MOC

MOC

MOC

MOC

MOC

time
(c) Case with different sources in different subdomains.

Fig. 3.5 Illustration of the task scheduling of FCS in DDM.

3.4 Assessment of the accuracy of the First Collision Source
in domain decomposition

The precision of the FCS method in DDM can be adjusted with basically two parameters,
i.e. the spacings of the MOC boundary mesh, and the spacings of the EXS boundary mesh.
Meanwhile, the accuracy of the results varies with the degree of heterogeneity of the problem
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Fig. 3.6 Illustration of an alternative task scheduling strategy for FCS in DDM. Strategy not
forcing MOC tasks to be solved simultaneously.

and with the number of subdomains. In this section, we explore these parameters in order to
assess the method performances, both in terms of accuracy and calculation time.

We consider for out tests the Case 3 of the Box Test problem, presented in Section 2.7.1.
With the first test, we quantify the error introduced by the EXS approximation for different
boundary mesh refinements, and for different number of subdomains. Then, we investigate
the impact of the medium heterogeneity level on the approximation, and finally we analyse
the FCS method capabilities of reducing the computation time at increasing number of cores.

3.4.1 Quantification of the error introduced by the Equivalent Cross
Section approximation

Given the repeated-pattern nature of Box Test Case 3, we subsequently decompose the
problem geometry into subdomains by cutting each side of the domain into N parts. We
study the problem for N = 1, 2, 3, 4, 5, 6, 7, 8, 9, i.e. a domain decomposition which ranges
from 1 up to 729 distinct subdomains. The source is located in the bottom-left-front corner
of the first subdomain.

The aim of the test is to quantify the error related to the EXS approximation only, and
so excluding the error introduced by the MOC integration. To this extent, we compare
results of simulations having an equal MOC discretization in order to exclude the MOC
integration error. Since the decomposition into subdomains induces different trajectory-based
discretizations, we had to restrict our analysis to fluxes measured in a limited portion of
the domain, preserving the same MOC discretization for different domain decompositions.
For geometric reasons, our choice falls on the 3× 3× 3 regions cube located in the opposite
corner with respect to the source, that is, in the top-right-back corner. It can be seen that,
by splitting the domain into N × N × N equal cubes (with N ≤ 9), this zone, being in a
corner, will never be subdivided into multiple subdomains (refer to Figure 2.6). Therefore,
for an equal spacing of the MOC boundary mesh, even changing the domain decomposition,
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Fig. 3.7 Box Test Case 3, analysis of the EXS approximation accuracy at varying numbers of
subdomains, and varying EXS boundary discretizations. Monitoring the relative error RMS
introduced by the EXS approximation in the 3× 3× 3 cells box located in the top-right-back
domain corner. The error RMS is monitored for different domain decompositions and different
spacing ∆EXS of the EXS boundary mesh.

it presents the same trajectory discretization, so an equal MOC integration error. All
calculations are run using a constant harmonic approximation over the MOC solid angles for
the trajectory weights calculation (represented with Γ-0 in Section 2.7.1) and a trajectory
spacing of 0.02 cm.

By measuring the uncollided flux in these 3× 3× 3 regions we have evaluated the relative
error RMS according to Eq. (2.60). The reference result is obtained using the same MOC
discretization and without domain decomposition. We estimated the error involved by the
MOC integration in the zone of interest to be of the order of 10−5. This estimation has been
performed by running the same reference calculation with different spacings for the MOC
discretization.

Figure 3.7 displays the relative error RMS for different domain decompositions and
different EXS mesh spacings ∆EXS . We notice that the refinement of the EXS boundary
mesh has a significant impact on the EXS approximation error. In our test, the error
approximatively reduces of an order of magnitude every time the number of trajectories
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increases of about a factor 20. The error variation is instead much smoother with respect to
the increase of the number of subdomains.

We remark that the purple dotted line is obtained using a spacing ∆EXS equal to the one
of the MOC boundary mesh. By comparing MOC and EXS errors for the same spacing, we
notice how MOC integration has introduced an error from 1 to 2 orders of magnitude smaller
that the one of the EXS approximation. This gives further credit to our choice of separating
the evaluation of Σeq

p from the MOC integration, allowing for a better error control.

3.4.2 Evaluation of the FCS sensitivity with respect to the problem
heterogeneity

We want now to explore effectiveness of FCS as the media degree of heterogeneity varies. We
consider the Box Test Case 3 subdivided into 9 × 9 × 9 subdomains. Several calculations
are performed using different spacing ∆EXS , and progressively varying the media properties
of the problem. We recall that the model is constructed by repeating a certain number of
times the pattern made by two centred cubes. The total cross section of the outer cube is
kept equal to 2 · 10−3 cm −1 while the total cross section of the inner cube is progressively
increased. In particular, by defining δ as the ratio of the cross section of the inner cube over
the outer one, we repeat the test for δ = 2, 20, 200, 2000.

We monitor the relative error RMS in the top-right-back zone. Its trend with respect
to the EXS boundary mesh refinement level is shown in Figure 3.8. We observe that,
as the heterogeneity degree of the problem increases, the EXS approximation error also
increases. The effect of heterogeneity is particularly relevant, leading to errors up to 3 orders
of magnitude larger for case δ = 2000 than in case δ = 2.

3.4.3 Quantification of the FCS parallel performances in domain decomposition

As seen Section 3.3.5, the parallel performance of FCS may depend on many factors. Among
them, we recall the number of sources, their distribution through different subdomains, the
refinement of MOC and EXS boundary meshes, the number of subdomains, and how they
are associated to the different computer nodes. A complete analysis of the computational
performances of the method should therefore take place for different values of these parameters.

Here, we propose a concise analysis of the parallel performances of the algorithm. The
objective is to observe how, as the number of cores and subdomains varies, the computation
times and the speedup change.

The analysis is conduced on the Box Test Case 3 decomposing it into N × N × N

subdomains, with N = 1, 2, 3, 4, 5, 6, 7, 8, 9. The spacing of the MOC boundary mesh is
set equal to 0.02 cm. Three different discretizations of the EXS boundary mesh are used:
∆EXS = 0.2, 0.02, 0.002 cm, i.e. respectively 10 times, equal, and 1 tenth of the MOC
trajectory spacing. Simulations are performed on a cluster using AMD EPYC Milan 7763
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Fig. 3.8 Box Test Case 3, analysis of the EXS approximation accuracy at varying EXS
boundary discretizations, and varying heterogeneity degrees. Monitoring the relative error
RMS introduced by the EXS approximation in the 3× 3× 3 box located in the top-right-back
domain corner. Subdomain discretization made of 9× 9× 9 subdomains. The error RMS is
monitored for different spacing ∆EXS of the EXS boundary mesh, and different values of the
ratio δ between the total cross section of inner cubes, and the total cross section of outer
ones.

CPUs. The problem is solved using a number of cores equal to the number of subdomains.
No more than 24 subdomains are assigned to the same cluster node (a maximum of 24 cores
are used in each node).

Figure 3.9 shows the results of the analysis. On the left the computation time is
displayed with respect to the number of subdomains. The different contributions to the total
computational cost, coming from MOCi,p, EXSi,p, and communications between processes
are distinguished. The graphs on the right show instead the speedup factor, evaluated as
in Eq. (1.78). The speedup has been computed for the total calculation time, and also for
the partial contributions related to the two tasks, namely MOCi,p and EXSi,p. In order to
have a fair estimation of the speedup, the reference calculation solving for the problem not
decomposed (1 subdomain, 1 core) has to perform both EXSi,p and MOCi,p tasks (no need
of the EXS approximation while solving without DDM).
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We observe in Figure 3.9a that, running with an EXS mesh coarser than the MOC one,
the computational cost of the calculation is almost entirely due to the MOC integration.
Since MOCi,p tasks are solved by the cores all at the same time, and the cost of EXSi,p is
negligible, the algorithm shows a very high speedup factor (see Figure 3.9b).

On the contrary, while using a fine refinement of the EXS boundary mesh, the cost of the
entire calculation is dominated by EXSi,p (Figure 3.9e). Since EXSi,p tasks are sequentially
solved following the propagation front, the speed-up factor associated to EXSi,p increases
mildly with the number of cores. Since the computational cost of simulation is dominated by
EXSi,p calculations, the low speedup of EXSi,p traduces into low parallel performance of the
entire calculation.

The calculation cost due to the MPI communications between nodes is a secondary
contribution to the overall cost. It grows as the refinement of the EXS boundary mesh
increases, consistently with the increase in the number of points in which Σeq

p has to be
exchanged. The cost of communications remains almost constant as the number of subdomains
increases. Other computational costs attributed to the scheduling algorithm are of the order
of milliseconds, therefore not represented in Figure 3.9.

In conclusion, the parallel performances of the FCS method in DDM are strictly correlated
to the degree of refinement of the EXS boundary mesh.

3.5 Partial Conclusion

In this chapter we have developed a FCS method allowing for the calculation of the uncollided
flux in a spatial domain decomposition framework. This is based on the use of an interpolative
approximation (EXS) and equivalent cross sections, in order to evaluate the flux at the
subdomains boundaries. The method uses two different boundary meshes, and two different
ray tracing techniques: one for the integration of the uncollided flux in the subdomains
volumes, and the other for the evaluation of the fluxes at the outgoing interfaces. The
FCS method relies on a effective scheduling algorithm allowing to perform calculations on
parallel distributed-memory architectures, and enabling to solve for different point sources
simultaneously.

Our tests have shown how the method allows for an effective control of the error introduced
by the EXS approximation. This error increases with the degree of heterogeneity of the
problem, and can be mitigated by refining the EXS approximation, at the expense of a higher
computational cost. Tests have revealed how the error associated to the EXS approximation
has a reduced sensitivity to the number of subdomains involved in the domain decomposition.
Further, the parallel efficiency varies with the refinement of the MOC and the EXS boundary
meshes. In particular, solving for a single source point, the speedup factor tends to decrease
as the refinement of the EXS boundary mesh gets finer than the refinement of the MOC
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boundary mesh. Nevertheless, it has been qualitatively demonstrated that higher parallel
performances are achieved in the presence several point sources.

The FCS method we have developed is based on the MOC-BQ integration technique.
However, the method can be adapted to use other integration strategies, such as TS-MOC
and QP methods. At present, the FCS method is not able to account for boundary conditions
different from vacuum ones. This topic is left to further investigations.

The tests we have performed up to this point are related to the calculation of the
uncollided flux only. However, FCS calculations are made of two steps, and both of them
have to be solved using DDM. In Chapter 4 we will deal with the angular discretization and
the mitigation of the ray-effect in the second step, i.e. calculation of the collided flux. In
Chapter 5, instead, we will deal with the complete solution of transport problems in domain
decomposition with FCS.
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(a) Calculation Time, ∆EXS = 0.2 cm (b) Speedup factor, ∆EXS = 0.2 cm

(c) Calculation Time, ∆EXS = 0.02 cm (d) Speedup factor, ∆EXS = 0.02 cm

(e) Calculation Time, ∆EXS = 0.002 cm (f) Speedup factor, ∆EXS = 0.002 cm

Fig. 3.9 Box Test Case 3, evaluation of calculation time and speedup factor of the FCS
method in DDM. Tests run for different refinements of the EXS boundary mesh. On the left:
representation of the calculation time with respect to the number of subdomains. On the
right: representation of the speed-up factor with respect to the number of subdomains.
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Chapter 4

Development of a new angular
discretization method

In physical problems dominated by particle streaming, such as radiation shielding calculations,
discrete-ordinates solutions may be affected by the use of an insufficiently refined angular
discretization, causing the so-called ray-effect to appear. Even though FCS method is
employed, this act on the uncollided component of the angular flux only. Hence, FCS does
not provide any ray-effect mitigation on scattering sources. In this chapter we tackle this
problem by conceiving an alternative angular discretization method for particle streaming
problems, possibly less affected by the ray-effect, and more accurate than Discrete Ordinates
in particle streaming calculations.

In the following, we will introduce the problem of lack of angular discretization in shielding
calculations with the help of examples. We will present a possible remedy to this, which
has led us to the development of the Multi-PN (MPN ) angular discretization method. This
technique is based on the angular expansion of interface fluxes, within the short-characteristic
formulation of the transport equation. We will present the MPN approximation, and we
will provide a detailed derivation of the MPN equations. Then, we will discuss its main
features, and describe its implementation in IDT. A comparison between the MPN and the
SN methods is also provided, together with a series of tests. We will propose a verification
of MPN , together with an evaluation of its capability of mitigating the ray-effect. We will
quantify the accuracy of the new angular discretization and estimate the order of convergence
of the error, as compared with SN . Then, we will discuss the computational cost of MPN ,
and how it varies depending on the problem characteristics. Finally, we will draw some
conclusions.
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4.1 Considerations over the application of the IDT solver to
radiation shielding calculations

In order to better understand the effect of an insufficient angular refinement in Discrete
Ordinates calculations we have considered a problem representative of a radiation shielding
study. The model is called Prob500, and is taken from the test suite of the Tripoli-4 Monte
Carlo code, [4]. Here we are performing a quite simple qualitative analysis. However, since
the problem is quite demanding in terms of computational resources, a more detailed analysis
requires the use of Domain Decomposition. Thus, a more extensive study is postponed to
Chapter 5.

4.1.1 Illustration of ray-effect via the Prob500 benchmark problem

The Prob500 model, depicted in Figure 4.1, is a parallelepiped domain containing air. A
concrete wall is located in the top region (in gray). On the bottom side of the domain,
aligned along the X-axis, there are 5 detectors (green) and a Co-60 source (red). Source and
detectors are separated by a lead shield (blue), which is meant to avoid photons to directly
reach the detector. The Prob500 model presents a reflective boundary condition on the Y-
side, while vacuum boundary conditions are elsewhere applied. The problem is solved using
macroscopic cross sections generated from the ZZ-KASHIL-E70 nuclear data library provided
by NEA, [89], and using the Vitamin-B6 42-groups energy discretization. The maximum
scattering anisotropy order is set equal to 3. The source emits photons isotropically with a
unit intensity at energies equal to 1, 17 MeV and 1.33 MeV, corresponding to groups 22 and
23 of the multi-group discretization.

X

Z

100cm

20cm

52.5cm

40cm 10cm10cm5cm

0
Y

Z

50cm

5cm

Fig. 4.1 Illustration of the Prob500 problem geometry. Front (left) and lateral (right) views.
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4.1 Considerations over the application of the IDT solver to radiation shielding
calculations

In order to stress the importance of ray-effect mitigation we first performed a standard
discrete-ordinate calculation using a Chebyshev-Legendre angular quadrature with a triangular
arrangement of directions. We solved the problem using an S8 and an S30 quadratures,
corresponding to 80 and 960 directions, respectively. Then, we repeated the calculation using
the First Collision Source MOC-BQ method and approximating the source using a single
source point, centred in the source volume (since the source lies on the symmetry plane, no
difficulty is introduced by the presence of reflective boundary conditions). MOC-BQ is run
using a Γ-0 weight quadrature and using about 3.2× 104 trajectories. The calculation for the
collided flux is performed using an S8 angular quadrature.

(a) S8, group 23 (b) S30, group 23

Fig. 4.2 Prob500, representation of ray-effect in SN calculations. Average scalar flux (log10)
over the symmetry plane of the model, in energy group 23. SN calculation using the S8 (a)
and the S30 (b) quadratures.

Figure 4.2 shows the average flux in group 23, corresponding to the energy range 1MeV-
800KeV. It represents the flux profile on the symmetry plane of the model, namely the X-Z
plane passing through the source point. At this energy, the largest contribution to the flux, in
most of the domain, is provided by the uncollided component, i.e. photons which are directly
emitted by the source. As expected, ray-effect visibly affects the result of both calculations,
causing the distortions of the flux profile. Because of the limited dimension of the source,
ray-effect can be hardly mitigated unless a extremely fine quadrature is employed, hence the
importance of the First Collision Source method.

Figure 4.3 (a) displays the result of the calculation with FCS and the S8 quadrature. The
flux profile appears much smoother in group 23. FCS effectively eliminates the ray-effect
generated by photons emitted from the external source. However, we still find traces of
ray-effect while looking at lower energies. For example, in group 30 (energy range 400KeV -
300KeV ), the external source is not emitting. The only contribution to flux comes from
particles re-emitted by scattering (see Figure 4.3 (b)). At this energy, photons are scattered
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(a) S8, group 23 (b) S8, group 30

Fig. 4.3 Prob500, representation of ray-effect in SN calculations with FCS. Average scalar flux
(log10) over the symmetry plane of the model, in energy groups 23 and 30. SN calculation
using the S8 plus MOC-BQ.

for the most by the upper wall, and by the lead right-surface layer. The resulting flux profile
shows some unphysical oscillations (circled in red) which are typical of ray-effect.

We see that, even if dealing with a very simple case and using the FCS method, the
ray-effect may still afflict the numerical results of the simulation. As a consequence, the use
of an adequate angular discretization is still required.

4.1.2 Definition of a ray-effect mitigation strategy

Although some authors have shown how some angular quadratures are more effective than
others in countering ray-effect (see Section 1.3.1), Discrete Ordinates present some intrinsic
limits in accounting for particle streaming. Since each problem is different, a single angular
quadrature will never be able to integrate all possible angular distributions of the angular
flux. In this sense, we believe that the only effective technique for mitigating ray-effect with
SN is the use of adaptive quadrature formulas.

In this research, we opted for a different approach, based on a projective angular
discretization. Our idea is to retain the short-characteristics formalism of the transport
equation, while enriching the transmission equation by the introduction of an angular
expansion of the interface fluxes over a set of partial-range functions. By doing so, we aim
to obtain an angular discretization able to represent streaming effects more faithfully, and
thus less prone to ray-effects. At the same time, in order to limit the computational cost,
we want to avoid system of equations describing a full coupling between all angular degrees
of freedom. To this extent, interface fluxes are represented using a piecewise continuous
basis. As an advantage, such bases lend themselves to adaptive discretizations much better
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than Discrete Ordinates. Moreover, piecewise continuous angular representations are better
suited to describe possible discontinuities of the angular flux, [90], with respect to methods
expanding the flux over continuous functions, such as PN .

The angular discretization method we are proposing is called Multi-PN (MPN ), [91, 92].
It takes its name from the set of equations that it solves, which recalls the one of the DPN
method, [32]. However, the system of equations is solved independently for different portions
of the angular domain, and not only for the positive and the negative hemispheres, hence the
suffix “Multi”. In the following section, we present the method, and we provide a detailed
mathematical derivation. However, before going any further, we want to make a premise.
The developments presented here have been conceived under the hypothesis of homogeneous
material in each region. In spite of this, we do not expect any difficulty in extending MPN to
the heterogeneous Cartesian regions. The MPN formulation is very similar to the Multiple
PN Surface Integral Transport method designed by J. Stepanek, [93]. The method described
by the author is based on an expansion of boundary fluxes over spherical harmonics, and is
limited to 2-D geometries. In this respect, the MPN technique presented here can be seen as
an extension of this method to 3-D geometries and using a polynomial angular expansion
instead. Furthermore, while noticing a mitigation of the ray-effect, the author focused on the
ability of the method to represent the flux angular discontinuities in reactor core calculations.
Thus, the method has not been applied to particle streaming calculations. Another technique
with the same name has also been designed by Ghazaie et al. for the angular discretization of
the first-order transport equation [90]. The method, restricted to 2-D geometries, is presented
as a generalization of the DPN method and relies on a piecewise continuous angular expansion
of the angular flux.

4.2 Proposition of an angular discretization method based on
the piecewise polynomial expansion of the interface fluxes

In the following, we will use symbols ⟨·, ·⟩ and (·, ·) to identify integrations over the boundary
surfaces and over the volume of a spatial region, respectively. Blackboard bold (e.g. A)
characters are used to distinguish matrices relating together spatial and angular moments
from matrices relating moments of a single basis, which are instead identified using the
double-barred boldface (e.g. A) notation.

The first step of the MPN derivation consists in the definition of a suitable piecewise
representation of the interface fluxes over the unit sphere. To this extent, we partition the
unit sphere S2 = {Ω | Ω ∈ 4π} into Nn solid angles, such that

S2 =
⋃

n=1,Nn

S2
n, (4.1)
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and with
∆Ωn =

∫
S2

n

dΩ , (4.2)

as the measure of solid angle S2
n. Then, we define an angular basis Bn(Ω) within each solid

angle as
Bn(Ω) =

{
Bn
ℓ (Ω)

}
ℓ=1,Nℓ

with Ω ∈ S2
n, (4.3)

with Bn
ℓ being the element ℓ of the basis, ℓ = 1, . . . , Nℓ as the index of the basis function Bn

ℓ ,
and Nℓ as the basis dimension. We refer to Bn as the local angular basis in order to stress
the fact that it is local within the solid angle S2

n. For the moment, we provide a general
derivation of the method by considering Bn

ℓ to be any function. The actual definition will be
presented in Section 4.3.

The MPN approximation consists in representing the interface fluxes by an angular
expansion over the space spanned by basis Bn, within each solid angle. Since interface fluxes
are already expanded by short-characteristics on the regions surfaces r ∈ Γs′ , the actual
interface flux representation becomes

ψ(r,Ω) = ψs
′
n (r,Ω), Ω ∈ S2

n, r ∈ Γs′
, (4.4)

ψs
′
n (r,Ω) =

∑
k=1,3

βkP
s′
k (r)

∑
ℓ=1,Nℓ

Bn
ℓ (Ω)ϕs

′,n
k,ℓ , (4.5)

for r ∈ Γs′ and Ω ∈ S2
n.

In contrast to Eq. (1.62), which provides the flux for a single direction, Eq. (4.5) reconstructs
the flux over the whole solid angle. Basis functions Bn

ℓ (Ω) are not chosen to be orthogonal
to each other, therefore, the Nℓ angular components associated to a single spatial component
k are coupled by

∑
ℓ′=1,Nℓ

βs
′,n
ℓ,ℓ′ ϕ

s′,n
ℓ′ =

〈
Bn
ℓ Ps′

, ψ
〉s′

n
(4.6)

= 1
∆ΩnAs′

∫
S2

n

dΩ µs
′(Ω)Bn

ℓ (Ω)
∫

Γs′
dr Ps′(r)ψs′

n (r,Ω),

for ℓ = 1, . . . , Nℓ.

Here, we have used ϕs
′,n
ℓ = {ϕs

′,n
k,ℓ }k=1,K to indicate the vector of the spatial components

associated to the ℓ-th angular component. In Eq. 4.6, the symbol ⟨·, ·⟩s
′

n stands for the
spatial-angular integral over surface Γs′ and solid angle S2

n, whereas µs′ is the cosine of
the surface outgoing normal direction, i.e. µs′ = |Ω · ns′ |. Coefficients βs

′,n
ℓ,ℓ′ on the LHS of

Eq. (4.6), which are defined by

βs
′,n
ℓ,ℓ′ = 1

∆Ωn

∫
S2

n

dΩ µs
′(Ω)Bn

ℓ (Ω)Bn
ℓ′(Ω), (4.7)
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compose the angular mass matrix N
s′

n = {βs
′,n
ℓ,ℓ′ }ℓ,ℓ′=1,Nℓ

for indexes (s′, n).

4.2.1 Presentation of the MPN discretization procedure

Since the idea of MPN is built upon the short-characteristic formalism of IDT (See Section
1.2.4), we consider as starting point for our development the spatially discretized balance and
transport equations, Eqs. (1.67) and (1.68). In particular, even though using SN these are
solved for a finite number of direction, Eqs. (1.67) and (1.68) are also valid for any direction
Ω. We can therefore generalize them for a generic direction, namely

ψ(Ω) = C(Ω)q(Ω) +
∑

s′∈Γ−(Ω)
I
s′

(Ω)ψs′(Ω), (4.8)

ψs(Ω) = E
s
(Ω)q(Ω) +

∑
s′∈Γ−(Ω)

T
s,s′

(Ω)ψs′(Ω) for s ∈ Γ+(Ω). (4.9)

In order to discretize the angular variable in Eqs. (4.8) and (4.9), and so derive MPN , we
use a standard Galerkin projection technique. The procedure is similar to the one performed
for the spatial variable while deriving the short-characteristics equations in Section 1.2.4. It
consists in replacing the continuous angular source term q and interface fluxes ψs′ using
finite angular expansions, and then projecting the balance and the transmission on the basis
used to expand the source and the interface fluxes, respectively. To do so, we first need
to introduce the two bases. For the interface fluxes, the choice falls on the early-defined
piecewise continuous angular basis. Rearranging together the spatial moments in Eq. (4.5),
the angular expansion of the interface flux can be written as

ψs
′(Ω) = ψs

′
n (Ω) =

∑
ℓ′=1,Nℓ

Bn
ℓ′(Ω)ϕs

′,n
ℓ′ for Ω ∈ S2

n and n = 1, . . . , Nn, (4.10)

where ϕs
′,n
ℓ′ = {ϕs

′,n
k,ℓ′ }k=1,K . As for the source term representation, for consistency with the

scattering kernel, our choice falls on the finite-dimensional spherical harmonic basis AH ,
leading to expansion

q(Ω) =
∑

h′=1,H
Ah′(Ω)qh′ , (4.11)

where qh′ = {qh′,m}m=1,M contains the spatial-angular moments of the source, for index m.
We remark that while basis AH provides a continuous representation of the source over 4π,
interface fluxes are defined as piecewise continuous. In other words, each of the basis Bn has
a support which is limited to the solid angle rather than on the unit sphere.
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4.2.2 Derivation of the MPN transmission equation

In order to obtain the MPN transmission equation, we introduce the angular expansion of
the source, Eq. (4.11), and MPN approximation, Eq. (4.10), into Eq. (4.9), as

ψsn(Ω) = E
s
(Ω)

∑
h′=1,H

Ah′(Ω)qh′ +
∑

s′∈Γ−(Ω)
T
s,s′

(Ω)
∑

ℓ′=1,Nℓ

Bn
ℓ′(Ω)ϕs

′,n
ℓ′ . (4.12)

for Ω ∈ S2
n and n = 1, . . . , Nn.

Then we project the angularly-continuous transmission equation (4.12) on the local basis
Bn(Ω) over S2

n, obtaining

∑
ℓ′

βs,nℓ,ℓ′ϕ
s,n
ℓ′ = ⟨Bn

ℓ , ψ
s
n⟩
s
n = 1

∆Ωn

∫
S2

n

dΩ µs(Ω)Bn
ℓ (Ω)ψsn(Ω) (4.13)

=
∑

h′=1,H
Esn,ℓ,h′qh′ +

∑
s′∈Γ−

n

∑
ℓ′=1,Nℓ

Ts,s
′

n,ℓ,ℓ′ϕ
s′,n
ℓ′ ,

for ℓ = 1, . . . , Nℓ and n = 1, . . . , Nn,

with the MPN escape matrix, defined by the integral

Esn,ℓ,h′ = ⟨Bn
ℓ Ps, KPAh′⟩sn = 1

∆Ωn

∫
S2

n

dΩ µs(Ω)Bn
ℓ (Ω)E

s
(Ω)Ah′(Ω) (4.14)

for ℓ = 1, . . . , Nℓ and h′ = 1, . . . ,H,

representing the coupling between the spatial-angular moments of the source and the spatial-
angular moments of the outgoing flux on surface s, and the transmission matrix,

Ts,s
′

n,ℓ,ℓ′ =
〈
Bn
ℓ Ps, e−ΣtPs′

Bn
ℓ′

〉s
n

= 1
∆Ωn

∫
S2

n

dΩ µs(Ω)Bn
ℓ (Ω)T

s,s′

(Ω)Bn
ℓ′(Ω) (4.15)

for ℓ, ℓ′ = 1, . . . , Nℓ ,

giving the coupling between the spatial-angular moments of the incoming flux on surface s′

and the spatial-angular moments of the outgoing flux on surface s.
By collecting together the components of the angular expansion into vectors ϕsn =

{ϕs,nℓ }ℓ=1,Nℓ
and q = {qh}h=1,H , we can rearrange the MPN transmission equation (4.13) to

explicitly solve for all components ℓ in ϕsn, as

ϕsn = Esnq +
∑
s′∈Γ−

n

Ts,s
′

n ϕs
′
n , (4.16)

for n = 1, . . . , Nn, and s ∈ Γ+
n ,
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with

Γ±
n =

{⋃
Γ±(Ω), ∀Ω ∈ S2

n

}
.

In Eq. (4.16), the escape and transmission matrices are normalized by the inverse of the
spatial-angular mass matrix, which is defined for each solid angle n and surface s by the
tensor product

Nsn = N
s

n ⊗ 1K×K =
{
βs,nℓ,ℓ′ 1K×K

}
ℓ=1,Nℓ

ℓ′=1,Nℓ

(4.17)

=



βs,n1,1 1K×K βs,n1,2 1K×K · · · · · · · · · βs,n1,Nℓ
1K×K

βs,n2,1 1K×K βs,n2,2 1K×K · · · · · · · · · βs,n2,Nℓ
1K×K

...
... . . . ...

βs,nℓ,1 1K×K βs,nℓ,2 1K×K βs,nℓ,ℓ′1K×K βs,nℓ,Nℓ
1K×K

...
... . . . ...

βs,nNℓ,11K×K βs,nNℓ,21K×K βs,nNℓ,Nℓ
1K×K


,

with its inverse,
[Nsn]−1 = [N

s

n]−1 ⊗ 1K×K ,

where 1K×K is the K ×K identity matrix. The final escape and transmission matrices in
Eq. (4.16) are thus defined as

Esn = [Nsn]−1
{
Esn,ℓ,h′

}
ℓ=1,Nℓ

h′=1,H
and Ts,s

′
n = [Nsn]−1

{
Ts,s

′

n,ℓ,ℓ′

}
ℓ=1,Nℓ

ℓ′=1,Nℓ

, (4.18)

respectively.

4.2.3 Derivation of the MPN balance equation

The derivation of the MPN balance equation entails the projection on the spherical harmonics
base AH over 4π, so it allows for the direct evaluation of the angular moments of the flux,

ϕh = 1
4πV

∫
4π
dΩ Ah(Ω)

∫
T
dr P(r)ψ(r,Ω). (4.19)

Since the interface flux angular expansion Eq. (4.10) spans direction within a single solid
angle only, the evaluation of Eq. (4.19) has to account for the partitioning of the unit sphere.
Thus, we rewrite Eq. (4.19) as the sum of contributions evaluated in different solid angles,

ϕh =
∑

n=1,Nn

ϕnh, (4.20)
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where ϕnh is the vector of spatial components of the flux within the volume T and the solid
angle S2

n, contributing on angular moment h, i.e.

ϕnh = (AhP, ψ)n (4.21)

= 1
4πV

∫
S2

n

dΩ Ah(Ω)
∫

T
dr P(r)ψ(r,Ω).

Here symbol (·, ·)n stands for the spatial-angular integration over region T and solid angle S2
n.

The MPN equation for ϕnh is derived by introducing the MPN interface flux representation,
Eq. (4.10), and the angular expansion of the source term, Eq. (4.11), in Eq. (4.8), thus
obtaining

ψn(Ω) = C(Ω)
∑

h′=1,H
Ah′(Ω)qh′(Ω) +

∑
s′∈Γ−(Ω)

I
s′

(Ω)
∑

ℓ′=1,Nℓ

Bn
ℓ′(Ω)ϕs

′,n
ℓ′ , (4.22)

for Ω ∈ S2
n and n = 1, . . . , Nn.

Then, by replacing Eq. (4.22) in Eq. (4.21), one obtains the formulation for the spatial-angular
moments within region T and solid angle S2

n,

ϕnh = (Ah, ψn)n = 1
4π

∫
S2

n

dΩ Ah(Ω)ψn(Ω)

=
∑

h′=1,H
Cn,h,h′qh′ +

∑
s′∈Γ−

n

∑
ℓ′=1,Nℓ

Is
′
n,h,ℓ′ ϕ

s′,n
ℓ′ (4.23)

for h = 1, . . . ,H and n = 1, . . . , Nn.

The resulting formulation is the MPN balance equation for solid angle S2
n and harmonic h.

The flux angular moments are evaluated solving Eq. (4.23) for all solid angles, and summing
their contributions according to Eq. (4.20). In Eq. (4.23), the MPN collision matrix, defined
by the integral

Cn,h,h′ = (AhP, KPAh′)n = 1
4π

∫
S2

n

dΩ Ah(Ω)C(Ω)Ah′(Ω) (4.24)

for h, h′ = 1, . . . ,H,

describes the coupling between the spatial-angular components of the source and the spatial-
angular moment of the flux within T and solid angle S2

n. Since qh does not depend on
discrete solid angles, we are able to compute the contribution of collisions to the flux by the
global collision matrix Ch,h′ , which is given by the sum of the partial contributions Cn,h,h′ ,
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i.e.

Ch,h′ =
∑

n=1,Nn

Cn,h,h′ = 1
4π

∫
4π
dΩ Ah(Ω)C(Ω)Ah′(Ω) (4.25)

for h, h′ = 1, . . . ,H.

The contribution of the incoming flux on surface s′ to the angular-spatial moments of the
flux is instead represented by the MPN incoming matrix, which is defined as

Is
′
n,h,ℓ′ = (AhP, e−ΣtPs′

Bn
ℓ′)n = 1

4π

∫
S2

n

dΩ Ah(Ω)I
s′

(Ω)Bn
ℓ′(Ω) (4.26)

for h = 1, . . . ,H and ℓ′ = 1, . . . , Nℓ.

As done for (4.16), by collecting the flux angular components ϕnh into vector ϕn =
{ϕnh}h=1,H , and defining

Cn =
{
Cn,h,h′

}
h=1,H
h′=1,H

, Is′
n =

{
Is

′
n,h,ℓ′

}
h=1,H
ℓ′=1,Nℓ

, (4.27)

we are able to cast Eq. (4.23) in its final form, solving for all angular components within
solid angle S2

n, thus obtaining

ϕn = Cnq +
∑
s′∈Γ−

n

Is
′
nϕ

s′
n . (4.28)

for n = 1, . . . , Nn.

Finally, by summing the contribution of different solid angles using Eq. (4.20), and factorizing
the collision contribution as in Eq. (4.25), we define the MPN balance equation for the
spatial-angular components on 4π,

ϕ =
∑

n=1,Nn

ϕn (4.29)

= Cq +
∑

n=1,Nn

∑
s′∈Γ−

n

Is
′
nϕ

s′
n

with C = ∑
n=1,Nn

Cn, and ϕ = {ϕh}h=1,H .

4.2.4 Consideration over the MPN method

The MPN Eqs. (4.16) and (4.28) formally present the same structure of short-characteristics
equations using the standard SN method, i.e. Eqs. (1.68) and (1.67), respectively.

The MPN transmission couples moments of interface fluxes for the same solid angle
S2
n. Since no coupling is present between different angular elements, the MPN system of
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Γ
S2
n

ψ−(Ω2)

ψ+(Ω1)

Fig. 4.4 Illustration of the difficulties related to the distinction between incoming and outgoing
interfaces in MPN .

equations retains the block diagonal structure of the short-characteristics streaming-plus-
removal operator, so allowing to solve each solid angle independently. However, while in SN
each block can always be rewritten as a lower triangular matrix by numbering spatial regions
according to the propagation front, this is not the case for MPN in general. For certain
decompositions of the unit sphere into solid angle, it may happen that certain directions see
a region interface as incoming, while others see the same interface as outgoing. An example
of this is depicted in Figure 4.4. Here, Ω1 and Ω2 are two different directions belonging to
S2
n, which approach Γ, the interface between two regions, from different sides. In such a case,

interface Γ would be both incoming and outgoing at the same time. The resulting coupling
between regions would result in a non-triangular system of equations.

This difficulty can be overcome by using planes parallel to region surfaces to section
the unit sphere. In IDT, and in Cartesian solvers in general, this can be done by simply
constructing a unit sphere decomposition as invariant with respect to reflections on the XYZ
planes. As for the usual quadratures in SN , we have to decompose one single octant into solid
angles, and then generate the remaining through reflections with respect the XYZ planes.
This construction is doubly useful because it allows also for a straightforward implementation
of reflective boundary conditions.

As a consequence of these properties, the inversion of the MPN operator can be performed
using the standard sweeping scheme. Namely, we address each solid angle S2

n independently,
and, starting from “illuminated” boundaries, we solve the MPN balance and transmission for
all regions following the propagation front. The implementation of the MPN method does
not require to modify the structure of the scattering kernel nor the algorithm of the spatial
sweeping of the standard SN solver, but only acts on the nature of matrices and moments to
be solved.

A relevant difference between MPN and SN stays in the way angular moments are
computed. MPN method does not rely on any angular quadrature (SN -like angular discretization
with weights and directions) for the integration of the angular moments, but it directly
evaluates the contributions of the solid angles to the angular moments. Moreover, there is
no need for the source term to be evaluated on a set of prescribed directions, since MPN
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MPN coefficients SN coefficients

Cn [M ·Nh]× [M ·Nh] Cn M ×M
Is′
n [M ·Nh]× [K ·Nℓ] I

s′

n M ×K
Esn [K ·Nℓ]× [M ·Nh] E

s

n K ×M
Ts,s′
n [K ·Nℓ]× [K ·Nℓ] T

s,s′

n K ×K
Table 4.1 Comparison of the dimensions of the MPN and SN matrices, for a single region, a
single pair of surfaces, a single solid angle S2

n for the MPN , and a single direction for the
SN . M is the size of the spatial basis expanding the flux in the region volume, and K is
the size of the spatial basis expanding the flux on the region interfaces. Nh and Nℓ are the
number of spherical harmonics expanding the source, and the source of the local angular
basis respectively.

acts directly on the component of the source spherical harmonics expansion, as shown in
Eq. (4.16) and (4.28).

With MPN , therefore, the source term is updated by simply computing

q(i+1)
m = Σs,Hϕ

(i)
m + Qm for m = 1, . . . ,M, (4.30)

without the need of any moment-to-discrete and discrete-to-moment matrix (see Sections
1.2.3 and 1.2.4), with (i) as the inner iteration index. Here, we are denoting with qm and
ϕm the vectors containing the m-th order spatial-angular components of source and flux,
respectively. Qm is instead the vector containing the m-th order components of the source
term, accounting from the external source and particles scattered from other groups.

As concern the memory requirements, we remark that the MPN needs an increased
amount of memory for transport coefficients with respect to SN . Table 4.1 compares the
dimensions of MPN and SN coefficient matrices, for a single region T , a single pair of surfaces
s and s′, for a single solid angle S2

n for MPN , and a single direction Ωd for the SN . We see
that C, I, E and T matrices dimensions scale with both the orders of the spatial and the
angular bases, while SN matrices scales with the size of the spatial bases only.

Short-characteristics method with MPN , exactly like with SN , is verified to be conservative.
This, on the one hand provides robustness to the method, and on the other, allows to relate
MPN matrices using analytical conservation relations. In the event of future storage of
coefficients, such relations may be used to retrieve MPN coefficients from others stored in
memory, so as to reduce the MPN memory footprint. The derivation of a set of conservation
relations is presented in Appendix C.

As opposed to SN , we are not able to evaluate MPN coefficients analytically. Therefore,
the calculation is made using a numerical angular integration. At the present state of the
implementation, we use an angular quadrature made of directions and weights {Ωn,i, wn,i}i=1,Ni
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in each solid angle. Therefore, we compute MPN coefficients, as defined in Eqs. (4.14), (4.15), (4.24), (4.26),
and the mass matrix elements, Eq. (4.7), by the local quadrature∫

S2
n

dΩ f(Ω) ≈
∑

i=1,Ni

wn,if(Ωn,i), (4.31)

with f(Ω) as a generic function of the angle.
Finally, MPN can also be employed in adjoint calculations. The change of sign of the

adjoint streaming operator with respect to the direct one (see Section 1.1.2), can be taken
into account by simply substituting the spherical harmonics Ah(Ω) with Ah(−Ω) within the
definitions of the coefficients C, I and E, in Eqs. (4.24), (4.26) and (4.14), respectively.

4.3 Implementation of the MPN method in the IDT solver

The MPN method presents a number of parameters that still have to be defined. These are:

- the number and the shape of the solid angle partitioning of the unit-sphere;

- the definition of the local angular basis Bn(Ω) ;

- the angular quadrature used to compute the MPN coefficients within each solid angle.

At this stage, our purpose is to explore the MPN method and to highlight its strengths and
weaknesses. Our choices are therefore guided by the criterion of simplicity and effectiveness.
In the following, we will present our choices and the solution algorithm of MPN .

4.3.1 Definition of the sphere partitioning strategy

The MPN , in principle, is able to account for every type of discretization as far as we are
capable of defining a local angular basis in each solid angle. The simplest strategy consist in
partitioning the unit sphere using a rectangular latitudinal-longitudinal grid. This type of
meshes are known to present clustering effects at the poles (meshes shrink as the polar angle
approaches the poles and elements get more densely distributed in these regions), but, on
the other hand, allows for a simple definition of local angular basis and angular quadrature.

By using µ as the cosine of the polar angle θ, and φ as the azimuthal angle, we partition
the unit sphere

S2 = {(φ, µ) : φ ∈ [0, 2π], µ ∈ [−1, 1]}, (4.32)
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x

y

z

Fig. 4.5 Illustration of the unit sphere decomposition generated using the latitudinal-
longitudinal grid. Grid obtained using Nφ = 24 and Nθ = 12 and partitioning the sphere
into 288 solid angles.

using a uniform grid of the two cardinal angles. The result is a Nφ×Nθ elements grid, where
each solid angle is defined by

S2
n =

[
2(iφ − 1)π

Nφ
,
2iφπ
Nφ

]
×

cos
(

(iθ − 1)
Nθ

π

)
, cos

(
iθπ

Nθ

) , (4.33)

for iφ = 1, . . . , Nφ , iθ = 1, . . . , Nθ, and
n = 1, . . . , (iθ − 1)Nφ + iφ, . . . , NφNθ.

The resulting discretization, depicted in Figure 4.5, is identical to the Uniform Quadrature
defined in Section 2.3.1 for the MOC and the TS-MOC First Collision Source methods.
The parameter Nφ and Nθ are chosen such that the solid angle decomposition respects the
symmetries of the octant, i.e.

Nφ = 4a and Nθ = 2b with a, b ∈ N \ {0},

where N∗ is the ensemble of natural numbers excluded the value 0.

4.3.2 Definition of the local angular basis

Once defined how the unit sphere is partitioned, we have now to define the angular basis
Bn within each solid angle. For consistency with the source term expansion, the first option
one may consider is to represent the angular dependence of the interface fluxes using a
finite-dimensional spherical harmonics basis within each solid angle. However, this family
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of functions are not a basis for a solid angle, as they are not linearly independent. In order
to use spherical harmonics, we should select only functions that are linearly independent of
each other. At present, we have not explored this solution yet. We opted instead to use a
polynomial basis.

Let S2
n be a generic solid angle defined by

S2
n =

[
φn,1, φn,2

]
×
[
µn,1, µn,2

]
. (4.34)

Within this interval, we define the local angular basis Bn as

Bn(φ̂, µ̂) = {1, φ̂, µ̂, φ̂µ̂, φ̂2, µ̂2, φ̂3, φ̂2µ̂, φ̂µ̂2, µ̂3}, (4.35)

where φ̂ and µ̂ are the normalized local coordinates such that (φ̂, µ̂) ∈ [−1, 1]× [−1, 1] and

φ̂ = −1 + 2 φ− φn,1
φn,2 − φn,1

, (4.36)

µ̂ = −1 + 2 µ− µn,1
µn,2 − µn,1

. (4.37)

Here, basis Bn spans up to the cubic order. However, in our tests we will consider different
subspaces of this basis. In particular, we will look at the constant (piecewise angular step
approximation, Nℓ = 1), the linear (Nℓ = 3), the bilinear (Nℓ = 4), the quadratic (Nℓ = 6)
and the cubic (Nℓ = 10) orders.

4.3.3 Definition of the numerical integration strategy for MPN coefficients

For our implementation, we defined the quadrature set {Ωn,i, wn,i}i=1,Ni using a Chebyshev-
Legendre product quadrature formula, for each of the Nn solid angles. In particular, a
uniform quadrature of order

√
Ni solves the integrals along the interval [φn,1, φn,2], and a

Gauss-Legendre quadrature of the same order performs the ones over [µn,1, µn,2]. For each
solid angle S2

n, we use the same quadrature rule to integrate the four MPN matrices Cn,
Is′
n , Esn, Ts,s′

n , and the mass matrix Nsn. Other numerical quadratures have not yielded any
significant benefit on the MPN accuracy.

4.3.4 Description of the MPN algorithm

Algorithm 5 provides a schematic description of the way MPN equations are solved. We now
present how the algorithm works and discuss the main differences with the SN Algorithm 1.

At each iteration (i+ 1), the flux is initialized and the source, together with the incoming
boundary fluxes, is updated using fluxes of the previous iteration. Then, MPN solves
independently each solid angle. As a first step, it generates the local angular quadrature rule
within the solid angle and, for each direction, it evaluates the punctual values assumed by
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Algorithm 5: The MPN algorithm
1 begin
2 do
3 Set iteration (i+ 1);
4 Initialise ϕ(i+1) ←− 0 ;
5 Update q(i+1) from ϕ(i) by Eq. (4.30);
6 Update ϕs′,(i+1) with boundary conditions: ϕs′,(i+1) ←− βs′,sϕs,(i);
7 forall S2

n ∈ S2 do
8 forall Ωn,i ∈ {Ωn,i, wn,i}i=1,Ni do
9 Compute C(Ωn,i), I

s′

(Ωn,i), E
s
(Ωn,i), T

s,s′

(Ωn,i);
10 Compute Ah(Ωn,i) for h = 1, . . . , Nh;
11 Compute Bn

ℓ (Ωn,i) for ℓ = 1, . . . , Nℓ;
12 end
13 Compute Nsn by Eq. (4.17);
14 Compute Cn by Eq. (4.24);
15 Compute Is′

n by Eq. (4.26);
16 Compute Esn by Eq. (4.14) and Eq. (4.18);
17 Compute Ts,s′

n by Eq. (4.15) and Eq. (4.18);
18 Solve along S2

n: ϕ(i+1)
n ,ϕ

s,(i+1)
n ←− SWEEP(q(i+1), ϕs

′,(i+1)
n );

19 ϕ(i+1) ←− ϕ(i+1) + ϕ(i+1)
n ;

20 C←− C + Cn;
21 end
22 ϕ(i+1) ←− ϕ(i+1) + Cq(i+1);
23 while ϵ(ϕ(i+1),ϕ(i)) ≥ τ ;
24 end

the spherical harmonics functions, by the local angular basis, and by the short-characteristics
coefficients. Then, MPN algorithm integrates the coefficients using the local angular
quadrature rule, according to Eq. (4.31). As for the escape and the transmission matrices,
Esn and Ts,s′

n , the mass matrix Asn is also computed, inverted, and then multiplied as in
(4.18). Finally, MPN performs the sweep along the propagation front of the solid angle, i.e.
it solves balance and transmission equations, (4.16) and (4.28), in each region staring from
the incoming domain boundaries and moving towards the outgoing ones. This provides the
values of the contributions from the different solid angles to the flux spatial-angular moments.
By summing these contributions, the flux moments are reconstructed, and the process is
iterated until a flux convergence criterion, based on error function ϵ (defined in Eq. (1.71)),
is verified.

The MPN algorithm differs from the SN one by:

- the evaluation of the angular moments of the flux;

- the evaluation of the coefficients;
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- the sweep scheme.

As compared to SN , the source term is not evaluated on a set of discrete directions, and the
angular moments of the flux are evaluated without applying any angular quadrature, but
rather summing the contributions of the different solid angles.

Since the size of MPN matrices is significantly greater than the one of the short-
characteristic matrices used in SN , at present, the MPN matrices are not stored but calculated
on-the-fly, solid angle by solid angle. For future developments, we do not exclude the possibility
of exploiting symmetries, conservation and reciprocity relations in order to optimize the
algorithm memory consumption, and avoid the on-the-fly evaluation.

Finally, in order to reduce the overall computational cost, we opted to modify the standard
sweep scheme in order to factorize the collision matrix, as in Eq. (4.29). This allows to
avoid multiplying the collision matrix for each solid angle, but applying it only once. In
practice, the MPN sweeps compute only the second term on the RHS of Eq. (4.28), namely
the incoming contribution. The collision matrix is accumulated instead, as shown in Eq.
(4.25), and applied once and for all, in each spatial region, only at the completion of the
sweep on all solid angles. The collision contribution thus calculated is then added to the
angular moments of the flux.

4.4 Assessment of the MPN method capabilities of mitigating
the ray-effect in particle propagation problems

We designed MPN with the intent of enriching the transmission within the short-characteristics
method, assuming that this would mitigate the ray-effect, and provide a better representation
of the actual particle streaming. To verify the actual qualities of the method, we propose a
series of targeted tests.

At first, we want to verify the MPN capabilities on a problem which is affected by severe
ray-effect. Next, we propose a verification of the method on the Kobayashi benchmark.
The third and fourth tests are a homogeneous and a heterogeneous problem, respectively.
With them, we want to assess the error convergence rate of the MPN approximation with
respect to the degrees of the angular refinement, as compared to SN . In the fifth test we
evaluate the effectiveness and the accuracy of MPN in diffusive media, for different values of
the scattering ratios. Then, we perform an analysis showing the impact of the order of the
angular quadrature for the MPN coefficients on the quality of the flux estimation. Finally,
we will draw some considerations regarding the actual computational cost of MPN , and, in
particular, how it varies with the angular refinement, and with the problem anisotropy order.
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4.4.1 Evaluation of the ray-effect mitigation capabilities of MPN

As first test we consider the worst possible case for ray-effect mitigation, that is the particle
propagation from a localized source in a non diffusive media. The model is made of a
flat parallelepiped of 100× 100× 1 cm sides, discretized using a uniform grid composed of
100× 100× 1 equal cubic regions. A unit source is located in the bottom left corner region.
Reflective boundary conditions are applied on the Z+ and Z− boundaries so as to make
the 3-D problem equivalent to a 2-D one. Reflections are also applied to the X− and Y−
boundaries, while vacuum boundary conditions are applied elsewhere. The medium is purely
absorbing and has a total cross section Σ everywhere equal to 0.1 cm−1. We solved the
problem using both SN and the MPN method with different orders of the local angular basis.
SN is run imposing a product-type Chebyshev-Legendre quadrature rule with 5× 5 directions
per octant. The MPN uses instead a 5× 5 solid angle discretization in every octant, and a
10× 10 angular quadrature per solid angle. Keeping these parameters constant, we tested
MPN with the constant, the linear, the quadratic and the cubic orders of local angular bases.
A reference is also provided using SN with the Chebyshev-Legendre quadrature with 75× 75
directions per octant. We run simulations using the short-characteristics spatial discretization
with the constant flux approximation.

Ray-effect in step-characteristics method

Here we are showing the results generated using the step-characteristics discretization.
Figure 4.6 provides a graphical representation of the average flux over the whole problem

domain. We observe that the 25 angular directions (per octant) used are not sufficient for
SN to represent the effective particle propagation from the small source region in a so refined
spatial domain. Figure 4.6 (a) provides an example of ray-effect affecting the SN calculations.
We notice that many solid angles do not show null flux values. This is because the numerical
diffusion involved by the short-characteristics spatial discretization helps feeding those regions.
In this sense, the spatial discretization already provides a “by-accident” ray-effect mitigation.

The result of MPN with the constant approximation, displayed in Figure 4.6 (b), shows
no mitigation of ray-effect with respect to SN . The Constant MPN and SN transmission are
formally identical since one single Angular Degrees of Freedom (ADoF) is solved per sweep.
The main difference between the two lies in the fact that MPN coefficients are integrated
over the solid angle, but this seems to have no effect in terms of ray-effect mitigation. With
ADoF we intend the number of angular degrees of freedom transmitted per direction/solid
angle (i.e 1 for SN and Constant MPN , 3 for the Linear MPN , 4 for the Bilinar MPN , 6 for
the Quadratic MPN , and 10 for the Cubic MPN ) times the number of directions/solid angles.
In Figures 4.6 (c-e) we see how, for a number of solid angles equal to the SN directions,
high-order MPN shows a mitigated ray-effect. MPN result approximates better and better
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(a) SN method (b) Constant MPN method

(c) Linear MPN method (d) Quadratic MPN method

(e) Cubic MPN method (f) Reference, SN method

Fig. 4.6 Ray-effect mitigation test, step-characteristics, representation of the average flux
intensity for SN and MPN , using 5 × 5 directions/solid angles per octant. The reference
result provided by a very fine SN calculation.
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the reference as the order of the local angular basis increases, which is expected, since a
higher order approximation is done.

However, a fairer comparison is obtained by running MPN and SN for an equal number
of ADoF of the transmission equation. Figure 4.7 shows the flux profile obtained with MPN
Linear and a 5 × 5 solid angle discretization per octant (600 ADoF), as compared to the
result of a SN calculation run with the Chebyshev-Legendre angular quadrature and 9× 9
directions per octant (648 ADoF). This time we observe qualitatively similar results for SN
and MPN . Figure 4.7 (a) and (b) show not-matching distortions but similar amplitudes. A

(a) SN method (b) Linear MPN method

Fig. 4.7 Ray-effect mitigation test, step-characteristics, representation of the average flux
intensity using SN and Linear MPN , for about the same number of angular degrees of freedom.
MPN run using 5× 5 solid angles per octant, and SN (Chebyshev-Legendre with rectangular
arrangement) run using 9× 9 directions per octant.

further insight is provided by Figures 4.8 (a) and (b), showing the flux profile along planes
y = 40 cm and y = 80 cm, respectively. The root mean square and the infinity norm of
relative error of the average flux along the two planes are reported in Table 4.2.

Table 4.2 Ray-effect mitigation test, step-characteristics, relative error norms of the average
flux along planes y = 40 cm and y = 80 cm.

Plane RMS [%] L∞ [%]
SN MPN SN MPN

40 cm 2.49 4.09 77.93 55.90
80 cm 6.27 5.17 186.06 113.62

We see that both SN and MPN profile exhibit fluctuations typical of the ray-effect. The
maximum deviation of the flux from the reference is slightly smaller for the MPN method.
However, on average, the two methods are similar both in number of fluctuations and in the
magnitude of the deviation from the reference.
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(a) Flux profile y = 40 cm (b) Flux profile y = 80 cm

Fig. 4.8 Ray-effect mitigation test, step-characteristics, representation of the average flux
intensity along planes y = 40 cm and y = 80 cm. Comparison of SN and Linear MPN for
about the same number of angular degrees of freedom. MPN run using 5× 5 solid angles
per octant, and SN (Chebyshev-Legendre with rectangular arrangement) run using 9 × 9
directions per octant.

Ray-effect in linear-characteristics method

In order to extend our conclusions, we repeated the same test, but this time using linear-
characteristics. The scalar flux profiles over the entire domain, obtained with SN and MPN ,
are shown in Figure 4.9. The flux along the 40 cm and the 80 cm planes are shown in
Figure 4.10, and analysed in Table 4.3.

(a) SN method (b) Linear MPN method

Fig. 4.9 Ray-effect mitigation test, linear-characteristics, representation of the average flux
intensity using SN and Linear MPN , for about the same number of angular degrees of freedom.
MPN run using 5× 5 solid angles per octant, and SN (Chebyshev-Legendre with rectangular
arrangement) run using 9× 9 directions per octant.
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As expected, linear-characteristics shows a much more pronounced ray-effect than the
step- ones. The numerical diffusion that smooth the flux profiles in step-characteristics
results, thus artificially mitigating ray-effect distortions, is now strongly reduced. We observe
that the SN flux profile shows peaks at the angular quadrature directions, and sinking in
between (see Figure 4.9). Linear MPN , instead, shows two peaks for each solid angle, and
flux sinking between each peak.

(a) Flux profile y = 40 cm (b) Flux profile y = 80 cm

Fig. 4.10 Ray-effect mitigation test, linear-characteristics, representation of the average flux
intensity along planes y = 40 cm and y = 80 cm. Comparison of SN and Linear MPN for
about the same number of angular degrees of freedom. MPN run using 5× 5 solid angles
per octant, and SN (Chebyshev-Legendre with rectangular arrangement) run using 9 × 9
directions per octant.

Table 4.3 Ray-effect mitigation test, linear-characteristics, relative error norms of the average
flux along planes y = 40 cm and y = 80 cm.

Plane RMS [%] L∞ [%]
SN MPN SN MPN

40 cm 9.89 41.64 541.61 416.36
80 cm 10.00 6.31 728.12 566.58

Looking at the errors in the Table 4.3, it seems that the conclusions drawn for step-
characteristics are perfectly extensible for the linear-characteristics as well. MPN , therefore,
when compared to SN for an equal number of ADoF and a relatively coarse angular
discretization, seems unable to mitigate the ray-effect.

4.4.2 Verification of the MPN results

In order to ensure the exactness of the MPN results, we consider once again the Kobayashi
benchmark problem 3, [87], previously presented in Section 2.7.2. This time, however, we
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look at both case 3i, and 3ii of the problem. The two share the same geometry but, while in
3i the medium is purely absorbing, in model 3ii it is mildly diffusive. Scattering is isotropic
(K = 0) and the scattering cross sections are everywhere defined as one half of the total cross
section. Media properties are shown in Table 4.4.

Region Source Intensity Σ Σs[3i] Σs[3ii]
[cm−3s−1] [cm−1] [cm−1] [cm−1]

Source 1.0 0.1 0.0 5 · 10−2

Duct 0.0 1 · 10−4 0.0 5 · 10−5

Shield 0.0 0.1 0.0 5 · 10−2

Table 4.4 Kobayashi benchmark problem 3i and 3ii, medium data.

With respect to Section 2.7.2, reference results are taken from the publication of
K.Kobayashi et al., [87], which provides the flux in the points of sets A, B and C, rather then
the average flux in the regions in which these are contained. The reference results provided in
the article, [87], are obtained for both cases 3i and 3ii using the GMVP Monte Carlo Code,
[94]. Results are provided with a relative standard deviation strictly lower than 0.8%.

We solved the problem using linear-characteristics and a constant step size equal to 2 cm,
leading to a spatial discretization made of 45000 regions. As angular discretization we used
both SN and MPN , with the linear and cubic order of the local angular base. We run each
calculation using a coarse and a fine angular refinement. In detail, we run:

- SN calculation using a Chebyshev-Legendre product-type quadrature made of 1800
direction, for the coarse refinement, and 5000 direction, for the fine one;

- MPN Linear, with 512 and 1800 solid angles;

- MPN Cubic, with 125 and 512 solid angles.

We selected the number of solid angles such that the total number of angular degrees of
freedom involved in the transmission equation, i.e. the number of solid angles times the size
of the local angular base, is approximatively equal to the number of directions employed by
the SN coarse and the fine quadratures.

The results of the tests on case 3i (without scattering) and case 3ii (with scattering) are
represented in Figures 4.11 and 4.12, respectively. These show the magnitude of the flux in
the points of interest, as well as the ratio between the flux and the reference values. For
simplicity, the values of the flux in the points are approximated by average flux in the regions
containing the points.

In Figure 4.11 we observe how results of MPN and SN are qualitatively similar in terms of
error. On average, MPN with the coarse discretization presents results that deviate most from
the reference with respect to SN coarse. A similar behaviour can be found also in Figure 4.12
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Fig. 4.11 Kobayashi benchmark problem 3i, verification of the MPN method. The average
flux and its ratio with respect to the reference are displayed for sets of points A, B and C
(see Section 2.7.2).

for case 3ii. The ratio flux/reference, in this second case, moves within a smaller range of
values with respect to case 3i. This is linked to the fact that problems with scattering are
less affected by ray-effect then the ones with a purely absorbing media. In this sense, the
same accuracy in results may be achieved using a coarser angular discretization while solving
diffusive problems.

For all angular discretization methods, results obtained with the fine refinement present
errors which are smaller than the one of calculations with the coarse angular discretization.
Thus, we can confidently say that MPN is able to converge the estimation error as the
discretization gets refined. The next goal of our analysis is to quantify the accuracy of MPN
method with respect to SN . For this purpose, we have considered a simplified problem, first
with a homogeneous medium, and secondly with a heterogeneous one. We will refer to this
as the Cube Test problem.
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Fig. 4.12 Kobayashi benchmark problem 3ii, verification of the MPN method. The average
flux and its ratio with respect to the reference are displayed for sets of points A, B and C
(see Section 2.7.2).

4.4.3 Assessment of the accuracy of MPN method by the homogeneous
Cube Test problem

The Homogeneous Cube Test, depicted in Figure 4.13, is made of a cube with side length
equal to 50 cm. The cube contains a second smaller cube (coloured in green), with a 30 cm
side, centred with it. The domain volume is subdivided into 5× 5× 5 equal cubic zones (see
the dotted gray lines). The medium is purely absorbing and the total cross section Σ is set
everywhere equal to 0.1 cm−1. The source (in pink) is defined in the front-bottom-left corner
zone, and it has an intensity of 1 cm−3sr−1. Vacuum boundary conditions are everywhere
applied. The test consists in monitoring the root mean square (RMS) of the relative error of
the flux, averaged over the different zones. We solved the problem using both SN and MPN
with the linear-characteristics spatial approximation. Discrete-ordinates calculations are run
using a product-type Chebyshev-Legendre quadrature rule, while MPN is run for the different
orders of the local angular base. Calculations are performed using different refinements of the
spatial and the angular discretizations. For each of them, we compute the flux in each spatial
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Fig. 4.13 Illustration of Cube Test problem.

region, and then, we average its value over the spatial zones. We calculated the relative
error using as reference the result of an extremely fine discrete-ordinates calculation. RMS is
computed using

RMS =

√√√√√∑Nzones
i=1

(
ϕi−ϕi

ref

ϕi
ref

)2

Nzones
, (4.38)

where ϕi is the flux averaged on zone i, evaluated with the considered method, and ϕiref is the
reference flux value, averaged on zone i. The evaluation of the RMS of zone-averaged fluxes
rather then on regions allows to compare results obtained with different spatial discretizations.
The reference calculation is run using linear-characteristics with a step size ∆ = 0.5 cm,
and a Chebyshev-Legendre quadrature made of 45000 directions. In the calculations under
analysis, the angular discretization is progressively refined by increasing the order of the
Chebyshev-Legendre angular quadrature for SN , and by refining the solid angle discretization
for MPN . The spatial refinement is instead performed by successively splitting each region
into 8 equal cubic sub-regions. Namely, we run for step sizes ∆ equal to 10 cm, 5 cm, 2.5 cm
and 1.25 cm.

Figure 4.14 shows the trend of the RMS with respect to the number of angular degrees
of freedom (ADoF), by SN in (a) and by the Linear MPN in (b), for different spatial
refinement levels. The figure shows how, in order to decrease the RMS of the flux relative
error, both spatial and angular discretizations have to be refined. For a given level of spatial
refinement, the RMS converges with the angular discretization to an asymptotic error, which
is characteristic of the spatial discretization used. As the spatial mesh is refined, the RMS
requires a finer angular quadrature in order to converge on its asymptotic value. Furthermore,
if the angular discretization is too coarse (∼ 102 ADoF, in this problem), no gain in terms of
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(a) SN method (b) Linear MPN method

Fig. 4.14 Homogeneous pure absorber Cube Test, convergence trend of the error with SN
and Linear MPN . Monitoring the RMS of the relative error of the flux over the spatial zone
discretization, with respect to the number of angular degrees of freedom (ADoF). Test run
using different spatial discretizations (with ∆ as the region sides length) and different angular
refinement levels.

error reduction is obtained by refining the spatial variable only. This behaviour is another
manifestation of the ray-effect.

By comparing the results of SN and Linear MPN on the same graph, as in Figure 4.15,
we see that MPN presents a slow error convergence for low ADoF, while it converges faster
than SN for high ADoF values. As a result, MPN appears to be convenient over SN only
with fine angular discretizations. Furthermore, the finer the spatial discretization, the more
effective MPN is compared to SN .

Figure 4.16 compares the results obtained with SN and MPN , using different orders of
the local angular basis. All results are calculated for a fixed uniform spatial mesh made
of cubic regions having sides ∆ = 2.5 cm long. The reference is the result of a calculation
well converged in angle, but sharing the same spatial discretization of the calculations
under analysis. By doing so, the error monitored in Figure 4.16 is representative of the
angular discretization only. In other words, the error is representative of how fast the
angular discretization method converges to the asymptotic error of the ∆ = 2.5 cm spatial
discretization. The reference result is generated using a Cubic MPN simulation run with
2500 solid angles per octant, and a 100 directions quadrature rule in each of solid angle. This
particular choice will be motivated later in this section.

Figure 4.16 shows how high-orders MPN method (orders of the local angular basis larger
or equal to the linear one), beyond an entry region characterized by high error values,
converges faster than SN with the number of angular degrees of freedom. Constant MPN ,
instead, converges to the asymptotic error with the same rate of the SN method. The only
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Fig. 4.15 Homogeneous pure absorber Cube Test, comparison of SN and Linear MPN error
convergence trend for different spatial and angular discretizations.

Fig. 4.16 Homogeneous pure absorber Cube Test, convergence trend of the error with SN and
Linear MPN , for the same spatial discretization. Monitoring the RMS of the relative error of
the flux over the spatial zone discretization, with respect to the number of angular degrees of
freedom (ADoF). Comparison, for different angular refinement levels, of SN and MPN using
different local angular bases. The spatial discretization is fixed with step size ∆ = 2.5 cm.
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appreciable difference between the two methods is for low numbers of ADoF where Constant
MPN behaves more similarly to higher-order MPN calculations.

We estimated the convergence order of the angular discretization by performing a
logarithmic regression of the points of Fig. 4.16, neglecting the ones corresponding to
the initial transient region (only values for a number of ADoF larger that 800 have been
considered). This resulted to be 1.04 for the SN , and 2.6 for the Linear MPN . Thus, after a
certain threshold, Linear MPN reduces the error with an order of convergence 2.5 times larger
than the one of SN , with respect to the number of ADoF. We may further observe that the
convergence rate with respect to the number of angular degrees of freedom is approximatively
the same for higher orders of MPN .

In summary, MPN presents errors comparable to those of SN for low ADoF. The faster
convergence of MPN (high-orders only) may be achieved only above a certain ADoF threshold.
Beyond this, MPN ensures errors smaller than SN ones. Overall, MPN appears to be effective
for problems which require a very fine discretization.

The error estimation in Figure 4.16 is based on reference values generated using Cubic
MPN , which is also the method in analysis. We opted for this solution only after having
found plateau effects, typical of not well converged references, while using SN as reference.
By using SN , without recurring to Domain Decomposition, we have not been able to achieve
precisions comparable to those achieved by MPN .

Since higher-order MPN calculations behave similarly, in the following we will often use
Linear MPN as representative of all MPN approximation orders (excluded the constant one).
Furthermore, between the different high-order MPN , the one whose angular refinement is
more easily controllable is the Linear one (smaller variation of ADoF versus the refinement
of the solid angles discretization).

4.4.4 Assessment of the effect of heterogeneities on MPN accuracy

In general, high-order methods, such as MPN with order larger than the constant one, are less
effective than step-approximations (e.g. SN ) in representing medium discontinuities. This
is because high-order methods try to represent with linear function the angular flux which,
even if continuous, may present very steep variations. In this sense, step-approximations
may be better suited in representing flux irregular behaviours. We may expect therefore a
lower accuracy of the MPN method while solving heterogeneous problems with respect to
homogeneous ones.

In order to assess these behaviours, the previous analysis performed on a homogeneous
Cube Test is now repeated for a heterogeneous model. This is obtained as a variation of the
Cube Test by changing the cross sections of outer and inner cubes. We consider two cases
presenting different anisotropy degrees. The total cross sections for the outer and the inner
cube are respectively, Σ = 0.1 cm−1, and Σ = 0.3 cm−1 for the first case, and 3 · 10−4 cm−1
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and Σ = 0.3 cm−1 for the second. The inner cube is defined as a block of absorbing material,
which, in the first case, presents a total cross section 3 times larger than the outer cube, and
1000 time larger for the second case.

Similarly to the homogeneous test, we now compare the error convergence trend of SN
and Linear MPN with respect to the number of ADoF. In Figure 4.17 we show, for the two
cases, the RMS of the relative error of the flux, evaluated as in Eq. (4.38). The reference
is provided by a very fine SN calculation, using 45000 directions, linear-characteristics and
∆ = 0.5 cm. We observe that SN leads to similar results than MPN for most spatial and
angular discretizations. The threshold behaviour of the convergence speed of MPN is less
pronounced than in the homogeneous case, but anyway present.

In Figure 4.18, different lines distinguish the results obtained using different angular
discretization methods, but all sharing the same spatial discretization by linear-characteristics
and ∆ = 2.5 cm. The reference is obtained using MPN Cubic with 2500 solid angles per
quadrant, and the same spatial discretization, ∆ = 2.5 cm. The behaviour is similar to
the one already discussed for the homogeneous Cube Test in Figure 4.16. However, the
region in which MPN shows errors smaller that those of SN appears to be shifted to the
right, so to larger ADoF values. Also, in Case 2, which is the most heterogeneous, MPN
shows unreasonably high error values for low ADoF. MPN is therefore unusable for very
heterogeneous problems with coarse angular discretizations. The range of applicability of
MPN narrows as the medium gets more and more heterogeneous. However, above a certain
ADoF threshold, the method retains its superior convergence to the asymptotic error, for the
given spatial discretization.

In Case 1 of the heterogeneous Cube Test, the angular convergence rate, estimated for
ADoF values larger than 1000, is 1.02 for SN and 2.79 for Linear MPN . The values are
coherent with the convergence rate calculated for the homogeneous test.

As last remark, we observe that while Linear, Quadratic and Cubic MPN show almost
the same convergence trend, Bilinear MPN seems to converge a little slower.

4.4.5 Assessment of the MPN effectiveness in the presence of scattering

Up to now, we documented the accuracy of MPN in purely absorbing problems. Our next step
is to assess its effectiveness in the presence of scattering. To this extent, we considered the
homogeneous Cube Test model and we modified the medium properties by adding isotropic
scattering. In particular we ran the model for scattering cross section values equal to 0.0, 0.02,
0.05, and 0.09 cm−1, corresponding, respectively, to values of the scattering ratio c = Σs/Σ
equal to 0, 0.2, 0.5, and 0.9.

We ran, for each of these configurations, a spatial-angular convergence study similar
to the one presented in Figure 4.14. Namely, we measured the RMS of the error on the
zone-averaged fluxes, evaluated for different spatial and angular discretization levels. We
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(a) Heterogeneous Case 1

(b) Heterogeneous Case 2

Fig. 4.17 Heterogeneous pure absorber Cube Test, comparison of SN and Linear MPN error
convergence trend for different spatial and angular discretizations.
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(a) Heterogeneous Case 1

(b) Heterogeneous Case 2

Fig. 4.18 Heterogeneous pure absorber Cube Test, convergence trend of the error with SN
and Linear MPN , for the same spatial discretization. Monitoring the RMS of the relative
error of the flux over the spatial zone discretization, with respect to the number of angular
degrees of freedom (ADoF). Comparison, for different angular refinement levels, of SN and
MPN using different local angular bases. The spatial discretization is fixed with step size
∆ = 2.5 cm.
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ran for values of the spacing of the spatial mesh ∆ = 10, 5, 2.5 cm, using both SN and
MPN Linear. For each of the four configurations, the reference is obtained using SN with a
45000 directions Chebyshev-Legendre product quadrature, and a mesh spacing ∆ = 1 cm.
Figure 4.19 shows the results of the test displaying SN and MPN results on the same graphs.

(a) c = 0.0 (b) c = 0.2

(c) c = 0.5 (d) c = 0.9

Fig. 4.19 Homogeneous diffusive Cube Test, assessment of the effectiveness of MPN in the
presence of scattering. Convergence trend of the relative error RMS of the zone-averaged
flux, with respect to the number of angular degrees of freedom (ADoF). Calculation run for
four different configurations with different scattering cross sections.

At first sight we may appreciate how, in all cases, MPN converges faster than SN to
the asymptotic error of the given spatial discretization. The accuracy of MPN appears to
be unaltered by the presence of scattering. By comparing the four cases, we note that, as
c increases, both SN and MPN converges the asymptotic error with a smaller number of
ADoF. Further, as c increases, also the intersection point between the SN and the MPN
curves moves towards lower ADoF values. By looking as this point as the threshold above
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Fig. 4.20 Heterogeneous pure absorber Cube Test, sensitivity analysis of Linear MPN with
respect to the order of the angular quadrature formula for the coefficient integration. Uniform
spatial discretization with ∆ = 5 cm. The RMS relative error of the zone-averaged flux
is computed for different number of solid angles and for different orders of the angular
quadrature formula. Errors evaluated using a unique reference calculation obtained with
100× 100 solid angles per octant, and a 100× 100 points quadrature rule.

which MPN performs better than SN , we deduce that the MPN application range (in terms
of ADoF) increases with scattering.

The matter being beyond the scope of our research, we have not investigated further the
application of MPN in highly diffusive media. However, this MPN application is not to be
ruled out. To this end, further studies are required.

4.4.6 Assessment of the effect of the accuracy of the coefficient integration
in MPN

In Section 4.2.4 we have discussed how MPN coefficients do not have an analytic formulation,
but they are evaluated numerically using Eq. (4.31). The quadrature rule introduces an error
which can possibly deteriorate the quality of the estimation. The error does not directly
impact the global particle balance, since we verified its conservation, but affects rather
the spatial-angular distribution of the particle flux. With the present analysis, we want to
quantify the effect of the numerical quadrature on the error of the MPN results.

The analysis is performed considering the heterogeneous Cube Test with a purely absorbing
medium and a regular 5 cm spatial discretization. We solved the problem using the Linear
MPN method and the linear characteristic spatial approximation. We repeated the calculation
for different angular discretizations and for different orders of the angular quadrature rule
(within each solid angle).
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Figure 4.20 shows the relative error RMS of the zone-averaged flux, evaluated using as
reference the result of a MPN calculation with the same spatial discretization, 100 × 100
solid angles per octant, and 100 × 100 quadrature points per solid angle. This is a very
accurate reference both in terms of angular discretization and in terms of the accuracy of
the coefficients integration. The error monitored in the figure is not representative of the
actual relative error, since the same spatial discretization is used in both calculations and
reference. Instead, it measures the distance of the calculation from the asymptotic error
of spatial discretization. The error is monitored with respect to the number of quadrature
points, i.e. the quantity Ni in Section 4.2.4.

In Figure 4.20, curves related to small numbers of solid angles appears as flat. On the
other hand, as the angular discretization gets refined, the importance of the quality of the
coefficient integration comes into play. This means that, for coarse angular discretizations,
the effect of the quadrature order is irrelevant since the error is dominated by the MPN
approximation. On the other hand, for large numbers of solid angles, the error of the MPN
approximation diminishes, and it may be worth to ensure a sufficient accuracy of the coefficient
integration. However, the error introduced by the calculation of the coefficients is orders of
magnitude smaller than the one introduced by the spatial and angular discretizations. A
numerical quadrature made of 10× 10 directions per solid angle should be enough for most
of the calculations. Exceptions might be problems with high order of scattering anisotropy,
which, requiring the integration of high-order harmonics, might need finer quadratures. In all
MPN calculations presented in this document, unless differently specified, we have evaluated
coefficients using the 10× 10 quadrature.

4.4.7 Assessment of the MPN computational cost

The number of angular degrees of freedom is a very useful parameter allowing to compare
different numerical methods, using different mathematical representations of the same
function. However, in our case the number of ADoF is not fully representative of the
actual computational cost of the methods. Hence, ADoF yields an incomplete information of
the actual advantages and disadvantages of MPN .

As last step of our study on MPN , we propose an analysis of the computational cost.
We considered once again the homogeneous Cube Test with no scattering (anisotropy order
K = 0). Since the problem is purely absorbing, the analysis focusses on the computational
cost of a single inner iteration. We run SN and MPN monitoring the calculation times for
different angular refinements. All calculations have been run using the linear-characteristics
method, a step size equal to 2.5 cm, and 10× 10 quadrature points per solid angle for the
coefficient integration.

Figure 4.21 shows the computational cost of the different angular discretization methods
with respect to the number of angular degrees of freedom. At first, we see that all methods
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Fig. 4.21 Homogeneous pure absorber Cube Test, representation of the computational cost
with respect to the number of angular degrees of freedom (ADoF). Comparison of SN and
MPN using different local angular basis. The spatial discretization is fixed with ∆ = 2.5 cm.

have a linear behaviour with respect to the number of angular degrees of freedom and the
cost scaling is of the same order for SN and MPN . We can also see that the calculation cost
of MPN increases as the dimension of the local angular base increases, which is coherent with
the increase of the size of the MPN matrices with local angular basis size Nℓ.

We remark that most of the time of an MPN calculation is spent solving the sweep, while
the time spent evaluating the coefficients is minimal. By solving the problem using Linear
MPN , linear-characteristics, ∆ = 2.5 cm, 10×10 solid angles per octant, the 10×10 quadrature,
zero anisotropy, with our actual FORTRAN implementation in an 8-byte machine precision,
the time spent evaluating the coefficients is less than the 0.5% of the overall calculation time.
Likewise, for other parameters settings, in any of our tests with anisotropy order K = 0, this
has never been the most relevant component of the computational cost.

In Section 4.2.4 we have discussed how MPN matrices sizes retain also a dependence
with the dimension of the spherical harmonic basis. Consequently, the computational cost is
expected to increase with the problem anisotropy. This is the case also for SN but, in SN
the number of harmonics influences only the size of the moment-to-discrete and discrete-to-
moment matrices. The increased size of MPN matrices impacts not only the computational
cost of the sweep, but also the cost of their on-the-fly evaluation.

Figure 4.22 displays the variation of computational cost, normalized to the cost of the
calculation at zero-anisotropy, with respect to the number of spherical harmonics used to
expand the source term (and so also with respect to the anisotropy order of the scattering
operator). The figure shows how the increase of the calculation time with the basis size is
much stronger for MPN than for SN . While for SN a P3 scattering (K = 3) calculation is

147



Development of a new angular discretization method

Fig. 4.22 Homogeneous pure absorber Cube Test, representation of the computational
cost, normalized to the cost of the zero-anisotropy calculation, with respect to the size
of the spherical harmonics basis. Comparison between SN and MPN Linear. The spatial
discretization is fixed with ∆ = 2.5 cm.

about 3 times more expensive than the same calculation at anisotropy zero, for MPN this
calculation is about 10 times more expensive. At anisotropy zero, MPN spend 99.7% of the
time performing the sweep and only the remaining 0.3% evaluating coefficients, while at
K = 9 the time spent in the sweep reduced to 98.3% of the total. At present, the scaling of
the computational cost with the anisotropy order is probably the most limiting factor of the
method in practical applications.

4.5 Partial Conclusion

The MPN method has been conceived with the idea of introducing an angular discretization
capable of better representing streaming effects, yet maintaining the same formalism than the
SN short-characteristics discretization method. This is achieved by redefining fluxes at the
interfaces of the Cartesian regions using a piecewise continuous angular expansion, and then
performing a Galerkin projection of the transmission equation on that basis. The resulting
equations couple simultaneously different angular moments of the aforementioned angular
expansion within the same solid angle. Since no coupling is present between solid angles,
MPN retains the block diagonal structure of the streaming-plus-removal operator. Moreover,
MPN is conservative, and allows for a straightforward inversion of the system of equations
by means of a standard sweep algorithm.

We verified MPN in both diffusive and purely absorbing problems. Our tests have shown
how MPN , for relatively coarse angular discretizations and with the present choice of the
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angular basis, is affected by ray-effect to the same extent as SN . MPN exhibits a threshold
behaviour: for low angular refinements, it shows a slow error convergence with the angular
refinement, and errors generally larger than those yield by SN . Beyond a certain angular
refinement, instead, MPN has a much faster error convergence than SN . MPN allows to
achieve results with a very high accuracy, and with a smaller number of degrees of freedom
than SN . MPN is less effective in highly heterogeneous problems, requiring a very fine angular
discretization to succeed in providing better results than SN (for an equal number of angular
degrees of freedom). However, also in these cases the MPN discretization shows a superior
convergence of the error. Its effectiveness has been proven also for moderately diffusive
problems. Our tests on a homogeneous problem showed how the gain in accuracy provided by
MPN with respect to SN increases with scattering. On average, however, the computational
cost of MPN is higher than that of SN . Moreover, the gap between the two methods in terms
of computational cost increases with the anisotropy order of the calculation.

The MPN formulation allows in principle to discretize the unit sphere using different grids
and different angular bases. A further exploration is required in order to assess if there is any
angular representation which is better suited for MPN . In addition, by using a discontinuous
finite element-like representation of the interface fluxes, MPN provides an ideal framework for
the application of adaptive angular discretizations. The development of adaptive methods,
as well as the application of MPN to spatial discretizations with in-region heterogeneities, is
planned for future researches.

Another research topic consists in the mitigation of the dependence of the computational
cost of MPN with the anisotropy order of the problem. To do so, one could think of
replacing the projection onto the spherical harmonics basis in the MPN matrices definition.
By maintaining the same MPN formulation, this is possible only by introducing a different
angular representation of the source term. In order to limit the angular coupling, the
basis function expanding the source should have a limited angular support, or possibly not
generating a coupling between all source angular moments within each solid angles. For
example, this can be obtained by expanding the source using the same local angular basis
used in the expansion of the interface fluxes. The major difficulty of such a strategy lies in
the definition of a conservative transformation between this representation, and the spherical
harmonics basis employed by the scattering kernel. Alternatively, one may also think of
employing a different scattering kernels, coupling fluxes and sources between solid angles,
[18].

Although MPN does not require the storage of its coefficients, as these are computed
on-the-fly, the memory occupation is still a limiting factor for the method. Since shielding
calculations typically require very fine spatial and angular discretization, even the only
storage of the flux may require terabytes of memory to be stored. Without the use of Domain
Decomposition methods, this type of calculations would not be feasible. At present, IDT is
already capable of running in domain decomposition, and MPN can be easily integrated in
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the standard DDM computational scheme. In Chapter 5, we will verify and test the MPN
method in domain decomposition, when applied to realistic shielding calculations.
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Chapter 5

Analysis and verification of the IDT
solver in radiation shielding
calculations

Throughout the previous chapters we have developed a number of numerical methods aimed
to improve the accuracy of deterministic radiation-shielding calculations. Primarily, we
dealt with localised sources for ray-effect mitigation through a specialized treatment of
the uncollided flux and the calculation of the first collision source. The FCS module has
been improved so as to perform both serial and domain decomposed calculations. Then,
we conceived the Multi-PN method: an alternative angular discretization for transport
calculations, aimed to provide a better representation of streaming effects.

In this chapter, we will first see how FCS and MPN have been integrated into the DDM
calculation scheme of IDT and we will discuss their main features. By focusing on the
calculation of the collided component of the flux, we will assess the scalability of the SN and
the MPN methods in domain decomposition calculations. Then, we will assess the convergence
properties of the Block-Jacobi iterations used in DDM, and the actual computational cost
of the calculation. Finally, we will verify the DDM calculation scheme on the Prob500
benchmark problem presented earlier in Chapter 4.

5.1 Presentation of the domain decomposition calculation
scheme for radiation shielding applications

A transport calculation using the FCS method, as seen in Section 1.3.4, is comprised of two
steps: a first calculation of the uncollided flux, and a second calculation for the collided
component. While performing calculations on distributed-memory parallel architectures,
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Analysis and verification of the IDT solver in radiation shielding calculations

both steps have to run in domain decomposition mode. Let us now briefly summarize the
calculation scheme, putting the different ingredients together.

At first, the external source Qext is decomposed into a set of point sources, as in Eq. (1.77).
As described in Chapter 3, the uncollided flux is integrated for each point source, and for
each subdomain Di, solving Eqs. (3.2) and (3.3). Then, the uncollided flux ψui is retrieved for
each subdomain Di summing the contributions of the different point sources, as in Eq. (3.4).
By independently applying in each subdomain the scattering operator to the uncollided flux,

QFCS,i = Hiψui , i = 1, . . . , Ni, (5.1)

the first collision source QFCS,i is retrieved, for each subdomain Di. The next step consists
in a standard transport calculation for the evaluation of the collided component of the flux.
This is performed by rewriting the original problem in Eq. (1.75), i.e.

Lψc = Hψc +Hψu, (5.2)

in the form  (L −H)i ψc,(e+1)
i (x) = Q

(e+1)
i for x ∈ Xi,

ψ
c,(e+1)
i (x) = ψc,−,(e+1)(x) for x ∈ ∂X−

i ,
(5.3)

with the external source
Q

(e+1)
i = QFCS,i + Fψc,(e)i . (5.4)

Incoming interface fluxes on the domain boundaries ∂D are retrieved by applying boundary
conditions, while fluxes on boundaries between subdomain are exchanged and updated by
the Gauss-Jacobi iterations. The calculation is solved using the PMBJ scheme described in
Section 1.4.3. Once the calculation of the collided flux ψc,(e+1)

i is converged on the asymptotic
solution ψci , the flux is retrieved by simply summing the two flux contributions,

ψi = ψui + ψci , i = 1, . . . , Ni. (5.5)

Remark that this operation does not need inter-communications between subdomains and
can be performed independently.

Transport calculations with FCS require the storage of two multigroup fluxes, namely
the collided and the uncollided components. The memory required for the flux storage is
therefore double than a standard transport calculation, or even triple, if the multigroup first
collision source is also stored in memory. Therefore, the increased memory demand of FCS
makes DDM even more important.

The calculation of the collided flux, described in Eq. (5.3), can be performed either with
SN or MPN . From the point of view of the DDM algorithm, the only difference between the
two lies in the representation of the fluxes at the region interfaces. In SN , at each iteration,
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5.2 Quantification of the parallel performances of the DDM algorithm

subdomains exchange, for each direction, the spatial moments of the boundary flux. In MPN ,
instead, subdomains exchange the spatial-angular moments of the boundary flux for each
solid angle. As for Discrete Ordinates, the continuity of the flux at the subdomains interfaces
is also preserved when using MPN . No additional approximation is done when exchanging
interface fluxes (due to the conformal spatial mesh and to the uniform angular discretization
across the domain). Hence, the transmission between subdomains is exact.

The DDM employed by IDT has been primarily conceived to solve reactor core problems.
In the presence of diffusive materials, the flux is mostly isotropic, and the error estimator
based on partial currents (see Eq. (1.89)) is representative of the actual convergence of the
calculation, [58]. However, in radiation shielding calculations, the flux can be very anisotropic,
and its angular representation may involve higher order moments. The error on partial
currents is representative of the convergence of diffusive angular moments only, and not of
the more anisotropic ones. This is why we opted to replace this with an error estimator based
on an L∞ norm of the error of the interfaces fluxes, i.e.

ϵ
(e+1)
ψ = max

s∈∂Di
i=1,Ni
g=1,G

 max
j∈Γs

i

d=1,D−

∣∣∣∣∣∣∣1−
ψ

−,(e+1)
i,g,j,d

ψ
−,(e)
i,g,j,d

∣∣∣∣∣∣∣
 . (5.6)

Solving with SN , ψ−,(e+1)
i,g,j,d stays for the constant spatial component of the flux, defined on the

region interface j, lying on surface s of subdomain i, in group g, and along direction d. D−

denotes the set of incoming directions of the angular quadrature, i.e. Ωd · n < 0, with n the
outgoing normal direction of interface Γsi . Using MPN method instead, the error is evaluated
on the first spatial-angular component (constant in space and in angle) of the interface fluxes,
for each incoming solid angle d (here using subscript d in place of n, which we have used in
the derivation of MPN in Section 4).

5.2 Quantification of the parallel performances of the DDM
algorithm

The cost of uncollided flux calculation has been extensively discussed in Chapter 3. Due to
the dependence between fluxes entering and exiting different subdomains, the calculation
of subdomains must be performed sequentially. The parallel efficiency of this calculation
is difficult to further optimize (while maintaining a purely spatial domain decomposition).
However, for discretizations of the FCS streaming-plus-removal operator not excessively
refined, it makes sense to believe that most of the computational time will be spent solving
the second part of the calculation, namely the collided flux.

We now want to evaluate the parallel performances of the solver, excluding the contribution
of the uncollided flux calculation. To this extent, we will first perform a strong scaling test.
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Analysis and verification of the IDT solver in radiation shielding calculations

Then, we will assess its effectiveness by monitoring the calculation time and the number of
external iterations, for different numbers of cores and subdomains.

5.2.1 Assessment of the parallel performances of the PMBJ algorithm
with SN and MPN

The strong scaling test is useful to quantify to what extent the solver is capable of exploiting
an increased amount of hardware resources for speeding up the calculation. In practice, the
test consists in solving the same problem with an increasing number of cores, and monitoring
at each step the elapsed time of the calculation.

For this analysis we considered the Prob500 benchmark problem, presented in Section 4.1.1.
Since the analysis is focussed exclusively on the properties of the transport calculation of
the collided flux, FCS has not been employed. The problem has been solved using a spatial
mesh made of about 52000 regions and the linear characteristics. We employed first an
SN angular discretization with 200 directions, and then Linear MPN with 72 solid angles.
Calculations are run limiting the scattering anisotropy order K to 3. The test is done by
progressively increasing the number of subdomains, and proportionally the number of cores.
Specifically, the number of cores is set exactly equal to the number of subdomains, so that
they can all be solved in parallel. In order to be conservative, all subdomains are solved on
different MPI processes, which are generally associated to larger computational costs because
of communications. The calculation is done for a fixed number of iterations. The number
of external iterations as well as the number of inner iterations, in each of the 42 energy
groups, are set equal to 10. Since the problem has no up-scattering, thermal iterations are
not performed.

Figure 5.1 shows the speedup factor of the calculation with respect to the number of
subdomains. The blue and red lines distinguish respectively the speedup of SN and MPN ,
while the values on the sides of the curves are parallel efficiencies, expressed in percent
(defined in Section 1.4.1).

With SN , the PMBJ domain decomposition shows values of the efficiency above 50%
up to a thousand cores, which is coherent with the results of previous publications, [1, 58].
However, the performances obtained with MPN result to be degraded as compared to those
of SN . This strong under-performance can be mainly attributed to the on-the-fly calculation
of MPN coefficients. In fact, as we will discuss in the following, their calculation may cause
load imbalances between the different subdomains.

On the MPN parallel performances and the calculation of coefficients in domain
decomposition

We recall that in the current implementation, the MPN coefficients are recomputed at each
inner iteration, and their calculation is more computationally expensive than the one of the
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5.2 Quantification of the parallel performances of the DDM algorithm

Fig. 5.1 Prob500, strong scaling test, representation of speedup factor with SN and MPN for
different number of subdomains/cores. The values indicate the parallel efficiency.

short-characteristics coefficients. A single set of coefficients is evaluated for all “optically”
equal regions, i.e. having equal sizes and medium. The cost of the coefficient evaluation,
therefore, does not scale linearly with the number of spatial regions per subdomain, but it is
proportional to the number of “region types” contained in the subdomain. Numerically, the
time of the serial calculation can be approximated as

t(1) = NmTc +NrTs

where Nr and Nm are respectively the number of regions and the number of region types. Tc
is the time spent evaluating coefficients per region type, and Ts is the average time spent
solving for the flux in one single region.

By using DDM, the domain is partitioned into smaller subdomains while keeping the
number of regions per subdomain approximatively constant. Therefore, the time spent
performing the spatial-angular sweep decreases proportionally as the number of subdomains
increases. However, one single subdomain may contain several region types, and, in the worst
case scenario, the number of region types contained in a subdomain does not change as the
number of subdomains varies. In such a case, Nm remains constant while the number of
regions reduces to Nr/Ni, with Ni being the number of subdomains. The time spent solving
the problem subdivided into Ni subdomains is approximatively

t(Ni) = NmTc + Nr

Ni
Ts.
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Analysis and verification of the IDT solver in radiation shielding calculations

This corresponds to the case where the calculation of the coefficients is not parallelized, so,
the parallel performances are limited by the Amdahl’s law. The maximum speedup achievable
is therefore

SA(Ni) = 1 + NrTs
NmTc

.

The parallel efficiency, being SA/Ni, follows a hyperbolic trend.
From the results of our analysis on the computational cost of MPN at varying anisotropy

order, presented in Section 4.4.7, we estimated that, for a calculation with K = 3, Linear
MPN , and a 10× 10 product-quadrature for the coefficients integration, the ratio Tc/Ts is
about 42. Taking this estimate for good, and using Nr = 52000 and Nm = 26, which are the
number of regions and region types for the Prob500 test, the maximum speed up is about
48. The resulting parallel efficiency at 4000 cores is equal to 1.2%. Thus, we see how the
coefficients storage may be largely responsible for the reduced parallel efficiency of MPN ,
which is compatible with the measured efficiency shown in Figure 5.1. In order to improve
the parallel scalability of MPN calculations, it is therefore essential to store these coefficients.

However, this option could be quite expensive in terms of memory occupation. For
example, in a calculation using linear-characteristics, linear MPN , 200 solid angles and
anisotropy order K = 3, the storage of a single set of coefficients would require about 6.7
MB of memory, per energy group and per region type. Namely, for a problem similar to
Prob500, using 42 groups and 26 region types, the memory occupation would rise up to
7.3GB. Alternatively, the coefficients can be computed and cached for each group at a time,
allowing them to be reused during internal iterations.

5.2.2 Assessment of the effect of Block-Jacobi iterations on the convergence
properties of the transport operator

As previously mentioned, the domain-decomposition method resorts to the iterative Block-
Jacobi method to solve the transport problem. The convergence properties of the Block-Jacobi
depend on the choice of the decomposition. In particular, in the presence of optically thin
media, where subdomains are strongly spatially-coupled, the convergence may be extremely
slow, [95, 96]. In order to cope with this problem, as well as to improve the convergence speed
of internal and thermal iterations, a common practice is to use preconditioning techniques.
Radiation shielding calculations could certainly benefit from accelerations. Still, this topic is
left to future investigations.

In order to measure the effective speedup of the DDM, we performed a second test on
Prob500, this time by fixing the convergence criterion to τ = 10−6. For each subdomain, we
also required inner iterations to be fully converged. We underline that these tests do not use
any preconditioner of the Block-Jacobi iterations.

Figure 5.2 shows how the number of Block-Jacobi (or externals) iterations required to
reach the convergence increases with the number of subdomains. This behaviour can be
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Domain Decomposition

Fig. 5.2 Prob500, assessment of the number of Block-Jabobi iterations required for the
convergence of the DDM calculation with different subdomain numbers.

observed both using the SN and the MPN angular discretizations. The two methods display
similar increase in terms of the number of iterations.

Figure 5.3 instead shows how the computational time varies as the number of subdomains
and cores is increased (the number of cores is set equal to the number of subdomains). At
present, without any coefficient storage, the use of DDM does not provide any relevant benefit
in terms of computing time while using MPN . By using SN , instead, an increase of the
number of cores from 4 to 4000 has reduced the calculation time of about a factor 50.

5.3 Assessment of the accuracy of the IDT solver with First
Collision Source and Domain Decomposition

We now want to assess the actual accuracy of the solver with respect to a Monte Carlo
reference. To do so, we considered once again the Prob500 test, presented in Section 4.1.1.

The problem is solved using a fine spatial discretization made of about 3.8 · 105 regions,
and linear characteristics. As for the angle, we employed:

- a coarse SN discretization, using a product-type Chebyshev-Legendre angular quadrature
made of 800 directions;

- a fine SN discretization, using the same type of quadrature, but with 3528 directions;

- a coarse MPN discretization, with the linear order of the local angular basis, and 6× 6
solid angles per octant (ADoF= 864);
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Fig. 5.3 Prob500, assessment of the computational cost of the DDM calculation with different
subdomain numbers.

- a fine Linear MPN discretization, with 12× 12 solid angles per octant (ADoF= 3456).

The problem is solved using the macroscopic cross section library presented in Section
4.1.1, using the Vitamin-B6 energy discretization made of 42 groups. We set the scattering
anisotropy order K = 0, due to the incapability of solving a Monte Carlo reference calculation
with higher scattering anisotropies and multigroup cross sections. The FCS calculation is
run using the MOC method with a trajectory spacing equal to 0.01 cm and an EXS grid
spacing equal to 0.002 cm. The source is approximated by a single point source. Since the
point source lies also on the symmetry axis of the problem, the reflection boundary condition
applied on the y- plane is taken into account exactly. The calculation is solved subdividing
the domain into 20× 10× 10 subdomains and running on 2000 cores, one for each subdomain,
in a cluster using AMD EPYC Milan 7763 CPUs. The convergence criterion is set imposing
τ = 10−6 for both inner and external iterations.

The reference result has been evaluated using the Tripoli-4 Monte Carlo code, [4], with
multigroup cross sections and isotropic scattering. Finding no relevant benefits through the
use of variance reduction methods, the calculation has been carried out with the only use of
population control methods, such as splitting and implicit capture. The reference is obtained
simulating about 2 · 1012 particle histories. In both the deterministic and the Monte Carlo
calculations the source has been approximated as a point emitting uniformly in the energy
range 1.33-0.8 MeV, corresponding to groups 22 and 23.

The objective of the calculations is the estimation of the average flux in the five detectors
coloured in green in Figure 4.1. Detectors are numbered from right to left, i.e. detector 1 is
the nearest to the source, and detector 5 is the farthest.
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Domain Decomposition

Fig. 5.4 Prob500, verification of the IDT calculation with FCS and DDM, flux in detector 1.

Figure 5.4 shows the flux measured in detectors 1 using IDT and Tripoli-4. The flux in
other detectors is not displayed because showing results similar to detector 1. Figures 5.5,
5.6 and 5.7 show, for the five detectors, the values of the relative error of the flux estimation
with respect to the Monte Carlo reference. We remark that errors can be quantified only for
groups where the reference is associated to a sufficiently small standard deviation. Where
the value of the error is smaller than the standard deviation, we can not draw any reliable
conclusions. The error estimation is impossible in groups 41 and 42 because the Monte Carlo
calculation has given no estimate for these two groups.

Results are summarized in Tables 5.1 and 5.2. Table 5.1 shows the value of the average
flux, integrated over all energy groups, in the five detectors, together with their relative error.
Table 5.2, instead, shows the L1, the RMS, and the L∞ norm of the relative error of the
average flux, over the five detectors.

The IDT results manifest a good agreement with the reference calculation. The errors
of the fine SN and MPN calculations are similar, with errors smaller than 1% for most of
the energy groups. Differently from what we observed in Chapter 4, the results shown by
MPN with the coarse refinement are significantly more accurate than those provided by
SN , at approximatively equal number of ADoF. In fact, in Chapter 4, we have seen how
MPN outperforms SN for very fine angular discretizations, and not for coarse ones. This,
while highlighting the quality of the method, suggests that further analyses on MPN are still
required.
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Detector Calculation Flux Relative Error
[·10−6 cm−2s−1] [%]

Detector 1 Tripoli-4 5.153 −
SN coarse 5.086 1.30
SN fine 5.146 0.13
MPN coarse 5.186 0.64
MPN fine 5.142 0.22

Detector 2 Tripoli-4 4.774 −
SN coarse 4.806 0.67
SN fine 4.797 0.47
MPN coarse 4.797 0.47
MPN fine 4.789 0.30

Detector 3 Tripoli-4 4.392 −
SN coarse 4.547 3.51
SN fine 4.393 0.01
MPN coarse 4.343 1.13
MPN fine 4.407 0.33

Detector 4 Tripoli-4 4.017 −
SN coarse 4.169 3.79
SN fine 4.005 0.31
MPN coarse 3.985 0.80
MPN fine 4.052 0.86

Detector 5 Tripoli-4 3.642 −
SN coarse 3.718 2.09
SN fine 3.676 0.94
MPN coarse 3.683 1.12
MPN fine 3.675 0.91

Table 5.1 Prob500, energy integrated flux and relative error

We remark that, since the multigroup approximation is used in both IDT calculation and
the reference, the error is representative of the only spatial and angular discretization we
used. In this respect, in order to further decrease the error we should also refine the spatial
discretization, and not only the angular one.

5.4 Partial conclusion

In this chapter we tested the IDT solver for applications in radiation shielding calculations.
To do so, we considered Prob500, a model representative of the class of problems we want to
address.
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Calculation L1-norm RMS L∞-norm
[%] [%] [%]

SN coarse 2.27 2.57 3.79
SN fine 0.37 0.49 0.94
MPN coarse 0.83 0.87 1.13
MPN fine 0.52 0.60 0.91

Table 5.2 Prob500, relative error norms of the energy integrated flux, evaluated on the 5
detectors

With an initial strong scaling test, we have highlighted that the present implementation
of MPN does not scale well for a high number of cores. These poor performances are probably
due to the strategy used for the coefficients calculation.

Then, we put in evidence how the convergence properties of the PMBJ deteriorate as the
number of subdomains is increased. These, as expected, are found for both SN and MPN
angular discretizations. Large numbers of Block-Jabobi iterations are generally associated
with increased computational costs. In order to speed up transport calculations, the use of
acceleration methods is required. An effective acceleration must be able to speed up the
calculation by converging all the modes that are slower to converge with transport. If in
diffusive problems the slowest mode is represented by the constant moment of the flux, in
problems dominated by particle propagation we expect that the acceleration method will
have to deal also with the slow convergence of higher-order moments. Transport synthetic
accelerations, such as the BPA acceleration, may be better suited for this type of applications
than Diffusion synthetic accelerations. Angular multi-grid accelerations may also be a viable
alternative. We expect that MPN may lend itself well to this type of accelerations. This
topic is left to further investigations.

Finally, we verified the DDM calculation on a representative problem. We showed how
the solver is effectively capable of solving radiation shielding calculations. The joint use of
FCS, with both SN and MPN , resulted in accurate estimations with error smaller than 1%
for most of the energy groups. MPN also showed more accurate results than SN when using
a relatively coarse refinement of the angular discretization.
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(a) Detector 1

(b) Detector 2

Fig. 5.5 Prob500, verification of the IDT calculation with FCS and DDM, relative error of
the flux in detectors 1 and 2.
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(a) Detector 3

(b) Detector 4

Fig. 5.6 Prob500, verification of the IDT calculation with FCS and DDM, relative error of
the flux in detectors 3 and 4.
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Fig. 5.7 Prob500, verification of the IDT calculation with FCS and DDM, relative error of
the flux in detector 5.
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Conclusion

In this manuscript, new numerical methods have been developed for the solution of deterministic
shielding calculations.

In order to adequately represent the flux emitted by localised sources, four different
integration strategies have been developed within the First Collision Source (FCS) module
of the IDT solver. There are the MOC, the TS-MOC, the MC-MOC, and the QP methods.
Techniques such as MOC and TS-MOC, relying on the use of Method of Characteristics and
angular quadratures, have provided results with the highest accuracy. However, while the
MOC method showed accurate results for problems of different sizes and varying degrees
of heterogeneity, TS-MOC proved to be convenient only for very large size problems. The
QP method, which preforms a region-by-region integration of the uncollided flux by means
of a spatial quadrature, has provided satisfactory results in terms of calculation time only
for very small problems. The QP method, however, is able to progressively refine the order
of the quadrature until a stopping criterion, based on an error estimator, is reached. The
less accurate technique resulted to be the MC-MOC method, which relies on the Method of
Characteristics, but uses a random sampling of the propagation direction.

A Domain Decomposition Method for FCS has been also developed. This relies on an
interpolative approximation of the equivalent cross sections (EXS) to reconstruct the flux
at the interfaces of subdomains not containing the source. The method uses two different
boundary meshes: one as support for MOC integration, and another defining the points in
which the equivalent cross section is computed. The refinement of the first mesh determines
the accuracy on the uncollided flux integration in each subdomain. The refinement of the
second, instead, controls the accuracy of the EXS approximation. Tests have shown that
the error introduced by the EXS approximation is typically larger than the one of the MOC
integration, thus justifying our choice of controlling the two sources of error separately. The
parallel efficiency of the FCS method is highly dependent on the refinement of the two
boundary meshes. In the typical use case, i.e. with EXS boundary mesh finer than the MOC
mesh, the efficiency is lower than in the case with a coarser EXS mesh. However, in the
presence of several point sources, it has been qualitatively demonstrated that the parallel
efficiency of the algorithm is higher.
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Conclusion

In order to mitigate ray-effect generated by scattering sources, the MPN angular discretization
method has been designed. The MPN method is based on the integral formulation of the
transport equation, discretized using the short characteristics method, and on a piecewise
polynomial angular expansion of the interface fluxes. For sufficiently large numbers of angular
degrees of freedom, the method has shown an error convergence order about 2.5 larger
than the one measured with the SN method. The results have been confirmed in both
homogeneous and heterogeneous problems. Furthermore, it has been seen that the accuracy
of MPN benefits from the presence of diffusive materials. As a drawback, for an equal number
of angular degrees of freedom, MPN has a higher computational cost than the SN method.

In conclusion, the IDT solver has been tested using domain decomposition, with FCS,
and employing both SN and MPN . The results have shown parallel performances larger than
50% up to 1000 cores using SN . On the other hand, much lower parallel efficiencies have
been observed with MPN . It has been shown how this result is due in great part to the
on-the-fly calculation of the MPN coefficients. The solver has been verified on a realistic test
case, comparing the results with a reference provided by the Tripoli-4 Monte Carlo solver.
In this test, for relatively coarse angular discretizations, MPN has provided more accurate
results than SN .
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Perspectives

In the course of the present research, for reasons of time, a large number of ideas and possible
developments have been left for further investigations. Among these, the most relevant are
here summarized.

The strategy that has been employed for the treatment of spatially distributed sources
consists in modelling the source as a set of uniformly-distributed point sources. This method
is practical, but it can be poorly effective in modelling optically thick source volumes, [54].
In fact, in this case, the only particles that succeeds in exiting the source region are the ones
that are emitted near the region boundaries. Therefore, it may be better to model this type
of sources differently. A further investigation aimed at quantifying the impact of this source
of error is therefore necessary.

Together with the FCS calculation, solvers such as ATTILA employ the Last-Collided
Flux (LCF) method, i.e. they uses a method to reconstruct the flux in certain points of
interest of the domain, e.g. in detectors, [10]. LCF method uses a fine transport operator
similarly to the FCS, allowing to evaluate the flux with great accuracy, using the emission
density calculated with a coarse angular discretization. These types of methods have not
been addressed in this thesis, but their development can benefit from the the research on
FCS methods.

At the time being, the major limitation of the FCS method is the impossibility of
accounting for boundary conditions different from vacuum conditions. Further developments
are therefore necessary.

In this thesis, the MPN method has been investigated and analysed but its development
remains at a preliminary stage. Further researches are therefore required. Among these, it is
necessary to investigate the use of different angular bases for the interface flux expansion and
the implementation of an effective strategy for storing in memory the MPN coefficients. It
is also worth investigating the possibility of using an angular representation of the source,
different from the currently used spherical harmonics expansion, so as to avoid the couplings
with all angular moments of the source within the MPN matrices. Finally, it is advisable the
development of acceleration methods for MPN .

The IDT spatial discretization by short characteristics offers the possibility of representing
medium heterogeneities within each Cartesian region. By doing so, in principle, it is possible
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to represent any type of geometry. This option may be very useful in shielding calculations,
however, this is not yet available for the MPN method. Further development are therefore
required.

In this research, only the PMBJ domain decomposition method has been considered. An
exploration of other methods, together with the development of acceleration methods, may
be of great interest.
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Transport calculations for radiation shielding applications are nowadays of considerable
practical interest. These include calculations of activation of structural materials, estimations
of radiation doses, heating of components, and sizing of shieldings. In order to provide
accurate estimations within a reduced calculation time, deterministic codes require appropriate
discretization methods to represent the actual physics of the problem. In a special way,
streaming effects are particularly challenging for common angular discretization methods
such as SN . The solutions yield by SN may be affected by numerical artifacts, known with
the name of ray-effect. The smaller the source, and the coarser the angular discretization, the
more severe will be the ray-effect. Moreover, given the characteristic size of radiation shielding
problems, the use of Domain Decomposition Methods is essential. The objective of this thesis
is to investigate and develop a number of numerical methods, within the deterministic IDT
solver, in order to improve the accuracy and the performances of the solver when applied to
shielding calculations.

At first, the research dealt with the First Collision Source (FCS), which is a set of
methods useful for calculating the uncollided flux emitted from localized sources. Four
different discretization techniques for FCS have been developed. These come with the aim to
identify the best method for integrating the uncollided flux. The four methods have been
compared in a series of test problems, highlighting their advantages and disadvantages. The
MOC and TS-MOC methods appeared to be the ones leading to the lowest errors within the
smallest computational times.

Then, the FCS method has been integrated within the domain decomposition environment
of the IDT solver. The Equivalent Cross Section approximation has been introduced in
order to interpolate fluxes at the interfaces between subdomains. A parallel FCS method
relying on an efficient scheduling algorithm has been developed. Finally, the quality of
FCS has been verified and analysed by solving calculations on parallel distributed-memory
architectures. Results showed how the method allows for a precise control of the error of the
FCS approximations.

In order to adequately represent particle streaming effects, it is useful to employ a suitable
angular discretization. After a detailed presentation of the problem, an alternative angular
discretization method, called MPN has been developed. It is based on a discontinuous
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polynomial expansion of the flux at the interfaces of Cartesian regions. A series of tests
showed how the error of SN and MPN are comparable when the number of degrees of freedom
is relatively small. However, the MPN method has better convergence properties once the
asymptotic regime of convergence is reached.

Later, the ability of IDT to solve real-size radiation shielding calculations with FCS and
domain decomposition has been verified. It has been seen how the parallel performances
of MPN , at present, are still limited due to the cost of the evaluation of the coefficients.
However, the parallel capabilities of the DDM scheme based on PMBJ iterations have been
verified. Finally, the results provided by IDT, with both SN and MPN , have been verified
using the Tripoli-4 Monte Carlo code. In conclusion, a number of possible improvements, as
well as several topics for future research, have been identified.
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Les calculs de transport pour les applications de radioprotection présentent aujourd’hui un
intérêt pratique considérable. Il s’agit notamment des calculs d’activation des matériaux de
structure, des estimations des doses de rayonnement, de l’échauffement des composants et du
dimensionnement des protections. Afin de fournir des estimations précises dans un temps de
calcul réaliste, les codes déterministes nécessitent des méthodes de discrétisation appropriées
pour représenter la physique réelle du problème. En particulier, les effets de streaming sont
particulièrement difficiles pour les méthodes de discrétisation angulaire courantes telles que la
méthode SN . Les solutions produites en SN peuvent être affectées par des artifacts numériques,
connus sous le nom d’effet de raie. Plus la source est petite, et plus la discrétisation angulaire
est grossière, plus l’effet de raie sera important. De plus, étant donné la taille caractéristique
des problèmes de radioprotection, l’utilisation des méthodes de décomposition de domaine est
essentielle. L’objectif de cette thèse est d’étudier un certain nombre de méthodes numériques,
dans le cadre du solveur déterministe IDT, afin d’effectuer des calculs de radioprotection
avec une grande précision et un coût de calcul relativement faible.

Dans un premier temps, la recherche s’est concentrée sur les méthodes pour le calcul de
la source de première collision (FCS), qui visent à obtenir le flux sans choc provenant de
sources localisées. Quatre techniques de discrétisation différentes ont été développées pour la
méthode FCS. Elles ont été comparées sur une série de problèmes tests, et leurs avantages et
inconvénients ont été mis en évidence. Les méthodes MOC et TS-MOC se sont avérées être
celles qui présentaient les erreurs les plus faibles dans les temps de calcul les plus courts.

Ensuite, la méthode FCS a été intégrée dans l’environnement de décomposition de domaine
du solveur IDT. Une approximation appelée section efficace équivalente a été introduite pour
interpoler les flux aux interfaces entre les sous-domaines. Un algorithme d’ordonnancement
a ensuite été développé pour gérer les communications et les synchronisations. Enfin, la
qualité des calculs de FCS a été vérifiée et analysée sur des architectures parallèles à mémoire
distribuée. La méthode mise en place permet un contrôle précis de l’erreur des approximations.
De plus, l’erreur augmente lentement avec le nombre de sous-domaines.

Afin de représenter correctement les effets de propagation, il est utile de recourir à une
discrétisation angulaire appropriée. Suite à une analyse détaillée du problème, une méthode
alternative de discrétisation angulaire, appelée MPN , a été développée. La méthode est basée
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sur un développement polynomial discontinu du flux aux interfaces des régions cartésiennes.
La méthode MPN a été vérifiée sur une série de tests avec des comparaisons avec la méthode
SN . Elle s’est avéré peu efficace pour atténuer l’effet de raie pour des petits nombres de
degrés de liberté angulaire. Cependant, elle permet une convergence beaucoup plus rapide
que la méthode SN pour des discrétisations angulaires plus fines.

Ensuite, le schéma de calcul global avec FCS et décomposition de domaine a été analysé
et la capacité de IDT à résoudre des calculs de radioprotection de taille réelle a été vérifiée.
Les performances parallèles du MPN sont, à l’heure actuelle, encore limitées en raison du
coût de l’évaluation des coefficients. Cependant, les performances en parallèle du schéma
DDM basé sur les itérations PMBJ ont pu être confirmées. Enfin, une validation a pu être
réalisée en comparant les résultats IDT à ceux fournis par le code Monte Carlo Tripoli-4. En
conclusion, un certain nombre d’améliorations possibles ont été identifiées qui constituent
autant de sujets potentiels pour des travaux de recherche futurs.
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Appendix A

Derivation of the MOC-discretized
mass matrix formulation

Along with the integration of the spatial-angular moments of the uncollided flux, the First
Collision Source method numerically computes also the mass matrix of the spatial angular
basis AH ×PM . In particular in MOC and TS-MOC methods, the numerical integration by
characteristic lines also applies to the integral in Eq. (2.12), leading to

M(m,h)(m′,h′) = δh,h′amam′
∑
i∩T

∫
∆Ωi

dΩ
∫ L+

i

L−
i

dr r2Pm(rΩ)Pm′(rΩ). (A.1)

By further rewriting the spatial basis functions as in Eq. (2.19), we obtain

M(m,h)(m′,h′) = δh,h′amam′

×



∑
i∩T ∆Ωiζ0,i, for m = 1 and m′ = 1∑
i∩T

(
a0,m∆Ωiζ0,i + a1,mυm,iζ1,i

)
, for m = 2, 3, 4 and m′ = 1∑

i∩T

(
a0,ma0,m′∆Ωiζ0,i + a0,ma1,m′υm′,iζ1,i+

a1,ma0,m′υm,iζ1,i + a1,ma1,m′υm,m′,iζ2,i
)
, for m = 2, 3, 4 and m′ = 2, 3, 4

(A.2)

where am are the Legendre Polynomial normalization coefficients, a0,m and a1,m are the
coefficients defined in Eq. (2.20), ζ are the integrals along trajectory i,

ζ0,i =
∫ L+

i

L−
i

dr r2 = (L+
i )3 − (L−

i )3

3 , (A.3)

ζ1,i =
∫ L+

i

L−
i

dr r3 = (L+
i )4 − (L−

i )4

4 , (A.4)

ζ2,i =
∫ L+

i

L−
i

dr r4 = (L+
i )5 − (L−

i )5

5 , (A.5)
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Derivation of the MOC-discretized mass matrix formulation

and υ are the solid angle integrals of the m and m′ polar cosines

υm,i =
∫

∆Ωi

dΩ nm ·Ω, (A.6)

υm,m′,i =
∫

∆Ωi

dΩ (nm ·Ω) (nm′ ·Ω) . (A.7)

While ζ values are computed analytically, the υ solid angle integrals are solved using the
numerical quadratures defined in Section 2.3.1, coherently with Γ.
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Appendix B

Definition of the tabulated orders
for the numerical integration of Γ
weights in TS-MOC

Due to the large variability of the amplitude of solid angles in TS-MOC, we have tabulated the
orders of the numerical quadrature needed to integrate Γ weights, up to spherical harmonic
order H, with accuracy τ , and for any solid angle with amplitude ∆Ω. We have evaluated
these tables thanks to a simplified analysis on the accuracy of numerically-evaluated Γ weights.
Instead of considering every possible solid angle having amplitude ∆Ω, we restricted the
analysis to a single solid angle. In particular, we considered solid angle

S2
t = [0, φ]×

[
0, cos

(
π/2− θ

)]
,

generated by the x-axis and extending over the first octant of the unit sphere. The angles φ
and θ are equal to each other and are determined such that the amplitude of the solid angle
is exactly ∆Ω. Since the most anisotropic harmonics are also the most difficult to integrate,
given K the maximum order of the harmonics expansion (here we are considering the double-
index spherical harmonics notation Ak,l), the analysis of the error has been performed only
on the weight associated to harmonics of order K, for each degree l = −K, . . . ,K. We
considered uniquely Γ0,h,i (see Eq. (2.23)), i.e. the gamma weight associated to the constant
spatial order. We evaluated the Γ weights for orders K equal to

K = {0, 1, 3, 5, 7, 9} ,

and solid angle amplitudes

∆Ω = {1., 5× 10−1, 10−1, 5× 10−2, 10−2, 5× 10−3, 10−3, . . . , 10−10}
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Definition of the tabulated orders for the numerical integration of Γ weights in
TS-MOC

steradians, using different refinements of the numerical quadrature described in Section 2.3.1.
In particular, we evaluated Γ weights for

N = 0, 1, 2, 3, . . . , 11 ,

where N is the quadrature order, corresponding to 2N × 2N quadrature points. For each set
of parameters (K,∆Ω, N), we estimated the integration error as

ϵ∆Ω,N
K = max

l=−K,...,K

Γ∆Ω,N
K,l − Γ∆Ω,12

K,l

Γ∆Ω,12
K,l

 ,
where the reference value is evaluated using a fine quadrature of order N = 12.

For each couple (K,∆Ω), for values of the error bound τ equal to

τ = 10−1, 10−2, . . . , 10−7,

we tabulated the minimum quadrature order N such that ϵ∆Ω,N
K < τ .

Table B.1 shows the values of tabulated quadrature orders required to integrate weights
Γ up to spherical harmonic order K = 1, 3, 5. This is a reduced version of the tables which
are actually used by the solver. As expected, we observe that the minimum quadrature order
N increases with K, meaning that higher order spherical harmonics are more difficult to
integrate. At the same time, N increases as the error upper bound decreases, and as the
solid angle amplitude increases.
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Table B.1 Tabulated quadrature orders for the Γ coefficients integration in TS-MOC.

K
∆Ω τ

[steradians] 10−1 10−2 10−3 10−4 10−5 10−6 10−7

1

10−0 2 3 5 6 8 10 11
10−1 0 1 3 4 6 8 9
10−2 0 0 1 3 4 6 8
10−3 0 0 0 1 3 4 6
10−4 0 0 0 0 1 3 4
10−5 0 0 0 0 0 1 3
10−6 0 0 0 0 0 0 1
10−7 0 0 0 0 0 0 0
10−8 0 0 0 0 0 0 0

3

10−0 5 6 8 9 11 11 11
10−1 1 3 4 6 8 9 11
10−2 0 1 2 4 6 7 9
10−3 0 0 1 2 4 6 7
10−4 0 0 0 1 3 4 6
10−5 0 0 0 0 1 3 4
10−6 0 0 0 0 0 1 3
10−7 0 0 0 0 0 0 1
10−8 0 0 0 0 0 0 0

5

10−0 5 7 8 10 11 11 11
10−1 1 3 5 6 8 9 11
10−2 0 1 3 5 6 8 10
10−3 0 1 2 3 5 7 8
10−4 0 1 1 3 4 6 8
10−5 0 0 0 1 2 4 5
10−6 0 0 0 0 1 2 3
10−7 0 0 0 0 0 1 2
10−8 0 0 0 0 0 0 1
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Appendix C

Derivation of conservation relations
for the MPN method

The particle balance in dr around r and in dΩ around Ω is given by the differential form of
the transport equation,

(Ω ·∇ + Σ)ψ(r,Ω) = q(r,Ω). (C.1)

For each spatial region T and for each solid angle S2
n, the angular flux is assumed to be

expanded in

ψ(r,Ω) =
∑

h=1,H
αhAh(Ω)P(r) ·ψnh (C.2)

for r ∈ T and Ω ∈ S2
n

and

ψsn(r,Ω) =
∑

ℓ=1,Nℓ

Bn
ℓ (Ω)Ps(r) · ϕs,nℓ (C.3)

for r ∈ Γsn = Γs(Ω) and Ω ∈ S2
n,

where the angular coefficients ψnh for the flux in solid angle S2
n differ from angular moments

ϕnh, defined in Eq. (4.21), for the flux on the unit sphere.
The projection of the flux expansion, Eq. (C.2), onto the subspace span{Ah(Ω)P(r)},

(AhP, · )n = 1
4πV

∫
S2

n

dΩ Ah(Ω)
∫

T
dr P(r) · (C.4)

gives the relation between the expansion coefficients ψnh and the flux angular moments ϕnh,

ϕnh = (AhP, ψ)n =
∑

h′=1,H
αh′(AhP,PAh′)n ·ψnh′ . (C.5)

185



Derivation of conservation relations for the MPN method

By defining the mass matrix minors in Eq. (C.5) as

Mn
h,h′ = αh′(AhP,PAh′)n (C.6)

the relation can be inverted and rewritten as

ψnh′ =
∑

h=1,H
[Mn]−1

h′,h ϕ
n
h. (C.7)

By factorizing Mn into
Mn = 1M×M ⊗M

n
,

where the unit matrix 1M×M coincides with the mass matrix for the linear spatial basis P,
and

M
n

= (A, αA)n = 1
4π

∫
S2

n

dΩ A(Ω)⊗ αA(Ω),

the inverse mass matrix can be expressed by

[Mn]−1
h′,h = 14×4 ⊗

[
M

n
]−1

h′,h
.

For convenience, the MPN Eqs. (4.28) and (4.16) are rewritten for each angular moment
as

ϕnh =
∑

h′=1,H
Cn,h,h′qh′ +

∑
s′∈Γ−

n

∑
ℓ′=1,Nℓ

Is
′
n,h,ℓ′ϕ

s′,n
ℓ′ , (C.8)

ϕs,nℓ =
∑

h′=1,H
E∗,s
n,ℓ,h′qh′ +

∑
s′∈Γ−

n

∑
ℓ′=1,Nℓ

T∗,s,s′

n,ℓ,ℓ′ϕ
s′,n
ℓ′ , (C.9)

with the matrix E∗,s
n,ℓ,h′ and T∗,s,s′

n,ℓ,ℓ′ representing the minors of the global matrices in Eq. (4.18).
The projection of the balance equation, Eq. (C.1), on subspace span{Ah(Ω)P(r)}, which

entails the surface projection

⟨AhP, · ⟩sn = 1
4πV

∫
S2

n

dΩ µs(Ω)Ah(Ω)
∫

Γs
n

dr P(r) ·, (C.10)

because of the derivative (Gauss theorem), transforms the equation first into

∑
s∈Γ+

n

⟨AhP, ψsn⟩
s
n −

∑
s′∈Γ−

n

〈
AhP, ψs′

n

〉s′

n
− (AhΩ ·∇P, ψ)n (C.11)

+ Σ(AhP, ψ)n = (AhP, q)n,
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and then, by further substituting the expansion for the flux and for the source, into

∑
s∈Γ+

n

∑
ℓ=1,Nℓ

⟨AhP,PsBn
ℓ ⟩
s
nϕ

s,n
ℓ −

∑
s′∈Γ−

n

∑
ℓ′=1,Nℓ

〈
AhP,Ps′

Bn
ℓ′

〉s′

n
ϕs

′,n
ℓ′ (C.12)

−
∑

h′=1,H
αh′(AhΩ ·∇P,PAh′)n ψnh′ +

∑
h′=1,H

αh′Σ(AhP,PAh′)n ψnh′

=
∑

h′=1,H
αh′(AhP,PAh′)nqh′ .

By using Eqs. (C.5) and (C.7), and defining:

• the boundary mass matrices

Bs,nh,ℓ = ⟨AhP,PsBℓ⟩sn and Bs
′,n
h,ℓ′ =

〈
AhP,Ps′

Bℓ′
〉s′

n
,

• and the streaming plus removal matrix

Snh,h′ =
∑

h′′=1,H
αh′′Σ(AhP,PAh′′)n [Mn]−1

h′′,h′−
∑

h′′=1,H
αh′′(AhΩ·∇P,PAh′′)n [Mn]−1

h′′,h′ ,

Eq. (C.12) is rewritten as

∑
s∈Γ+

n

∑
ℓ=1,Nℓ

Bs,nh,ℓϕ
s,n
ℓ −

∑
s′∈Γ−

n

∑
ℓ′=1,Nℓ

Bs
′,n
h,ℓ′ϕ

s′,n
ℓ′ (C.13)

+
∑

h′=1,H
Snh,h′ϕnh′ =

∑
h′=1,H

Mn
h,h′qh′ .

By substituting Eqs. (C.8) and (C.9) for ϕnh′ and ϕs,nℓ , the equation becomes

∑
s∈Γ+

n

∑
ℓ=1,Nℓ

Bs,nh,ℓ


∑

h′=1,H
E∗,s
n,ℓ,h′qh′ +

∑
s′∈Γ−

n

∑
ℓ′=1,Nℓ

T∗,s,s′

n,ℓ,ℓ′ϕ
s′,n
ℓ′

 (C.14)

−
∑
s′∈Γ−

n

∑
ℓ′=1,Nℓ

Bs
′,n
h,ℓ′ϕ

s′,n
ℓ′

+
∑

h′=1,H
Snh,h′


∑

h′′=1,H
Cn,h′,h′′qh′′ +

∑
s′∈Γ−

n

∑
ℓ′=1,Nℓ

Is
′
n,h′,ℓ′ϕ

s′,n
ℓ′


=

∑
h′=1,H

Mn
h,h′qh′ .

Exchanging the index h′ → h′′ within the first term in the LHS and on the RHS of the
equation, and grouping the terms in qh′′ and ϕs

′,n
ℓ′ , one obtains two systems of conservation
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Derivation of conservation relations for the MPN method

relations. The first,

Mn
h,h′′ =

∑
s∈Γ+

n

∑
ℓ=1,Nℓ

Bs,nh,ℓE
∗,s
n,ℓ,h′′ +

∑
h′=1,H

Snh,h′Cn,h′,h′′ (C.15)

expresses the conservation for any spatial degrees of freedom for any couple of angular
moments (h, h′′) in S2

n. In particular, the zero-order term represents the conservation of
particles within the volume of the region. The second,

Bs
′,n
h,ℓ′ =

∑
s∈Γ+

n

∑
ℓ=1,Nℓ

Bs,nh,ℓT
∗,s,s′

n,ℓ,ℓ′ +
∑

h′=1,H
Snh,h′Is

′
n,h′,ℓ′ (C.16)

expresses the conservation for any spatial moment in Γs′ and S2
n for any couples of angular

moments (h, ℓ′).
If the conservation Eqs. (C.15) and (C.16) are rewritten for the subspace span{A(Ω)⊗

P(r)}, they can be represented in two global system of equations for any region T and any
solid angle S2

n,

Mn =
∑
s∈Γ+

n

Bs,nE∗,s
n + SnCn (C.17)

Bs
′,n =

∑
s∈Γ+

n

Bs,nT∗,s,s′
n + SnIs

′
n (C.18)

where

Mn =


Mn

0,0 Mn
0,1 · · · Mn

0,H

Mn
1,0 Mn

1,1
. . . ...

... . . . . . . ...
Mn
H,0 · · · · · · Mn

H,H


, Sn =


Sn0,0 Sn0,1 · · · Sn0,H
Sn1,0 Sn1,1

. . . ...
... . . . . . . ...

SnH,0 · · · · · · SnH,H


,

Bs,n =


Bs,n0,0 Bs,n0,1 · · · Bs,n0,Nℓ

Bs,n1,0 Bs,n1,1
. . . ...

... . . . . . . ...
Bs,nH,0 · · · · · · Bs,nH,Nℓ


, Bs

′,n =


Bs

′,n
0,0 Bs

′,n
0,1 · · · Bs

′,n
0,Nℓ

Bs
′,n

1,0 Bs
′,n

1,1
. . . ...

... . . . . . . ...
Bs

′,n
H,0 · · · · · · Bs

′,n
H,Nℓ


.
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Then, the collision and the incoming global matrices can be easily obtained by,

Cn = [Sn]−1

Mn −
∑
s∈Γ+

n

Bs,nE∗,s
n

 , (C.19)

Is
′
n = [Sn]−1

Bs′,n −
∑
s∈Γ+

n

Bs,nT∗,s,s′
n

 . (C.20)

One can take advantage of Eqs. (C.19) and (C.20) to relate together MPN coefficients, making
their calculation easier. Moreover, in case of coefficients storage, these can help in reducing
the number of coefficient to be stored, and so reducing the memory footprint. Although
Eqs. (C.19) and (C.20) could be computationally effective, they have not been implemented
in the current version of the MPN yet.
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