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Résumé: La diminution agressive de la taille des
transistors menée par l’industrie microélectronique a
atteint l’échelle nanométrique. Les performances des
composants à cette échelle sont fortement impactées
par des phénomènes quantiques (effet tunnel, con-
finement, interférence,..) mais le contrôle électrosta-
tique devient également plus délicat. Pour gagner en
performance, il devient indispensable de prendre ces
phénomènes en compte et d’explorer des alternatives
au MOSFET à base de silicium qui est la référence
actuelle. En support de cette tâche, il est important
de mettre en place une approche théorique rigoureuse
pour étudier les propriétés électroniques des matéri-
aux et simuler les performances des composants. Dans
cette thèse, nous proposons de développer un mod-
èle du transport électronique basé sur le formalisme
des fonctions de Green hors équilibre. La particularité
de notre approche est l’utilisation de Hamiltoniens de
type pseudopotentiels développés sur des ondes planes.
Ces Hamiltoniens peuvent être de type soit semi-
empirique soit ab-initio. Ils permettent d’obtenir une
description atomistique du matériau et ainsi d’avoir
une description précise à l’échelle microscopique.
Dans un premier temps, nous développons le mod-
èle des Hamiltoniens pseudopotentiels empiriques
pour étudier des hétérostructures de matériaux III/V
(InAs/GaSb) avec une interface non abrupte. Cette
méthode a été appliquée à l’étude de composants basés
sur l’effet tunnel, la diode Esaki et le tunnel FET. Les
résultats montrent une dégradation du courant lorsque
la région de transition est longue. Une comparaison
avec une étude expérimentale a permis également de
montrer la précision de nos simulations.
Pour la suite, la thèse se concentre sur les Hamil-
toniens obtenus à partir de calculs ab-initio. Nous
avons commencé avec le développement d’un mod-
èle pour étudier les Hamiltoniens des hétérostructures
en étudiant deux approches ab-initio, une basée sur
le Hamiltonien d’un des matériaux isolé et la deux-

ième basée sur le Hamiltonien d’une super cellule de
l’hétérostructure. Les modèles ont été appliquées à
deux composants, un MOSFET composé de mono-
couche et bicouche de PtSe2 et un tunnel FET composé
de monocouche PdSe2 et de monocouche SnS2. Cela a
permis de montrer que l’étude de l’interface entre deux
matériaux distincts requiert l’utilisation d’approches
sophistiquées pour décrire le couplage entre les matéri-
aux.
Pour améliorer le modèle, nous avons ensuite inclus
les interactions électron-phonon. Nous avons util-
isé d’abord des potentiels de déformation, dérivés de
calculs ab-initio, pour décrire les couplages avec les
phonons sous l’approximation de Born auto-cohérente.
Ce modèle a été appliqué à l’étude d’un tunnel FET
fait avec l’hétérostructure d’une monocouche HfSe2
et d’une monocouche SnS2. Deux architectures dif-
férentes ont été étudiées, une avec un empilement ver-
tical des matériaux 2D et l’autre avec une hétérostruc-
ture latérale. Les résultats montrent que les phonons
jouent un rôle important sur les propriétés de trans-
mission en générant une augmentation du courant via
une transmission inter-vallée. Enfin, l’hétérostructure
verticale ressort comme la candidate la plus promet-
teuse avec une pente sous le seuil de 40 mV/dec pour
un courant à l’état ON de 580 mA/µm à VDD = 0.35V.
Finalement, une description plus rigoureuse du cou-
plage électron-phonon pour le transport est proposée.
Nous avons développé un modèle utilisant le calcul ab-
initio des éléments de matrice électron-phonon et des
fréquences des phonons. Ce modèle a été comparé à
la littérature et à la méthode des potentiels de défor-
mation par l’étude du monocouche MoS2 avec des cal-
culs de mobilité. Enfin, l’étude de dispositifs CMOS
a été réalisée à partir de deux MOSFETs de type n
(monocouche MoS2) et de type p (monocouche WSe2).
Malgré les phonons, les composants satisfont les pré-
dictions pour les prochaines générations de transistor.
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Abstract: The aggressive shrinking of transistor
sizes by the microelectronics industry has reached the
nanoscale. The performance of components at this
scale is strongly impacted by quantum phenomena
(tunneling, interference, etc.) but also the electrostatic
control becomes more delicate. In order to improve
the performance of components, it is essential to take
these phenomena into account and to explore alterna-
tives to the silicon-based MOSFET that is the current
reference. This task can be supported by a rigorous
theoretical approach for electronic material properties
and thus simulate the performance of the devices. In
this thesis, we propose to extend the state of the art in
this field by developing an electronic transport model
based on the non-equilibrium Green’s function formal-
ism. The particularity of our approach is the use of
pseudopotential Hamiltonians based on plane waves
obtained by either a semi-empirical or an ab-initio ap-
proach. This type of Hamiltonian allows us to obtain
an atomistic description of the material and thus to
have an accurate description at the microscopic scale.
In a first part, we developed the empirical pseudopo-
tential Hamiltonian model to study III/V material het-
erostructures (InAs/GaSb) with a non-abrupt inter-
face. This method has been applied to the study of
tunneling based devices, Esaki diode and tunnel FET.
The results show a degradation of the current when
the transition region is long. A comparison with an
experimental study also showed the accuracy of our
simulations.
In the following parts of the thesis, the focus is on the
Hamiltonians obtained from ab-initio calculations. We
started with the development of a model to study the
Hamiltonians of heterostructure by investigating two
approaches, one based on the Hamiltonian of isolated
material and the second based on the Hamiltonian of

a supercell of the heterostructure. The models were
applied to two components, a MOSFET composed of
monolayer and bilayer PtSe2 and a tunnel FET com-
posed of monolayer PdSe2 and monolayer SnS2. This
highlighted that the study of the interface between two
distinct materials requires the use of sophisticated ap-
proaches to describe the coupling between the materi-
als.
To improve the model, we then included electron-
phonon interactions in our simulations. We first used
deformation potentials, fully derived from ab-initio cal-
culations, to describe the coupling with phonons under
the self-consistent Born approximation. This model
has been applied to the study of a tunnel FET made
with the heterostructure of a monolayer HfSe2 and
a monolayer SnS2. Two different architectures were
studied, one with a vertical stacking of the 2D mate-
rials and a lateral heterostructure. The results show
that phonons play an important role for the transmis-
sion properties by introducing an increase in current
through inter-valley transmission. Finally, the vertical
heterostructure emerges as the most promising candi-
date with a sub-threshold slope of 40 mV/dec for an
ON state current of 580 mA/µm at VDD = 0.35V.
In the last part of the thesis, a more rigorous descrip-
tion of the electron-phonon coupling for transport was
proposed. We have developed a model using ab-initio
calculations of the electron-phonon matrix elements
and phonon frequencies. This model was compared to
the literature and to the deformation potential method
by studying the monolayer MoS2 with mobility calcu-
lations. Finally, the study of a CMOS was carried
out using an n-type (with monolayer MoS2) and a p-
type (with monolayer WSe2) MOSFET. Despite the
phonon scattering, the devices satisfy the predictions
for the next generation of transistors.
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Chapter 1

Introduction

This chapter introduces the context and the key concepts at stake in the present work. It starts with a focus on

the history and evolution of the transistor. We also define the figures of merit used to characterize the devices and

necessary to introduce and discuss the limits and trends in this field. Then, we present the general perspectives

for logic devices, in terms of material, and the different computational methods developed in order to model such

devices. We will conclude by presenting the motivation and the main lines of the present theoretical PhD work.

1.1 Context

The year 2022 marks the 75th anniversary of the transistor. In 1947, John Bardeen, William Shockley and Walter

Brattain at the Bell labs invented the first transistor that started the era of microelectronics, which later on was

boosted by the invention of microchips and integrated circuits.

Figure 1.1: (a) Replica of the first transistor exposed at the Heinz Nixdorf MuseumsForum [4] (b) Picture of Samsung
14nm FinFET transistor (source: Samsung 14 nm Exynos 7 7420 Logic Detailed Structural Analysis, TechInsights
[1].

This semiconductor device quickly became the most fabricated product in the world as it can be found in all
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modern electronic systems where it serves as the main building block. Nowadays, Its major role is to act as a switch

for digital logic but it can also be used as an electric signal amplifier. Its success comes from the potential of the

technology to be produced at an industrial scale and from the ability to largely shrink its dimensions in order to

increase the performance of the microchips.

During the 75 years since its invention, the dimension went from the centimeter large piece of germanium in

Fig. 1.1(a) to the silicon based nanoscale device on Fig. 1.1(b). A lot of challenges have been overcome to go from the

old device to the recent one. Semiconductor industry made it possible to respect the usually called Moore’s law [160].

This law results from a proposition of Gordon Moore, in 1965, that the number of transistors in integrated circuits

will double every two years on average. Up to now, this law has been verified by semiconductor industry as shown

in Fig. 1.2. Periodically, a roadmap called international roadmap for devices and systems (IRDS) [3] is published by

specialists of the field in order to identify the challenges to overcome and to target the next technological nodes to

reach. However, this strategy is starting to falter as the technology is reaching the physical limits of the nanoscale

transistor.

Figure 1.2: Graph presenting the evolution of the number of transistor in microchips over the years from [160].



1.2 MOSFET: Principle

Different kinds of transistor exist, each one with a more or less different working principle, but the most commonly

found nowadays is the metal oxide semiconductor field effect transistor (MOSFET) invented in 1956 by Mohamed

Atalla and Dawon Kahng [11]. The working principle of the MOSFET is based on the semiconductor nature of

the material used to construct it. Semiconductors have the particularity to intrinsically conduct a small amount of

current, but under specific circumstances it is possible to increase the conductivity of electrons or holes (electron

vacancies in the valence band of the crystal). This is obtained by using an electric field, to add or remove free electrons

from a specific region, or chemical doping, that is the implantation of impurities (atoms of a different species) that

will add or remove free electrons. A semiconductor with an excess of electrons is qualified as n-doped and p-doped

in the opposite situation when it lacks electrons (or has an excess of holes).

Figure 1.3: Sketch of a n-type MOSFET in OFF-state (a) and ON-state (b) where the gate generate an inversion in
the channel to create a path for the current.

In the sketch of Fig. 1.3, the red region corresponds to the electron-doped semiconductor region. The MOSFET

is divided into 3 regions, the source, the channel and the drain. An electric field is generated between the source and

the drain to drive the charges from the source to the drain. These two regions are also chemically n(p)-doped to

reduce their resistances and have a better carrier injection/detection from the source/drain contacts. The channel is

the region used to switch from an OFF-state to an ON-state by applying a voltage to a metallic gate. An oxide is

interposed between the gate and the semiconductor in order to suppress any leaking current. For an n-type MOSFET,

an electron current is injected from the n-doped source and collected in the drain region. In the OFF-state, low to

no current can flow in the device due to the lack of electron in the central region. This region is controlled by an

electric field to populate it with free electrons, which creates an electron current that can now flow from the source

to the drain.



Figure 1.4: (a) Sketch of the bands in a semiconductor. (b) Fermi-Dirac distribution for different temperature.

To get an in depth understanding of the working principle of a MOSFET and semiconductor physics in general

it is necessary to use the concept of bandstructure, describing the energy dispersion of electrons in crystals. From

quantum physics theory, it is known that an electron linked to an isolated atom can only take some specific energy

values. In a crystalline solid, due to the large number of atoms and electrons, the energy values that an electron can

take the form of a series of interval of values that are called "bands" as sketched in Fig. 1.4 (a). Since electrons are

fermions, these bands are then filled according to the Fermi-Dirac distribution defined by Eq. (1.1) that gives the

occupation statistics for an energy E .

f (E ) =
1

1 + e
E–µ
kBT

(1.1)

Where µ is the chemical potential, kB is the Boltzmann constant and T is the temperature. The Fermi-Dirac

distribution is illustrated in Fig. 1.4 (b). It can be observed that the increase of temperature spreads the electron

distribution. At 0 K, we define the Fermi level as the highest energy value occupied by electrons for metals. In

intrinsic semiconductors, it is useful to mention that this Fermi level is located in the energy band gap where there

is no electron state. The valence bands correspond to the band filled with electrons (all the bands below the Fermi

level) and conduction bands are empty bands where electrons can move freely if we can put electrons on these bands.

In an n-type MOSFET, the current comes from free electrons meaning that they occupy states in the conduction

bands. Thus it is interesting to study the conduction bands along the device to understand their transport properties.

In Fig. 1.5(a), the profile of the bottom of conduction band along an n-type MOSFET are displayed for different

values of VGS . It can be understood that the OFF-state is controlled by the potential barrier present in the channel

region resulting from the gate potential, the work function of the metal used and also the difference of doping between

channel and source/drain regions. Tuning the gate voltage modulates the height of the barrier to suppress it making

the current flow possible between source and drain.



Figure 1.5: (a) Band profile along the transport direction for a n-type MOSFET for different VGS . (b) Transfer
characteristics of n-type MOSFET at VDS = 0.65 V.

Most of the figures of merit of a transistor can be defined from Fig. 1.5. (b) showing the transfer characteristics

of a typical n-type MOSFET. Since it aims at acting as a switch, we can cite the following important figures of merit

to look at.

■ The ratio between ON and OFF-current: ION
IOFF

■ The ON-current: ION

■ the sub-threshold swing: SS

The subthreshold swing of the Current-Voltage (I-V) curve is required to be as steep as possible. SS is defined as

follows[193]:

SS =
[
∂log10(IDS )
∂VGS

]–1
(1.2)

It is evaluated in mV/decade as it represents the swing of voltage that is needed to increase the current by one

decade. In the MOSFET, this value is intrinsically limited by the device physics. Indeed, by neglecting quantum

phenomena discussed in the next sub-section, since in the OFF-state only electrons belonging to the tail of the Fermi

distribution of the source contribute to the thermionic current beyond the barrier, the I-V curve of the MOSFET

presents an exponential dependence on the gate voltage. Hence, the lower limit value of the SS is:

SSlimit =
kBT × ln 10

e
= 60mV/dec at T = 300 K. (1.3)

Where e is the absolute value of elementary electron charge. In Fig. 1.5(b), the exponential growth of the current in

sub-threshold regime can be appreciated. As expected the subthreshold swing remains higher than the theoretical

limit.



1.3 MOSFET: Limits and challenges

The IRDS, mentioned in Sec. 1.1, observed that the dimensional scaling of silicon MOSFET technology will soon

reach some physical limits. In respect of charge transport, two main obstacles arise: short-channel effects and power

consumption.

1.3.A Short channel effect (SCE)

Directly linked to the shrinking of the channel length, several phenomena are likely to degrade the performance of

the MOSFET [191, 192]. For instance, an important effect of the short channel is the drain-induced barrier lowering

(DIBL). It appears when the channel size is comparable to the size of depletion region at the channel/drain junction.

It results in a competition between the drain voltage and the gate voltage on the control of the channel barrier height.

The higher the drain voltage is, the lower the barrier height will be pushing down. Hence, for small scale devices,

the sub-threshold swing is increased as barrier length in the channel is reduced since the control of the gate on the

channel is degraded. A solution to limit the effect of DIBL is to reduce to reduce the junction depth in the channel,

which can be done by increasing the doping concentration. Another one is to improve the electrostatic control over

the channel region. Generally, it is realised by decreasing the oxide thickness. However, one must be cautious with

the gate leakage current. This solution has led the semiconductor industry to change the convenient oxide SiO2

that possesses a dielectric constant of 3.9ϵ0 with high-κ oxides such as HfO2 having a dielectric constant of 25ϵ0

[201, 159]. They produce a larger gate capacitance with low leakage currents. For example, a layer of 3.2nm of HfO2

is equivalent to a layer of SiO2 of 0.5nm. We define the equivalent oxide thickness (EOT) as:

EOT =
ϵSiO2 tOx
ϵOx

(1.4)

A second short-channel effect makes it more and more difficult to achieve a low current in the OFF-state. The

origin of this degradation is the source-to-drain tunnelling. The channel reaches a length small enough to allow the

carrier to tunnel through, which generates a relatively weak current. The importance of the source to drain tunnelling

can be linked to the effective mass of the material used, along the transport direction. For silicon MOSFETs, a channel

length below 10 nm is predicted to be the lower limit [206]. One solution is to have a larger effective mass along the

transport direction compared to the classical Si MOSFET. It can be done by applying strain to the material or to

choose another crystal orientation [123]. Another solution is to use a different material with a larger effective mass

than silicon.



1.3.B The power consumption scaling

As the device scales down, the power consumption is expected to follow a similar scaling by decreasing the power

supply voltage VDD . The power consumption of a MOSFET corresponds to the contribution from the internal

resistance in OFF-state and the contribution of the power required by switching operation. It can be estimated with

the following formula:

P = IOFFVDD + fcCLV 2
DD (1.5)

Where fc is the clock frequency and CL is the load capacitance, which includes the capacitance from the gate and

the wire. The first term is related to the consumption of the transistor in OFF-state and the second one, during a

switching operation.

In order to decrease the power consumption, from Eq. (1.5), several strategies are possible. Since reducing the

clock frequency is not an option for logic devices, one could decrease the supply voltage. Consequently, in order to

reduce the supply voltage, it is necessary that the new device outperform the previous node in terms of figures of

merit (SS if the limit of 60 mV/dec is not reached and ION ). For silicon MOSFETs, as the channel length decreases,

it can be done by improving the electrostatic control of the channel.

For that two solutions exist. As for solving the DIBL problem, one could reduce the oxide thickness to provide

a better electrostatic control of the channel. The second option focuses on gate design. To increase the gate control

on the channel, double gate, FinFET (trigate) and gate-all-around (GAA) gate have been proposed[44, 22, 175].

The drawback of this approach is about the thermal management since the thermal dissipation is more difficult in

confined architectures. Moreover, as previously explained, the MOSFET subthreshold swing cannot be smaller than

60 mV/dec which means that this scaling of the MOSFET is limited since we need to maintain both high on-current

and low off-current.

1.4 Beyond CMOS devices

In the previous section, we mentioned the difficulties that the semiconductor industry has to overcome in order to

follow the roadmap proposed by IRDS and presented in Tab.1.1. In this table, two categories of applications are

presented, the high performance (HP) logic and the low power or also high density (HD) logic. As seen previously

for this device, the voltage supply as well as the subthreshold swing need to be decreased for the next technological

nodes while keeping an IOFF at 10 nA/µm for HP and 100 pA/µm for HD and still achieving a ON-current high

enough.



Table 1.1: Projected Electrical Specifications of Logic Core Device [3]

Year of production 2022 2025 2028 2031 2034 2037
Power supply voltage VDD 0.7 0.65 0.65 0.6 0.6 0.6

Subthreshold slope(mV/dec) - HP 82 72 70 70 70 70
Subthreshold slope(mV/dec) - HD 75 67 67 65 65 65

ION (µA/µm) at IOFF=10nA/µm - HP 874 787 851 753 737 753
ION (µA/µm) at IOFF=100pA/µm - HD 644 602 656 551 532 547

Since the dimensional scaling of silicon MOSFET is no longer a viable solution as we reach its physical limits,

next-generation electronics need to be redesigned. Two solutions can be explored in order to achieve this goal. The

architecture of the device can be changed to obtain better electrostatic performance similarly to what has been done

with the FinFET or by changing the paradigm of the device to overcome the intrinsic limitations of the MOSFET for

power scaling. Silicon can also be changed with another material with better properties enabling the continuation of

the scaling.

To increase the density of transistors in a chip, the architecture of the device is a key points to be optimised. This

problem concerns the ways to overcome the limitation of scaling of the MOSFET. It includes improvements regarding

the increased chip density and the enhanced channel control or the adoption of a new device working principle.

1.4.A Architecture evolution of the MOSFET

An idea to improve the MOSFET performance is to increase the gate surface surrounding the channel region. This

has led to the adoption of double gate MOSFET[44] and later on the FinFET[22], with one gate that covers three sides

of the channel, which was introduced in the market recently. The FinFET marked also the use of 3D architecture.

The projected evolution of the MOSFET architecture is presented in Fig. 1.6.

Figure 1.6: Evolution of device architectures in the IRDS More Moore roadmap [3].



The natural evolution after the FinFET is the GAAFET [175, 13] where the gate is now all around the channel

region which can be obtained either with a nanowire or a nanosheet configuration. This architecture greatly improves

the electrostatic control allowing the reduction of the supply voltage and thus the power consumption. Moreover,

due to the confined architecture of these devices, where each of them is isolated from each other, GAA technology

allows the devices to be vertically stacked on top of each other [18]. This approach permits the pursuit of the Moore’s

law as the density of devices per surface unit will continue to increase. Moreover, this open the way to the next step

of complementary FET (CFET) [84] where the N and p-type MOSFETs are vertically stacked and then to the 3D

very large scale integration (3DVLSI).

As promising these new designs are, there are many problems to solve before their industrial production. From

the economical point of view, the process complexity of these devices will make them even more expensive to produce

due to the increased number of masks needed for the 3D integration. From a technological point of view, thermal

management could become a serious issue in these confined devices in high density. Last but not least, the power

scaling is still limited by the working principle of the MOSFET with a subthreshold current that cannot increase

faster than 60 mV/dec. The latter point is one of the reasons justifying the increasing research on a sub-thermionic

paradigm that we will develop in the next sub-section.

1.4.B Tunnel FET

A special attention is given to the tunnel field effect transistor (TFET) since it is one of the most explored alternatives

to replace the MOSFET. The first TFET was made in 1965 [82] but at that time, it was just the firstfruits of the

technology. In 2004, a TFET with a sub-thermionic subthreshold slope of 40mV/dec was reported [9]. The strength

of the TFET resides in the fact that its SS can theoretically be smaller than the thermionic limit of 60 mV/dec and

thus outperform the MOSFET as a low power device. This is of great importance in a time where the power supply

scaling is ending.

Figure 1.7: (left) I-V curves of the TFET and MOSFET compared to the ideal characteristic. (right) Typical band
profile along a TFET device for different gate voltage.



Similarly to the MOSFET, the TFET is controlled by a gate, but the source and the drain have an opposed type

of doping, p-i -n for a n-type transistor and n-i -p for the p-type counterpart. The current of the TFET comes from

band-to-band tunneling between the valence band to the conduction band as illustrated in Fig. 1.7 (right). In the

OFF-states, the bandgap of the channel material filters the electron flow from the valence band of the source to the

conduction band of the drain. This mechanism can potentially produce a sub-thermionic subthreshold slope since

the electrons belonging to the Fermi tail, which are responsible of the MOSFET SS limit, are filtered by the bandgap

of the semiconductor in the source region.

In the left picture of Fig. 1.7, the typical I-V curves of a TFET, a MOSFET and an ideal switch are presented. As

previously mentioned, the SS is steeper for the TFET, which allows it to work with a smaller supply voltage. However,

the drawback of this device is that the ON-current is smaller than that of MOSFET due to the high resistance related

to the tunneling barrier. In order to reduce this resistance and hence to boost the on-state current, it is necessary to

consider small gap materials and to highly dope the source region to suppress the depletion within the source/channel

junction. This is why the use of a lateral heterostructure may be preferred for this device. Using heterostructures is

technically challenging as it requires a clean interface between the two materials due to the sensibility of TFET on

interface traps [134] with trap assisted tunneling that can degrade the subthreshold swing.

To summarize, the TFET presents the advantage to potentially solve the power scaling limit of the MOSFET

with steep subtheshold slope achievable. However, the low ON-current resulting from the tunnel barrier that the

electrons must overcome and the use of a heterostructure with clean interface remains challenging. Further design,

technological and material improvement are certainly needed to consider the TFET as a viable candidate in the near

future.

1.5 Material aspects

Another approach for future nanoelectronics is to replace the silicon with another material or to introduce new

materials in silicon technology. It is a difficult task as silicon is a well known material with many advantages for

a channel material and has a strong industrial maturity. This means that in order to be considered for electronic

application, the candidate must present much better properties at low cost in what concerns better drive current

and electrostatic control. It should be a semiconductor with a bandgap large enough to minimize the OFF-current

and it must be compatible with CMOS technology (possibility to grow on silicon with low defect density). The other

options that we can exploit is in the use of heterostructures of materials. It may allow us to tune the electronic

properties in a device by using different materials in a specific region. An important aspect of heterostructures is the

band alignment between the two materials.



Figure 1.8: Sketch of the different type of band alignment possible in heterostructure.

In Fig. 1.8, we represent the three different kinds of possible band alignment. Type I corresponds to the case

where one of the two materials has its conduction and valence band edges in the bandgap of the second material.

For the type II, only one band edge (from the conduction or valence bands) of one material is located in the bandgap

energy range of the second material. The two first type of band alignments are the most commonly found among

materials. The third one, also called broken gap, corresponds to the situation where one material has its conduction

band edge lower that the valence band edge of the second material, i.e. with no overlap between the bandgaps. The

latter one is the most interesting for tunnel FET, as the tunnel barrier is suppressed in this broken gap configuration,

resulting in a higher ON-current.

Two classes of materials are promising candidates to improve TFET performance, the III-V and the 2D materials,

in particular because they both offer many possibilities of designing heterostuctures.

1.5.A III-V materials

III-V semiconductors are a well known class of compound materials made of atoms coming from the third and fifth

columns of the periodic table of elements (like GaAs,InAs,GaSb,...). They are the second most used semiconductors

in the industry after silicon. Indeed, most of them present a direct bandgap in opposition to the indirect bandgap of

silicon, which makes them widely used in optoelectronics for laser, LEDs, solar cells and more.

Regarding electron transport properties, they usually present a high electron mobility and a low effective mass



which may lead to a high ON-current needed to increase the frequency of the MOSFET. However, a low effective mass

makes the dimensional scaling challenging since the source to drain tunneling current will be difficult to minimize.

This identifies the III-V materials as good candidates for high performance transistors only for applications that do

not need to scale to the size of current MOSFETs.

However, in the case of tunnel FET, a low effective mass is desired for the charges to go through the tunneling

path and to get a high ON-current. It is also important to note that designing heterostructures of III-V compounds

with type III configuration is also possible since a couple of them (InAs and GaSb) offer this opportunity to reduce

drastically the tunneling path and boost the ON-current. It has been experimentally confirmed that the subthermionic

subtheshold swing is achievable with this approach [63, 124, 125]. However, progresses are still needed to have clean

interface and materials free of traps.

1.5.B 2D materials

The experimental isolation of graphene, the first two dimensional material ever isolated, in 2004, by Geim and

Novoselov [131], started the research field on 2D materials. This class of materials is composed of lamellar materials

that are one to a few atoms thick. The research interest for them is growing year after year because of the unique

advantages of these materials. Their electronic properties may also vary depending on the number of layer. For

instance, we may see a change from direct to indirect bandgap for MoS2 [53] or a transition from semiconductor to

semi-metal for PtSe2 [8].

1.5.B.1 Graphene

Graphene is composed of a one carbon atom thick layer with a honeycomb structure that is shown in Fig. 1.9.

Graphene has been extensively studied as it exhibits exotic properties with the presence a bandstructure with Dirac

cones, i.e. a linear dispersion, at K points as illustrated in Fig. 1.9. This leads to massless low energy carriers

and this induces several interesting properties like a mobility around 100000 cm2/Vs [122] and intriguing physical

phenomena like Klein tunneling that allows a perfect transmission of electrons through a barrier. However, graphene

is a semi-metal which disqualifies it as a potential channel material for transistors. Because of that, a lot of energy

has been devoted to open a bandgap in graphene.

Among many other ones [85], the most promising approach to do that is to use quantum confinement effect with

nanoribbon of graphene. It has been predicted from first-principle calculation that is is possible to open a gap up to 3

eV [204]. Experimental works have confirmed this prediction with measurement of nanoribbon of graphene bandgap

of 2.3 eV for a armchair nanoribbon of 7 dimer lines in the width direction [161]. However, every attempt of device

fabrication resulted in poor results. In an experimental work, an ION/IOFF ratio of 3.6×103 has been reached with

a supply voltage of 1 V [20]. It would be related to the edge quality control leading to a lot of edge-defects. It is also

important to mention that this edge disorder results into a strong degradation of mobility[21].



Figure 1.9: (left) Atomic structure of graphene. (right) Electronic band structure computed from the primitive cell
of graphene.

1.5.B.2 Transition metal dichalcogenides

Transition metal dichalchogenides (TMDs) is a family of 2D materials that can be exfoliated from their bulk form,

where the layers are lightly bonded by Van der Walls interactions. The first isolation of a 2D TMDs has been done

in 2005[132]. The unit cell of a monolayer TMD consists in three layers of atoms, a metallic atom layer sandwiched

between two chalcogene atom-layers. The most stable phases found in TMDs are the 2H phase where the metallic

atom is bonded to three chalcogene atoms (monolayer MoS2,WS2, etc..) and the 1T phase where the metallic atom

is bonded to six chalcogene atoms (monolayer HfSe2, PtSe2,...). However, it is possible to have several stable phases

for the same TMD. For example, monolayer MoS2 is stable for the 2H phase as well as the 1T [186]. Similarly,

monolayer MoTe2 [199] is stable for the phases 1T’ and 2H. The electrical properties are impacted by the phase of

the material. In monolayer MoS2, the 2H phase is semiconducting while the 1T phase is metallic. A representation

of the atomic structure of the 2H and 1T phases is shown in Fig. 1.10.

Figure 1.10: Atomic structure of monolayer 2H phase MoS2 (left) and 1T phase HfSe2 (right).

About their electronics properties, metals, semi-metals and semiconductors can be found in TMDs. It is then

natural that the electronics research community focused on the semiconductor TMDs. Surely, the most famous



and studied among them is monolayer MoS2. Monolayer MoS2 is a direct band-gap semiconductor with a bandgap

estimated to be 1.7 eV from first principle calculation (DFT) and 1.9 eV from experimental measurement of the optical

bandgap [120]. Another difference compared to graphene is the finite effective mass found in the semiconductor TMDs

which is in general much larger than that of silicon. This could be helpful regarding the channel scaling of MOSFET-

like transistors since it would reduce the leakage current for the source to drain tunneling. This properties combined

with the excellent electrostatic control of the 2D materials classify them as potential candidates to provide efficient

new functionalities if not to replace silicon. Several devices have been fabricated and have shown that it is possible

to achieve a ION/IOFF ratio over 108 and a SS of 74 mV/dec [152]. Scaling has also been investigated and monolayer

MoS2 has proven to be able to go further than silicon with a 1nm gate length [49]. The challenges regarding TMDs

MOSFET concern the contact region where large contact resistances are usually measured due to metal-induced

gap states producing a Schottky barrier [181]. However, recent progresses have been made for n-type, with contact

resistance of only 123 Ω · µm between monolayer MoS2 and semi-metal bismuth[171], and p-type with a contact

resistance of 3.3 kΩ · µm[202].

On the material synthesis aspect, two strategies are possible, the first one is exfoliation. It is from mechanical

exfoliation from bulk crystals that the first 2D material has been isolated. However, even if it results in high

quality material, the yield is low and the size of the flake limited to some micrometers. The other strategy to

produce 2D materials is epitaxial approach with chemical vapor deposition (CVD)[170] or molecular beam epitaxy

(MBE)[130, 23]. It is promising as large area sample are produced. Recently, Imec reported a 300mm wafer of WS2

[10] via a MOCVD process.

1.5.B.3 Lateral and vdW heterostructures

The other major asset of 2D materials is the possibility to make heterostructures of them. A particularity of layered

materials is the possibility to conceive vertical heterostructures that present almost defect free interface without

dangling bonds. However, it can be subject to momentum mismatch [27] since the layer are bonded by Van der

Waals interaction.

Despite the large bandgap and effective mass found in TMDs making them not directly suitable for TFET, as it

results in a low ON-current [188], heterostructures of TMDs, on the other hand, present an interest for TFET. Indeed,

they form a large family of materials and different types of band alignment are possible. In particular, the broken gap

configuration, or a close one, can be achieved, as it can be seen in Fig. 1.11. Theoretical works suggest that using van

der Waals (vdW) heterostructures, that present a band inversion between the lowest conduction band and highest

valence band under the action of a vertical electric field, could provide a solution to improve the ON-current value in

TFET. The band inversion results in the suppression of the bandgap that can allow a high ON-current since there is

no tunnelling barrier anymore[188, 27, 6]. This band engineering has been observed recently with the quenching of

the bandgap of the bilayer WSe2 with an electric field[50].



Figure 1.11: Band alignment of TMDs for bulk and monolayer. DFT calculations from ref [73]

About synthesis process, the field is still under development. However, some research groups have already reported

results of lateral [106, 189, 105] and Van der Waals heterostructures [109, 60, 205]. For example, Li et al [106] have

demonstrated the synthesis of a lateral heterostructure of WSe2/MoS2 via epitaxial growth that allows them to

achieve a sharp interfaces between the two materials (see Fig. 1.12. (a)). As shown in Fig. 1.12. (b), the group of Lin

et al [109] have reported the fabrication via metal-organic chemical vapor deposition (MOCVD) of a Van der Waals

heterostructure made of MoSe2/WSe2.

Figure 1.12: (a) High-resolution STEM images taken from the WSe2-MoS2 in-plane heterostructure from [106]. (b)
STEM of MoSe2–WSe2–Epitaxial graphene vertical heterostructures from [109]



1.5.B.4 Other 2D materials

Other remarkable 2D materials are of interest for electronics. h-BN, for example, has the same atomic structure

as graphene but presents insulator properties with low dielectric constant [101], which makes it a good insulator

layer for 2D FET additionally it presents no dangling bonds at the interface and no charge impurity [102]. Another

largely investigated material is black Phosphorus, a semiconductor, exhibiting excellent electrical properties with a

strongly anisotropic valley in the conduction band, with a low effective mass along the longitudinal transport direction

(0.17m0) and a large one along the transverse directions (1.12m0) [197], which produces remarkable MOSFETs with

high ON-current [99, 112, 96]. However, it suffers from instability in the ambient air [87]. It is worth to mention that

other 2D materials have also been theoretically studied and some have been predicted to present better performance

than TMDs for TFET. The study by Szabo et al. mentions SnTe, As, TiNBr, and Bi [188] as they provide ON-current

higher than 100 µA/µm with a supply voltage of 0.5 V which has not been achieved with TMDs.

This part concludes the perspectives about electron-based devices. It shows that many ways need to be explored to

find the best candidate to replace the current technological node. However, experimental works and manufacturing

developments of these proposals will take a lot of time and money. This effort should be reserved for the best

candidates among all the propositions. To identify these candidates, modelling and simulations are essential. For

device simulations, the problem can be divided in two goals. The first one is the description of the material to

properly include all the relevant electronic properties like the electron energy states. The second one concerns the

description of electron transport in the device in order to derive its performance. These two goals can be achieved

with different degrees of accuracy depending on the system studied and the computational resources available. The

different possible methods are presented in the next section.

1.6 Device modeling

The necessity of a theoretical tool to understand the physics of the devices and to perform predictive calculations

is more than ever needed for the next generation of electron devices. The calculations should be able to provide

accurate information on the electronic transport properties and performance of the device.

1.6.A Electron transport in nano device

For transport calculations in out-of-equilibrium systems, two approaches have been largely used in the study of

electron devices. One corresponds to a semi-classical approach and the other to a full quantum description of the

electron transport. The choice between both is done by considering the relevant physics of the studied system. For

example, to study large systems (>30 nm), the semi-classical methods would be preferred when quantum transport

effects are expected to be not significant.



1.6.A.1 Semi-classical methods

The most frequently used method to describe transport in semiconductor devices with a semi-classical approach is

based on the Boltzmann transport equation (BTE) formalism. In this equation, carriers are considered as localised

point-like particles. The BTE is derived from the local conservation of the number of particles and takes the form

of an integro-differential equation on the probability distribution function. This equation also takes into account the

interactions experienced by particles by using the Fermi golden rule to derive the corresponding scattering rate. To

solve this equation, a traditional particle Monte-Carlo has been frequently and successfuly used and has proven its

efficiency to simulate electron devices [88, 90, 55]. This method has been also extended to the quantum transport

through the Wigner formalism from which the semi-classical Boltzmann formalism can be derived [151].

1.6.A.2 Full quantum approach

The limit of the previous semi-classical approach is the absence of description of the quantum nature of particles

which neglects phenomena like tunnelling or interference. The non-equilibrium Green’s function formalism (NEGF)

is a powerful formalism derived from many-body physics. It is a full quantum approach that provides a coherent

description of quantum transport by solving a set of equations giving access to the Green’s functions that describe

the dynamical and statistical evolution of the system [5]. The strength of this formalism comes from its generality.

It can be used for all kinds of Hamiltonian and it can describe different regimes of transport from the ballistic to the

diffusive cases. The simplicity to include external interactions in the system through the concept of self-energy is

also one of its advantages. The drawback of such accurate formalism is the heavy computational burden, especially

when interactions (e.g. with phonons) are included. However, efficient methods have been developed in order to be

able to solve the set of equations of the method applied to devices [183, 117, 137]. In this manuscript, this method

is used in every chapter. A special focus on the derivation and application of the method will be done in Chapter 3.

1.6.B Material description

The material description to be used in the transport formalism is provided by the Hamiltonian or the band structure

of the material. To access these quantities, one needs to start with the Schrödinger equation associated to the

studied system. The total Hamiltonian describing this system includes the kinetic energy of the electrons and nuclei

plus the interaction between: electron-electron, electron-nucleus and nucleus-nucleus. To simplify this cumbersome

many-body problem, it is assumed that the nuclei are heavier than electrons, which makes it possible to separate

the wave function of the ions from the one of the electrons. This approximation is called the Born-Oppenheimer

approximation. Knowing that the main goal is the calculation of the electron energy states, the contribution from

the nucleus vibrations is neglected in the first instance and the nucleus positions are assumed to be fixed. These

vibrations can be re-introduced later as a perturbation to describe the electron-phonon interaction in the transport



formalism. In this case for a system of N electrons in a solid, the equation to solve now reads:
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]Ψ = EΨ (1.6)

Where Ψ is the wave function of the electronic system, R is the position of the nucleus, r is the electron position

and m is its mass. Indices i and j refer to electrons and n to nuclei, respectively. In the left part of the equation,

the first term T̂ corresponds to the kinetic energy of the electrons. In the electron-electron interaction V̂ee , VC is

the Coulomb repulsive energy between two electrons and in the electron-nuclei interaction V̂en , Un is the potential

energy from the electron-nucleus attraction with the n–th nuclei. Solving this equation is still out of reach since a

typical system contains N ≈ 1023 electrons. Fortunately, the problem can be reduced to a one-electron problem.

To achieve this, the Hartree approximation is assumed. The mutual Coulomb interaction between the electrons is

simplified by considering a non-interacting electron that moves in a mean electric field arising from all the other

electrons. The Schrödinger equation has now the following form:

ĤΨ = EΨ ≡ [T̂ + V̂ ]Ψ = EΨ (1.7)

Where the potential V̂ is the operator that includes the average value of the interaction with all electrons and nuclei,

and as such, it possesses the same periodicity as the crystal lattice. T̂ is the kinetic energy operator for electrons.

Then the next step consists in estimating this Hamiltonian. Different approaches have been developed to compute

it. The most general one is based on first-principles from which a full Hamiltonian is derived. It is free of empirical

parameters and can be generalized to most materials. This fundamental approach is called ab-initio. It is usually

very accurate but also computationally very demanding. The other possibility consists in empirical approaches where

ad hoc functions and parameters are used to approximate the Hamiltonian and adjusted to reproduce experimental

data. In this case, the accuracy of the model generally depends on the number of empirical parameters used and on

the availability of relevant experimental data. The choice among these two kinds of method relies on the accuracy

needed, the available computational resources and experimental data.

1.6.B.1 Density functional theory

The Density functional theory (DFT) is the most popular ab-initio method used to compute the electronic band

structure of materials due to its efficiency and good accuracy. The basis used to describe the DFT Hamiltonian can

be either a set of plane wave functions, which is the most natural option for periodic systems, or or a set of atomic

orbitals. The latter is better for a chemical bonding description and is computationally more efficient because of to

the large number of plane waves needed for the former basis. However, the plane-wave basis provides a better atomic



relaxation as it does not suffer for the Pulay force [149, 162]. Pulay force is a fictitious force that arises when we use

the Hellmann-Feynman theorem [78, 57], which provides an expression for the ionic forces at the ground state of the

system, to optimise the geometry parameters of our system with a basis set that depends on the position of atomic

nuclei. It results from the incompleteness of such basis.

The general idea of DFT is to start with the one-electron Hamiltonian of Eq. (1.7) and to define the potential

term as functional of the charge density which is computationally more efficient to solve in comparison with the initial

many-body problem. From this expression of the Hamiltonian as a sum of charge density functional, it is possible to

implement a self-consistent calculation resulting, at convergence, in the ground-state charge density of the system.

Theoretically, the ground-state wave function obtained is exact and the correct band structure of the Hamiltonian

should be obtained. However, the exchange-correlation functional, which contains all the many-body interactions,

with non-local interaction, is unknown. Many approximations for this functional have been proposed to improve the

bandgap estimation. They usually result in an increase of the computational burden since more calculations may be

required to describe more accurately the exchange-correlation potential dependency with the charge density. This

aspect will be more detailed in Chapter 2.

The DFT is a powerful tool to compute the full band description of the energy dispersion and to have access

to an atomistic ground-state wave function of the system which provides an accurate description of the confined

states. As an ab-initio method, all materials are theoretically accessible and no experimental data are needed.

Moreover, it is naturally suited for incorporating more interactions derived from ab-initio methods (e.g. electron-

phonon interaction). These results come at the cost of a large amount of plane waves needed to converge which

produces large Hamiltonian matrices.

On the transport calculation aspect, DFT Hamiltonian has been considered unreachable for a long time due to

the large plane-wave basis needed for the convergence. First attempts have used DFT with linear combination of

atomic orbitals (LCAO) basis [174] and more recently Bloch function basis [137].

To make calculations easier and achievable in a reasonable time with reasonable resources, simplified empirical

approaches have been developed. All of them are based on a specific simplification of the Hamiltonian including

some empirical parameters adjusted to fit either ab-initio or experimental data. We now describe the most common

of these approaches in the following sub-sections.

1.6.B.2 Tight-binding Hamiltonian

A more computationally efficient alternative of the DFT can be found in the tight-binding method, also called

LCAO method, which also provides an atomistic approach to study the band structure of materials. To evaluate

the Hamiltonian, electrons of the system are first considered tightly bounded to their atom. To represent this, an

atomic-like orbitals basis is used to compute the wave function as a linear combination of them. The orbitals chosen

are Löwdin orbitals [116], which are constructed to obtain a wave function orthogonal to the other wave functions



centred at different atomic sites in order to simplify the calculation. The coupling between the ions describing the

ability of an electron to move between two neighbouring atoms is represented by considering the overlap between

the orbitals. The parameters needed to construct this model are the hopping integrals and onsite energy of the

isolated ions. These parameters are used to fit and reproduce experimental data. The accuracy of the method is

directly linked to its computational efficiency as it depends on the number of orbitals used. The reference for this

method is the 10 orbitals model called sp3d5s∗[89] which provides an accurate description of most diamond-like and

zinc-blende-like semiconductors. In the case of a zinc-blende semiconductor with two atoms in its unit cell, it results

in a 20×20 matrix if the spin-orbit is not included.

Similarly, to DFT, this method provides a full band description of the energy dispersion. It is attractive because

it is computationally efficient as only a few orbitals per atom are usually sufficient to describe the band structure.

Moreover, it gives access to an atomistic description of the potential which makes it suitable to describe confined

states in nanostructures. Last but not least, An alternative approach to deriving a tight-binding Hamiltonian from

ab-initio methods, which provides access to all materials, has also been developed. More precisely, DFT calculation

with the Hamiltonian projected on a maximally localized Wannier functions (MLWF) basis [182] is used. The tight-

binding Hamiltonian parameters are then extracted by post-processing. However, using an ab-initio Hamiltonian

with a maximally localized Wannier functions basis is computationally more demanding and may reveal delicate to

fit.

About the transport calculation aspect, ultra-scaled device simulations have been carried out successfully for

silicon [118, 94] with the tight-binding method. It has been extended to many materials by the development of

the MLWF tight-binding Hamiltonian. It represents the current state of the art for Hamiltonians used in quantum

transport calculation [187, 188].

1.6.B.3 Empirical pseudopotential method

The Empirical pseudopotential method (EPM) is a quite successful method and it is also an alternative to DFT as

it is computationally more efficient. It aims to provide an estimation of the atomistic crystal potential by fitting

parameters. The calculations are realised on a plane waves basis. It allows to automatically satisfy the periodic

boundary conditions at the border of the unit cell which insures that a correct crystal wave function is obtained if a

large number of plane waves is used. To solve the problem of the number of plane waves, the notion of pseudopotential

is introduced [141]. The idea is to cancel out the core electrons of the system, as they contribute weakly to the electric

properties. It leads to a smooth varying wave function in the core region. This makes the convergence on plane wave

basis possible with much less plane wave elements than the calculation of the Hamiltonian with the full potential,

making it computationally more efficient.

In this method, the potential in the one-electron Hamiltonian of Eq. (1.7) is approximated as the sum of the

atomic potential located at the corresponding atom position. To evaluate the pseudopotential, the idea of the



method is to expand the atomic potential in Fourier series. Then the form factors, which are the Fourier coefficients

of the atomic potential, are adjusted to fit the simulation results against experimental data from photo-emission

and reflectivity measurements [43]. The main advantages of the EPM is its surprising accuracy for a low number of

vectors in reciprocal space used to fit experimental data. For diamond-like and zinc-blende-like semiconductors, only

three and six parameters are needed [42], respectively, for the local EPM. The use of a non-local EPM only adds

five more parameters for a diamond-like semiconductor [138, 34, 80]. The Hamiltonian matrix is large compared to

other methods due to the number of plane waves in the basis required which is around one hundred plane waves for

a zinc-blende semiconductor. It is also important to note that for some materials like Germanium, the valence bands

and some gaps at different symmetry points are difficult to accurately determine, due to the angular momentum

dependence of the form factors. However, it has been corrected with the non-local EPM [138, 34, 80] which adds

only a few more parameters to obtain better density of states and bandgap description.

Moreover, it gives access to a full band description of the energy dispersion and enables a possible access to an

atomistic wave function which provides a more accurate description for ultra-scaled devices. The drawback is that

the matrix size is large, due to the plane wave basis, compared to the other empirical methods. It also suffers from the

same problem as the other empirical methods which are dependent on the availability of experimental measurements.

Empirical parameters are only available for some conventional semiconductors and metals, which limits the predictive

character of this method for other materials.

For quantum transport calculation, it is still computationally demanding compared to the other empirical methods

since a hundred of plane waves are generally required to achieve a correct band structure. However, recently, some

attempts tried to compute quantum transport from this approach by using either an efficient calculation framework

or/and the mode-space approximation have allowed to reduce the final basis to a few modes making it computationally

much more efficient[135, 136]. The method has been used and extended for the study of heterostructure-based devices

in the frame of this PhD thesis. This method is presented in details in chapter 2.

1.6.B.4 k · p method

An alternative to the atomistic methods described before is the k · p method, that aims to provide a simplified

formulation of the energy dispersion. It is based on the perturbation theory to propose an extrapolation of the

eigenvectors and eigenvalues in the neighbourhood of a high symmetry point of the Brillouin zone. In order to do

that, the wave function of the system is taken in the form of Bloch waves defined by Bloch’s theorem. In the case of

a crystal, consisting in a periodic repetition in all space directions of a unit cell made of a few atoms, the potential

is periodic with the same periodicity (see Eq. (1.7)). In this situation, the Bloch’s theorem states that it is possible

to define a basis for our system made of wave functions called Bloch states that are solution to the Schrödinger

equation. These wave functions follow the periodicity of the crystal. Then by considering that the Bloch states of

the high symmetry point make a complete set of function, one can express the Bloch states at different wave vectors



from it. It is possible to provide a simple expression for the energy as:

En(k) = En(k0) +
h̄2

2m

∑
i ,j

kikj
mij

(1.8)

where n correspond to the band index and mij is the effective mass tensor expressed as:

1
mij

= δij +
2
m

∑
n ̸=n ′

⟨un(k0)| pi |un ′(k0)⟩
〈
u ′
n(k0)

∣∣ pj |un(k0)⟩
En(k0) – En ′(k0)

(1.9)

where uk is the periodic term of the Bloch states that possess the same periodicity of the crystal and pi is the

momentum associated to the wave vector ki . Therefore, the energy at any k can be evaluated from unknown

parameters which are the energy value at the k0 point and the terms ⟨un(k0)| pi |un ′(k0)⟩ which are deduced from

experimental data.

In general, only a few bands are used, which keeps the number of parameters to adjust to reproduce experimental

data manageable. The description provided is generally accurate only around one high symmetry points in the

Brillouin zone. It could even be pushed to a full-band description of the band structure. It has been done by different

groups [28, 126, 155, 156] for silicon and germanium and GaAs. However, it requires a non-negligible work to find

the set of parameters that is valid for all the k points.

The advantages of this method is related to its versatility. Depending on the problem, a full band or a simple

description of some bands around a high symmetry point are possible with this method. It is computationally efficient

as the matrix size is linked to the number of bands. However, if we need more bands and to describe a larger volume

of the Brillouin zone, it becomes difficult to determine the parameters for the k ·p Hamiltonian. For instance, the full

band description represents a difficult task to find the satisfactory set of parameters to describe accurately the bands.

It is also important to mention that the atomistic nature and complex form of the wave function that we can find

in the previous method is neglected which implies a more complex treatment of the Hamiltonian at ultra-confined

scale.

Some quantum transport calculations have been reported by using the k ·p method which is a good alternative to

atomistic methods due to its computational efficiency when several bands are relevant for the transport [172, 47, 14].

1.7 Motivation and outline of the Thesis

In this context, predicting which architectures and which materials should be used for the next-generation electronics

is far from simple. Exploring all possible options experimentally would be overpriced. One of the key to this problem

is to use modelling and simulation. It provides an understanding over the semiconductor device physics which allows

to create some predictive tools capable to estimate the potentially best candidates on which experimentalists and



industrialists should focus. Moreover, with the reach of the nanoscale and the rise of quantum effect in devices, a

full quantum approach is crucial to investigate the quantum transport phenomena. Therefore, the development of

such models to study the transport in devices is needed. From a material description aspect, a full band description

of the energy dispersion is mandatory to describe accurately the transport properties. It allows to take into account

the band structure of the new materials that can have a complex band structure with several relevant valleys and

coupled bands. Moreover, mechanisms like intervalley transfer can play a key role to evaluate the current and need

a full band description of the material to be rigorously accounted for. The k · p method can provide the full band

description. However, the task required to find the set of parameters to obtain a satisfying band structure is difficult

which made it not popular on this aspect. It is also important to mention that quantum phenomena like confinement

need to be taken into account for ultra thin devices and the best accuracy is provided by an atomistic description of

the wave function. k·p method can describe confinement through the enveloppe function approximation [17, 139] that

includes a slowly varying confinement potential. However, this last condition is rarely met for ultra-thin devices[157].

All other methods (EPM, tight-binding and DFT) can consider these aspects. The empirical nature of EPM and

tight-binding approaches can represent a difficulty for predictive calculation as they have been mainly developed for

conventional semiconductors. Moreover, DFT is the most accurate method among them. The resulting ground-state

wave function allows a rigorous description of the charge density in the material. Even if a tight-binding Hamiltonian

can be derived from DFT calculation with the maximally localized Wannier functions, using the DFT Hamiltonian

would represent an interesting alternative as it would be free of parametrization process and a wave function basis

should be more accurate as it is not restricted to localised orbitals. For the transport calculation, since quantum

phenomena emerge in ultra-scaled devices, the semi classical approach are no longer valid. For this reason, NEGF

stands as the state of the art method for transport calculation with a full quantum approach. The main drawback is

the computational burden. Thus a rigorous method to simulate electron devices would be to use the NEGF formalism

coupled with DFT Hamiltonian. The main challenge is then to deal with the computational efficiency.

The purpose of this thesis is to continue to develop a full quantum transport model for carriers in devices. The

model starts with the material which needs to be accurately described at an atomistic level. With this purpose, we

focus on the use of atomistic Hamiltonians based on pseudopotential from the local empirical pseudopotential method

and the density functional theory. These two approaches allow an atomistic description of the potential inside the

material, which results in a full band description of the materials. This level of accuracy on the material description

is needed for the computation of transport properties. The calculation of these properties are based on the state

of the art formalism, the Non-equilibrium Green’s function. It is a full quantum approach that provides a coherent

description of the out-of-equilibrium quantum transport with the possibility to incorporate external perturbations to

the system. Until some years, these two methods were not used together for computational reasons. However, the use

of a reduced basis developed recently made it possible to do so. The combination of an atomistic Hamiltonian with

the NEGF formalism would represent the state of the art of device simulation and is likely to provide an accurate



predictive tool for next-generation electronics.

After this introduction on the current state of electron devices and simulation methods, the two next chapters are

focused on the theoretical tools used during this PhD work. We focus on the derivation of the atomic Hamiltonian in

the chapter 2. Empirical pseudopotential method and the density functional theory are presented. Then, quantum

transport theory is introduced, in chapter 3, with the description of the NEGF formalism. The kinetic equations are

derived and a particular attention is given to the definition of the reduced basis in order to use the pseudopotential

Hamiltonian.

After the theoretical chapters, the results obtained during this PhD are presented and analysed. The chapter

4 focuses on the development of the quantum transport model with empirical pseudopotential method. A model

to study a specific III-V heterostructure, made of GaSb and InAs, which offers a broken gap configuration. The

possibility to consider a non-abrupt interface has been introduced in the model. It is applied to two tunnelling

devices, the Esaki diode and both n- and p-type ultra-thin body, heterojunction Tunnel FETs. For the latter, a

method to include a local quantum confinement operator has also been used. The devices are then studied for

different lengths of the transition region between the two materials of the heterostructure.

Chapter 5 is centred around the same thematic of heterostructure but focuses now on DFT Hamiltonian. Indeed,

EPM parameters are not yet available for most 2D materials, that are of interest for electronics. It is then needed

to move into an ab-initio method which is DFT in our case. This study presents the development of the description

of lateral heterostructure of 2D materials. The developed model is explained and then compared to the state of the

art methodology. For the comparison, two different heterostructures are used. The first is composed of the same

materials but with a different number of layers in the different regions to study a MOSFET. The second is realised

with two completely different but lattice-matched 2D materials (monolayer PdSe2 and monolayer SnS2) in order to

study a TFET.

After the description of the heterostructures, the accuracy of the model is improved by including the electron-

phonon interactions in our equations. The interaction is added by first using the deformation potential approximation

which is fully derived from ab-initio calculation. This is developed in the chapter 6, where a special focus is given to

the el-ph interaction impact on TFET performance. The robustness of two TFET architectures of 2D materials, the

lateral and vertical heterostructures, are investigated.

Finally, the chapter 7 presents the development we did to improve the description of the electron-phonon in-

teraction within the NEGF formalism. A new model is developed to incorporate electron-phonon matrix elements

computed directly from density function perturbation theory. It provides an accurate description of the phonon dis-

persion as well as the phonon momentum on the electron-phonon coupling which is often neglected in the deformation

potential approximation within NEGF. Transport calculations including this formulation of the interaction are then

applied to compute the mobility in monolayer MoS2 and to transistor simulation with an n-type MoS2 FET and a

p-type WSe2 FET.





Chapter 2

Methods for material description

In this chapter, we present the theoretical tools used to model the materials under investigation. We continue the

first developments given in Sec.1.6.B to derive the one-electron Hamiltonian. The generic form of the Hamiltonian

operator solves the following Schödinger equation:

ĤΨ =
[
T̂ + V̂

]
Ψ = EΨ (2.1)

where the potential V̂ is the operator that includes the average value of the Coulomb interaction from all electrons

and nuclei and T̂ is the kinetic energy operator for electrons.

In this PhD thesis, we have first focused on pseudopotential Hamiltonians as they provide an efficient and

accurate way to access an atomistic and full-band description of materials. To derive the Hamiltonian with the

pseudopotential method, a plane wave basis is adopted. This choice is justified as the pseudopotential method is a

nearly free electron representation. This representation of electrons is opposed to the tight-binding approach were

the electrons are bounded to the atoms. The plane wave basis is the natural choice for this kind of representation

since they are the eigenvalues of the free electron system. In the nearly free electron approach, the electrons, which

are completely delocalized, are perturbed and localized by a periodic potential. Hence, the basis is well suited to

describe the delocalized nature of electrons. The periodic potential, V̂ in Eq. (2.1), originates from the periodic crystal

structure which represents the Bravais lattice (Infinite periodic array of atoms generated by translation operations).

The plane wave basis set is defined by:

⟨r|k + G⟩ =
1√
Ω

ei(k+G)·r (2.2)

where Ω is the volume of the crystal, G is a reciprocal lattice vector, k is the wave vector in the first Brillouin zone,

which corresponds to the primitive unit cell of the reciprocal lattice, and r is the real space position. It should be

emphasized that these plane waves have the periodicity of the Bravais lattice.
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One major advantage of the plane wave basis is that it provides a simple parameters to improve the accuracy

of the results with a cut-off energy on the kinetic energy which determines the number of plane waves representing

one-particle Kohn-Sham wave functions. The G vectors are selected according to the condition:

|G|2 ≤ 2m0Ecut
h̄2 (2.3)

The choice of the G with the cut-off energy represent a truncation of the plane wave basis. Increasing the cut-off

energy make it possible to increase the completeness of the basis. Moreover, it is an orthonormal basis by construction

and the Hamiltonian elements have a simple form in this basis which makes the calculation easier. However, describing

systems with localized function requires a large number of plane waves as it is the case with the charge density in

the core region of atoms.

2.1 Pseudopotential

The notion of pseudopotential is the first step to derive the EPM Hamiltonian. The model used for the atoms in a

solid within the pseudopotential method is represented in Fig. 2.1. In this model, the atoms are separated between

core and valence electrons. In the core, we find the nucleus plus the core electrons which occupy the lowest energy

levels of the atoms and are tightly bounds to their atom. The valence electrons, on the other hand, are responsible

of the binding interaction between atoms.

Figure 2.1: Sketch of the atomic model of a solid where the core and valence electrons are distinguished.

The idea of the pseudopotential model is to cancel out the core electrons of our system, as they contribute weakly

to the electric properties. Cancelling them leads to a smoothly varying wave function in the core region. This makes

the number of plane waves required to describe accurately the electronic properties much fewer than in the case with

the core potential due to the important variation of the wave function in the core of the atom. Hence, it improves

the computational efficiency.



One ways to do that was proposed by Phillips and Kleinmann in Ref. [141] where a wave function is constructed

to be orthogonal to the cores states. The true wave function Ψ is expressed in terms of a smooth wave function ϕ at

the core region by the following equation in order to respect the ⟨ϕi |Ψ⟩ = 0 condition:

Ψ = ϕ –
∑
i

⟨ϕi |ϕ⟩ϕi (2.4)

where ϕi corresponds to the wave function of a core state i . Injecting Eq.(2.4) into (2.1) leads to:

Hϕ –
∑
i

Eiϕi ⟨ϕi |ϕ⟩ = Eϕ –
∑
i

Eϕi ⟨ϕi |ϕ⟩ (2.5)

which can be rewritten as: [
H +

∑
i

(E – Ei ) |ϕi ⟩ ⟨ϕi |

]
ϕ = Eϕ (2.6)

The new Hamiltonian corresponds to a system with a new potential called pseudopotential, different from the true

potential due to the second term in the left side of Eq.(2.6). Figure 2.2 represents the kind of eigenvectors obtained

with pseudopotentials. The eigenvectors are now constructed to be a smooth wave function in the core region

compared to the wave functions with all the electrons taken into account. Outside of the core region, the two wave

functions must fit each other. However, the energy eigenvalues remain the same as the initial system ones.

Figure 2.2: Pseudopotential wave function and and all electron wave function obtained by taking the core plus the
valence electrons into account.

2.2 Empirical pseudo-potential method

Empirical pseudo-potential method is an approach to estimate the Hamiltonian in a material with a full band

description and a few numbers of empirical parameters. It was first developed for metals but it works well also for



semiconductors[33].

2.2.A Local empirical pseudopotential

To evaluate the pseudopotential, we assume that the total potential is equal to the sum of the atomic potential, the

pseudopotential is derived as:

V (r) =
∑
R,τ

Va(r – R – τ) (2.7)

where R is the lattice vector and τ is the basis vector. In reciprocal space, it reads:

V (r) =
∑
G

Va(G)S (G)eiG·r (2.8)

where G is a reciprocal lattice vector and S is the structure factor that is expressed as:

S (G) =
1

Na

∑
τ

e–iG·τ (2.9)

with Na the number of atom in the unit cell. This term describes the crystal structure that depends only on the atom

positions. Finally, the input values consist in the atomic form factors Va(G), which are the Fourier coefficients of the

atomic potential that are adjustable parameters used to describe the atomic potential Va . The results are confronted

to experimental data from photo-emission and reflectivity measurement. The second input is the structure factor

S (G) used to describe the material lattice.

Figure 2.3: Zinc blende crystal structure of InAs.

For a diamond semiconductor (e.g. Si or Ge) or a zinc-blende compound (e.g. GaAs, InAs), the structure,

sketched in Fig.2.3, consists in two interpenetrating fcc translated by (1/4, 1/4, 1/4)a0, with a0 the lattice constant.



Figure 2.4: Zinc blende unit-cell of InAs.

The unit cell of this system, represented in Fig.2.4, is composed of two atoms and by choosing the origin halfway

between the two fcc, the two atomic positions are given by τ=±(1/8, 1/8, 1/8)a0. In this case, the spectral components

of the pseudopotential can be written as [33, 42]

V (G) = V1(G)eiG·τ + V2(G)e–iG·τ

= US (|G|) cos [G · τ ] + iUA(|G|) sin[G · τ ]
(2.10)

The material dependent US (|G|), UA(|G|) denote respectively the symmetric and anti symmetric form factors and

V1 and V2 are the atomic form factor of atom 1 and 2, respectively. The relation for US (|G|) and UA(|G|) are given

by:

US (G) =
V1(G) + V2(G)

2

UA(G) =
V1(G) – V2(G)

2

(2.11)

In the case of diamond materials, UA(|G |) is null since the two atoms are identical. The pseudopotential calculated

from Eq.(2.10) is presented in Fig.2.5. It is computed by using only three non-null US (|G|) and UA(|G|) form factors,

corresponding to |G|2 = 3, 8, 11 [2π/a0]2 for US (|G|) and to |G|2=3, 4, 11 [2π/a0]2 for UA(|G|) (with a0 being the

lattice constant) [33]. The term at |G| = 0 corresponds to a rigid shift in energy of the bands. Generally, it is taken

such as the top of valence band corresponds to 0 eV.

With this potential, the full band dispersion of most technologically relevant semiconductors can be well described

with EPM [33] as illustrated by Fig. 2.6 for Si and InAs. These two band structures are obtained with only 800

plane waves thanks to the smooth wave functions given by the pseudopotential Hamiltonian. For comparison, an

ab-initio calculations would require more than ten of thousands plane waves to reach the convergence of the total

energy of the system.



Figure 2.5: Pseudopotential in reciprocal space for InAs.

Figure 2.6: Band structure of (left) Si and (right) InAs computed from local empirical pseudopotential with 800
plane waves.

2.2.B Nonlocal pseudopotential correction

Local EPM provide excellent results in regards of electric and optical gaps, however comparison with experimental

data highlighted an error in the valence band calculations. Indeed, it was observed that the valence band width is often

underestimated. Moreover, for Ge and GaAs, experimental data showed that the band topology and some band gaps

at high symmetry points were incorrect. A nonlocal correction is thus proposed to improve the results[79, 138, 34].

It allows us to take into account the variation of the pseudopotential for electrons with different angular momentum

l . This is done by expanding the atomic form factor for each angular momentum component of the wave function

which gives the new following equation for the potential:

V (r) =
∑
l

P†
l Vl (r)Pl (2.12)

where Pl is the projector on the corresponding angular momentum component. This new l -dependent component

cannot just be computed from form factors due to its non-local nature. A form of the potential and the radial



symmetry must be assumed, which can be done with a Gaussian or a square well. This adds two new parameters,

the well depth and the spatial range. For example, good results [80] are obtained by choosing

Vl (r) =


Are–αr if r ≤ Rs

0 if r > Rs

(2.13)

where Rs , is the estimated core radius which is in general around 0.2 Å, α and A are the two new fitting parameters.

On the plane wave basis, the l -th component of the potential depends also on the wave vector k and not just on

the reciprocal lattice vector G due to the non-locality. Because of the radial symmetry, one uses the expansion in

spherical harmonics for the plane wave components |k + G⟩ and
∣∣k + G′〉. The form factor may be expressed as:

⟨k + G|Vl
∣∣k + G′〉 =

4π
Ω

(2l + 1)Pl cos θk+G,k+G′

∫ +∞

0
r2Vl (r)jl (|k + G|r)jl (

∣∣k + G′∣∣r)dr (2.14)

where Ω is the volume of the unit cell, θ is an angle between the two vectors, Pl is a Legendre polynomial and jl is

a spherical Bessel function.

2.3 Density functional theory

The previous method mentioned is dependent on empirical parameters, to be calibrated to recover experimental data.

The possibility to obtain the electronic properties of a material without the use of empirical parameters is attractive

in order to make predictive works and support experimentalists. It is the main goal behind the first-principles

approach developed during the previous century[83, 97]. Density functional theory (DFT) succeeded in this task and

the author Walter Kohn was even awarded a Nobel prize in 1998. The charge density is the core of this theory as its

name suggests. It is a physical quantity from which all the ground state physical quantities of the system are derived.

From this, DFT approximates a many-body problem of N electrons to the determination of the charge density and

possibly its derivatives, depending on the functional used to approximate the exchange-correlation potential, which

are physical quantities that depend only on the local position making the method computationally efficient.

2.3.A The Hohenberg-Kohn Theorem

To show that the determination of the ground state charge density is possible and permits the determination of all

the electronic properties, two theorems must be exploited. The first one states:

■ An external potential applied to a system is a unique functional of the electron density.

This means that if two systems have the same ground state charge density, they have also the same external potential.

This can be demonstrated with proof by contradiction by assuming two systems with the same ground state charge



density but different potentials. If we know the corresponding functional, it is possible to determine any potential

simply with the charge density. This leads to the same conclusion about the energy of the system which is also a

unique functional of the electron density. The second theorem is related to this energy functional.

■ The ground-state energy functional of the system minimizes the total energy if and only if the charge density

is the ground-state density.

This theorem results directly from the first theorem. Indeed, from the variational theorem, we know that the ground

state wave function minimizes the total energy of the system. The first Hohenberg-Kohn theorem tells us that

there is a unique ground state electron density corresponding to this wave function, it means that this electron

density corresponds to the lowest total energy of the system. This means that a variational principle can be used to

determine the ground-state charge density. Indeed, if we consider a Hamiltonian with T , the kinetic energy, U the

electron-electron interaction and V is the external potential, the functional of the total energy can be written as:

E [n(r)] = ⟨Ψ| T̂ + Û + V̂ |Ψ⟩ = ⟨Ψ| T̂ + Û |Ψ⟩ + ⟨Ψ| V̂ |Ψ⟩ = F [n(r)] +
∫

drV (r)n(r) (2.15)

In this case, F is the unknown universal functional and E is minimized only if n is the ground state charge density.

A variational principle is well defined to determine the ground state charge density.

2.3.B Kohn-Sham equation

Kohn and Sham [83] used these theorems to determine the potential, and thus the Hamiltonian, for the one-electron

Hamiltonian described in Sec.1.6.B. The Hamiltonian takes the following form:

[
–

h̄2

2m
∇2 + VKS

]
Ψi = EiΨi (2.16)

where i runs over the orbitals of the system,Ψi is the wave function of the i -th orbital and VKS is the unknown

potential called Kohn-Sham potential. For this system, the charge density is computed from the wave functions as:

n(r) =
∑
i

|Ψi (r)|2 (2.17)

From the first Hohenberg-Kohn theorem, we know that there is a unique functional of VKS that leads to n(r) as

its ground state charge density. However, this functional has to be determined and for that the variational principle

of the second theorem is used in order to minimize the total energy. The KS potential can be written as:

VKS = VH [n] + Vxc [n] + VPP (2.18)



where VPP includes the ab initio pseudopotential representing the ion-electron interaction and is expressed like

Eq.(2.7). VH is the Hartree potential representing the electrostatic interaction of the electron with the mean field

resulting from the repulsive Coulomb interaction from the other electrons. It is expressed as:

VH (r) =
e2

2πϵ0

∫
dr′

n(r′)
|r – r′|

(2.19)

The second term of Eq.(2.19), Vxc corresponds to the exchange-correlation term. It contains all the many-body

interaction effects, with non-local interactions. Its functional is unknown but some approximations have proven to be

efficient. Kohn and Sham have proposed the local density approximation (LDA) where the functional is approximated

by a function of the charge density. This assumes that the density is varying smoothly locally with respect to the

real space. The functional in this case is:

ELDA
xc [n(r)] =

∫
drϵLDA

xc [n(r)]n(r) (2.20)

where ϵLDA
xc is the exchange-correlation energy per particle and it is a functional of the charge density. This quantity

has been parameterized to interpolate a precise quantum Monte Carlo calculation on a homogeneous electron gas

[30]. A logical evolution of the functional is the generalized gradient approximation (GGA) where the gradient of

the charge density is added to approximate the functional[140].

With the expression of the functional and from the two theorems of Hohenberg-Kohn, it is possible to define a

self-consistent loop in order to minimize the total energy value to find the ground state charge density which will

gives us the Kohn-Sham potential.

Figure 2.7: Scheme of the DFT self consistant loop.

This loop is sketched in Fig. 2.7. It starts with an initial guess of the charge density. From this guess, the Kohn-

Sham potential is evaluated and used to compute the Kohn-Sham Hamiltonian. Solving the Schrödinger equation

provides the wave functions of the system from which we compute a new charge density. The new charge density is

then compared to the previous one. The loop continues until the difference between the total energy of the two last

calculations is smaller than a chosen threshold.



2.3.C Density functional perturbation theory

Density functional perturbation theory (DFPT) [15, 16] is an extension of DFT to linear response calculation from

a perturbation. It was developed to study the phonons, the lattice vibration, and thermal properties of materials.

This perturbation takes the form of the displacement from equilibrium of ions in the system. For a perturbation of

momentum q, the displacement can be written as:

Uν
q(R) = Uν

q(uν1 , ...,uνNA
)eiq·R (2.21)

where R is the lattice vector containing the position of each atom, NA is the number of atoms, uνα is the displacement

pattern for the atom α and Uν
q is the amplitude. These atomic displacements can be regrouped in 3 NA phonon

modes and ν is the label of these modes. If no symmetry is found, one can take the displacement along the Cartesian

direction for each atom.

The displacement produces a variation of the total energy. For this system, the total energy corresponds to the

full system where the ion-ion interaction is taken into account. The corresponding Hamiltonian is:

HR(r) = –
h̄2

2m

∑
i

∇2
i + VH [n(r)] + Vxc [n(r)] + V (r – R) + Vion–ion(R) (2.22)

where R is the position of the ions, r the position of the electrons, V is the ion-electron interaction potential and

Vion–ion corresponds to the repulsive Coulomb interaction between the ions. An expansion of the total energy of

this system on ion positions writes as:

Etot = E0 +
∑
α,m

∂E
∂rα,m

· uα,m +
1
2

∑
α,β,m,n

∂2E
∂rα,m∂rβ,n

· uα,muβ,n ... (2.23)

where rα,m = Rm + rα is the position of the atom α with Rm the lattice vector for the m-th unit cell and rα is the

position of the ion in this unit cell. E0 is the energy calculated with ions in their equilibrium position and u is the

displacement. One can recognize the expression of the forces for the 1st order derivative term since:

F = –
∂E
∂r

(2.24)

The derivatives are evaluated at equilibrium, where the sum of all the forces is null. Under the Harmonic approxima-

tion that we consider here, the derivatives of order 3 and more are assumed negligible. The last remaining term, the

second order derivative of total energy with respect to position, is called the interatomic force constant. Its Fourier



transform is defined by the dynamical matrix whose elements read:

Dα,β(q) =
1√

MαMβ

∑
n

∂2E
∂rα,0∂rβ,n

eiq·Rn (2.25)

with Mα the atomic mass of atom α. The dynamical matrix being hermitian, it can be diagonalised and provides

real eigenvalues noted ω2
q,ν . ∑

β

Dα,β(q)eνβ = ω2
q,νeνα (2.26)

where ν is the label for the phonon mode and eνα, the eigenvector of the corresponding phonon mode. One can remark

that the form of the total energy corresponds to that of a harmonic oscillator. By analogy with the Newton’s law

applied to harmonic oscillator in classical mechanics, ωq,ν corresponds to the frequency of the phonon. This means

that in order to study the phonons, one needs to compute the dynamical matrix. In this order, it is convenient to

use the Hellmann-Feynmann theorem [78, 57] which states in this case:

F = –
∂E
∂R

= – ⟨ΨR(r)| ∂HR(r)
∂R

|ΨR(r)⟩

= –
∫

n(r)
∂V (r – R)

∂R
dr –

∂Eion–ion(R)
∂R

(2.27)

where HR(r) is the Hamiltonian from Eq.(2.22), ΨR(r) is the corresponding ground state wavefunction, V is the ion-

electron interaction potential and Eion–ion corresponds to the energy of the repulsive Coulomb interaction between

the ions. Since the interatomic force constant is equal to the derivative of the force with respect to the ion position,

one can express it by differentiating Eq.(2.27) to obtain:

∂2E
∂Rα∂Rβ

=
∫
∂n(r)
∂Rβ

∂V (r – R)
∂Rα

dr + δα,β

∫
n(r)

∂V (r – R)
∂Rα∂Rβ

dr +
∂2Eion–ion(R)
∂Rα∂Rβ

(2.28)

It shows that one can compute the interatomic force constant from charge density and its first derivative. DFPT

intervenes in the calculation of the the first derivative of the charge density which is computed from the linearization

of Eq.(2.17) and expressed as:

∂n(r)
∂Rα

= 2Re

[∑
i

Ψ∗
i (r)

∂Ψi (r)
∂Rα

]
(2.29)

To evaluate the 1st derivative of the wave function, we also linearize Eq.(2.16) which takes the form of a Stermheimer

equation:

[HKS – Ei ]
∂Ψi (r)
∂Rα

= –
[
∂VKS (r)
∂Rα

–
∂Ei
∂Rα

]
Ψi (r) (2.30)

where
∂VKS (r)
∂Rα

= e2
∫

dr′
∂n(r′)
∂Rα

1
|r – r′|

+
∫

dr′
∂Vxc
∂n(r′)

∂n(r′)
∂Rα

+
∂V (r – R)
∂Rα

(2.31)



and the 1st energy derivative is evaluated from Eq.(2.31) as:

∂Ei
∂Rα

= ⟨Ψi (r)|
∂VKS (r)
∂Rα

|Ψi (r)⟩ (2.32)

Similarly to DFT, Eq. (2.29) and Eq. (2.32) can be used to form a self consistent loop in order to compute the

1st derivative charge density from Eq.(2.29) which is updated from Eq.(2.30) at each loop until convergence. From

this, one can compute the interatomic force constant which gives the dynamical matrix with the Fourier transform

that describes the phonon properties. Another important quantity that can be derived from these equations is the

electron-phonon matrix element. It is defined by using the first derivative over displacement of the Kohn-Sham

potential. In the Bloch function basis, it reads

gm,n,ν(k, q) =
〈
um,k+q

∣∣∆q,νV KS ∣∣un,k
〉
uc (2.33)

where um,k is the Bloch-periodic components of the Kohn-Sham electron wave functions for the band m and wave

vector k, ∆q,νV KS is the variation of the self-consistent potential experienced by the electrons from a phonon of

wave vector q and corresponding to the mode ν and the subscript "uc" means that the integral is computed over one

unit cell. Here, the phonon-induced variation of the potential is evaluated from DFPT with Eq.(2.31).

2.3.D Limit and perspectives

DFT and DFPT provide a methodology to compute electronic and thermal properties of materials from first-

principles. In solid materials, these results are close to the experimental values. However, the bandgap and other

optical properties computed are often incorrectly evaluated. This comes from the approximate functional as DFT

provides the exact ground state properties of the system [83]. Hence, it should be able to estimate the correct

bandgap energy. To solve this problem, many functionals have been introduced. More advanced functionals named

meta-GGA [190, 185] have been developed to include the second derivative of the density in the exchange-correlation

functional. We can also cite the hybrid functionals like HSE06 [81], that consist in a mix of the exact exchange

energy from Hartree-Fock method with the exchange-correlation energy from GGA. In general, these methods result

in a more accurate bandgap at the cost of a heavy computational burden.



Chapter 3

Quantum transport theory

The access to transport properties of materials and devices plays a key role in defining the best options for the

next-generation electronics. Due to the low dimensional sizes of novel devices, classical methods like drift diffusion

or even semi-classical method like Boltzmann transport equation reach their limit. Indeed, a full quantum approach

is needed to accurately model electron transport in these systems due to the importance of quantum phenomena like

tunnelling, electron-phase coherence and ballistic transport.

3.1 Non equilibrium Green’s functions

The non-equilibrium Green’s functions (NEGF) method is the state-of-the-art approach to study quantum transport

in physical systems. It was developed in the 60’s by Keldysh [92], Kadanoff and Baym [133], Martin and Schwinger

[167] and Fujita [61] in order to derive of the out of equilibrium properties of the studied systesm. In the frame of

the thesis, it is used to study quantum transport for nanoscale electron devices. In principle, equations of motion

derived with NEGF can be solved for any Hamiltonian. The main strength of the method comes from the possibility

to add a generic external perturbation through the use of self-energies that we will define later in this chapter. The

main challenge comes from the computational resources needed to solve the associated equations limiting the size of

the system to a few hundreds or thousands of atoms. However, ingenious strategies were developed to provide an

efficient computational scheme to use NEGF with complex Hamiltonians such as the ones derived from DFT.

3.1.A Theoretical definition

In order to define the Green’s functions, some concepts and definitions from quantum physics must be recalled

first. Since the NEGF method was derived using the many-body perturbation theory, we first introduce the second

quantization formalism. For the theoretical development in this section, we consider h̄ = 1.
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3.1.A.1 Second quantization

The second quantization is a formalism used to study many-body systems composed of a large quantity of identical

particles. Since quantum particles are indistinguishable, the wave function of the system must be symmetric, in the

case of bosons, or antisymmetric for fermions. This implies that representing the many-body wave function with

single state particles, as it is done in the classical representation, would require to symmetrize or antisymmetrize the

wave function by considering all permutations which, in the case of many particles is a complex task.

In the second quantization, a Fock space is constructed by summing Hilbert spaces of all particle numbers. States

from different Hilbert spaces are assumed to be orthogonal between them. We are then able to define operators that

change the number of particles in our system. If we consider a system with n – 1 particles, the creation operator ĉ†k

will create a particle in state k and it reads:

ĉ†k |ϕ1, ..,ϕk–1,ϕk+1, ..,ϕn⟩ = |ϕ1, ..,ϕk–1,ϕk ,ϕk+1, ..,ϕn⟩ (3.1)

where |ϕk ⟩ represent the system with one particle ϕ in the state k . Similarly, the annihilation operation ĉk which

destroys a particle in state k reads:

ĉk |ϕ1, ..,ϕk–1,ϕk ,ϕk+1, ..,ϕn⟩ = |ϕ1, ..,ϕk–1,ϕk+1, ..,ϕn⟩ (3.2)

Since we study electrons which are fermions, the wave function must be anti-symmetric. This implies anti-commutation

relations between the two operators:

{ĉk ĉ†l } =ĉk ĉ†l + ĉ†l ĉk = δk ,l

{ĉ†k ĉ†l } = 0

{ĉk ĉl} = 0

(3.3)

where the braquets {} represent the anti-commutator operators. For the Green’s function definition, it is more

convenient to work on the real space basis. In the second quantization, there is no restriction on the basis needed

to define the creation and annihilation operator. Thus, the next step consists in defining the field operators, which

are the creation ψ†(r) and annihilation ψ(r) operator transformed in the real space basis. It creates or annihilates a

particle at the position r. It is done with the following definition:

ψ̂†(r) =
∑
k

ϕ
†
k (r)ĉ†k

ψ̂(r) =
∑
k

ϕk (r)ĉk
(3.4)



where ϕk (r) is the wave function of a fermion in state k in real space and it corresponds to the creation or the

annihilation of a particle at the position r.

3.1.A.2 Schrödinger, Heisenberg and interaction representations

In quantum physics, the dynamical evolution of a system can be formulated with three different pictures. The most

common is the Schrödinger representation which is based on the time-dependent Schrödinger equation:

∂Ψ(t)
∂t

= –i ĤΨ(t) (3.5)

where Ψ is the wave function of the system. In this representation, operators such as the Hamiltonian Ĥ are

considered to be time independent. It means that the solution to Eq. (3.5) is:

Ψ(t) = Ψ(0)e–iĤ t (3.6)

The time evolution is then only described by the operator e–iĤ t .

In the Heisenberg representation, the situation is opposite. The problem is solved by considering a wave function

independent of time. Operators are time-dependent and the time evolution of the operator is given by:

ÔH (t) = eiĤ t ÔH (0)e–iĤ t (3.7)

where Ĥ is the Hamiltonian operator of the system and ÔH the operator in the Heisenberg representation. In this

representation, wave function and operator are represented with a subscript H . The operator then obeys an equation

of motion obtained by differentiating Eq. (3.7) over time:

∂ÔH (t)
∂t

= –i [ÔH (t), Ĥ ] (3.8)

The last representation is the interaction picture which is a mix of both previous representations, where the wave

function and operator are both time-dependent. The Hamiltonian H is separated in two parts:

Ĥ = Ĥ0 + V̂ (3.9)

An unperturbed part denoted Ĥ0 and a perturbation term V̂ containing the information about the interactions.

In the interaction picture, operator and wave function are noted with a subscript I . In this representation, the

time evolution of an operator depends on Ĥ0 which is time independent, while the wave function depends on the



interaction part V̂ . It is written as:

ÔI (t) = eiĤ0t Ô(0)e–iĤ0t

ΨI (t) = eiĤ0te–iĤ tΨI (0)
(3.10)

3.1.A.3 Time evolution operator and contour ordering

The next step is to define a time evolution operator Û , which describes the time evolution of the wave function:

Ψ(t) = Û (t)Ψ(0) (3.11)

In the interaction representation, with Eq. (3.10), it is immediate to define Û as:

Û (t) = eiĤ0te–iĤ t (3.12)

By differentiating Eq. (3.12), we obtain the equation of motion of Û :

∂Û
∂t

= ieiĤ0t (Ĥ0 – Ĥ )ie–iĤ t

= –ieiĤ0t V̂ e–iĤ0teiĤ0te–iĤ t

= –i V̂I Û (t)

(3.13)

Integrating this equation leads to an expression of Û as:

Û (t) = T e–i
∫ t
0 dt ′V̂I (t ′) (3.14)

where T is a time-ordering operator that rearranges the operators with decreasing time argument from left to the

right. With Û defined, we can introduce the operator Ŝ :

Ŝ (t1, t2) = Û (t1)Û †(t2)

= T e–i
∫ t2
t1

dt ′V̂I (t ′)
(3.15)

It can be shown that Ŝ obeys the following properties :

Ŝ (t1, t3) = Ŝ (t1, t2)Ŝ (t2, t3)

ΨI (t) = Ŝ (t , t ′)ΨI (t ′)
(3.16)



These properties are useful for the Green’s function formalism since we face the following problem. The formalism is

based on the wave function of the fully interacting system which is not yet known. In the interaction representation,

Ĥ0 is chosen to be simple enough to solve the Schrödinger equation to access Φ0, the non-interacting ground state

wave function. Then the link between the non-interacting wave function to the wave function Ψ, that we need, is

given by the Gell-Mann and Low theorem [64] which states:

|Ψ0⟩ = Ŝ (0, –∞) |Φ0⟩ (3.17)

This means that the states at the time t = –∞ is the ground state of the non-interacting system which is brought at

a time t by adiabatically turning on the interaction. Then we assume that at a large time at t = +∞ the interaction

is adiabatically turned off and the system returns to the non-interacting the ground state:

|Φ0⟩ = Ŝ (∞, 0) |Ψ0⟩ (3.18)

An alternative proposed by Schwinger (1961) is to consider that the time integral is divided into two parts, the first

going from t0 = –∞ to t where the interacting ground state is evaluated, the second part going backward from t to

t0 = –∞ when the system returns to the non-interacting the ground state. This makes a time loop called contour,

illustrated in Fig. 3.1 and is composed of two branches that we will name C1 and C2. C1 is going from t0 = –∞ up

to t while C2 from t to t0 = –∞.

Figure 3.1: Time contour, proposed by Schwinger, represented by a red arrow and where the two branches C1 and
C2 are identified

3.1.B Green’s functions

NEGFs deal with a mathematical object called single-particle Green’s function. In this part, the Green’s function

will be derived for the many-body Hamiltonian (for more details, see [119]) expressed with field operators defined in



Eq. (3.4):

H =
∫

dr ψ̂†(r)H0(r)ψ̂(r) +
1
2

∫
dr1

∫
dr2ψ̂†(r1, t)ψ̂†(r2, t)v(r1 – r2)ψ̂(r2, t)ψ̂(r1, t) (3.19)

where H0 is the one-electron Hamiltonian defined in the previous chapter and v(r1 – r2) = 1/|r1 – r2| is the electron-

electron interaction. The ground state of this system is noted ΨH and ψ̂ and ψ̂† are the creation and annihilation

field operators respectively.

3.1.B.1 Green’s functions definition

In quantum mechanics, the contour-ordered Green’s function is defined in the Heisenberg representation as:

G(r, t , r′, t ′) = –i ⟨Ψ0| TCψ̂H (r, t)ψ̂†
H (r′, t ′) |Ψ0⟩ (3.20)

where T is the time-ordering operation and Ψ0 is the ground state wave function. The time evolution is evaluated

on the contour defined previously where t and t ′ can belong to both C1 and C2. However, in order to keep track of

the branch where the time is located, we define four different Green’s functions.

G(r, t , r′, t ′) =



GC (r, t , r′, t ′) = –i ⟨Ψ0| T ψ̂H (r, t)ψ̂†
H (r′, t ′) |Ψ0⟩ if t , t ′ ∈ C1

GC̃ (r, t , r′, t ′) = –i ⟨Ψ0| T ψ̂H (r, t)ψ̂†
H (r′, t ′) |Ψ0⟩ if t , t ′ ∈ C2

G<(r, t , r′, t ′) = i ⟨Ψ0| ψ̂†
H (r′, t ′)ψ̂H (r, t) |Ψ0⟩ if t ∈ C1, t ′ ∈ C2

G>(r, t , r′, t ′) = i ⟨Ψ0| ψ̂H (r′, t ′)ψ̂†
H (r, t) |Ψ0⟩ if t ∈ C2, t ′ ∈ C1

(3.21)

where GC and GC̃ are the causal and anti-causal Green’s function respectively and G< and G> are the lesser than

and greater than Green’s functions, respectively. The last two Green’s functions are useful as they contain the

information about the statistical properties of the system like carrier density or current. The first two Green’s

functions are commonly replaced by two others that are the retarded and advanced Green’s functions that provide

information about the dynamical properties of the system like transmission, scattering rate and more. These Green’s

functions are defined as:

Gr (r, t , r′, t ′) = GC (r, t , r′, t ′) – G<(r, t , r′, t ′) = –iΘ(t – t ′) ⟨Ψ0| ψ̂H (r, t)ψ̂†
H (r′, t ′) |Ψ0⟩ if t , t ′ ∈ C1

Ga(r, t , r′, t ′) = GC (r, t , r′, t ′) – G>(r, t , r′, t ′) = –iΘ(t ′ – t) ⟨Ψ0| ψ̂H (r, t)ψ̂†
H (r′, t ′) |Ψ0⟩ if t , t ′ ∈ C2

(3.22)

where we define a step function Θ as:

Θ(t) =


1 If t > 0

0 otherwise
(3.23)



with Eq. (3.22), one can show that the four Green’s functions obey the following relationship [76]:

Gr – Ga = G> – G< (3.24)

3.1.B.2 Equation of motion

The time-evolution of the contour-ordered Green’s function defined in Eq. (3.20) is evaluated by means of its equation

of motion:

∂G(r, t , r′, t ′)
∂t

= –i(⟨Ψ0| TC
ψ̂H (r, t)
∂t

ψ̂†
H (r′, t ′) |Ψ0⟩ + δ(t – t ′) ⟨Ψ0| {ψ̂H (r, t)ψ̂†

H (r′, t ′)} |Ψ0⟩)

= –i(⟨Ψ0| TC
∂ψ̂H (r, t)

∂t
ψ̂†

H (r′, t ′) |Ψ0⟩ + δ(t – t ′)δ(r – r′)

(3.25)

In order to evaluate the first derivative of the field operator, we use the Hamiltonian from Eq. (3.19). Then, we use

Eq. (3.8) and the anticommutation relations of the field operators to obtain:

∂ψ̂H (r, t)
∂t

= –i [ψ̂H (r, t), Ĥ ]

= –iH0(r)ψ̂H (r, t) – i
∫

dr′ψ̂†
H (r′, t)v(r – r′)ψ̂H (r′, t)ψ̂H (r, t)

(3.26)

Injecting Eq. (3.26) into Eq. (3.25), we obtain:

ī h
∂G(r, t , r′, t ′)

∂t
= δ(t – t ′)δ(r – r′) + H0(r)ψ̂H (r, t)ψ̂†

H (r′, t ′) – i
∫

dr′′v(r – r′′)ψ̂†(r′′, t ′′)ψ̂†(r, t)ψ(r′′, t ′′)ψ̂(r′, t ′)

= δ(t – t ′)δ(r – r′) + H0(r)G(r, t , r′, t ′) – i
∫

dr′′v(r1 – r2)G2(r′′, t ′′, r, t , r′′, t ′′, r′, t ′)

(3.27)

where G2 is the two-particles Green’s function. By rearranging Eq. (3.27), we obtain:

[
i
∂

∂t
– H0(r)

]
G(r, t , r′, t ′) + i

∫
dr′′

∫
dt ′′v(r1 – r2)G2(r′′, t ′′, r, t , r′′, t ′′, r′, t ′) = δ(t – t ′)δ(r – r′) (3.28)

If we try to get rid of the two-particles Green’s function by differentiating it in order to find a simpler formulation,

it will only introduce a 3-particles Green’s function and similarly with the 3-particles Green’s function and so on.

3.1.B.3 Perturbation expansion of the Green’s function

To solve that problem, the next step is to develop a perturbation expansion of the Green’s function. We start with

the Gell-Mann and Low theorem [64] to link the interacting state to the non-interacting one wave functions. Since

this has to be done under the interaction representation, we separate the Hamiltonian to take the form of Eq. (3.9),

where we move the time-dependent part of the Hamiltonian into V̂ . By applying that, the contour-ordered Green’s



function expression takes the following form:

G(r, t , r′, t ′) = –i
〈
ΨH0

∣∣ TC{SCψ̂H0(r, t)ψ̂
†
H0

(r′, t ′)}
∣∣ΨH0

〉
(3.29)

where the time-ordering operator acts to order t on the contour defined and ΨH0 is the ground state of the non

interacting system and where we have:

ŜC = e–i
∫
C dt ′V̂I (t ′) (3.30)

Then ŜC is expanded in Taylor series to express the Green’s function in term of power of V̂I , since the term V̂I is

expressed in general with field operators, like for the Coulomb interaction. The Green’s function is then decomposed

in products of quadratic averages by using the Wick theorem [200]. This theorem states that the time ordered

product of field operators can be written as a sum over normal ordered products of the field operators where distinct

pairs of field operators are contracted in all possible combinations. To apply the theorem, one requires only to have

an unperturbed Hamiltonian that is quadratic in term of fermion operators. This makes it possible to express the

perturbed Green’s function in terms of unperturbed single particle Green’s function that are much easier to calculate.

3.1.B.4 Self-energy and Dyson equation

Previously, we saw that with the Wick’s theorem, it is possible to express the interacting Green’s function as a sum

of products of single-particle Green’s functions. The method enables the introduction of the self-energy, symbolized

by Σ, which is the functional of the single-particle Green functions and Eq. (3.28) takes now the following form:

[
i
∂

∂t1
– H0(r)

]
G(r1, t1, r2, t2) = δ(t1 – t2)δ(r1 – r2) +

∫
dr3

∫
dt3Σ(r1, t1, r3, t3)G(r3, t3, r2, t2) (3.31)

where the self-energy is defined as:

∫
dr3

∫
dt3 Σ(r1, t1, r3, t3)G(r3, t3, r1, t1) = –i

∫
dr3

∫
dt3 v(r1 – r3)G2(r1, t1, r3, t3, r2, t2, r3, t3) (3.32)

For an unperturbed system, the Green’s function follows:

[
i
∂

∂t
– H0(r)

]
G0(r, t , r′, t ′) = δ(t – t ′)δ(r – r′) (3.33)

Using this definition of the Green’s function, we have
∫

dr3
∫

dt3 G0(r1, t1, r3, t3)G–1
0 (r3, t3, r2, t2) = δ(r1–r2)δ(t1– t2).

From it, it is possible to show that:

G(r1, t1, r2, t2) =
∫

dr3
∫

dt3
∫

dr4
∫

dt4 G0(r1, t1, r3, t3)G–1
0 (r3, t3, r4, t4)G(r4, t4, r2, t2) (3.34)



Using Eq. (3.33) and Eq. (3.34) in Eq. (3.31), one can write:

∫
dr3

∫
dt3

[
G–1

0 (r1, t1, r3, t3) – Σ(r1, t1, r3, t3)
]
G(r3, t3, r2, t2) = δ(t1 – t2)δ(r1 – r2) (3.35)

After multiplying from the left by
∫

dr
∫

tG0(r4, t4, r, t) and renaming the indices for clarity, one obtains:

G(r1, t1, r2, t2) = G0(r1, t1, r2, t2) +
∫

dr3
∫

dt3
∫

dr4
∫

dt4G0(r1, t1, r3, t3)Σ(r3, t3, r4, t4)G(r4, t4, r2, t2) (3.36)

This equation is called the Dyson equation [76]. For clarity and convenience as it will be developed in the next part

for the implementation of the quantum transport, these equations will also be written in a matrix form of Green’s

function for a discretized real space basis. The Dyson equation for the Green’s function matrix reads:

G = G0 + G0ΣG (3.37)

where G0 is the contour-ordered Green’s function matrix of the unperturbed system. We can also define the same

functions for the self-energy as the lesser than, greater than, retarded and advanced Green’s function. These self-

energies respect a relation similar to Eq. (3.24). The kinetic equations for all these quantities are derived from

Eq. (3.31) by using the Langreth’s rules [100]. Langreth’s rules allow one to express the contour integral of a product

into an integral over real time. Then for a contour integral of a product of two terms which write A =
∫
C BC , the

lesser-than and retarded quantities of A write as:

A<(t1, t2) =
∫ t2

t1
dt3

[
BR(t1, t3)C<(t3, t2) + B<(t1, t3)CA(t3, t2)

]
AR(t1, t2) =

∫ t2

t1
dt3BR(t1, t3)CR(t3, t2)

(3.38)

From Eq. (3.31), we apply Langreth’s rules for the contour integral with the self-energy. These equations can be put

under the same form as Eq. (3.37) and read as for the retarded/advanced Green’s functions [119]:

Gr = Gr
0 + Gr

0Σ
rGr =

[
Gr –1

0 – Σr
]–1

Ga = Ga
0 + Ga

0Σ
aGa =

[
Ga –1

0 – Σa
]–1

(3.39)

And for the lesser-than and greater-than Green’s functions, we have:

G< = G<
0 + Gr

0Σ
rG< + Gr

0Σ
<Ga + G<

0 ΣaGa

G> = G>
0 + Gr

0Σ
rG> + Gr

0Σ
>Ga + G>

0 ΣaGa
(3.40)



In this case, it can be shown by iterating Eq. (3.40) inside itself that the final form is [119]:

G< = (I + GrΣr )G<
0 (I + GaΣa) + GrΣ<Ga

G> = (I + GrΣr )G>
0 (I + GaΣa) + GrΣ>Ga

(3.41)

3.1.B.5 Steady-state kinetic equations

Now that all the kinetic equations for the Green’s functions have been derived, we express them under steady-state

conditions. Under these conditions, the Green’s functions depend only on the difference between the two times t and

t ′ that is τ = t – t ′. Then we use the Fourier transform to express the Green’s functions as well as the self-energies

in the energy domain E as:

G(r, r′,E ) =
∫

dτG(r, r′, τ)eiEτ (3.42)

The kinetic equations read:

[E – H (r)]Gr/a(r, r′,E ) =

δ(r – r′) +
∫

dr′′Σr/a(r, r′′,E )Gr/a(r′′, r,E )

[E – H (r)]G</>(r, r′,E ) =

δ(r – r′) +
∫

dr′′
[
Σr/a(r, r′′,E )G</>(r′′, r,E ) + Σ</>(r, r′′,E )Ga/r (r′′, r,E )

]
(3.43)

We move back to the discretized real space basis, where the energy dependent Green’s function is represented by

a matrix. The equations remain as the Eq. (3.39) for Gr/a . For lesser-than and greater-than Green’s functions, it can

be shown that, in steady state conditions [5], the first term of the right side of Eq. (3.41) vanishes as it corresponds

to the initial condition of a non-interacting system. Thus, they become:

Gr = [(E – iη)I – H – Σr ]–1

Ga = [(E + iη)I – H – Σa ]–1

G< = GrΣ<Ga

G> = GrΣ>Ga

(3.44)

where η is an infinitesimal term added to ensure the existence of the Green’s functions.

3.1.C Electrical and transport properties from NEGF

As mentioned in the previous parts, the Green’s functions that we derived are directly linked to the electrical and

transport properties of the system.



3.1.C.1 Density of states

The density of states describes the energy level of a system and is directly linked to the Hamiltonian. This information

is given by the spectral function, noted A, that we define as [5]:

A(r, r′,E ) = i
[
Gr (r, r′,E ) – Ga(r, r′,E )

]
(3.45)

And the density of states corresponds to the diagonal terms of the spectral function:

DOS (E ) =
1
2π

∫
drA(r, r,E ) (3.46)

3.1.C.2 Spectral carrier density

The spectral carrier density corresponds to the electron and hole concentration. It is a statistical quantity of the

system and depends on the energy level occupied by the electrons. As such, it is described by the lesser than and

greater than Green’s functions for the electrons n and holes p respectively [5].

n(r,E ) = –
1
2π

Im(G<(r, r,E ))

p(r,E ) =
1
2π

Im(G>(r, r,E ))
(3.47)

3.1.C.3 Spectral current density

The spectral current density j is directly derived from its expression given with the Schrödinger equation from

elementary quantum physics where it reads [76]:

j (r,E ) = –
ēh

2m0
lim
r′→r

(∇r – ∇r′)G
<(r, r′,E ) (3.48)

Then to compute the current in the device, we consider the device region with the open-boundary condition. In this

regards, one has to connect the device with two semi-infinite leads that are represented by the self-energies ΣL and

ΣR for the left and right contact self-energies. From this, we define the transmission as [5]:

T (E ) = tr(Gr`LGa`R) (3.49)

where tr represents the trace and ΓL(R) represents the broadening of the energy state due to the coupling with

semi-infinite leads which is computed from the self-energies as:

Γ = i [Σr – Σa ] (3.50)



From the transmission defined in Eq. (3.49), the current I , at the leads, can be calculated with the Landauer’s

formula [5]:

I =
2e
h̄

∫
dE T (E ) [f (E – µS ) – f (E – µD )] (3.51)

where f is the Fermi-Dirac distribution and µS and µD are the Fermi levels in the source and the drain, respectively.

3.2 Device simulation using plane-waves Hamiltonians

In this section, we focus on the description of quantum transport in nanoscale devices and physical systems, based

on a plane-wave Hamiltonian from EPM [135, 136] or DFT [137] calculation. We choose these two approaches as

they provide a full band description of the material and an atomistic wave function in the real space needed to study

nanoscale devices. A generic plane-wave Hamiltonian takes the following form:

Hk(G, G′) =
h̄2

2m
(k + G)2δG,G′︸ ︷︷ ︸

T

+VL(G – G′) + VNL(k + G, k + G′)︸ ︷︷ ︸
V

(3.52)

where G is the reciprocal lattice vector, T is the kinetic term, V is the potential that we can separate in local part

VL and non-local part VNL. The latter is null in the case of local EPM, but not for the DFT Hamiltonian due to

the pseudopotential reproducing the interaction of valence and core electrons with the core.

For the transport calculation, we choose an expansion volume for G vectors that is given by the cube set by the

condition:

|Gs |2 ≤ Nd
2

(
2π
a0

)
(3.53)

with s = x , y , z . This definition allows us to link the discretized real space used in the device simulation with the G

vectors used in the calculations of the Hamiltonian.

By assuming the periodicity of the potential V due to the periodic structure of the crystal studied, according to

Bloch theorem, the wave function and eigenvalues are obtained by solving the following secular equation:

∑
G′

Hk(G, G′)Bk(G′) = EkBk(G) (3.54)

where Ek is the energy of the corresponding state and the eigenvectors Bk represent the component of the periodic

part of the Bloch waves functions.

Φk(r) = eik·run,k(r) = eik·r ∑
G

Bk(G)eiG·r (3.55)

where un,k(r) is the periodic part of the Bloch function. Concerning the calculation of the kinetic energy operator,



within a continuous real-space model, in the reciprocal space, it is expressed as:

T (k + G) =
h̄2(k + G)2

2m0
(3.56)

However, in the formalism for electronic transport, we need to discretize the real space in order to use an hybrid

basis detailed in the next section. If one describes the second derivative with a centered difference approximation of

order 2p, the kinetic energy operator in the reciprocal space takes the following form:

T (k + G) = –t0
∑

s=x ,y,z

[
C0 + 2

p∑
r=1

Cr cos (r(ks + Gs)d)

]

with t0 =
h̄2

2m0d2

(3.57)

where the coefficients Cr are the convolution mask for the second derivative and d is the same mesh size for all the

space directions. In general, pseudopotential Hamiltonian calculations require a higher than second-order discretiza-

tion for the kinetic energy operator [35]. If not stated otherwise, 2p=8 is chosen as for the general discretization step

chosen. It is high enough for the discretited kinetic energy values to converge with the continuous expression [135].

Solving the Green’s functions equation for an Hamiltonian obtained with the method presented in Chapter 2 is

computationally expensive due to the matrix product and matrix inversion from Eq. (3.39) and Eq. (3.44). The bottle

neck of this problem is the size of the matrix given in a plane wave basis where in the case of DFT Hamiltonian, it

can reach tens of thousands elements. In order to make the problem tractable, it is mandatory to reduce the size of

the Hamiltonian. The first step is to remark that only the diagonal elements from the Green’s functions are necessary

to derive the physical quantities of interest. Knowing that, it is possible to use a recursive algorithm presented in

Appendix A [163]. To apply the recursive algorithm, one needs to have a tridiagonal by block Hamiltonian. In order

to simplify the Hamiltonian, two transformations are required. A first on to make the Hamiltonian tridiagonal by

block and the second one allow us to reduce the size of these block.

3.2.A Use of a hybrid basis

The first transformation into a hybrid basis is related to solve different problems concerning device simulation. Indeed,

to simulate a device, it is necessary to considerate semi-infinite leads which will connect the simulated device region.

In order to connect the system to the leads without including the leads into the system, we choose to transform the

transport direction component of plane waves into real space. This is possible thanks to the separability property of

the plane waves. The real space along the transport direction, x axis, is thus discretized according to the number of

vectors Gx that we are considering in the Hamiltonian calculation as dx = ax/NGx where ax is the lattice parameter

of the unit cell considered along the transport direction.

This transformation from the plane wave to a hybrid basis made of a real space component along the transport



direction and plane waves for the two other transverse directions presents the advantage to accurately describe the

Hamiltonian with a tridiagonal by block matrix even with the non-local term of the DFT Hamiltonian as they

present a relatively short-range (a few Ångstroms) nature which makes them negligible after the first neighbour. The

Hamiltonian presents now the following form:

[H]x ,kyz+Gyz =



. . . H0,1 0 . . .

H†
0,1 Hi ,i H0,1 0

0 H†
0,1 Hi+1,i+1 H0,1

... 0 H†
0,1

. . .


(3.58)

where each block describes an ax long region consisting of Ndx discretization points xj = 0, dx , 2dx ...(ax – dx ), so

that blocks Hi ,i and H0,1 have a rank NG = Ndx NGyNGz (with Ndx = NGx ). We obtain this value for NG since we

use a volume expansion for G vectors that is given by a cube in the reciprocal space for the transport calculation.

In this form, all the off-diagonal blocks H0,1 are identical for an homogeneous system and the diagonal blocks Hi ,i ,

that represent the i -th unit-cell along the transport direction, only differ from one another by the external potential,

due to an electric field or doping, present at their positions. If we are in the case of an homogeneous material, all

the diagonal blocks are identical and will be denoted H0,0. These blocks can be evaluated numerically similarly for

EPM and DFT, from a unitary transformation, that transform the x component of the plane waves into real-space,

with the matrix [U]kx+Gx ,x that reads:

[Ukx+Gx ] =
1√
NGx



I ei(kx+Gx1)dx I . . . ei(kx+Gx1)(ax–dx )I

I ei(kx+Gx2)dx )I . . . ei(kx+Gx2)(ax–dx )I

. . . . . .
. . .

...

I ei(kx+GxNGx
)dx I . . . ei(kx+GxNGx

)(ax–dx )I


(3.59)

where I is the identity matrix with a rank of NGyNGz . In the case of a local Hamiltonian like for EPM, it is enough

to transform the plane waves Hamiltonian with [U]kx+Gx ,x as:

[H]x ,kyz+Gyz = [Ukx+Gx ]†[Hk][Ukx+Gx ] (3.60)

where [Hk] is defined in Eq. (3.52). Then by identification, it is possible to get Hi ,i and H0,1. In the case of

DFT Hamiltonian, these blocks are estimated by considering the Hamiltonian from neighbouring unit cells along the

transport direction. If we consider Ncx neighbouring unit cells, the unitary transformation is performed with the

matrix:

[UNcx
kx+Gx

] =
1√
Ncx

[
[Ukx+Gx ], [Ukx+Gx ]eikxax , ..., [Ukx+Gx ]eikx (Ncx–1)ax

]
(3.61)



Then, the Hamiltonian is transformed into the hybrid basis with:

[H]x ,kyz+Gyz =
∑
kx

[UNcx
kx+Gx

]†[Hk][UNcx
kx+Gx

] (3.62)

With kx running over the Ncx and taking values in the interval [– π
ax

, π
ax

[. Then H0,0 and H0,1 can be identified as:

H0,0 =
1

Ncx

∑
kx

[Ukx+Gx ]†[Hk][Ukx+Gx ]

H0,1 =
1

Ncx

∑
kx

[Ukx+Gx ]†[Hk][Ukx+Gx ]eikxax

(3.63)

3.2.B Reduced basis

The second transformation is now related to reduce the size of the Hamiltonian to achieve efficient calculations. The

Hamiltonian in the hybrid basis is still too large as the number of plane waves along y and z directions remains

important. For DFT Hamiltonian, this is critical as the cut-off energy necessary to reach convergence is generally

of the order of 40 Ry which results in tens of thousands plane waves for the y and z directions. For the EPM

Hamiltonian, even if the number of plane waves is relatively low due to the smoothness of the wave function in the

core region of the atoms, the block size in the hybrid basis may still be reduced to a lower number. For the choice

of the reduced basis, it is important to remark that only the carriers of energy typically close to the Fermi level

contribute to the current. An energy window of some eV around the Fermi level is enough to compute the current.

The idea is to project the transverse plane waves components of the Hamiltonian into a basis that reproduces only the

band inside an energy window of interest. For the EPM Hamiltonian, it is possible to do that with the mode-space

transformation.

3.2.B.1 Mode-space transformation

The principle of the mode-space transformation is to form a reduced basis made of the lowest energy eigenmodes on

the cross-section of the structure. These modes are obtained by solving the following secular equation at kx = 0 and

for each single x discretization point sections along the transport direction of this work:

[
H†

0,1 + H0,0 + H0,1

]
ΦMS

n = EnΦ
MS
n (3.64)

where H0,0 and H0,1 correspond to the Hamiltonian blocks in the Hybrid basis for a single x point. ΦMS
n is the

eigenvector corresponding to the n-th mode. By selecting enough modes to reconstruct the band structure in our

energy window, the transformation matrix is defined from the previously determined eigenmodes as:

UMS =
[
ΦMS

1 ,ΦMS
2 , ..,ΦMS

Nmod

]
(3.65)



Then the matrix is used on the Hamiltonian blocks represented in the hybrid basis. To apply this method, we

are forced to assume a local form of the Hamiltonian. Indeed, for a non-local Hamiltonian, using mode-space

transformation results in unphysical bandstructure. Indeed, the mode space cannot describe the full band because

it uses a projection of the Bloch states only for kx = 0, which means that we neglect interaction with the nearest

neighbour section to describe only the transverse direction modes and the coupling between them. In non-local

Hamiltonian, there are interactions between unit-cells along all directions. It results that the modes defined at

one unit-cell may be coupled to the modes associated with the other unit-cells even along the transport direction.

However, this information is lost in the mode-space basis if we do not take all the modes. It is important to mention

that it could be possible to use the mode-space basis with non-local Hamiltonian. However, it requires a post-

processing treatment on the reduced basis where designed states are constructed and added to the basis in order to

put the spurious states outside of the energy window of interest [127, 173].

3.2.B.2 Unit-cell restricted Bloch functions

A general extension of the mode-space basis to non-local Hamiltonian is needed to be able to treat efficiently the

non-local Hamiltonians. The idea is to use unit-cell restricted Bloch functions to construct a basis for the lowest

energy transverse modes similarly to the mode-space basis. The difference with the mode-space basis is that the

Bloch’s functions are obtained by solving the secular equation over the unit-cell instead of a section of the unit-cell

as it is sketched in the Fig. 3.2.

Figure 3.2: Schematic representation of the Hamiltonian for a unit cell in the mode space basis and the URBF basis.

The Bloch functions are taken at different values of kx , which means that we consider interactions with the neigh-

bouring unit-cells along the transport direction. It is convenient with a view to reproducing non-local Hamiltonians

as interactions between adjacent unit-cells are considered.

To express the Bloch functions in the n-th unit cell from the home unit-cell Bloch functions, we make use of the



periodicity of the Bloch function. It writes as:

Ψn
k (x + nax , Gyz ) = Ψ0

k(x , Gyz )eikxnax (3.66)

where x ∈ [0 : ax ] and Ψn is the Bloch function of the n-th unit-cell away from the home unit-cell which has the

corresponding Bloch function Ψ0. The latter Bloch functions is the solution to the secular equation:

[
H†

0,1e
–ikxax + H0,0 + H0,1eikxax

]
Ψ0

k = EkΨ
0
k (3.67)

where the only requirement of this equation is the boundary condition of the Bloch function on x for the selected kx :

Ψ0
k(ax , Gyz ) = Ψ0

k(0, Gyz )eikxax (3.68)

The Bloch functions from the principal unit cell are obtained by solving Eq. (3.67). They are chosen to sample the

first Brillouin zone and by choosing the appropriate number of bands N B to reconstruct the bands in the energy

window needed to describe the transport properties.

The Bloch functions Ψm,k, Ψn,k′ restricted to the same unit cell along the transport direction x are orthogonal

for k ′x = kx and k′yz = kyz , and are also orthogonal for k′yz ̸= kyz (independently of k ′x and kx ) due to the periodic

boundary conditions along y and z . Moreover, Bloch functions restricted to different unit cells along x are by

definition orthogonal. The Ψm,k, Ψn,k′ restricted to the same unit cell along x are instead not orthogonal for

k′yz ̸= kyz and k ′x ̸= kx , and we denote with Sn,kx ,m,k ′
x
(kyz ) =

〈
Ψm,k

∣∣Ψn,k′
〉

the corresponding matrix of the overlap

integrals. The basis set of orthogonal URBFs for a given kyz can be concisely written as:

Φi ,kx ,kyz (r) =


∑

n,kx

[
S– 1

2 (kyz )
]
n,kx ,i

un,k(r)√
Ncyz

eik.r

0 otherwise
(3.69)

where un,k(r) is the periodic part of the Bloch function of mode n which is normalized over a single unit-cell, and Ncyz

is the number of unit cells along the periodic directions y and z . The index i refers to a basis function corresponding

to a given kyz , and each Φi ,kx ,kyz is defined as an appropriate linear combination of NB Bloch functions Ψm,k

(restricted to the unit cell). The orthonormalisation of the basis is not necessary, but it allows the transformation

from the reduced basis to real space basis which is necessary for quantities like charge density. Then the Hamiltonian

for a given kyz is projected on this basis as presented in Eq. (3.70).

[H]Φx ,kyz
= χΦ †

yz [H]x ,kyz+Gyzχ
Φ
yz (3.70)



where HΦ is the Hamiltonian in the URBF basis and χΦyz is:

χΦyz =
[
Φn1,kx1 ,kyz , ..,Φn1,kxN ,kyz ,Φn2,kx1 ,kyz , ..,ΦnB ,kxN ,kyz

]
(3.71)

where N corresponds to the number of kx points taken and NB is the number of bands chosen.

3.2.C The concept of self-energy

As mentioned above when giving its definition in Sec. 3.1.B.4, the concept of self-energy allows us to include external

perturbations to the system and to take into account many-body interactions. The general form of a system of

interest is sketched in Fig. 3.3. It represents our unperturbed system, described by the Hamiltonian Hdevice , coupled

to different sources of interactions. For device simulations, we have to consider an open boundary system. The

electrical contacts are idealized as a semi-infinite leads on the left and right sides through two contact self-energies,

one at the left ΣL and one at the right ΣR. Moreover, interaction with a phonon reservoir is also taken into account

with a self-energy.

Figure 3.3: Schematic representation of the device studied with NEGF method. The system is coupled with to
semi-infinite leads whose interaction with the device is expressed through the two self energies ΣL and ΣR. Carriers
in the device are also scattered due to the interaction with phonons which is represented by the self energy ΣS .

3.2.C.1 Contact self-energy

In order to define the contact self-energy, we have to separate the system into three regions: the left lead, the device

and the right lead. The leads are the contacts by which the electron are injected and collected. The device and lead

regions are divided by layers stacked along the transport direction.

A sketch of the Hamiltonian of the total system is presented in Fig. 3.4. In this figure, we identify the three

distinct regions. For clarity, all the regions are made of the same material. Each layer is described by a section

Hamiltonian Hi ,i , where i is the index of the section, which is connected to the first neighbour sections by the

coupling term H0,1. The two leads are assumed to be semi-infinite. The coupling between the leads and the device

is described by the Hamiltonian matrices HL,D , where we have HL,D = H0,1) since the lead and the device region

are made of the same material and HD ,R (also with HD ,R = H0,1) for the left and right leads, respectively.



Figure 3.4: Schematic representation of the Hamiltonian of the device connected to two semi-infinite leads.

As we consider the coupling between sections to be limited to its first neighbours, the left lead couples to the

Green’s function of the first section of the device and the right lead couples to the Green’s function of the last section

of the device region. Then by using the tridiagonal by block nature of the Hamiltonian, one can demonstrate that

the self-energies from the leads write [7]:

ΣL = HD ,LgS
L(R)HL,D

ΣR = HD ,RgS
L(R)HR,D

(3.72)

where gS
L(R) is the surface Green’s function of the left (right) lead. The surface Green’s function is the unknown

quantity that we need to derive. In order to compute it, a recursive algorithm was proposed by Sancho et al. [163].

First, we have to assume that a lead is a semi-infinite chain of periodic section. Each section is described by a local

Hamiltonian H0,0 and is connected to its first neighbor sections with a constant coupling H0,1 and H1,0 = H†
0,1. The

equations to be iterated at the i -th step until convergence is reached are as follows:

HB
i = HB

i–1 + HR
i–1

[
(E + iη)I – HB

i–1

]–1
HL

i–1 + HL
i–1

[
(E + iη)I – HB

i–1

]–1
HR

i–1

HS
i = HS

i–1 + HR
i–1

[
(E + iη)I – HB

i–1

]–1
HL

i–1

HR
i = HR

i–1

[
(E + iη)I – HB

i–1

]–1
HR

i–1

HL
i = HL

i–1

[
(E + iη)I – HB

i–1

]–1
HL

i–1

(3.73)

where i is the index of the iteration and we define different effective Hamiltonians at each iteration. HB represents

the ’bulk’ Hamiltonian as it corresponds to the Hamiltonian of a section far from the surface that is connected at the

right and left side by a group of section that double at each iteration, while HS represents the ’surface’ Hamiltonian.

It corresponds to the Hamiltonian of the first section that is connected at the left with the group of sections included

in the bulk Hamiltonian. We also define two coupling Hamiltonian, HR and HL, that represent the right and left



coupling, respectively, of a section with the second neighbor sections. At the first step, the set of equations is:

HB
1 = H0,0 + H0,1

[
(E + iη)I – H0,0

]–1 H1,0 + H1,0
[
(E + iη)I – H0,0

]–1 H0,1

HS
1 = H0,0 + H0,1

[
(E + iη)I – H0,0

]–1 H1,0

HR
1 = H0,1

[
(E + iη)I – H0,0

]–1 H0,1

HL
1 = H1,0

[
(E + iη)I – H0,0

]–1 H1,0

(3.74)

The set of equations for the recursive calculation are obtained by using the Dyson equation [119] (see Eq. (3.37))

to couple the unperturbed system to the neighbor sections.

Once the convergence of the iterative loop is attained, from the surface Hamiltonian, the surface Green’s function

writes:

gS
L(R) =

[
(E + iη)I – HS

]–1
(3.75)

This algorithm allows a quick convergence of the self-energy since after n iterations, 2n sections are taken into account

in the surface Green’s function.

3.2.C.2 Electron-phonon self-energy

Electron-phonon scattering represents one of the major sources scattering present in nanoscale semiconductor devices.

It is important to take this interaction into account, but we have to assume some approximations. The first is to

consider the phonon bath at equilibrium, which implies that the phonon Green’s function reduces to the Bose-Einstein

distribution and writes as:

D<
0 (q, h̄ωq) ∝ Nq + 1/2 ± 1/2 (3.76)

where D<
0 is the unperturbed lesser-than Green’s function for the phonon bath. Then the self-energy can be de-

rived within the first-order self-consistent Born approximation (SCBA) [77], which is necessary to achieve current

conservation in steady state conditions. Within this approximation the lesser-than self-energy reads:

Σ< = D<
0 G< (3.77)

where G< is the lesser-than Green’s function for the electrons. It is represented by the Feynmann diagram of Fig. 3.5.



Figure 3.5: Diagrammatic representation of the self-consistent Born approximation for the electron–phonon interac-
tion (see Ref. [76])

In order to fulfill the requirements of the recursive Green’s functions algorithms, we need to consider electron-

phonon interaction to be local in real space. It allows us to have a block tridiagonal Hamiltonian. The next

approximation concerns the electron-phonon matrix element. In the following, we distinguish acoustic and optical

phonons. For acoustic phonon scattering at room temperature, the elastic approximation can be used, namely

considering E± h̄ωq ≈ E, where ωq is the phonon frequency at wave vector q. Optical phonon modes are considered

dispersion-less. Moreover, by using the scalar assumption for the acoustic deformation potential Dac the electron-

acoustic phonon matrix element reads out ∣∣Mq
∣∣2
ac =

D2
ac̄hq

2ρvs
(3.78)

where Mq is the matrix element for the el-ph interaction and q is the phonon wave-vector, q = |q|, ρ is the mass

density, and vs is the sound velocity. Due to the elastic approximation, the Bose-Einstein distribution becomes:

Nν,q ≈ Nν,q + 1 ≈ kBT/(̄hvsq) and the term
∣∣Mq

∣∣2 D<
0 (q,E ′) in Eq. (3.77) for the acoustic phonon contribution

becomes q-independent and it reads: ∣∣Mq
∣∣2
ac D<

0 (q,E ′) ≈ D2
ac

ρv2
s
δ(E ′). (3.79)

For the optical phonons, by assuming a mode ν with a constant energy transfer h̄ων , a formulation of the deformation

potential independent of q is given by ∣∣Mq
∣∣2
op,ν =

h̄D2
op,ν

2ρων
(3.80)

and the term
∣∣Mq

∣∣2 D<
0 (q,E ′) in Eq. (3.77) for the optical phonon contribution reads out for phonon emission process:

∣∣Mq
∣∣2
op D<

0 (q,E ′) ≈
∑
ν

h̄D2
op,ν

2ρων

[
Nν,q + 1

]
δ(E ′ + h̄ων). (3.81)

and for phonon absorption process:

∣∣Mq
∣∣2
op D<

0 (q,E ′) ≈
∑
ν

h̄D2
op,ν

2ρων

[
Nν,q

]
δ(E ′ – h̄ων). (3.82)



By using Eqs. (3.79-3.82), the self-energies for acoustic and optical phonon scattering in the real space read

Σ<,(ac)(r, r′, kyz ,E ) =
D2

ackBT
ρv2

s

∑
qyz

G<(r, r′, kyz – qyz ,E ) δ(r – r′) (3.83)

and

Σ<,(op)(r, r′, kyz ,E ) =
∑
ν

h̄D2
op,ν

2ρων

[
Nν +

1
2
± 1

2

]∑
qyz

G<(r, r′, kyz – qyz ,E ± h̄ων) δ(r – r′). (3.84)

Then, the self-energy for a given kyz in the reduced space is obtained by performing an transformation using the

rectangular matrix χyz defined in Eq. (3.71). The generic component of self-energy matrix in the reduced space

reads:

Σ<
n,n ′(kyz ,E ) =

1
Ω

∫
dr

∫
dr′Φ†

n,kyz
(r)Σ<(r, r′, kyz ,E )Φn ′,kyz (r′)

Σ<
n,n ′(kyz ,E ) =

D
Ω

∑
qyz

∫
dr

∫
dr′ Φ†

n,kyz
(r)G<(r, r′, kyz ,E )Φn ′,kyz (r′)δ(r – r′)

Σ<
n,n ′(kyz ,E ) =

D
Ω

∑
qyz

∫
drΦ†

n,kyz
(r)G<(r, r, kyz ,E )Φn ′,kyz (r)

(3.85)

where D is the constant coefficient in the deformation potential formulation and Ω is the volume of the unit cell.

The lesser-then Green’s function in the real-space can be developed in terms of the matrix element of the Green’s

function in the reduced space according to:

G<(r, r, kyz – qyz ) =
∑
m,m′

G<
m,m ′(kyz – qyz )Φm,kyz –qyz (r)Φ†

m ′,kyz –qyz
(r). (3.86)

By using such a simplified notation, from Eqs. (3.85) and (3.86) the lesser-than self-energy for a given kyz in the

reduced space reads out

Σ<
n,n ′(kyz ) =

D
Ω

∑
qyz

∑
m,m ′

G<
m,m ′(kyz – qyz )

∫
drΦ†

n,kyz
(r)Φm,kyz –qyz (r)Φ†

m′,kyz –qyz
(r)Φn ′,kyz (r)

= D
∑
qyz

∑
m,m ′

G<
m,m ′(kyz – qyz ) F (m ′,kyz –qyz ),(n,kyz )

(m,kyz –qyz ),(n ′,kyz ) ,
(3.87)

where we have defined the generalized form factor as

F (m′,kyz –qyz ),(n,kyz )
(m,kyz –qyz ),(n ′,kyz ) =

∫
dr
Ω

Φ†
n,kyz

(r)Φm,kyz –qyz (r)Φ†
m ′,kyz –qyz

(r)Φn ′,kyz (r) (3.88)

For the last step, we consider the case where the off-diagonal elements of the lesser(greater)-than Green’s functions

and self-energies can be neglected with respect to the diagonal ones. In this case, the form factor depends only on



two indexes and the previous equations simply read:

Σ<,ac
n,n (kyz ,E ) =

D2
ackBT
ρv2

s

∑
qyz

∑
m

G<
m,m(kyz – qyz ,E )F(m,kyz –qyz ),(n,kyz ). (3.89)

and

Σ<,op
n,n (kyz ,E ) =

∑
ν

h̄D2
op,ν

2ρων

[
Nν +

1
2
± 1

2

]∑
qyz

∑
m

G<
m,m(kyz – qyz ,E ± h̄ων)F(m,kyz –qyz ),(n,kyz ). (3.90)

3.2.D Self-consistent calculations

Finally, solving the kinetic equations is not enough to model the device accurately. Indeed, in order to describe

properly the electrostatic potential of the device, the Green’s function equations have to be coupled with Poisson’s

equation and solved self-consistently. The Poisson’s equation reads:

∇r · ϵ(r)∇rϕ(r) = –ρ(r) (3.91)

where ϵ(r) is the dielectric permittivity, ρ(r) is the charge density and ϕ(r) is the electrostatic potential. The

electrostatic potential intervenes in the calculation of the retarded/advanced Green’s functions of Eq. (3.39) since

the potential is added to the Hamiltonian as:

H = H0 – eϕ̃ (3.92)

where H0 is the Hamiltonian without the external electric field and ϕ̃ is the potential of Eq. (3.91) transformed in

the basis where H is defined.

From the Green’s functions, it is possible to derive the charge density with Eq. (3.47). However, it means that

the carrier density, in the device, is potential dependent. This make the Eq. (3.91) a non-linear Poisson’s equation.

The non-linear equation must be solved self-consistently in order to describe the electrostatics of the device. Each

iteration will produce a new potential that will redistribute the carrier density in the device. The new carrier density

will then produce a new potential computed with the Poisson’s equation and so on until the convergence of the

potential is reached. The flowchart of the simulation of the device is illustrated in Fig.(3.6).



Figure 3.6: Flowchart of the quantum transport simulation with the self-consistent NEGF method.



Chapter 4

Empirical pseudopotential Hamiltonians for

quantum transport in heterostructure

tunnel devices

In this chapter, we report the study related to EPM based quantum transport. A methodology to address the

transport through lattice matched heterojunctions with a gradual transition at the interface is presented. For

this approach, we extended the previously written NEGF code [135, 136] based on an EPM Hamiltonian to treat

heterostructures and we added a way to compute the gradual chemical composition change at the interface between

the two materials.

The use of heterojunctions is an important technological option in, among other possible examples, bipolar

transistors [75, 166], as well as in MODFETs and Tunnel FETs [12, 25]. Tunnelling devices form a promising class

of devices for the next-generation electronics. As mentioned in Sec. 1.4.B, the tunnel FET is a candidate to replace

the MOSFET as a low power transistor. The Esaki diode, is a PN junction with highly doped regions and, from the

point of view of the fabrication process, it can be considered as a first step before the realization of a TFET. It is

also of interest for applications in HF circuits as an oscillator by exploiting the negative differential resistance (NDR)

observed in its I-V characteristics [48, 198]. In both devices, the current originates from the band-to-band tunnelling

between the valence and conduction bands in P and N regions, respectively. An heterostructure with the favourable

band alignment, corresponding to type III heterostructure, i.e. with broken gap interface (see chapter 1), is the

most efficient system for TFET operation, since it provides a sharp energy transition between the source and the

channel region resulting in a high ON-current due to the reduced tunnelling path. The InAs/GaSb heterostructure

is a promising option for this application as the two bulk materials present a band alignment corresponding to such

a broken gap configuration. As most of III-V materials, both InAs and GaSb have a low effective mass in the lowest
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conduction band (0.023m0 for InAs). The GaSb has also a relatively small valence band effective mass (0.4m0 for

the heavy holes and 0.05m0 for the light holes in GaSb) which is an advantage to enhance the tunneling and thus

the ON-current. Moreover, the two materials are nearly lattice matched, which should make it possible to achieve a

low density of defects at the interface.

However, there are clear experimental evidences that fabricated heterojunctions are not abrupt, but may instead

feature a transition region extending at least over a few atomic layers [29, 72, 209], which, from the computational

point of view, requires an atomistic description of the interfaces. Thus, we have chosen to develop a methodology to

study the heterostructure made of InAs and GaSb with EPM.

The empirical pseudopotential method has been successfully developed for many III-V materials, which ensures

an accurate reproduction of the band structure obtained from experimental data. Moreover, in the presence of

heterojunctions, a gradual transition between the two materials can be conveniently modelled with EPM by using

the virtual crystal approximation (VCA) [19], whose soundness has been proved also for quaternary alloys [196]. The

use of the VCA in the context of plane-wave pseudopotentials is justified, even for non-local pseudopotentials, when

the atoms composing the alloy belong to the same group and when the pseudopotentials use the same number of

valence orbitals for each angular momentum. We argue that the same methodology could be applied directly to a

DFT Hamiltonian as the VCA can also be applied to the ab-initio pseudopotentials within a plane-wave basis, which

makes this approach more general.

The methodology presented in this chapter provides a description of either abrupt or gradual heterojunctions,

where the EPM parameters are changed according to the position so as to ensure a correct alignment of conduction

and valence band edges along the heterojunction. To take into account the confinement effect in ultra-scaled devices,

we also present a model for a local quantum confinement operator with the EPM from Ref. [136]. The NEGF based

formalism for quantum transport, which was previously developed for homojunctions [135, 136] is also extended in

order to duly account for a non-homogeneous system. Two exemplary and yet technologically relevant case studies

are then addressed, namely a III-V semiconductor-based Esaki diode and both n- and p-type heterojunction Tunnel

FETs.

4.1 Model description

Here, we briefly describe the full-band model employed in this work for the calculation of the band-structure of

GaSb and InAs and quantum transport, based on the EPM [32, 41]. The general methodology has been already

described in Chapter 2.2. It is an extension of previous works in the literature [135, 136], so that we here focus

on the aspects related to the treatment of heterojunctions that have been specifically developed for this work. The

quantum transport model used here relies on the NEGF method formulated in a hybrid basis, xKyz , consisting of a

discretized real space in the transport direction x and of plane waves in the (y ,z ) directions [136].



The Hamiltonian matrix inside a given semiconductor computed from EPM is written into the hybrid basis as

described in section 3.2.A and takes the block tridiagonal form

[H]kyz =



H(x1, x1) H0,1 0 0 · · ·

H†
0,1 H(x2, x2) H0,1 0 · · ·

· · ·
. . .

0 0 H†
0,1 H(xj , xj ) H0,1 0 · · ·

· · · · · · · · ·


(4.1)

where xj is a discretization point in the transport direction. This Hamiltonian is parameterized with the wave vector

kyz . For a 3D electron gas (i.e. with no quantum confinement in directions y , z ) the size of each block in Eq. (4.1) is

M3D = 2NG/Nd , where NG is the number of G vectors in EPM calculations (which is set by the EPM cutoff energy),

and Nd is the number of discretization points inside a unit cell. For a 2D or a 1D electron gas the Hamiltonian

matrix still has the tridiagonal form in Eq. (4.1), but the size of the blocks is increased [136]. We used a simple

second order, centered difference discretization for the kinetic energy operator, described in Chapter 3, to be able to

use a mode-space basis to reduce the size of the non-local term of our Hamiltonian. In this order, the kinetic energy

operator reads:

T (k + G) = –t0
∑

s=x ,y,z
[1 + cos (r(ks + Gs)d)]

with t0 =
h̄2

2m0d2

(4.2)

where d = a0/Nd is the discretization step along x . We choose Nd = 32 which corresponds to the discretization

along the transport direction needed to ensure that the bands obtained with the discretized kinetic energy operator

converge to the same bands as that described with the continuous formulation. For the pseudopotential term, a

cut-off energy Ecut= 4.5 Ry corresponding to NG ≈ 800 has been chosen, which corresponds to the value needed

to achieve the convergence of the band structure, for both materials, with respect to the bandgap and the different

energy separations between X, L and Γ valleys from reference [42].

4.1.A Modelling of heterojunctions with the EPM method

For a homogeneous semiconductor the diagonal blocks H(xj , xj ) in Eq. (4.1) depend on xj only through the local

pseudopotential VL(xj , Gyz –G′
yz ), which is obtained via a discrete Fourier transform to move from the plane-wave

basis to real space for the x direction and it is periodic of a0 [136]. In this chapter, we studied lattice matched

heterojunctions by using a virtual crystal approximation [19], whose soundness has been proved also for quaternary

alloys [196]. For the alloy (GaSb)1–x (InAs)x , the lattice parameter is assumed to be the same as that of GaSb and



InAs and its form factor is evaluated as:

U(GaSb)1–x (InAs)x
(xi , |G|) = (1 – x )UGaSb(xi , |G|) + xUInAs(xi , |G|) (4.3)

where 0 ≤ x ≤ 1 and UGaSb is the form factor of GaSb and UInAs is the form factor of InAs. In this approach,

the EPM parameters US (xi , |G|), UA(xi , |G|) change along the transport direction so as to describe either an abrupt

heterojunction, or a gradual heterojunction having a transition width, WHJ , of length of a few lattice constants

[24]. More precisely, the Hamiltonian blocks of the two materials are first computed in the hybrid space xKyz ,

then they are patched at adjacent positions to form the heterojunction. The coupling Hamiltonian matrix between

adjacent blocks is simply given by the spatial discretization of the kinetic energy operator [136], hence it is material

independent.

Figure 4.1: Left: real space pseudopotential plotted along the transport direction, x , inside a unit cell and for some
relevant point of the transverse plane (y ,z ): InAs (red lines) and GaSb (black lines). Right: zoom at the edge at the
edge of the unit cell.

A particular attention must be given to this approach since we started by considering the pseudopotential from

a plane wave representation which induces periodic replica of the material in all three directions of space. The

potential, moved to the hybrid basis, from one unit cell of one material is then patched at the interface to the

potential of the second material. It implies that at the heterojunction interface a discontinuity can exist in the

empirical pseudopotentials. In order to be more quantitative, we have illustrated in Fig.4.1 the pseudopotential

profile along x inside a unit cell for GaSb and InAs pseudopotentials and for a few different points in the (y ,z )

plane. The unit cell used corresponds to the Zinc blende unit-cell of InAs discussed in Chapter 2. The left plots

in Fig.4.1 report the pseudopotential profile throughout the unit cell, whereas the right plots show a zoom at the

edge of the cell to better quantify the pseudopotential discontinuity. For the case studied here, however, such a

discontinuity is small because GaSb and InAs have similar EPM spectral components (see Tab. 4.1). We are aware



that a more accurate description is possible by defining a supercell of the interface. It would require to compute a

large Hamiltonian matrix block describing several unit cells at the interface which will end up to increase severely the

computational burden. However, we argue that the pseudopotential discontinuity at the interface can be absorbed

in the offset discontinuity defined with US (|G| = 0).

Going back to the description of heterojunctions via the EPM method, the correct alignment of conduction and

valence band edges between the different materials must be ensured. In this regard, in Chapter 2.2, Eq. (2.10) shows

that a non zero US (|G| = 0) simply results in a rigid shift of the band-structure for a given material. Consequently,

in the analysis of a homogeneous system one typically sets US (0) = 0, because US (0) can be absorbed in the choice

of the energy reference.

In our modelling of heterojunctions, however, US (0) has been changed in order to ensure the correct alignment

of the conduction and valence band edges of the constituent materials, which is an approach already discussed and

validated in Ref. [59]. For devices including heterojunctions, the position dependence of the local EPM parameters

contributes to the xj dependence of the diagonal Hamiltonian blocks H(xj , xj ) in Eq. (4.1), as it is illustrated in the

sketch of Fig. 4.2, which represents the Hamiltonian of the heterostructure in the hybrid basis.

Figure 4.2: Schematic illustration of the blocks of the Hamiltonian matrix across a gradual heterojunction where,
in order to simplify the notation, one end of the heterojunction has been placed at x=0. WHJ is the width of the
heterojunction transition region. The notation is consistent with Eq. (4.1). In the heterojunction region the EPM
parameters change with the position and thus contribute to the position dependence of the diagonal Hamiltonian
blocks, HHJ (xi , xi ).

Table 4.1 reports the EPM parameters for GaSb and InAs used in all the calculations of this study, and Fig. 4.3

displays the bandstructure of the two materials, as well as the corresponding density of states. As it can be seen, the

GaSb-InAs heterojunction provides a broken bandgap interface, in the sense that the bottom of the InAs conduction

band is slightly below the top of the GaSb valence band. By varying the molar fraction x in (GaSb)1–x (InAs)x the

corresponding effective mass at the Γ minimum of the conduction band changes as reported in Fig. 4.4.



Table 4.1: EPM parameters (in Ry) for GaSb, InAs (Ref.[42]) and pseudo oxide (Ref.[136]) employed in this work.
US (0) is set to 0 for InAs and to 0.84 eV for GaSb.

US (3) US (8) US (11) UA(3) UA(4) UA(11)
GaSb -0.22 0 0.05 0.06 0.05 0.01
InAs -0.22 0 0.05 0.08 0.05 0.03

Pseudo oxide -0.64 0 0.14 0.225 0.14 0.08

Figure 4.3: (left) Highest valance bands and lowest conduction bands for GaSb and InAs along the high-symmetry
directions inside the first Brillouin zone and (right) the corresponding density of states.

Figure 4.4: (a) Electron effective mass m∗ at the Γ point of the conduction band versus the molar fraction x of the
alloy GaSb1–x InAsx . (b) Top of valence band, bottom of conduction band and band-gap versus the molar fraction.
The energy reference is the top of the InAs valence band.



4.1.B Local quantum confinement operator

For ultra-thin devices, confinement effects are not negligible. The confinement induces quantization of energy levels,

which modifies the band structure of the material with respect to the bulk one. In order to model it in our description,

a confinement operator has been defined. It has been developed by Marco Pala and David Esseni for the EPM

Hamiltonian [135, 136].

Two definitions of this operator have been developed for EPM. First, a non-local description based on a discon-

tinuity of the bands is possible. In this model, the valence bands are shifted to lower energies and the conduction

bands are shifted to higher energies in the regions outside the semiconductor. However, as mentioned in the Chapter

3, the non-locality of the operator would prevent the use of a mode-space basis.

The second approach developed for the use of a mode-space basis, consists in defining a quantum confinement

operator, which is local in real space and it is non null only outside of the confined material where a pseudo-oxide

material is defined. The EPM parameters of the pseudo-oxide presented in Tab. 4.1 are tailored so as to obtain the

appropriate discontinuity at the semiconductor-oxide interface of the conduction band minimum and valence band

maximum, which confines the carriers in the semiconductor region. This pseudo-oxide can be seen as a computational

tool to introduce appropriate band discontinuity outside of the confined material. For simplicity, it is computed with

the same atomic lattice and structure. Accordingly, the pseudopotiential of a confined system in one direction(i.e. z

axis), V2D , is defined in real space as:

V2D (r) = Vsc(r) + Vcnf (r)θ2D (z ) (4.4)

where Vsc is the pseudopotential from the bulk semiconductor used for the confined material and we define Vcnf

from the pseudopotential of the pseudo-oxide Vox as:

Vcnf (r) = Vox (r) – Vsc(r) (4.5)

We also define θ2D as step function that separates the regions of the oxide and the semiconductor and it reads

θ2D (z )


0 for |z | < tsc

2

1 otherwise
(4.6)

where tsc is the thickness of the semiconductor layer, i.e. of the quantum well. The pseudopotential V2D is then

moved to the reciprocal space with a Fourier transform and by using the local nature of this potential, it can be



written as:

V2D (K – K′) = Vsc(G – G′)δk,k′ +
∑
G′′

z

Vcnf (Gxy – G′
xy ,Gz – G ′

z – G ′′
z )θ2D (Kz – K ′

z + G ′′
z )δkxy ,k′

xy
(4.7)

where G = (Gxy ,Gz ) and K = k + G. This potential replaces the previous pseudopotential in the EPM Hamiltanian

which writes:

Hkxy (K – K′) = T (k + G)δkz ,k ′
z
δG,G′ + V2D (K – K′) (4.8)

4.1.C Quantum transport

Since the current in the studied devices originates from band-to-band tunneling, a formalism that rigorously in-

corporates quantum phenomena is required. Quantum transport calculations are thus addressed by means of the

NEGF method in the ballistic approximation, described in Chapter 3, and solved self-consistently with the Poisson’s

equation to account for the overall device electrostatics.

In order to efficiently compute the set of kinetic equations, one obtains a substantial reduction of the size of the

blocks in Eq. (4.1) by employing a mode-space transformation [195], as described in Chapter 3. Differently from the

homogeneous case [136], the modes along the heterojunction direction change with the position xj , which is duly

accounted for in the transformation of the Hamiltonian into the mode space, where each block is transformed into

the mode-space basis constructed from the corresponding material.

Figure 4.5: (Left) Conduction and valence band profile along the Esaki diode for a flat band calculation. (Right)
Corresponding the transmission at ky = kz = 0, versus the energy and for different numbers of modes used for the
reduced basis. The bias is VD = 0.35 V.

For the III-V semiconductor-based Esaki diode and heterojunction Tunnel FETs of this study, it has been found

that, by selecting only the lowest energy transverse modes in each device section (here, the unit cell of the material



is divided in Nd = 32 sections), the size of the Hamiltonian blocks could be vastly reduced compared to the blocks

with a size of 50×50 in Eq. (4.1) [136]. Actually, even in heterojunction devices, 14 modes were sufficient to achieve

results that agree within a few percent with those obtained without introducing the mode-space reduction. We

prove it by plotting in Fig. 4.5 the transmission obtained in an Esaki diode for different numbers of modes. It can

be emphasized that with 14 modes, the results fit accurately the transmission computed by taking all the modes

into account. However, if we reduce the size of the basis to ten modes, the transmission begins to be slightly

underestimated. The cases Nmod = 8 and less are not shown in this figure since the first eight modes correspond to

the valence bands. It results that the conduction bands are not described with such a basis.

4.2 Self-consistent device simulations

In this section we report exemplary simulation results obtained with the EPM-based methodology developed for two

tunnel devices employing a GaSb-InAs heterojunction. All simulations were carried at room temperature and for the

transport direction along [100].

4.2.A Esaki tunnelling diode

Figure 4.6: Sketch of the Esaki diode where red is used for InAs and blue is used for GaSb

The simulated Esaki diode is sketched in Fig. 4.6 and consists of a p-type GaSb region and an n-type InAs region.

The doping of the p- and n-type regions was set to NA=1020 cm–3 and ND=3×1019 cm–3, respectively, which results

in a degenerate carrier gas in both regions. We assumed periodic boundary conditions along the transverse directions

and sampled the wave vectors ky and kz with a constant step of ∆ky = ∆kz = 0.05 × 2π/a0 and with a0 = 6.068 Å.

The current per unit area, JD , versus the applied bias VD of the Esaki diode is shown in Fig. 4.7 for different

widths, WHJ , of the heterojunction transition region. In the forward bias an NDR is observed, which is more clearly

visible in the right panel of the figure that focusses on the forward bias region. As it can be seen the peak current

in the NDR region decreases for more gradual heterojunctions (i.e. for larger WHJ ), and it is maximum for the

abrupt case. A similar dependence of JD on WHJ is observed also in the reverse bias region, where the current is

still completely dominated by BTBT in the bias range explored in Fig. 4.7. In contrast, Fig. 4.8 presents the valley

current of the NDR region in log scale and shows a small increase for more gradual heterojunctions. However, it is



important to note that our values for the valley current are significantly underestimated due to the absence of the

electron-phonon interaction and traps that are known to be responsible for the recombination current [142].

Figure 4.7: (Left) Current density, JD , versus the applied bias VD , for different widths, WHJ , of the heterojunction
transition region. (Right) shows a focus on the negative differential resistance region.

Figure 4.8: Zoom on the valley current density for different widths, WHJ , of the heterojunction transition region.

Figure 4.9 shows the conduction and valence band profiles along the device for VD=0.1 V (i.e. approximately at

the peak current in the NDR region), as well as the energy resolved current density JD . As expected, JD takes the

highest values in the narrow Fermi energy window defined as the interval limited by the Fermi levels Ef ,n and Ef ,p

of the n- and p-region, respectively. Moreover, the narrower the transition region WHJ is, the shorter is the BTBT

path, which leads to the corresponding JD increase in Fig. 4.7.



Figure 4.9: (Left) Conduction (in InAs) and valence (in GaSb) band profile along the Esaki diode for different widths
WHJ of heterojunction transition region. The source Fermi level, Ef ,n in the n region is taken as the energy reference.
(Right) Corresponding current spectrum at ky = kz = 0, JD , versus the energy and for different WHJ . The bias is
VD = 0.1V

Figure 4.10: (a) Sketch of an experimental Esaki diode. (b) Current density versus the applied bias. Experimental
data taken from Ref. [169]

. Note that in this Figure the reverse bias regime corresponds to positive voltage values.

For comparison, Shao et al. [169] reported experimental measurements on a III-V Esaki diode made of a vertical

nanowire and its bulk-like counterpart made of InAs/GaSb as schematized in Fig. 4.10.(a). Quite interestingly,

their experimental conditions are close to our simulation with a slightly lower doping of ND = 1019 cm–3 and NA

= 5 × 1018 cm–3 than the one we used. The current densities measured for the bulk and the nanowire devices are

shown in Fig. 4.10.(b). Our simulation results of current density fit quite well these experimental data in the reverse

bias region with a current density slope of 17 MA/(Vcm2) for the experimental curve, while our results give a current



density slope in the range 14-20 MA/(Vcm2). In the forward bias, Shao et al. measured a peak current density of

2.3 MA/cm2 for the nanowire and 1 MA/cm2 for the bulk-like device, which is in the range of our simulation result

(2-3 MA/cm2). However, the peak-to-valley current ratio cannot be compared due to our ballistic approximation

and principally to the absence of trap assisted tunnelling [165] in our calculations which is expected to reduce it to

a more realistic value.

4.2.B Ultra-thin body, heterojunction Tunnel FETs

Nanoscale FETs are often fabricated by using ultra-thin semiconductor films or nanowires, which can induce sig-

nificant quantum confinement effects in the resulting low dimensional electron gas, as it is the case for the TFETs

simulated in this section. The modelling of quantum confinement in this EPM based formalism has been described

previously and has been verified in Ref. [136] with the non-local method for confinement described in Sec. 4.1.B. For

both the n-type and p-type TFETs, we used a physical oxide thickness of 1.5 nm and a relative dielectric constant

κ = 10, corresponding to an equivalent oxide thickness of 0.6 nm. The transverse wave vector ky was sampled

with a constant step of ∆ky = 0.05 × 2π/a0. In this work we used the pseudo-oxide EPM parameters proposed in

Ref. [136] and reported in table 4.1, which results in a conduction and valence band discontinuity between InAs and

the pseudo-oxide of respectively 3.8 eV and 4.5 eV.

Figure 4.11: Sketch of the simulated n-type HJ TFET.

Table 4.2: Device parameters for the heterojunction n-type Tunnel FET schematized in Fig. 4.11. Tch , LG , LS/D ,
NA, ND denote the channel thickness, the gate length, the source/drain length and the dopant concentrations in the
source and drain region, respectively.

Tch LG LS/D NA ND
[nm] [nm] [nm] [cm–3] [cm–3]

GaSb/InAs 3.0 16 14 1020 1019

A sketch of the n-type heterojunction Tunnel FET is shown in Fig. 4.11 and the main device parameters are



reported in Tab. 4.2. Figure 4.12 reports the current versus gate voltage characteristics of the TFET for different

widths, WHJ , of the GaSb-InAs heterojunction and for VDS = 0.3 V. For both the n- and p-type TFETs, the

metal gate workfunction was adjusted so that the OFF-current (i.e. the ID at VGS = 0 V and VDS = 0.3 V)

is approximately 1 nA/µm. The transistor exhibits a steep sub-threshold swing around 30 mV/dec, which is an

expected result for a device with no defects and with a semiconductor-oxide interface free of traps and microscopic

roughness [46, 45].

Figure 4.12: Drain-current versus gate-voltage characteristics at VDS=0.3 V for different widths, WHJ , of the
heterojunction transition region. The metal gate workfunction was set to 4.625 eV.

Figure 4.13: Conduction (in InAs) and valence (in GaSb) band profile at different VGS and Fermi level in the source
region Ef ,S and drain region Ef ,D for an abrupt heterojunction GaSb-InAs n-type tunnel FET.

The ON-current reported here is relatively high for a lateral TFET. Figure 4.13 shows the conduction and valence

band profile along the device for different VGS . It presents a sharp energy transition at the interface that is mainly

due to the broken-gap configuration of this heterostructure. It explains the high value of current achieved as it

reduces the tunnelling path between the valence and conduction bands. The low effective mass of the materials



also helps in achieving a high current. Quite interestingly, the width WHJ of the GaSb-InAs heterojunction has no

sizeable influence on the subthreshold current and swing, but it does affect the ON-current, that is in fact degraded

when the transition region is wider.

Figure 4.14: Local density of states, LDOS, for the T-FET simulated in Fig.4.11. (a),(c) report the LDOS in the
OFF-state for VGS=0.0V and VDS=0.3V ; (b),(d) report the LDOS in the ON-state for VGS=0.4V and VDS=0.3V .
Plots in (a) and (b) correspond to an abrupt heterojunction (i.e. WHJ=0), while plots in (c) and (d) correspond to
WHJ=3a0.

Figure 4.14 presents the LDOS for the TFET in the ON-state and the OFF-state and for two different transition

lengths. It shows that the different influence of WHJ on the OFF and ON-currents is again related to the modulation

of the band-to-band-tunnelling path. In the OFF-state, actually, the impact of WHJ on the relatively long BTBT

path is modest, whereas in the ON-state the relative importance of WHJ is larger because the tunnelling path is

much shorter.

Figure 4.15: Sketch of the simulated p-type HJ TFET.



Table 4.3: Device parameters for the heterojunction p-type Tunnel FET simulated in Fig. 4.15.

Tch LG LS/D NA ND
[nm] [nm] [nm] [cm–3] [cm–3]

InAs/GaSb 3.7 16 14 5 × 1019 2 × 1019

By leveraging the inherently full-band nature of our EPM based modelling approach, we also investigated a p-type

heterojunction Tunnel FET, whose sketch is shown in Fig. 4.15 and whose parameters are reported in Tab. 4.3. Due

to the fairly low conduction band density of states of InAs, the source doping ND=2 × 1019 cm–3 is large enough

to induce a strongly degenerate electron gas in the source. Such a doping concentration is fairly consistent with the

value recommended in Ref. [194], which was the outcome of an optimization of the tunnelling junction operation.

However, the current-voltage characteristics in Fig. 4.16 show that the p-type Tunnel FET can hardly achieve

a sub-threshold swing below 60 mV/dec, with a degraded minimum swing compared to the n-type counterpart in

Fig. 4.12.

Figure 4.16: Drain-current versus gate-voltage characteristics for different widths, WHJ , of the heterojunction tran-
sition region. The metal gate workfunction was set to 4.665 eV.

To explain this behaviour, in Fig. 4.17 we show the conduction and valence band along the p-type TFET for

different VGS . In the source region, we observe a relatively large screening length of the electric field produced by

the gate bias (compared to the p-type source of the n-type Tunnel FET), which in turn degrades the sub-threshold

swing [114, 56]. The relatively low value of 148 µA/µm for the ON-current is not unexpected because of the low

density of states in the source region. A difference of channel thickness between the n-type and p-type transistors

may be responsible of the lower p-type performances due to a degraded electrostatic control. In Fig. 4.17, It can

also be observed that the high doping results in a strong degeneracy in the source. It is responsible of the lowering

of the ON-current as the filtering action of the TFET is not very efficient because electrons belonging to the Fermi



tail can tunnel from the source to the channel. Hence, reducing the doping in the source to achieve a subband

profile close to the Fermi level is expected to increase the sub-threshold swing. As for the influence of the width

WHJ of the heterojunction transition region on the current-voltage characteristic of the device, the main features

observed for the n-type Tunnel FET are confirmed. Namely, WHJ weakly affects the sub-threshold region, where the

tunnelling distance is substantially larger than WHJ , whereas the ON-current of the device is progressively reduced

when increasing WHJ . In the ON-state, actually, a gradual transition region for the heterojunction results in a

sizeable lengthening of the tunnelling path.

Figure 4.17: Conduction (in InAs) and valence (in GaSb) band profile at different VGS for an abrupt HJ GaSb-InAs
p-type tunnel FET.

Similarly to the Esaki diode, Shao et al. reported results obtained for a vertical nanowire TFET made of

GaSb/InAsSb [168]. The device showed poor performances in comparison to our simulation with an ON-current

of 47 µA/µm and a minimum sub-threshold swing of 252 mV/dec at room temperature. The measurements were

done at different temperatures and a SS of 80 mV/dec was found at 77 K which supports the hypothesis that the

degradation comes from trap-assisted tunnelling. The absence of defects and scattering phenomena in our simulation

may probably explain the discrepancy observed with experiments.

4.3 Summary

We have presented the implementation and application of a full-band quantum transport methodology for nanoscale

electron devices with heterojunctions. The model was developed in the framework of the empirical pseudopotentials

method, and the intermediate region between the two materials was described according to a virtual crystal approxi-

mation, which allowed us to investigate the influence on the device characteristics of a gradual interface between the

constituent materials. We then leveraged the inherently full-band nature of the model and reported device simula-



tion results for an n- and a p-type, ultra-thin body heterojunction Tunnel FET, as well as for an Esaki diode. The

interface at the heterojunction was varied from the abrupt case to a more realistic transition width extended up to a

few unit cells. The tunnelling current in the Esaki diode was found to be sensitive to the width of the heterojunction

both in reverse bias and in the negative differential resistance region. In the GaSb-InAs Tunnel FETs the transition

width affects the current only in the on-state. In the sub-threshold region, in fact, the effective tunnelling path is

much larger than the transition length and thus it is not appreciably modulated by this length.

The results of this work qualify our methodology based on the empirical pseudopotentials and the NEGF formalism

as a viable approach for the modelling and design of homojunction and heterojunction nanoscale electron devices.

The comparison with experimental measurements emphasizes the accurate description of the BTBT. However, it

shows also the need to implement the appropriate sources of carrier scattering in the model to properly simulate

the device performance in some particular regimes, such as the valley current in Esaki diodes and the on-current in

transistors. The implementation of electron-phonon scattering in our transport model will be addressed in Chapters

6 and 7.





Chapter 5

Lateral heterostructure treatment for

quantum transport with ab-initio

Hamiltonians

In chapter 4, we presented a model to simulate electron transport through heterostructures with a local empirical

pseudopotential Hamiltonian. The EPM Hamiltonian was conveniently described in a hybrid basis considering real

space along the transport direction and plane waves along transverse directions. By considering a DFT Hamil-

tonian described in an analogous basis, the similarity between both formalisms makes it possible to extend the

transport simulation method developed in Chapter 4 to DFT Hamiltonians. The main difference between the two

Hamiltonians comes from the non-locality of DFT Hamiltonians, which makes the coupling between two unit-cells

material-dependent. The determination of this coupling term for the interface in heterostructures has to be addressed

rigorously. This chapter focuses on quantum transport calculations in the ballistic approximation for heterostructures

based on 2D materials and more precisely on the assessment of the coupling Hamiltonian describing the interface

between two materials.

2D materials, as a class of new recently discovered materials, are not as well-known as the conventional bulk

semiconductors such as Si, Ge or GaAs. As mentioned in Chapter 1, 2D materials comprise numerous promising

candidates for the next generation of electronic devices. For what concerns electronic applications, devices based

on these materials present an optimal electrostatic control of the channel due to their thinness. Some of them

even possess highly anisotropic effective masses like black phosphorus [37, 113] with a low effective mass along one

direction(0.17m0) and a large one along the transverse directions (1.12m0), which allows large ON-current values.

It is thus natural that lateral heterostructures based on lattice-matched 2D materials are considered as a promising

option to design efficient electron devices such as MOSFETs [86], tunnel-FETs [39] and energy-filtering FETs [121].
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Experimentally, lateral heterostructures of 2D materials have already been achieved by several groups validating

the global growing interest for them [110, 207, 36, 67]. To scan the huge number of combinations achievable with

2D materials, an efficient predictive framework to select the best candidates is highly desirable to help experimental

research. In this regard, a high precision in the description at the atomistic level of the materials is needed. Thus,

in order to rigorously describe the transport through a 2D material heterostructure, due to the lack of experimental

data of physical characterization of the interfaces, a full ab-initio approach based on DFT and NEGF methods is

required. The methodology to simulate a heterostructure from density-functional theory will be applied to describe

2D material heterostructures, but we note that it can easily be extended to 1D and 3D materials.

As mentioned previously, the framework to construct the Hamiltonian of a heterostructure from the Hamiltonian

of the isolated material that we used with the EPM one presented in Chapter 4 can be extended to the DFT

Hamiltonians. The only difference is in the coupling matrix at the interface between the two materials that remains

unknown. In this chapter, we present two methodologies to assess this coupling matrix between the materials

composing the heterostructure. The first method approximates such a matrix with the coupling matrix obtained

from one of the isolated materials. The second, more rigorous, consists in extracting the matrix from the Hamiltonian

of a supercell containing the heterostructure. To assess these two methods, we focus on a lateral heterostructure

MOSFET based on a bi-layer/mono-layer PtSe2 structure and a tunnel-FET based on a PdSe2/SnS2 heterostructure.

These two cases will be presented and discussed in Sec. 5.2.

5.1 Methodology

In this section, we present the DFT calculations for materials and the two methods used for the description of the

coupling matrix between two materials for the NEGF transport in a heterostructure.

5.1.A DFT calculations

The Hamiltonians used in this study come from DFT calculation realised with the Quantum ESPRESSO suite [65].

The functional for the exchange-correlation term is chosen as the generalized gradient approximation by using the

Perdew-Burke-Ernzerhof (PBE) functional. For each material, the cut-off energy is chosen large enough for the

convergence of the band structures with Ecut = 60 Ry and all the atomic positions are relaxed until the forces acting

on the atoms are below only 10–3 eV/Å. Simulating 2D materials on a plane-wave basis is cumbersome due to the

periodic repetition of the unit cell along all directions induced by the basis. The strategy to avoid the coupling

between the 2D materials with its replica in the vertical direction is to add enough vacuum in the unit cell along this

direction. For layered materials, all layers interact with each other through Van der Waals (vdW) forces and it is

thus important to describe this interaction accurately, which is not easy since it comes from nonlocal and long-range

electron correlations. Standard DFT is not able to accurately describe this dispersive interaction because of the



approximation on the exchange correlation functional. The introduction of non-local exchange-correlation for vdW

forces allows to provide a better description of this interaction. Consequently, we have considered the non-local van

der Waals functional vdW-DF3 [31] for vertical heterostructures of 2D materials.

Figure 5.1: Energy difference between the ions potential + Hartree potential along the out of plane direction of the
unit-cell simulated with DFT minus the lowest unoccupied energy level for monolayer(1L) PtSe2 and bilayer (2L)
PtSe2.

In order to describe the heterostructures Hamiltonian, since we use DFT within a plane-wave basis, a procedure

similar to the one adopted in Chapter 4 for the EPM case can be employed. The periodic replica of the unit cell along

all directions prevents us, for computational reason, from using directly the whole Hamiltonian of a supercell with

the interface for the heterostructure. The supercell must be large enough to ensure the vanishing of the interaction

of the interface in the last unit cells of the the supercell. It is required to connect the supercell with the isolated

material present in the rest of the device. Thus we propose to construct the heterostructure Hamiltonian from the

DFT Hamiltonian of the isolated materials constituting the heterostructure. The band alignment is accounted by

including a rigid energy shift between the two materials. It is added directly to the diagonal part of their Hamiltonian.

The band offset between the two materials is estimated as the affinity difference between the two materials. The

affinity is computed as the difference between the energies of the vacuum and of the lowest unoccupied energy level.

The lowest unoccupied energy level is easily determined from the band structure calculation. To estimate the vacuum

energy, we take advantage of the presence of vacuum in our unit-cell to plot the energy of the ions plus the Hartree

potential in the unit-cell. Then in the vacuum region of the unit-cell, the value found corresponds to the vacuum

energy as illustrated by Fig. 5.1 showing the ion energy plus the Hartree potential energy for the unit-cell of a

monolayer PtSe2 and a bilayer PtSe2. For each material, we can identify the potentials generated by the three ions

for each layer of PtSe2 simulated. The vacuum energy is identified far from the material potential in the flat-potential

region. It is then possible, from the lowest conduction band energy obtained with the band structure calculation, to



define the affinity offset between the two materials by taking the vacuum energy as reference.

For the transport calculation, we first compute the reduced basis Hamiltonian for the two isolated materials (in

the case of Fig. 5.1 the 1L PtSe2 and the 2L PtSe2) with the method explained in Sec. 3, then we determine the

coupling term. We start from DFT Hamiltonians that are transformed from the plane-wave basis into the hybrid

basis that considers the real-space along x and plane waves in the transverse directions. This transformation has

been detailed in Sec. 3.2.A.

Figure 5.2: Sketch of the representation of the heterostructure Hamiltonian, into the hybrid basis, at the interface
between the two materials

Figure 5.2 represents the Hamiltonian of the heterojunction, in the hybrid basis, close to the interface. Each

block represents the diagonal block matrix and the arrows represent the coupling matrix between two unit cells. This

Hamiltonian is block tridiagonal as shown in the matrix in Eq. (5.1) with off-diagonal blocks describing the coupling

with first-neighbour unit-cell and each diagonal block representing the local interaction inside one unit-cell. It is

important to remark that the non-locality of the DFT Hamiltonian in the hybrid basis is limited to the adjacent unit

cell. Physically, this is due to the relatively short range of the non-local component of the pseudopotential.

H([x , kyz + Gyz ], [x , kyz + G′
yz ]) =



. . . HN–1,N 0 . . .

H†
N–1,N HN ,N HN ,N+1 0

0 H†
N ,N+1 HN+1,N+1 HN+1,N+2

... 0 H†
N+1,N+2

. . .


(5.1)

We can see that to construct this Hamiltonian, it is required to determine two diagonal block matrices, one for each

material, and three coupling matrices, i.e. two for the coupling of each material with itself and one for the coupling



between the two materials. When the Hamiltonians for the single materials are obtained, it is possible to use them

to reconstruct the heterostructure as presented by the sketch in Fig. 5.2. By assuming that the non-local terms

of the DFT Hamiltonian for the heterostructure present a short-range nature, which makes them negligible beyond

the first neighbour, all the blocks needed to construct this Hamiltonian may be obtained from the isolated material

calculation with the exception of the coupling matrix between the two materials.

Then, in order to be able to solve efficiently the kinetic equations for the Green’s functions, the size of these blocks

is reduced by projecting them into the unit-cell restricted Block function basis which is defined in Sec. 3.2.B.2. We

represent the matrix composed of URBF as χ and the block matrix of the Hamiltonian is transformed into the

reduced basis by:

χ = [Φn1
kx1,kyz

, ..,Φn1
kxN ,kyz

,Φn2
kx1,kyz

, ..,ΦnB
kxN ,kyz

]

HΦ =χ†Hχ
(5.2)

where Φn
kx ,kyz

is the Bloch function for the n-th band and kx and kyz correspond to the wave vectors that belong to

the first Brillouin zone.

In the following parts of the chapter, we will describe the two methods to compute this the coupling matrix

between the two materials, to be used in the URBF basis for transport calculations.

5.1.B Single material approximation

A simple and computationally efficient way to approximate the coupling matrix between the two regions consists in

using the coupling matrix from one of the isolated material. This approach has already been adopted in previous

works using maximally localized Wannier functions basis [121]. It consists in approximating the unknown coupling

matrix by one of the two isolated materials. Since the URBF basis is different for the two materials, a transformation

on the reduced basis has to be done with the following Eq. (5.3), if we keep the notation from the sketch of Fig. 5.2

to identify the blocks.

HΦ
N ,N+1 = χ†BHN–1,NχA (5.3)

where χA and χB are the reduced basis Bloch functions matrices of materials A and B, respectively, and HN–1,N

corresponds to the coupling matrix of material A, but we could have chosen HN+1,N+2 which is the coupling matrix

of material B. The exchange between materials A and B for the coupling matrix is expected to result in small

differences [121], but this point will be investigated later in this chapter.

The main advantage of this strategy resides in its low computational cost as all elements needed have been

previously calculated for an isolated material. However, a priori, nothing may justify that the connection with

another material is the same as the connection with the same material. Thus it may be inaccurate, especially if,

additionally, it does not take into account the relaxation of the atomic positions at the interface. This should be



carefully examined.

5.1.C Supercell extraction

Figure 5.3: Sketch of the supercell heterostructure DFT Hamiltonian simulated on a hybrid basis. Each block
corresponds to a unit-cell which are coupled to their first neighbour unit-cell by the coupling matrix

A more accurate way to obtain this coupling matrix from plane waves DFT would be to simulate a huge supercell of

the heterostructure including the interface. It can also include a more accurate relaxation of the atom positions at

the interface. To suppress all interactions from the supercell replica along the x direction into the interface region, it

should be defined large enough. Then, from the Hamiltonian of the system in the hybrid basis, it is easy to identify

the coupling matrix at the interface of the two materials by assuming a tridiagonal by block matrix. The block matrix

extracted can then be transformed into the reduced basis in a process similar to the previous method in Sec. 5.1.B.

The supercell is illustrated with the sketch of Fig. 5.3 where it is possible to observed the periodicity induced by

DFT and the presence of the coupling matrix at the interface.

In order to accurately describe the interface in the simulated supercell, all atomic positions are relaxed and if there

are dangling bonds at the interface, we passivate them with hydrogen atoms. For a large supercell, only the relaxation

of the unit-cell close to the interface is sufficient, which makes the calculation tractable. In fact, simulating a supercell

large enough to be sure of the convergence of the charge density at the interface is computationally challenging due

to the large memory required to perform the transformation into the hybrid basis and then into the reduced one. We

illustrate this procedure with the example of a supercell made of monolayer PtSe2 and bi layer PtSe2 heterostructure

as shown in Fig. 5.4. In this figure, we consider a supercell composed of three unit-cell, i.e. two unit cells of monolayer

PtSe2 and one of bilayer PtSe2. In the sketch of the supercell in Fig. 5.4 (a), the bilayer presents dangling bonds

for the layer that is not connected to the monolayer. These dangling bonds are passivated with hydrogen atoms to

avoid spurious states. In this figure, we also represented the block matrix for each unit-cell with the coupling matrix



used in our equations for clarity.

Figure 5.4: (a) Supercell of monolayer PtSe2 and bi layer PtSe2 heterostructure, (b) Band structure of the monolayer
PtSe2 computed with the DFT Hamiltonian of the isolated materials (black line) and with the Hamiltonian extracted
from the supercell (red diamond).

For the determination of the coupling matrix, another approximation is necessary. We used the URBF basis from

the isolated materials because the construction of the URBF basis for the supercell would be difficult to manipulate

since the Bloch functions computed by QE correspond to the whole supercell and not only the interface region.

It means that it would be much more difficult to find a reduced basis with this Bloch functions for the coupling

matrix. The approximation made by using the isolated materials URBF basis amounts to assuming that the Bloch

functions for one material used are not different from the wave function present at the interface in this region. The

validity of such an approximation has to be verified. This is performed by reconstructing the band structure of one

of the materials at the interface by using the Hamiltonian blocks extracted from the supercell Hamiltonian which are

transformed into the Bloch function basis of the corresponding isolated material. The condition to perform that is to

have at least two connected unit cells of this material into the supercell. In the hybrid basis, the block matrices are

easily associated with the corresponding unit cells. It is thus possible to extract and project them on the associated

basis. From the Hamiltonian block extracted in the hybrid basis and projected in the reduced basis, we calculated

the band structure shown in Fig. 5.4 (b). It has been obtained with the diagonal and coupling block Hamiltonian of



monolayer PtSe2 with Eq. (5.4).

HΦ
3,3 =χ†AH3,3χA

HΦ
3,1 =χ†AH3,1χA

(5.4)

where the notation corresponds to that of Fig. 5.4 (a) with H3,3 being the diagonal block of the supercell Hamiltonian

in the hybrid basis. It corresponds to the third unit-cell made of monolayer PtSe2. H3,1 is the off-diagonal block

of the supercell Hamiltonian which represents the coupling of the third unit-cell with the first unit-cell also made of

monolayer PtSe2.

In this case, we can note some differences between the bands from the isolated material and the ones from the

supercell. However, these small discrepancies are not surprising and may be due to the new atomic positions (after

relaxation) at the interface and the presence of the hydrogen atoms. The result remains satisfactory as there are no

spurious states in the band gap and the maximal error remains smaller then 0.1 eV.

Then, by identifying the coupling block matrix at the interface, the last step consists in projecting it into the

reduced basis as

HΦ
1,2 = χ

†
BH1,2χA (5.5)

where H1,2 is the off-diagonal block of the supercell Hamiltonian at the interface in the (x , Kyz ) basis.

5.2 Simulation of heterostructure-based FETs

To assess the two methods presented, we propose to study two different cases of hetero-junction devices. The first

application concerns the case of a MOSFET and the second one is a Tunnel FET. It is important to note that the

first situation is a system simpler than the second one regarding the complexity of the coupling between the two

materials. Indeed, in the first system, the bilayer PtSe2 is a stacking of two monolayer PtSe2 that is used as the

second material. The purpose of those applications is to test both methods for two different transport regimes to

emphasize their differences and limitations. Ballistic transport properties are obtained with our home-made self-

consistent DFT-NEGF solver coupled with Poisson’s equation with the formalism presented in Chapter 3. For each

material, the full band description is done by sampling the Brillouin zone along ky with a step of 0.1 × 2π/ay .

5.2.A Multi-layer PtSe2 MOSFET

Monolayer PtSe2 is a 2D material semiconductor with a thickness of 0.5 nm. As for any other 2D materials,

doping of PtSe2 is a challenge that still has to be solved [104, 68] with a view to reduce the contact resistance.

Substantial interest has been recently raised for PtSe2, because of a neat experimental observation of the semimetal-

to-semiconductor transition in ultra-thin PtSe2 [40, 8]. It is possible to reduce its bandgap by adding more layers



until it becomes semi-metallic for a thickness of about 5 layers (≈ 6.5 nm) as reported by Ansari et al. [8]. Figure 5.5

shows their angle-resolved photoemission spectroscopy (ARPES) images that confirm this phenomenon. A relatively

good agreement between the DFT calculation and the ARPES measurements can be observed. A clear reduction of

the bandgap is observed from the monolayer to the bilayer PtSe2.

Figure 5.5: Band structure of PtSe2 from DFT calculation in black solid lines on band structure experimentally
obtained by ARPES measurements for monolayer (left) and bilayer PtSe2 (right). Figure from [8]

This phenomenon being linked to the interaction between layers, it is important to accurately address the vdW

interaction in this material. A comparison of the bandgap evolution versus the thickness of the PtSe2 film is presented

for different vdW corrections with spin-orbit coupling and GW calculation in Fig. 5.6.

Figure 5.6: Bandgap energy versus PtSe2 film thickness from our DFT calculations: GGA+D3(BJ) (red crosses);
GGA+vdw-DF2 (red triangles). A comparison with data from Ref. [8] is also shown: LDA (black diamond);
DFT+vdW (black circle); GW (black square).

In these results, we can remark that the choice of the functional has a large influence on the bandgap evolution. As



expected from GW calculation that corrects the bandgap underestimation, a larger bandgap is obtained compared to

that resulting from the other DFT calculations. However, the bandgap still converges toward a metallic phase. The

semi-empirical correction (GGA+D3(BJ) represented by red crosses in the Fig. 5.6) due to Grimme[70] presents a

smoother transition than the non-local vdW correction (GGA+vdw-DF2 and DFT+vdW curves in Fig. 5.6) [74, 31],

which results in a semiconductor-to-metal transition for the four-layer film instead of the three-layer one for the non-

local correction. Since the non-local correction should result in a more accurate description of the vdW interaction,

we have decided to choose this functional for this work. We can also mention that the spin-orbit coupling has almost

no effect on the conduction bands of monolayer PtSe2 [98]. Accordingly, since we study an n-type MOSFET, the

spin-orbit coupling has been neglected.

The band structure obtained from our calculation is shown in Fig. 5.7 with a bandgap of 1.4 eV for the monolayer

and 0.31 eV for the bilayer. Now, we take advantage of this property of PtSe2 to design a MOSFET device with

a heterojunction made of bilayer PtSe2, in the drain and source regions for a better electron injection and of a

monolayer PtSe2 in the channel to act as a gate-controlled barrier . The sketch of the simulated device is shown

in Fig. 5.8. This kind of device has already been proposed by Marin et al. [121] with the PdSe2 that presents the

similiar properties as PtSe2.

Figure 5.7: Bandstructure of bi-layer and monolayer PtSe2 computed from DFT with non-local vdW correction.

The architecture of the device is presented in Fig. 5.8. A moderately short gate length of LG = 15 nm was chosen.

For the electrostatic control of the device, we have chosen an oxide thickness of tox = 2 nm for an EOT = 0.5 nm.

For the source and the drain, both regions have been n-doped with a density of ND = 5 × 1013 cm–2. For the band

alignment, the affinity offset has been estimated from DFT to 1.01 eV which results in the band alignment observed

in Fig. 5.7.



Figure 5.8: Sketch of the bi-layer/monolayer PtSe2 single-gate MOSFET. Geometrical parameters: LS = LD =
11 nm, LG = 15 nm and tox = 2 nm.

The transfer characteristics are shown in Fig. 5.9. Similarly to Ref. [95], it is found that the good electrostatic

control of the 2D material, due to its thinness, makes it possible to approach the limit of 60 mV/dec for the sub-

threshold swing. The ON-current is also excellent with a value of 1.5 mA/µm. This result shows that PtSe2 is a

promising candidate as a channel material for MOSFET. However, as we have neglected all the scattering mechanisms,

it represents an upper limit of the potential of this device. It means that further studies are needed to validate the

promising results achieved here.

Figure 5.9: Transfer characteristics of the device in Fig. 5.8 computed at VDS = 0.6 V by using the coupling matrix
of the single material (monolayer PtSe2) and the one extracted from the supercell in Fig. 5.4 (a).

The I-V curves have been obtained by using both methods described in Sec. 5.1 to estimate the influence of the

Hamiltonian coupling term describing the coupling between the two materials. The coupling matrix is estimated

from the single material approximation by using the coupling matrix of monolayer PtSe2 in one case and of bilayer

PtSe2 in a second case.

The third curve corresponds to the calculation with the coupling matrix obtained with the supercell approach.

In Fig. 5.9, we see only a small difference at high VGS with a slightly better current for the supercell method



(black curve). Similarly, the band profile along the channel is the same for the three calculations. The transmission

probability in Fig. 5.10 confirms that a slightly higher transmission is achieved in the case of the supercell coupling

matrix. It can be understood that this method provides a more efficient coupling between the two materials and

consequently a larger transmission, since it takes into account the coupling from the monolayer to the monolayer

plus the second layer, which is not taken into account with the simplified method.

Figure 5.10: Conduction band profile and transmission probability computed at VGS = 0.5 V by using the coupling
matrix of the single material and the one extracted from the supercell in Fig. 5.4 (a).

In the LDOS presented at Fig. 5.11, almost no difference is observed between the two methods. Only a slightly

higher barrier can be detected at the interface between bi- and mono-layer (x = 7 nm) in the case of the single

material approximation, which results in a reduced transmission.

Figure 5.11: LDOS of PtSe2 MOSFET with single material approximation (left) and the supercell method (right) at
VGS = 0.5 V and VDS = 0.6 V



The results for the PtSe2 heterostructure MOSFET indicate that regardless of the method or material used for the

off-diagonal coupling matrix, the transfer characteristics remain similar. This could be related to the nature of the

heterostructure which is made of two similar materials such as the monolayer PtSe2 and in the bilayer unit-cell, which

means that the coupling changes only because of the interaction with the other layer. Consequently, its influence

is weak in this case. Moreover, it suggests that the transport through the heterojunctoin is essentially lateral and

involves only atoms directly connected between the two materials.

5.2.B Monolayer PdSe2/SnS2 TFET

Monolayer PdSe2 and monolayer SnS2 are both TMD semiconductors that satisfy the very selective conditions

necessary to make a lateral tunnel-FET. First, they are lattice matched with a lattice parameter close to 0.37 nm by

considering a strain smaller than 1% . They also share the same 1T phase which is expected to produce a cleaner

interface between the two materials since the atoms arrangement is the same compared to a heterostructure with

two different phases. For the TFET part, a specific band alignment is required in order to achieve high ON-current.

For 1ML PdSe2 and 1ML SnS2, the band alignment is favourable for a band-to-band tunnelling device, as the

heterostructure corresponds to a type II heterostructure close to type III heterostructure. The band alignment is

represented in Fig. 5.13 with an affinity offset of 1.55 eV computed from DFT. For the heterostructure, the highest

valance band is located in the 1ML PdSe2 and the lowest conduction band in the 1ML SnS2.

Figure 5.12: Sketch of the monolayer PdSe2/SnS2 single-gate TFET. Geometrical parameters: LS = LD = 6 nm,
LG = 15 nm, tox = 2 nm. The PdSe2 source is p-doped with a density of NA = 1.5× 1013 cm–2 and the SnS2 drain
is n-doped with a density of ND = 1.5 × 1013 cm–2.

The simulated device is shown in Fig. 5.12. As for the MOSFET, a gate length of LG = 15 nm and an EOT of

0.5 nm are chosen. Regarding the doping, the source has been p-doped with a density of NA = 1.5 × 1013 cm–2 and

the drain has been n-doped with a density of ND = 1.5 × 1013 cm–2 in order to degenerate both regions, which is

appropriate to obtain high current in the ON-state.



Figure 5.13: Bands of the PdSe2 and SnS2 obtain with DFT.

The transfer characteristics obtained with the two methods for the coupling matrix at the interface are presented

in Fig. 5.14. The typical behaviour of TFET is observed, namely a subthreshold swing of 30 mV/dec, smaller than

the MOSFET limit of 60 mV/dec. The ON-current is around 5 µA/µm at 0.3 V. It is relatively low, about two orders

of magnitude smaller than the IDRS target of 500 µA/µm. However, this result is somehow expected for this kind of

materials since the effective masses along the transport direction of these materials, which correspond to 0.17m0 for

SnS2 conduction band and 0.6m0 for the valence band of PdSe2, are larger than in most III-V materials, for example.

The ON-current is much smaller than the one obtained in Chapter 4, where a ON-current around 300 µA/µm was

obtained for a similar III-V TFET. The larger effective mass in a TFET greatly reduces the current due to the

tunnelling barrier that the carriers have to go through.

Figure 5.14: Transfer characteristics of the device in Fig. 5.12 computed by using the coupling matrix of the single
material PdSe2, SnS2 and the one extracted from the supercell made of PdSe2/SnS2



The transfer characteristics have been computed with three different coupling matrices between the two materials.

Two were computed with the single material approximation, i.e. one with the coupling matrix corresponding that of

the isolated 1ML PdSe2 and the other one to the coupling matrix of the isolated 1ML SnS2. The last case corresponds

to the coupling matrix of the interface extracted from the supercell. Interestingly, the three cases show different I-V

curves. Similarly to the MOSFET in the previous section, the differences between the two methods are significant

mainly at high VGS but in this case, the opposite tendency between the methods is observed. Indeed, the lowest

current comes from the calculation performed with the supercell approach. Moreover, the method with the coupling

matrix from the isolated material also provides different results depending on the material chosen for the coupling

matrix. This difference may be explained as we are describing the transport through two different materials, whereas

previously, the two materials were strongly similar with close band structure.

Figure 5.15: Conduction band profile and transmission probability computed at VGS=0.4V by using the coupling
matrix of the single material PdSe2, SnS2 and the one extracted from the supercell made of PdSe2/SnS2 like in
Fig. 5.10

Figure 5.15 shows the bands profiles along the device and the transmission obtained for the TFET and the

corresponding transmission probabilities. It can be emphasized that the bands obtained are strictly the same and

only the transmission changes. In this device where the transport mechanism is the band-to-band tunnelling, the

propagation of evanescent states in the bandgap is significantly dependent on the coupling matrix and the single

material approximation provides results that may be highly different depending on the choice of the material for the

coupling matrix.

5.3 Summary

In this chapter, we have presented the development of a methodology for the calculation of the coupling Hamiltonian

matrix necessary for transport calculations in lattice matched longitudinal heterostructures from first-principles. Two



devices based on lattice-matched heterostructures and paradigms have been simulated to validate the methods. One

where we used the coupling matrix of the isolated materials and the second one where we extracted the coupling

matrix from the Hamiltonian of a supercell of the heterostructure. The results suggest that for heterostructures

based on the assembling of mono- and multi-layers of the same material, both methods show close results, which

is a good indication of the validity of the two methods. However, in the case of heterostructures made of different

materials, some precautions should be taken for the isolated material method as the results could differ according

to the material chosen. If possible, the supercell method should be preferred though it is computationally more

demanding.

All of the previous calculations remained in the ballistic regime of transport, which is known to provide an upper

limit of the device performances since different scattering events are responsible for many device degradation. In

the comparison performed between experiment and our simulation in Chapter 4, we saw that the simulated Esaki

diode provides a highly overestimated NDR ratio compared to the experimental measurement. It is predicted to

originate from trap assisted tunneling, which illustrate the importance to take into account the possible defects

and interactions. Among the interactions that impact the device performance, the electron-phonon interaction is

considered as one of the most important as it can be responsible for several scattering events. Hence, the following

chapters will focus on the implementation of scattering and more precisely, the electron-phonon interaction.



Chapter 6

Phonon-assisted transport in lateral and van

der Waals heterostructure tunnel devices

The previous chapters were dedicated to the development of a simulation framework to investigate the transport

properties of materials and the performance of electron devices by means of pseudopotential Hamiltonians (EPM,

DFT) with a special focus on heterostructures. For 2D materials, we developed a methodology to model lateral

heterostructures based on the DFT. For a lateral tunnel FET (TFET), the ON-current remains generally small

compared to the low power device projection made by IRDS [3], for most TMDs [188], due to their large bandgap

which increases the tunnelling path and the large effective mass that degrades the transmission through the tunnel

barrier. A possible solution to this difficulty is to use van der Waals (VdW) heterostructures to design a vertical

TFET. In these heterostructures, a band inversion between the conduction and the valence bands in the channel

can occur at high gate voltages, which enables a higher ON-current in the device compared to the lateral TFET

since the tunnelling barrier is suppressed and also the tunneling region is larger (line-tunnelling vs point-tunneling)

[188, 27, 6]. However, the Van der Waals region, used in TFET, generally presents a smaller bandgap even in the off

state which could degrade the OFF-current because of significant electron-phonon interaction [26, 6], thus requiring

a careful device design.

In the case of 2D materials, non-atomistic methods like effective mass approximation are expected to be inaccurate

due to the poor description of the complex density of states and charge distribution in these materials. It is especially

the case for VdW heterostructures, because of the additional difficulty to estimate the interlayer coupling between

the two layers [6]. Ab-initio methods thus become crucial to model these devices. It is interesting to investigate

on the same footing a lateral and a vertical TFET with our NEGF solver based on a plane-wave first-principles

Hamiltonians, which provides the most accurate description of electronic properties of these heterostructures.

All the calculations done until now with our transport model have been performed in the ballistic approximation.
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This approximation makes the comparison with experimental measurements difficult for some situations as presented

in section 4.2.B for the III-V Esaki diode, where the valley current density was underestimated due to the absense

of phonons. Moreover, at room temperature, one of the main sources of scattering comes from the electron-phonon

interaction, which usually induces a loss of performance in most devices. Today, most contributions employing a

DFT Hamiltonian have been so far limited to ballistic transport [121, 137, 174]. The first attempts to include el-ph

interaction have used a simplified el-ph coupling based on deformation potentials [6, 164]. Only a few works have

considered the derivation and the use of el-ph matrix elements (ME) by using Hamiltonians based on the maximally

localized Wannier functions (MLWF) [187].

To improve the predictive capability of our transport model, it is important to include this scattering mechanism.

To achieve this task, we need to develop a full ab-initio approach to describe this interaction. As mentioned before,

from the computational point of view, an efficient method to include el-ph interaction is to use the deformation

potential approximation, which was developed in section 3.2.C.2. The goal of this chapter is to develop a first-

principles model of the quantum transport in 2D material heterostructures for tunnel FET devices including el-ph

scattering with deformation potentials extracted from DFPT calculations. This extended model is then used to

address a comparative study of the two TFET architectures, i.e. based on lateral and vertical heterostructures,

respectively.

6.1 Choice of the 2D materials

To perform the comparative study between the lateral and the vertical TFET, the choice of 2D materials is crucial

to obtain a high-performance device. The criteria to be fulfilled are the same as mentioned in Chapter 5. For the

lateral TFET, in order to minimize dislocations and defects, we need two lattice-matched or nearly lattice-matched

materials and, if possible, with the same phase. For the vertical TFET, the previous conditions are not so important

since the coupling between the two materials is done through van der Waals forces. Thus, no large strain or defect

density should arise in this kind of structure. Regarding the electronic properties, the band alignment is important

and need to be of type II or III to reach high ON-current. A gap larger than 0.5 eV is required to achieve a sufficiently

low OFF-state current. Ideally, for heterostructure n-type TFET, we would like to choose a material with a large

bandgap in the channel and drain to filter the current in the OFF state. For the material in the source region,

a smaller bandgap is preferred as it would reduce the tunnelling path in the ON-state regime. For this work, we

identified the monolayer 1T-SnS2 and 1T-HfSe2, as good candidates for TFET devices.



Figure 6.1: Band structure of the orthorhombic unit-cell of monolayer 1T-SnS2 and 1T-HfSe2 from DFT calculation

In this work, the Hamiltonian and band structure were computed from DFT on a plane wave basis, as discussed

chapter 2.3, with norm-conserving pseudopotentials based on the Perdew-Burke Ernzerhof (PBE) [54] exchange-

correlation functional. For the monolayer 1T-SnS2 and 1T-HfSe2, a Γ-centered Monkhorst-Pack k-point grid of

dimension 20 × 20 × 1 was used and the plane-wave cutoff energy was set to Ecut = 60 Ry. From GGA calculation,

monolayer 1T-SnS2 is a semiconductor with a bandgap around 1.64 eV and a unit cell relaxation provides a lattice

parameter of 3.7 Å. For monolayer 1T-HfSe2, GGA calculations determined a bandgap of 0.53 eV and an atomic

lattice of 3.752 Å. Both band structures are reported in Fig. 6.1 for the orthorhombic unit-cell. Regarding their lattice

parameter, they are almost lattice matched (lattice mismatch less than 1%). Moreover, they have the same phase,

which makes it possible to consider a stable lateral heterostructure. They have an affinity offset of 0.3 eV determined

by DFT giving rise to a type II vdW heterostructure with an energy separation between the lowest conduction band

of 1ML SnS2 and the highest valence band of 1ML HfSe2 of 0.24 eV, which is consistent with literature [184]. The

van der Waals interactions were considered in the calculations with non-local van der Waals functional vdW-DF3

[31].

For these materials, the Hamiltonians, in the URBF basis, are constituted of matrix blocks with a rank of about

50 for the monolayer and 100 for the van der Waals heterostructure, which is sufficient to accurately reproduce the

band structure as illustrated by Fig. 6.2. In these figures, we report the orthorhombic unit-cell from which we

computed the bands of 1ML HfSe2 and SnS2 obtained at ky = 0 and for –0.52π
ax

≤ kx ≤ 0.52π
ax

, where ax is the

lattice parameter along x and has been chosen as 3.727 Å(mean value between the two relaxated materials). The

bands were computed with a DFT Hamiltonian in the reduced basis to compare it with the bands obtained with the

plane waves basis DFT Hamiltonian. In the reduced basis, for which the rank of the matrix blocks depends on the

material, only 42 and 44 Bloch functions are sufficient to reproduce accurately the plane waves DFT Hamiltonian

bands of monolayer SnS2 and HfSe2, respectively.



Figure 6.2: Orthorombic unit cell used for transport calculation and band structure on plane waves basis and URBF
basis for 1ML SnS2 (top) and 1ML HfSe2(bottom)

Figure 6.3: Orthorombic unit cell band structure on plane waves without (a) and with an external electric field of 4
V/nm (b)

The band structure of the van der Waals heterostructure obtained by DFT is shown in Fig. 6.3 (a), where the

bands of the isolated materials have also been plotted with 1ML 1T-HfSe2 in blue and 1ML 1T-SnS2 in red. From

this figure, we can emphasize that the top of the valence band in the vdW heterostructure accurately fits the bands



from 1ML HfSe2 and similarly for the bottom of the conduction bands with 1ML SnS2. This is possible thanks to the

small degree of hybridization between the two materials in this energy range which arises from the long-range van-der

Waals forces and which avoids Fermi level pinning at the interface. Due to the space separation of electrons and

holes in the different layers of this Van der Waals heterostructure, a band inversion between the VB of 1ML HfSe2

and the CB of 1ML SnS2 can be achieved at the Γ point by imposing a vertical electric field as illustrated in Fig. 6.3

(b), showing the band structure at equilibrium and under a vertical electric field for the vdW heterostructure.

To estimate the vertical electric field required, we computed the energy potential inside the unit-cell of the

vdW heterostructure with and without an electric field of 4 V/nm fixed in the DFT code, which leads to the band

inversion. Fig. 6.4 (a) reports the results for 1T-HfSe2/1T-SnS2. The electric field is included in the DFT calculation

as a constant ramp in the unit-cell surrounded by vacuum on both sides. It can be emphasized that the potential

drop is mainly observed outside of the materials which explains the strong electric field required in this simulation

to obtain the band inversion. Then, to estimate the electric field inside the vdW heterostructure, we computed the

difference of energy with and without the electric field in Fig. 6.4 (b) to remove the ions potential included into

the simulation. The remaining potential variation through the vdW heterostructure is that required to obtain the

band inversion. This DFT calculation predicts a band inversion between the VB of monolayer HfSe2 and the CB of

monolayer SnS2 under a quite strong electric field of about 0.33 V/nm. This result is achievable in a double gate

structure that we propose to investigate in this chapter.

Figure 6.4: (a) Energy of the ions potential + Hartree potential along the out of plane direction of the unit-cell
simulated with DFT minus the lowest unoccupied energy level for the vdW heterostructure HfSe2/SnS2 with and
without an external electric field of 4 V/nm and (b) is a zoom, in the vdW heterostructure region, of the difference
between previous energies.

6.2 Theoretical model

The transport properties of the lateral and vertical TFETs were computed within the non-equilibrium Green’s

function formalism with the Green Tea solver [137]. The kinetic equations are solved self-consistently with the 3D



Poisson’s equation to obtain an accurate electrostatic description of the system. To take into account the electron

scattering with acoustic and optical phonons, we considered DFT and DFPT to derive the deformation potential.

6.2.A Deformation potential from ab-initio calculations

To compute the self-energies derived in section 3.2.C.2, it is necessary to model the electron-phonon interaction and

phonon properties starting from ab-initio calculations. In this Chapter, we have distinguished the acoustic phonons

that are considered elastic with a linear dispersion, from the optical phonons, considered to be inelastic with a

dispersionless phonon branch. Let us recall the associated self-energies to both types of interaction. For acoustic

phonons, the n-th element of the self energy in the URBF basis writes:

Σ<,ac
n,n (kyz ,E ) =

D2
ackBT
ρv2

s

∑
qyz

∑
m

G<
m,m(kyz – qyz ,E )F(m,kyz –qyz ),(n,kyz ). (6.1)

where Dac is the deformation potential, G< is the lesser-than Green’s function in the URBF basis, ρ is the mass

density of the 2D material, vs is the sound velocity and F is a form factor defined in section 3.2.C.2. To compute

the self-energy, the unknown parameters are the deformation potential and the sound velocity. For the latter, it is

easily estimated from the slope of the acoustic phonon dispersion computed with DFPT. The phonon dispersion for

SnS2 and HfSe2 monolayer is presented in Fig 6.5. The sound velocity is found to be 6120 m.s–1 in 1ML 1T-SnS2

and 4740 m.s–1 in 1ML 1T-HfSe2.

Figure 6.5: DFPT calculation of the phonon dispersion of monolayer SnS2 (a) and monolayer HfSe2 (b) for the
hexagonal unit-cell.

The phonon dispersion of both materials is composed of nine branches since it is computed from a three-atom

hexagonal unit-cell. The three lower branches correspond to the acoustic modes. We can remark some negative

frequencies, close to Γ, for the lowest branch, which results from a lack of accuracy. Indeed, because of the computa-

tional effort required by these calculations, the q-grid chosen (8×8×1) is too small to provide an accurate description



of the long-range force constants, resulting in errors at the long wavelength limit near the Γ point. The six higher

branches correspond to the optical modes presenting a relative dispersion-less behaviour. The deformation potential

corresponds by definition to the derivative of the band energy with respect to strain. We used strain values in the

range ±2% of the lattice parameter with a step of 1% to evaluate the deformation potential. It can be demonstrated

that the deformation potential for acoustic phonons reads [154]:

Dac =
∂EC/V

∂δ
(6.2)

where EC/V is the conduction or valence band energy for electrons and holes respectively, and δ is the biaxial strain

applied to the unit cell. From the band structure calculation with different strains, it is possible to estimate the Dac

values. The value of the deformation potential for acoustic phonons is found to be 5.47 eV for monolayer 1T-SnS2

and 2.49 eV for monolayer 1T-HfSe2.

For the polar optical phonons, the self energy derived in Chapter 3 reads:

Σ<,op
n,n (kyz ,E ) =

∑
ν

h̄D2
op,pop

2ρωpop

[
Npop +

1
2
± 1

2

]∑
qyz

∑
m

G<
m,m(kyz – qyz ,E ± h̄ωpop)F(m,kyz –qyz ),(n,kyz ).

with Npop =
1

e
h̄ωpop
kBT – 1

(6.3)

where Dpop is the deformation potential, Npop is the Bose-Einstein distribution, kB is the Boltzmann constant,

T is the temperature and ωpop is the phonon frequency. The parameters to be determined are the deformation

potential and the phonon frequency. Similarly to the sound velocity, the phonon frequency is obtained from the

phonon dispersion in Fig. 6.5. For the polar optical phonon mode, the phonon frequency associated is 30 meV for

1ML 1T-SnS2 and 25 meV for 1ML HfSe2.

Regarding the deformation potentials of optical phonons, a study of the coupling between the electrons and the

optical phonon mode shows that the longitudinal optical (LO) mode, which corresponds to the polar optical phonon

(POP) mode, is strongly coupled to electrons and dominates with respect to non-polar optical phonons as illustrated

by Fig. 6.6. In this figure, the electron-phonon matrix elements are directly extracted from DFPT calculations. The

LO phonon coupling exhibits values which are orders of magnitude higher than the other modes. Because of this

observation and the fact that in Eq. (6.3) the self-energy is proportional to the square of Dpop, in our simulations

we will consider only the POP phonon mode.



Figure 6.6: DFPT calculation of the el-ph matrix elements of SnS2 (q along "Γ→K" ) at k=Γ for the lowest conduction
band.

The deformation potential from the Fröhlich interaction of polar phonon was derived from the value of the

scattering rate computed with a 2D model developed by Sohier et al [177]. In this model, the scattering rate for the

polar optical phonon mode is estimated from the Fermi golden rule and writes:

1
τpop,k+q

=
2π
h̄

∑
q

|g(q)|2δ(E (k + q) – E (k) ± h̄ωpop)
[
Npop +

1
2
± 1

2

]
(6.4)

where g is the electron-phonon matrix element. The + sign corresponds to the phonon emission process and the – to

the phonon absorption process. The 2D model provides an expression for the polar electron-phonon matrix elements

in the long-wavelength limit, where the dielectric environment is taken into account. It reads as:

g(q) =
CZ

ϵ0eff + reff |q|
(6.5)

where we define CZ , which is the bare magnitude of the polar-optical coupling, as:

CZ =
2πe2

A

∑
a

eqZaea
q,LO√

2Maωq,LO
(6.6)

where A is the area of the unit-cell, a runs over all the atoms of the unit-cell, eq is the unit vector along q, ea
q,LO is the

phonon eigenvectors for the LO mode normalized over the unit cell, Ma is the atomic mass of atom a, Za is the Born

effective charge tensor. Moreover, ϵ0eff and reff are functions of the dielectric permittivity of the monolayer and of

the surrounding dielectric environment. Their definitions are provided in Ref.[177]. To compute the electron-phonon



matrix elements, we need the Born effective charge tensor and the dielectric permittivity of the materials. Both are

provided by DFPT calculations. Hence, the deformation potential was obtained by considering that the imaginary

part of the self-energy is the carriers lifetime [66], then the scattering rate is expressed as:

D2
op

ρωpop
(
√mxmy

2π̄h2 )Npop =
1

τpop
(6.7)

Where mx and my are the effective mass along x and y direction, respectively, used to estimate the density of states

of the corresponding valley. The left term corresponds to the absorption scattering rate computed from the el-ph self-

energy at the lowest energy value of the conduction band or the highest value for the valence band. Since we estimate

the deformation potential for both materials, the right term is evaluated from Eq. (6.4) taken at k corresponding to

the conduction band minimum for SnS2 and the valence band maximum for 1ML HfSe2.

Phonon and electron-phonon interaction parameters obtained by DFPT for monolayer HfSe2 and SnS2 are listed

in the table 6.1.

Table 6.1: Phonon and electron-phonon properties of 1T-SnS2 and 1T-HfSe2.

vs(m.s–1) Dac(eV) h̄ωpop(meV) 1
τpop

(s–1) Dpop(eV.cm–1)

1T-SnS2 6120 5.47 30 6.7 × 1011 3.7 × 108

1T-HfSe2 4740 2.49 25 8.9 × 1010 2.7 × 108

6.3 Results and discussions

Now that we have presented the theoretical model, we can discuss the device architectures and the obtained results.

6.3.A Device design

To achieve high ON-current with tunnel FET, it is needed to have a source region that is in a broken-gap configuration

with the channel and drain regions. In this regard, for the n-type TFET, monolayer 1T-HfSe2 was chosen for the

source as its valence bands are close to the lowest conduction band of the monolayer 1T-SnS2 that was used for the

channel and drain region. In the case of the VdW tunnel FET, the VdW heterojunction extended with a monolayer

1T-SnS2 was chosen for the channel to obtain a better OFF-state as the modulation with the gate voltage of the

large bandgap of SnS2 will help to suppress the current in the OFF state [26] and to provide a better subthreshold

swing.

To enhance the electric control of the devices, a high-κ oxide with a dielectric constant of 25 (similar to that of

HfO2 [148, 107]) and a thickness of 3.2 nm have been chosen to obtain an EOT of 0.5 nm.



In all our simulations, the Fermi level of the source was taken as the energy reference. The device is meant

to be a low-power device thus we have chosen a power supply of VDD = 0.35 V and the OFF-state was fixed at

IOFF = 0.1 nA/µm.

6.3.B Lateral tunnel FET

The sketch of the lateral tunnel FET is illustrated in Fig. 6.7 and we remind that the bandstructrures of the two

materials were displayed in Fig. 6.1 showing that the heterostructure is of type II. For the lateral tunnel FET, a

single gate is used to control the channel. The length of the source and drain regions is 8 nm for each which is long

enough to ensure that the electrostatic field from the channel is screened. We choose a channel length of around

15 nm for an efficient device performance in OFF-state as we are not studying the scaling of TFETs. The drain region

is n-doped with a density of ND = 1013 cm–2 and the source region is p-doped with a density of NA = 1013 cm–2

in order to degenerate both regions to achieve a high ON-current by increasing the energy window inside which the

current will flow. The channel region is n-doped with a density of ND = 0.5 × 1013 cm–2. This doping level is

necessary to reduce the depletion region in the source. It produces a sharp band profile at the interface between the

source and the channel which results in a reduced tunnelling path for a high ON-current. Controlled doping of these

regions may be done by chemical doping as realized in some recent works [69, 52].

Figure 6.7: Sketch of the lateral heterostructure of HfSe2/SnS2 TFET device where the blue and red shaded region
represent p- and n-doped region, respectively.

In order to have a complete picture of the impact of el-ph interaction in TFETs, we have computed the current

for different scattering rates. Figure 6.8 shows the transfer characteristics obtained by using either the ballistic

approximation or the el-ph interaction with different values of the POP scattering rate. The values of τpop for the

two materials are reported in Table 6.1. As one might expect, the lateral TFET exhibits a subthreshold slope much

steeper than the MOSFET limit with a value around 15 mV/dec for the ballistic curve, which is also a signature

of the excellent electrostatic control of the device. It can be emphasized that the phonons have a small impact on

the device performances with a rather increase of the OFF-current for POP scattering rates up to 1
τpop

. For higher

scattering rate equals to 10
τpop

, the current is increased in the full range of bias with a degradation of the SS that

increases by 19 mV/dec to reach 25 mV/dec.



Figure 6.8: Transfer characteristics for the lateral TFET in the ballistic approximation and for different scattering
rates at VDS = 0.35 V.

Figure 6.9 represents the current spectrum along the device in the transport direction. It illustrates the role

played by the phonons with a scattering rate of 6.7×1012 s–1 in the OFF-state. We choose to plot it at VGS = 0.45 V

and for the strongest scattering rate ( 10
τpop

) that we simulated for the sake of clarity. The phonons are responsible

for an increase of current, as they promote valence-band electrons to higher energies by allowing them to cross the

tunneling barrier. This phenomenon induces an increase of the subthreshold swing from 15 mV/dec in the ballistic

regime to 24 mV/dec with a strong scattering rate ( 10
τpop

).

Figure 6.9: Contour color plot of the current spectrum. CB (solid line) and VB (dashed line) profiles along the
transport direction for VGS = 0.45 V with a scattering rate at 10

τpop
.

When looking at the ON-state, quite unusually, it is found that when the el-ph coupling is strong enough,

the electron-phonon interaction also increases the ON-current significantly compared to the ballistic case. This

phenomenon can be explained with the contribution of inter-valley transmission mediated by phonons in the valence

band of monolayer HfSe2 at the Γ point to the conduction band valley of monolayer SnS2 in S point (see Fig. 6.3).



This is illustrated in Fig. 6.10 and Fig. 6.11, showing the current spectrum in the ON-state and the LDOS for two

different lateral wave vectors ky . In the ky = 0 case, the charge flow is localized in the source region composed of

HfSe2, while in the ky = 0.5 × 2π
ay

case, in the channel region made of the SnS2. This is due to the fact that monolayer

1T-SnS2 has a second conduction valley at the edge of the first Brillouin zone (high-symmetry point S) close to the

first valley (high-symmetry point Γ), which is not the case for the valence bands of monolayer 1T-HfSe2. This can

be seen in the band structure presented in Fig. 6.1. Similarly, the LDOS along the devices can illustrate it. It is

represented in Fig. 6.10, where at ky = 0, their is a no-null local density of states in the conduction bands of the

channel which is in front of the LDOS of the valence bands in the source. This is the origin of the band-to-band

current for this transverse wave vector. However, at ky = 0.5 × 2π
ay

, it is not the case and no current results from

this transverse wave vector. In Fig. 6.11, we can observe the spectral current density in the presence of phonons, the

inter-valley transmission mediated by phonons makes it possible for carriers to populate the LDOS in the channel at

ky = 0.5× 2π
ay

, which results in a current increase. We remark that this phenomenon cannot be observed with a mere

ballistic simulation since the valence band of HfSe2 for ky = 0.5 × 2π
ay

is far below the Fermi level in the source.

Figure 6.10: LDOS of the lateral SnS2/HfSe2 TFET at (a) ky=0×2π
ay

and (b) ky=0.5×2π
ay

.

Figure 6.11: Contour plot of the current spectrum of the lateral SnS2/HfSe2 TFET at (a) ky=0×2π
ay

and (b)
ky=0.5×2π

ay
.

Even though the tunnelling path is short because of the small gap of 1ML HfSe2, a relatively low ON-current (3

µA/µm) is observed for the lateral TFET. The reason behind this is due to the quite large effective mass of both

materials 0.16m0 for the isotropic 1ML 1T-HfSe2 highest valence band valley at Γ and 0.17m0 for 1T-SnS2 lowest



conduction band at Γ along the transport direction and 0.78m0 for the transverse directions. These values along the

transport direction are not small enough to obtain a high current due to the tunnelling path. The low density of

states in the valence bands of 1ML 1T-HfSe2 also makes it difficult to reach high current in this condition.

6.3.C Van der Waals tunnel FET

The architechture of the Van der Waals tunnel FET is presented in Fig. 6.12. For the same reason as the lateral

TFET and to study them on the same footing, the length of the source and drain are 8 nm for each and we choose a

channel length around 15 nm for the channel region. The overlap part of the channel is 10 nm long. The role of the

gate extended region is to reduce the OFF-state current. It provides a better OFF state by using this large bandgap

material as a filter [26]. For the VdW tunnel FET, two gates are needed with one grounded in order to generate a

large enough vertical electric field in the channel region. The electric field is used to achieve the band inversion in

the ON-state. To achieve the band inversion when we switch ON the device, a work function difference between the

two gates of 0.7 eV is chosen. This work function difference corresponds to the potential difference necessary between

the two gates in order to generate an electric field strong enough to achieve the band inversion in the channel region

in the ON-state.

Figure 6.12: Sketch of the vdW heterostructure of monolayer HfSe2/SnS2 TFET device where the blue and red
shaded region represent p- and n-doped region respectively.

Since we extended the gate over the SnS2 monolayer in the channel, we aim to tune the conduction bands of

vdW heterostructure to reach the band inversion between the valence and conduction bands according to what we

have seen before from DFT calculations in Sec. 6.1. Thus, the gate is chosen to be the one close to the 1ML SnS2

layer as it provides a better control on the conduction band of the vdW heterostructure. If we would have chosen

the gate close to 1ML HfSe2, part of the field would have been screened by the 1ML HfSe2 resulting in a less efficient

electrostatic control. This is more efficient for attaining the band inversion as the conduction band in the 1ML SnS2

will be more modulated than the valence band in the 1ML HfSe2. 1ML HfSe2 is p-doped with the same doping

density as the source NA = 1013 cm–2. The drain is n-doped with a density of ND = 1013 cm–2. This particular

doping, in the vdW heterostructures, set the top of the valence band of the HfSe2 in the channel at the same energy



level as in the source in the OFF-state.

We found that the electron-phonon coupling is responsible for numerous phenomena impacting the current control

of the device, as shown in Fig. 6.13, where we plot the transfer characteristics with different scattering rates of the

polar optical phonon scattering 1
τpop

= 6.7× 1011 s–1 to emphasize its impact. A first remark about the I-V curves is

that the ballistic approximation always results in a lower current compared to the calculation with the phonons, even

in the ON-state. The reason for that is the same as we discussed for the lateral TFET. Then, it can be observed

that the current is higher than in the lateral device and can reach high values for low power devices with an ON-state

current of 298 µA/µm for a VDD = 0.35 V. In the ballistic approximation, the subtheshold swing is similar to that

of the lateral TFET with an SS of 15 mV/dec. It is similar to the lateral TFET.

Figure 6.13: Transfer characteristics for different scattering rates and VDS=0.35V.

However, the vertical device is much sensible to the electron-phonon coupling as the el-ph coupling strength

greatly increases the subtheshold swing from 15 mV/dec in the ballistic case to 40 mV/dec when strong scattering

rate ( 10
τpop

) is used.

Figure 6.14 shows the current spectrum in the OFF state. It illustrates the importance of phonon absorption

mechanism in the vdW region that. Moreover, the small bandgap of the vdW heterostructure is small enough for

carriers to go from the valence band to the conduction band of the vdW material with only a few phonon absorptions.

It enables a larger current in the OFF-state that is responsible of a significant degradation of the sub-threshold slope.



Figure 6.14: Current density of the vertical TFET at VGS = 0.5 V

For the ON-state, Fig. 6.15 shows the corresponding current spectrum when band inversion between the valence

and conduction bands is achieved in the vdW region for two scattering rates. This band inversion is one of the

reason of the higher ON-current achieved compared to the lateral TFET. As it suppresses the tunnel barrier at the

interface, a significant current for a TFET of 298 µA/µm is obtained for the ballistic approximation. With the

phonon interactions, a further resistive effect due to the phonon emission in the drain is visible and explains the

decrease of the ON-state current as a function of the polar optical phonon coupling visible in Fig. 6.13. Indeed, as

the resistive effect increases, the energy window for the carriers to pass through the device tends to close, reducing

the current.

Figure 6.15: Current density at VGS = 1V for the VdW TFET with scattering rate at 1
τpop

(a) and 10
τpop

(b)

We also have studied the impact of the overlap length. Figure 6.16 presents the I-V curves for different overlap

lengths. The ON-current increases weakly with this design parameter. It suggests that the carrier transport is a

point-tunnelling transmission at the edge of the heterostructure like the lateral device. If it was not a point-tunnelling

transmission, a larger current increase would be expected as the region for the carrier to tunnel from one layer to

the other is extended. The higher current observed in the vdW TFET compared to the lateral heterostructure is

certainly due to the inversion of the conduction and valence band in the heterojunction and the reduction of the



tunnelling path that comes with it.

Figure 6.16: Transfer characteristics for different LOV and at VDS = 0.35 V.

Last but not least, Fig. 6.17 summarizes the performance evolution of the two architectures. It represents the SS

and ION of the van der Waals and the lateral TFET. It can be noted that the lateral TFET is much more robust to

phonons, but its low electrical performance for the ION makes it less attractive than its Van der Waals counterpart.

The latter is still qualified to satisfy the recommendations of IRDS for the next technological nodes that predict a

low power device with a ON-state current higher than 500 µA/µm and with a SS smaller than 65 mV/dec.

Figure 6.17: Average SS over the window 10–4 µA/µm < IDS < 1 µA/µm and ION as a function of the scattering
rate for the lateral TFET (a) and van der Waals TFET (b). Dotted horizontal line correspond to the ballistic case.



6.4 Summary

This chapter presented a transport study for two device architectures of 2D materials heterostructures. We extended

the ballistic study of tunnel FETs, in chapter 5, with the implementation of electron-phonon interaction whose

parameters were completely determined by a first principles approach. The results suggest that vdW TFETs are

significantly affected by phonon scattering due to the large coupling of electrons with polar phonons where the lateral

architecture remains more robust to the el-ph interaction. However, the vdW architecture still represents a promising

option for the next generation electronics due to the high current around 580 µA/µm and a SS of 26 mV/dec compared

to the lateral TFET that is not able to reach high current with these materials.

From these observations, two strategies can be chosen to design efficient TFETs based on 2D materials. The first

one would be to stick to the van der Waals architecture and to optimize the dielectric environment to screen the

polar phonon modes and thus reducing their impact. The second one would be to work on lateral heterostructures

in order to increase the ON-current by finding a better couple of 2D materials with a smaller effective masses along

the transport direction.

These results illustrate the importance to add electron-phonon scattering to realistically simulate nanoscale

electron-devices. However, the approach that we proposed here mainly describes the el-ph coupling in the long-

wavelength limit and the phonon wave vector dependence of the el-ph coupling is completely neglected, whereas it

can play a key role for the important inter-valley scattering. Thus, it is important to develop a more accurate model

which fully takes into account the complex phonon branch dispersions as well as the phonon wave vector dependency

of the el-ph coupling. This is the topic of the next chapter.





Chapter 7

Ab-initio electron-phonon calculations

using DFT, DFPT and NEGF methods:

applications to 2-D materials mobility and

nanoscale FETs

7.1 Motivation

The progress in ab-initio methods makes it nowadays possible to calculate not only the electronic structure but

also the electron-phonon (el-ph) coupling by using respectively DFT and DFPT [16]. The non-equilibrium Green’s

function approach with a DFT Hamiltonian and comprising a DFPT based el-ph coupling is arguably the most

fundamental and predictive approach for transport in electron devices.

At the material level, ab-initio calculations of the phonon-limited mobility have been recently reported for several

TMDs [71, 179]. For now, the mobility calculations obtained with ab-initio methods have resulted in a quite large

spreading of values that are still under scrutiny [62]. Most of the previous works tend to show that an accurate

description of the el-ph matrix elements is essential for mobility calculation [144].

In Chapter 6, we made a first attempt to describe the electron-phonon interaction using the deformation potential

approximation, showing that this has a non-negligible impact on the device performance. However, the model

presented in Chapter 6 neglects many important properties of the el-ph interaction as it remains a long wavelength

description of the el-ph coupling. More precisely, the phonon dispersion is approximated with a simple model of

dispersionless optical phonons and a linear dispersion for the acoustic phonons. Moreover, the phonon momentum
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dependence of the el-ph interaction is neglected which could lead to different results regarding the inter-valley

scattering. Knowing that the latter is a major scattering mechanism at high carrier density, the question of the

validity of such an approximation arises.

In order to accurately describe the el-ph interaction at room temperature, we here derive a method to include a

DFPT based el-ph coupling in our ab-initio quantum transport approach [137, 2]. We show that our basis consisting

of URBF is especially suitable for a DFPT based el-ph description. We first report calculations of el-ph limited

mobility in the ML MoS2, duly compared to the literature. Then, we apply our methodology to n- and p-type FETs

and show comparisons with a simplified el-ph formulation based on an effective deformation potential.

7.2 Theory

7.2.A Electron-Phonon Interaction in the URBF basis

The formalism, presented in this chapter, assumes a 2-D semiconductor, where r = (x , y) is the in-plane coordinate

and z is the out-of-plane direction. If not otherwise stated, we will also assume that the unit cell is orthorhombic,

as illustrated in Fig. 7.1, and denote with ax and ay the lattice constant in the x and y direction, respectively. The

Bloch functions of the system, Ψn,k(r, z ), can be obtained directly from the eigenvectors of the plane-wave DFT

Hamiltonian provided by QE, with n and k = (kx , ky ) being respectively the band index and the wave vector inside

the 1st Brillouin zone. The reformulation of the derivations for a 3-D system is straightforward.

Figure 7.1: Atomic structure of monolayer MoS2 with primitive cell (red) and orthorhombic unit cell.

We briefly recall the construction of the URBF basis from the Bloch functions. The Bloch functions |Ψn,k⟩u.c.

restricted to a single unit cell along the transport direction x used in our basis are not orthogonal for different kx

(and same ky ), and in Eq. (7.2) we denote with S (ky ) the corresponding matrix of the overlap integrals defined as

Sn,kx ,m,k ′
x
(ky ) = ⟨Ψn,kx ,ky |Ψm,k ′

x ,ky ⟩ (7.1)



We then define new othogonal basis functions as

Φc,i ,ky (r, z ) =


∑

n,kx [S– 1
2 (ky )]n,kx ,i

un,kx ,ky (r,z )√
Ncy

eik.r for c ax < x < (c + 1)ax

0 otherwise
(7.2)

where c denotes a specific unit cell along x , the periodic parts un,kx ,ky (r, z ) of the Bloch functions are normalized

over a single unit-cell, and Ncy is the number of unit cells along the periodic direction y . The index i refers to a

basis function corresponding to a given c and ky , and each Φc,i ,ky is defined as an appropriate linear combination

of NB Bloch functions Ψm,kx ,ky (restricted to the unit cell c along x ). Since the overall number of (n, k) states is

NB , S (ky ) and S– 1
2 (ky ) are Hermitian matrices with rank NB .

As for the el-ph interaction, our starting point is the definition of the matrix elements, gm,n,ν(k, q), calculated

by QE using the DFPT method:

gm,n,ν(k, q) =

√
h̄

2ων,q
⟨Ψm,k+q|

∂VKS
∂Uνq

|Ψn,k⟩ (7.3)

where VKS denotes the Kohn-Sham potential, Uνq is the amplitude of the ν–th phonon mode and ων,q is the phonon

frequency. The matrix elements gn m,ν(k, q) are calculated in the unit-cell by using the same k/q-grid used to compute

the Bloch’s functions .

The URBF basis set is particularly suitable for a DFPT description of the el-ph coupling. Indeed, the URBF

basis is defined in Eq. (7.2) as a linear combination of Bloch functions in the unit cell, so that the corresponding

matrix elements can be written in terms of the matrix elements gm,n,ν(k, q). In Appendix B, we derive an expression

for the electron-phonon interaction, Ĥep , that is local within a single unit cell, namely the Ĥep couples only URBFs

restricted to the same unit cell, and can be written as

Ĥep ≈ 1√
Ω

∑
j ,i ,ky

∑
q,ν

MΦ
q,ν(j , i , ky )(b̂q,ν + b̂†–q,ν)â†c′,j ,k ′

y
âc,i ,ky (7.4)

where MΦ
q,ν(j , i , ky ) is derived in Appendix B and is expressed in terms of the matrix elements gm,n,ν(k, q) as:

MΦ
q,ν(j , i , ky ) =

∑
n,kx
m,k ′

x

[
S– 1

2 (ky + qy )
]
j ,m,k ′

x
gm,n,ν(k, q)

[
S– 1

2 (ky )
]
n,i ,kx

δkx+qx ,k ′
x

(7.5)

In Eq. (7.4), b̂q,ν and b̂†–q,ν are the annihilation and creation operators, respectively, for a phonon in branch ν and

with wave-vector q, whereas âc,j ,ky and â†c,j ,ky are the corresponding operators for the URBFs restricted to the same

unit cell c



7.2.B NEGF based transport model

For transport properties, the NEGF equations are solved with the Green-Tea solver [137]. The Ĥep in Eq. (7.4)

establishes the link between the lesser-than electron-phonon self-energy and the lesser-than Green’s function for

electrons. For computational reasons, we calculate only the diagonal elements of the lesser-than electron-phonon self-

energy expressed in terms of the diagonal elements corresponding to the i -th Bloch function, Σ<
i ,i (ky ,E ), and of the

lesser-than electrons Green’s function, G<
i ,i (ky ,E ). From the interaction potential Ĥep in Eq. (7.4), the lesser-than

self-energy reads:

Σ<
i ,i (ky ,E ) =

1
A

∑
ν,q

[
Nν,q +

1
2
± 1

2

] ∑
j

∣∣∣MΦ
q,ν(j , i , ky )

∣∣∣2 G<
j ,j (ky + qy ,E ± h̄ων,q) (7.6)

where A is just the normalization area in the x -y plane and the upper and lower sign describe respectively the phonon

emission and phonon absorption process. Nν,q denotes the equilibrium phonon number, which is given by the phonon

energy h̄ων,q through the Bose-Einstein occupation function.

While Eqs. (7.5-7.6) provide the desired DFPT-based el-ph coupling formulation. For comparison we will also

use an el-ph treatment based on deformation potentials presented in the Chapter 6.

For the greater-than self-energies analogous equations apply.

Σ>
i ,i (ky ,E ) =

1
A

∑
ν,q

[
Nν,q +

1
2
∓ 1

2

] ∑
j

∣∣∣MΦ
q,ν(j , i , ky )

∣∣∣2 G>
j ,j (ky + qy ,E ± h̄ων,q) (7.7)

The electron-phonon retarded self-energy, Σr , was then obtained by using the conventional approximation consisting

in considering only its anti-Hermitian part, namely we used

Σr ≈ Σr
AH =

Σ> – Σ<

2
(7.8)

with

Σ≶ = Σ≶
L + Σ≶

R + Σ≶
el–ph (7.9)

The real part of the retarded self-energy, which is related to the imaginary part by an Hilbert transform, is thus

neglected and the impact from it is expected to be negligible for our device application as it would mainly result in

an electron energy shift.

7.3 Results and analysis

A sketch of the atomic structure of monolayer 2H-MoS2 is presented on Fig. 7.1, showing both the primitive and the

orthorhombic unit cell used for transport calculations.



For the DFT and DFPT calculations in QE we employed the PBE exchange-correlation functional and the non-

local van der Waals functional vdW-DF3 [31]. For DFPT, we also took into account the effects of dimensionality by

using the recently developed DFPT framework for gated 2D materials [178]. The plane-wave energy cutoff was set to

60 Ry, and a 20×20×1 k-grid sampling was used for the electronic band structure. For the electron-phonon matrix

elements and phonon dispersion, DFPT calculation was performed with an 8×10×1 q-grid sampling for the phonon

dispersion. After a complete geometry optimization, the lattice parameter of ML MoS2 is found to be alat=0.318nm,

which is consistent with literature [128].

Figure 7.2: Electronic band structure and phonon dispersion computed for the primitive cell of 1ML MoS2.

Figure 7.2 shows the MoS2 band structure and the phonon dispersion computed for the primitive cell. In

Fig. 7.2(a), an electronic direct bandgap of 1.69 eV is found. It is also important to note that the value of the

energy separation between the K and Q valleys of 1L MoS2 reported in the literature present a large spreading

[91, 187, 180, 62] as it is sensible to the different flavour of the DFT calculation performed. In our work, an energy

separation of EK–Q = 0.23 eV was found, which is consistent with previous theoretical works [62, 180] and is close to

ARPES and scanning tunneling spectroscopy (STS) measurements that provided a value of EK–Q = 0.24 eV [103] .

This quantity is important for diffusive transport since it will largely affect the inter-valley scattering in the material.

In Fig. 7.2(b), with three atoms in the unit cell, we can remark the nine phonon branches of 1ML MoS2 that are

numbered from 1 to 9. For clarity, we indicated on the plot, the most dominant modes for the el-ph coupling. The

three lower branches correspond to the three acoustic phonon modes. The first phonon branch present a quadratic

dispersion relation close to the Γ point whereas the two other acoustic modes present a classic linear dispersion.

The lowest acoustic mode corresponds to the flexural mode or ZA mode. For 2D materials with horizontal mirror

symmetry, the electron-ZA phonon mode interaction is prohibited for symmetry reasons [58]. At higher energy, we

can identify the six optical modes that are separated from the acoustic modes by an energy gap. Among them, the

polar phonon branch, corresponding to the LO mode, can be recognized as the seventh branch around 48 meV.



Figure 7.3: Band structure computed on a plane waves basis (black lines) and on the URBF basis (blue symbols)
at ky = 0.

Figure 7.3 shows band structure of the orthorhombic cell used for transport calculations for the case ky = 0. The

URBF basis used can achieve a very accurate band-structure reconstruction for MoS2 with a basis size NB=66.

Then, the el-ph matrix elements were computed from DFPT. Figure 7.4 shows the MEs of the el-ph interaction in

MoS2 along high-symmetry points paths for both acoustic and optical modes. It can be noticed that the polar mode

(seventh branch in Fig. 7.2) close to the Γ point presents the largest value compared to the other modes. When the

phonon momentum approaches the Γ point, the ME of the polar mode do not diverge in opposition to the 3D case.

This effect is related to the behaviour of the long-range Coulomb interaction [177]. However, describing correctly the

long-range nature of the polar mode at Γ point is out of range of our simulation as it would require to consider a large

supercell. With DFPT calculations, we estimated the value of the el-ph ME associated with polar phonon mode by

taking large phonon momentum (down to |q| = 10–3 2π
a0

in our calculation) until its does not change by increasing the

momentum. The value for the monolayer MoS2 was evaluated at 0.31 eV, which is consistent with a previous work

[177]. We can remark that the polar optical mode is known to have a long-range coupling with electrons resulting

in this high peak for the coupling at Γ point. However, all others modes also present a complex dependency with

the phonon momentum and a much lower coupling value (<0.1eV). This highlights the importance of an accurate

description of the el-ph interaction as a function of the exchanged momentum.

Our methodology offers a direct and accurate description of polar modes which have an influence on transport

in TMDs and whose description can be more problematic with other approaches such as for MLWFs, which requires

the use of an analytical formulation of the coupling with the polar mode. Indeed, the Wannier interpolation requires

the assumption that the el-ph coupling is localized and slowly varying in real-space to describe it with MLWFs. As

a result, the Wannier interpolation is not suited to correctly reproduce the DFPT el–ph ME of the polar optical

phonon at small q.



Figure 7.4: Absolute value of a few representative matrix elements of the electron-phonon interaction computed
with the DFPT for the monolayer MoS2. The MEs correspond to the lowest conduction band minima at k = K
as a function of the phonon wave vector q. Phonon modes 2 and 3 can be identified as transverse and longitudinal
acoustic modes, respectively, mode 7 as the polar optical phonon mode, which is the longitudinal optical mode, and
mode 8 as the transverse optical mode.

7.3.A Calculation of the phonon-limited mobility

Figure 7.5: Sketch of MoS2 double gate MOSFET where the red shaded region represents n-doped MoS2.

For transport calculations, we considered the orthorhombic unit cell sketched in Fig. 7.1, and then simulated electron

devices by combining many unit cells with different potentials along the transport direction x . Concerning the wave

vectors of electrons used for the transport calculation, the transverse wave vectors, ky for the electrons and qy for

the phonons were chosen to sample the first Brillouin zone with a constant step of ∆ky = 0.12π
ay

.

The phonon-limited mobility of the ML MoS2 was estimated at 300 K, according to the methodology detailed in

[158], which has already been used to derive mobility with NEGF simulations [187]. In the linear transport regime,

the total resistance of the device is estimated as the sum of the resistance of the intrinsic device channel and the



extrinsic resistance containing the resistance from the access regions. The resistance of the intrinsic device channel,

Rin , can be expressed as a function of the mobility as:

Rin =
Lch

eµphn2D
(7.10)

where µph is the phonon-limited mobility of the channel material, e is the absolute elementary charge of electron,

n2D is the 2D charge density in the channel region and Lch is the length of the channel.

To access the value of the mobility, we can perform an NEGF simulation of a MOSFET at low VDS and at a

given charge density. This simulation provides us the total resistance of the device. By repeating the calculation

for different channels lengths, we can estimate the first derivative of the total resistance with respect to the channel

lengths. The extrinsic resistance should remain constant for different channel lengths as it includes only the resistive

effects from the access regions, that are kept identical for all the calculations. Thus, it disappears in the derivative

term. By differentiating Eq. (7.10), the mobility is then evaluated by considering only the intrinsic resistance of the

channel with the following expression:

µph =
1

e n2D

1
dRtot
dLch

(7.11)

The resistance is evaluated for the FET device sketched in Fig. 7.5 with an operating voltage of VDS = 10–2 V. In

this device, we solve self-consistently the NEGF method equation with a non-linear Poisson equation to provide an

accurate charge description in the device. The electron density of the channel is controlled by the gate voltage. In

order to estimate the derivative of the resistance, we used three different lengths for the channel, i.e. 57 nm, 67 nm

and 77 nm.

Figure 7.6: Channel resistance of a ML MoS2 MOSFET sketched in Fig. 7.5 computed with a DFPT self-energy at
VDS = 10–2 V and with a charge density of n2D = 1012 cm–2 in the channel region.

Fig. 7.6 shows the channel resistance computed for the three lengths with a charge density in the channel region

of n2D = 1012 cm–2. We can observe that the resistance increases linearly with the channel length. The linearity



confirms that we are dealing with a diffusive transport regime.

We used this kind of calculation to compute the mobility for three different cases. First, the el-ph self-energy

was computed with the DFPT ME (see Eqs. (7.6-7.7) and we used it to compute the mobility in ML MoS2. Second,

we have checked the impact of the interaction with polar optical phonons by computing the mobility without the

corresponding mode, for comparison. Lastly, the el-ph self-energy was computed from the deformation potential

approximation as presented in Chapter 6. For the simulations employing the deformation potential approximation,

we used data from literature with Dop=5.8 × 108 eV/cm with a corresponding phonon energy of h̄ωop = 48.9 meV

for inelastic optical phonons, and Dac=4.7 eV for elastic acoustic phonons where both results where estimated from

DFPT calculation [108].

Figure 7.7: (a) Phonon-limited mobility of the monolayer MoS2 computed by considering (squares) all the modes
but the polar optical phonon (POP) one (mode 7 in Fig. 7.4), all the phonon modes (circles) and computed with
deformation approximation (triangles). (b) Same but computed by considering all the phonon modes with a step for
the transverse wave vector of ∆ky = 0.12π

ay
(blue) and ∆ky = 0.052π

ay
(black).

The results for the three cases are shown in Fig. 7.7(a), where the mobility is shown as a function of electron

density. The black curve with triangles has been obtained with the deformation potential approach. It presents a

plateau at low electron density close to 320 cm2/Vs. When the electron density reaches an electron density of 1013

cm–2, the mobility presents an important drop. This is related to the intervalley scattering as the Fermi level of the

electrons is brought much closer to the Q valley, which enables the transmission from the K to the Q valley. The

red curve with squares corresponds to the mobility calculation with the DFPT self-energy when we remove the polar

mode. Its tendency is almost identical to the mobility computed with the deformation potentials. The blue curve with

circles is the results of the mobility with DFPT calculation by considering all the modes and in particular the polar

one. We can clearly remark that the interaction with polar optical phonons has a strong influence on the mobility,

particularly at low electron densities where the mobility is halved compared to the case without the polar optical



mode. However, the latter is in fairly good agreements with the results obtained with the deformation potential

approximation. This could have been expected as the deformation potentials were derived from DFPT calculation

without the Fröhlich coupling. At high charge densities, the long range polar optical phonon is expected to be

screened and the inter-valley scattering becomes dominant if another valley contributes to the electron transport.

This may explain the mobility tendency resulting from our calculations where all three calculations tend to the same

values at high electron density. Indeed, an inter-valley scattering is expected to occur at higher electron density when

the Q valley represented in Fig. 7.2(a) is close to the Fermi level of the channel, making possible the inter-valley

process between the K and the Q valley.

The convergence of the mobility with respect to the number of wave vectors is also investigated in Fig. 7.7(b). It

was performed by using a denser grid with a 20×40×1 k-grid for electrons and an 8×20×1 q-grid for phonons. With

these grids, corresponding to a sampling of the Brillouin zone with a constant step for the transverse wave vector

of ∆ky = 0.052π
ay

. As it can be seen with the plot of the mobility obtained for the two different k- and q- grids,

the convergence of the mobility, with respect to the number of wave vectors, is not perfectly reached. However, the

discrepancies between the two calculations remain small at low electron density with less than 5 cm2/(Vs) (≈ 3%)

of difference at n2D = 1011 cm2, whereas we find a discrepancy of 24 cm2/(Vs) (≈ 20%) at n2D = 5 × 1012 cm2.

Mobility [cm2/(Vs)] DFT El-Ph Ref.
n =2·1012 n=1·1013 [cm–2] calculations Matr. Elem.

400 343 LCAO, LDA DP (FP) [91]
368 340 LCAO, LDA FP [71]

∼ 290 244 PW(QE) DP (DFPT) [143]
ONCV-PBE

302 230 PW (QE) DP (DFPT) This work
ONCV-PBE

297 203 PW (QE) DFPT This work
(w/o polar mode)

ONCV-PBE
168 –– PW(QE), LDA DFPT, WI [208]

Intrinsic, 147 PW (QE) DFPT, WI [62]
ONCV-PBE

104 64 PW (QE) DFPT This work
ONCV-PBE

Table 7.1: Electron mobility for MoS2 calculated in this work and compared to recent findings. The methodology for
the calculation of the bandstructure and el-ph MEs are also given. Acronyms: FP (Frozen Phonon), DP (Deformation
Potential), LCAO (Linear Combination of Atomic Orbitals), LDA (Local density Approximation), Optimized Norm-
Conserving Vanderbilt (ONCV), PBE (Perdew-Burke-Ernzerhof), PW (Plane-Wave), QE (Quantum Espresso), WI
(Wannier Interpolation).

A comparison of the phonon-limited mobility computed in this work with some previous works is reported in Table

7.1. It is important to mention that the discrepancies for these calculations may find their origins in several factors.

The method (EMA, TB, DFT...) to compute the band structure may results in different effective mass values, which

play an important role for the mobility. The energy separation between the valleys is also crucial as it determines at



which charge density the inter-valley valley scattering will start. For the DFT calculations, the exchange-correlation

functional and the inclusion of spin-orbit coupling have also a non-negligible effect on the mobility [62].

The chosen method used to compute the el-ph ME also introduces more variability. The Fröhlich interaction,

being a long-range interaction, is difficult to compute by using a localized function basis. It includes all the frozen

phonons methods and DFPT calculations that use a Wannier interpolation. To compensate the absence of the Fröhlich

interaction in the calculation, it can be added by means of an analytical formula that fit the DFPT calculation at

the long-range limit [176].

We can observe that our results neglecting polar optical modes and the ones obtained with the deformation

potential approximation are in good agreement with the three first works reported in the Table 7.1. In Ref. [91],

Kaasbjerg et al. used an effective mass approach to model the lowest conduction band in K with an effective mass

of 0.48m0 along the longitudinal direction, which is slightly bigger than the 0.43m0 that we obtained. The el-ph

MEs were computed from a DFT Hamiltonian described in a LCAO basis, which does not describe accurately the

Fröhlich interaction for the same reason as with the MLWFs basis. The Fröhlich interaction was approximated by

an analytical formula with Born effective charges. It was estimated at 98 meV for q = 0 which is three times smaller

than our value. From it, the authors derived two intra-valley deformation potential, one of 2.6 × 108 eV/cm, which

is half of the value of 5.8 × 108 eV/cm that we used in our calculation and another for the homopolar optical mode

with Dop = 4.1 × 108 eV/cm. The inter-valley scattering between the K and Q valley has been neglected as they

found an energy separation of 200 meV. The smaller value of intra-valley deformation potential compared to ours

and the absence of inter-valley scattering at high electron density may be the reason of the higher values that they

obtained compared to the other results.

Gunst et al. [71] and Pilotto et al. [143] performed to calculations where the Fröhlich coupling was neglected.

In their work, Gunst et al. used a DFT band structure for MoS2. The el-ph ME were computed with the frozen

phonon approach which makes them neglect the Fröhlich coupling. For the mobility calculations, they considered

only the intra-valley scattering. Because of the latter assumption, they did not observe a drop of the mobility at

higher electron density. In their work, Pilotto et al. used the same deformation potential that we used from Ref.

[108]. The two valleys at K and Q of ML MoS2 were described by an effective mass approximation. They report an

effective mass of 0.47m0 for the K valley along the longitudinal direction and an energy separation between the K

and Q valley of 160 meV. This value is smaller than the energy separation that we obtained and it should result in a

smaller mobility at high electron density than the one that we report. However, they used a multi-valley deformation

potential approximation in their calculations, where the transition from K to Q valley corresponds to a deformation

potential of 1.9 × 108 eV/cm and for the transition from K to Q’, it corresponds to a deformation potential of

5.6× 108 eV/cm. In our calculation with the deformation potential, only one value of 5.8× 108 eV/cm is used which

may result in an overestimation of the mobility at high electron density.

In all the previously discussed works, the inclusion of the el-ph interaction due to polar optical phonon mode was



neglected. When it is taken into account, smaller mobility values are obtained. It is linked to the fact that polar

optical phonon modes are known to be the dominant scattering process at low charge densities. The works of Zhou

et al. [208] presents results with el-ph ME computed from a Wannier interpolation of DFPT ME. As mentioned

previously, this approach is not able to describe properly the Fröhlich interaction due to its long-range nature. For

this reason, the ME of the polar phonon mode were evaluated analytically with Born effective charges and dielectric

tensors for small values of q. Unlike us, SOC coupling is considered for the DFT calculations in this work. However,

Gaddemane et al. remarked that the SOC has negligible impact on electron mobility for Mo-based TMDs. No other

information was provided about the DFT calculations or the band structure of MoS2. However, the higher mobility

value, compared to our calculation with DFPT ME, that they obtained may be explained by the use of effective

screening terms in the long-range el-ph ME. For Gaddemane et al [62], the same method as Zhou et al. was used

to compute the el-ph ME but with EPW [145] instead of their own software. However, it is unknown if they used

the polar correction for their MEs. For MoS2, the Hamiltonian was provided by DFT calculations. They present an

exhaustive work on the impact of the different flavour of DFT calculation on phonon-limited mobility. As such, they

provide calculation with the same configuration as our work. The properties of ML MoS2 are relatively the same as

us with an energy separation of 265 meV between the K and Q valley. They computed the mobility for the intrinsic

material making the comparison difficult with our results. However, it is interesting to remark that their mobility

value is close to ours at low electron densities. It suggests that mobility calculations, with all the ME computed from

DFPT, generally result in lower values compared to the frozen phonon and the deformation potential approaches.

7.3.B Comparison with the deformation potential model

In order to highlight the importance of including the el-ph MEs formalism developed in this PhD thesis, a comparison

with the ballistic transport in ML MoS2 has been made. We simulated a n-type FETs using the architecture sketched

in Fig. 7.5. We considered double gate FETs featuring a gate length LG of 9 nm, access regions 13 nm long and with

a doping density of 4× 1013 cm–2, and an Al2O3 gate oxide with a relative permittivity of ϵR = 9.3 and a thickness

of 1.9 nm resulting in an equivalent oxide thickness of 0.8 nm.

This comparison illustrates the importance to accurately describe the el-ph interaction in such a device, by

showing the output characteristics, in Fig. 7.8, of the ML MoS2 FET with and without the presence of phonon

scattering. Ballistic simulation results in a large negative differential resistance effect. However, this effect has never

been observed in experiments and therefore it is most likely an effect from the ballistic approximation, which is

suppressed by the el-ph interaction.



Figure 7.8: Output characteristics for VGS = 0.6 V of the ML MoS2 FET sketched in Fig. 7.5 obtained either for
ballistic transport (diamonds) or by including the DFPT based el-ph scattering (squares).

Figure 7.9: (Color) Local density of states of the conduction bands for VGS = 0.6 V and VDS = 0.7 V of the ML
MoS2 FET sketched in Fig. 7.5 obtained with ballistic approximation calculation.

To better understand the origin of the NDR observed, we plot the LDOS along the device in Fig. 7.9. This

figure shows a minimum in the conduction band density of states of ML MoS2 of the drain region (for x>15 nm)

under coherent transport conditions which has already been reported [187] and linked to the ballistic approximation

calculation. The low density of states in the drain region acts as a filter of the current in the ballistic regime when

this zone is at the same energy as the electron injection energy in the source. By adding the el-ph interaction, the

electrons are energetically relaxed in the drain region which results in the suppression of the NDR effect. For this

reason, all simulations reported in the remainder of this section will thus include el-ph scattering with deformation

potential for comparison with DFPT ME approach.



Figure 7.10: Transfer characteristics for VDS = 0.68 V of the ML MoS2 FET sketched in Fig. 7.5 computed with
phonon self-energies using either the DFPT MEs (Eq. (5)) or the deformation potential theory (Eqs.(6-7)).

Figure 7.10 compares the transfer characteristics calculated by using the el-ph self-energies obtained either

with the DFPT based MEs given by Eq. (7.6), or with the deformation potential approach. Even if the transfer

characteristics obtained with the two methods in Fig. 7.10 are qualitatively similar, we have systematically observed a

sizeable current reduction for the DFPT-based compared to the deformation potential-based description of the el-ph

interaction, particularly at large overdrive regime, whenever a more accurate description of the el-ph interaction is

included. Moreover, Figure 7.11 compares the current spectra at high gate voltages obtained with either the DFPT

or the deformation potential formulations of the el-ph self-energies. As it can be seen, the simulations corresponding

to the DFPT approach present a stronger electron relaxation in the drain region which may be explained by the

strength of the polar phonon interaction. Moreover, we observe a wider and more complex rearrangement in energy

and space of the scattered carriers in the drain region.

Figure 7.11: (Color) current spectra along the transport direction at VGS = 0.7 V and VDS = 0.68 V for a ML MoS2
FET. a) simulations employing the DFPT based el-ph interaction formulation in Eq. (7.6); b) simulations employing
the deformation potential approximation.

To investigate more closely the differences between the two approaches, we realized a simulation with a constant



electric field in the channel to observe the current density spectrum under a constant electric field. Knowing that

we have a strong polar optical phonon, we choose an electric field of ≈ 3.5 × 105 V/cm as optical phonons are

expected to be more important under this high electric field condition. Figure 7.12 clearly shows the different energy

distribution of electrons achieved with both approaches. For the deformation potential approach, a step-like current

density spectra is observed. It results directly from the dispersionless approximation for the optical phonon of this

approach. Compared to the DFPT approach, where the phonon frequency is q dependant and all the modes are

taken into account. The resulting electron energy relaxation is more continuous due to the contribution of a finite

range of phonon frequencies, which is responsible for the differences in current spectra observed in Fig. 7.11. For

the device, this difference in energy relaxation may lead to a different heat dissipation in the drain region, and may

have more prominent effects on the terminal currents of tunnelling FETs that are very sensitive to phonon assisted

tunnelling processes.

Figure 7.12: (Color) current spectra along the transport direction under a constant electric field of ≈ 3.5×105 V/cm
for (a) simulations employing the DFPT based el-ph interaction formulation in Eq. (7.6); (b) simulations employing
the deformation potential approximation.

7.3.C Simulation of CMOS FETs

CMOS technology based on n-type ML MoS2 FET and p-type ML WSe2 FET became popular among researchers

since both materials exhibit relatively large mobility and high ION
IOFF

ratio [146, 147, 93, 153]. As mentioned in Sec.

1.5.B, recent progress have been made for n-type ML MoS2 FET, with contact resistance of only 123 Ω µm between

ML MoS2 and semi-metal bismuth [171], and a p-type with a contact resistance of 3.3 kΩ µm [202] for ML WSe2

and further developments are expected in this area. These results encourage to continue the work on the intrinsic

properties of 2D FET where electron transport in the channel can be strongly impacted by scattering mechanisms.

Our new approach is suitable to perform this predictive work with a rigorous description of the el-ph interaction

inside the device.

In this regards, we simulated n- and p-type FETs using the architecture sketched in Fig. 7.5. We target low-power



transistors as recently discussed in [38]. Mono-layer MoS2 and WSe2 are used as channel material for n- and p-type

FETs, respectively. We considered double gate FETs featuring a gate length LG ranging from 9 nm to 5 nm in

order to investigate the scalability of the device. Access regions are 13 nm-long and with a strong doping density

of ND = NA = 4 × 1013 cm–2, and an Al2O3 gate oxide with a relative permittivity of ϵR = 9.3 and a thickness of

1.9 nm resulting in an equivalent oxide thickness of 0.8 nm . The design of the device presented is taken from Chen

et al [38] where this configuration should result in performances fulfilling the criteria of IRDS for the next-generation,

low-power, logic device. Thanks to the generality of our ab-initio simulation approach, it is easy to change the device

material and to focus on the ML WSe2 as a promising candidate for a p-type FET. Similarly, to ML MoS2, the el-ph

matrix elements were computed from DFPT. It is important to mention that in ML WSe2, the spin-orbit coupling

results in a large band splitting of ≈ 500meV for the top of valence band. Since we neglected the spin-orbit coupling

in our DFT calculations, the transport properties for ML WSe2 were computed by removing the spin degeneracy

factor which should results in a better estimation of the device performances. Indeed, the contribution to the current

of the second valence band of should be negligible due to the large splitting.

The I – V curves are presented in Fig. 7.13 for ML MoS2 and Fig. 7.14 for ML WSe2, respectively. As it can

be seen, both FETs employing 2-D materials exhibit an excellent electrostatic integrity even at LG ≈ 7 nm, with a

sub-threshold swing (SS) of about 65 mV/dec for ML MoS2 and about 63 mV/dec for ML WSe2. The onset of a

sizeable SS degradation is pushed down to LG ≈ 5 nm where a SS of 86 mV/dec is found for both devices. Such an

ideal sub-threshold operation can be explained with the sub-nanometric thickness of the channel material, as well as

with the relatively large transport masses, 0.43m0 for the lowest conduction band of ML MoS2 and 0.35m0 for the

highest valence band of ML WSe2, compared to silicon, which can effectively contrast the source-to-drain tunnelling.

Figure 7.13: Transfer characteristics at VDS = 0.68 V for the ML MoS2 based n-type FETs featuring a gate length
LG ≈ 5 nm (squares), LG ≈ 7 nm (circles) and LG ≈ 9 nm (diamonds).



Figure 7.14: Transfer characteristics at VDS =-0.68 V for the ML WSe2 based p-type FETs featuring a gate length
LG ≈ 5 nm (squares), LG ≈ 7 nm (circles) and LG ≈ 9 nm (diamonds).

For the ON-state, both devices exhibit large ON-current even in the presence of el-ph interaction. The ON-current

of both devices are close to the targeted value of 656 µA/µm fixed by IRDS for year 2028 with 518 µA/µm for ML

MoS2 and even larger for ML WSe2 with 717 µA/µm. The ratio between ON and OFF current is evaluated to be
ION
IOFF

= 5.106 for ML MoS2 and ML WSe2 for the gate length of 7 nm. This is remarkable as the impact of the el-ph

interaction for the ON-state results in a decreasing ON-current. With the relatively low mobility obtained for ML

MoS2 at high electron density in Fig 7.7, we could have expected a lower ON-current. For this CMOS, the p-type

presents a higher ON-current. This can be explained by the contribution to the current of several valleys in 1ML

WSe2 compared to 1ML MoS2, which increases the density of states and thus the current.

With these results, both devices show a high-ON current and SS that satisfy the IRDS requirement projections for

2028 and are satisfying in term of scalability as they provide more room for development with a more aggressive EOT.

In Sec. 7.3.A, our work showed that the main scattering process in the simulation was coming from the coupling with

the polar optical phonon mode. In this regards, we stress again that we omitted to include the electron screening on

the el-ph ME which is expected to reduce the long-range potential coupled to electron. This may potentially result

in higher current for our devices.

7.4 Summary

In this chapter, we have presented the theory and implementation of an original methodology to include a full ab-initio

treatment of el-ph interaction based on the DFPT approach in self-consistent NEGF simulations of electronic systems.

This approach is general and can be applied to 2D systems as well as 3D one. It provides a rigorous description of

the phonon dispersion as well as the phonon momentum dependence for electron-phonon matrix elements which is

neglected with a simple method like deformation potential. This information is necessary for predicting the physics of



materials which present a large anisotropy or several valleys at low energy since the phonon momentum dependence

plays an important role in the inter-valley scattering.

Our findings show that the URBF basis set is especially suitable for a DFPT based el-ph description. The

generality of our approach is illustrated by showing both mobility calculations and complete simulations of n- and p-

type FETs consisting of mono-layer TMDs. Mobility calculation highlights the strong coupling to the polar phonon

in ML MoS2 at low electron density. Compared to literature, the mobility is slightly smaller where the mobility

without the polar optical phonon mode gives similar results.

A comparison between the el-ph description with the deformation potential approximation has been performed.

Results show that a not negligible difference is obtained for the current. The current spectrum along the device

presents a larger discrepancy between the two methods, with a more complex and stronger energy relaxation for the

el-ph description and it could result in larger differences in physical systems other than the MOSFET, when the

phonon assisted tunnelling plays a predominant role. It may also be important for the self-heating effects, which are

expected to produce an increase of the phonon population resulting in a degradation of the current. This phenomena

should be influenced by the difference of rearrangement in energy and space of the scattered carriers in the drain

region presented in Sec. 7.3.B, which is sensibly different for the two methods used.

Ultimately, the simulation of the CMOS FETs based on a n-type ML MoS2 FET and a p-type ML WSe2 FET

reveal that even under strong scattering mechanism, they remain a promising candidates for the next technological

nodes due to their scalability and excellent electrostatic control illustrated from our results.

As a perspectives, it would be interesting to study the self-heating emerging from these calculations by coupling

the kinetics equations of electron with the heat equation in order to evaluate the self-heating of such device as it is

known that the heat dissipation plays a major role in the device performance [203].

A better estimation of the el-ph matrix elements could also be addressed by trying to include the non-locality

of polar phonon in the self-energy and adding the screening from the carriers, which is known to reduce the polar

phonon coupling at high electron density. However, the advantages of our approach is that it is relatively simple to

add more physics into the model, since we are working directly with the matrix elements of the el-ph interaction.



Chapter 8

Summary and perspectives

In this PhD thesis, the development of advanced physical models for quantum transport in nanoscale devices was

carried out. All models were used to simulate and explore technologically relevant devices from III-V TFETs to 2D

based MOSFETs and TFETs. The developed models were based on pseudopotential Hamiltonians computed either

with an empirical approach (EPM) or an ab-initio approach with the use of the DFT. A special focus was given on

the modelling of heterostructures and the inclusion of the electron-phonon interaction in our transport calculations.

In the first Chapter, an outline was given on the history of electronic devices for logic applications and the

state of the art of device simulation. First, we summarized the history of MOSFET, its working principle and its

limitation related to the aggressive shrinking that the industry tries to maintain. As it reaches the nanoscale, quantum

phenomena and electrostratics degradation start to arise and deteriorate the performance of the device under the

generic term of short-channel effects (SCE). The possible perspectives for electronic devices are presented. Among

them, the use of III-V materials or 2D materials are promising options. They possess electrical properties that may

help to design efficient electron devices, in particular for the TFETs, since the low effective mass of some III-V and

2D materials can help to achieve high ON-currents. To evaluate the potential of these materials, an accurate material

description is required, and to this aim, a summary of the different methods is presented. The model requires to

be computationally efficient and accurate enough to describe ultra-thin structure. We choose the EPM and DFT

method to explore the different materials investigated in this thesis. They are both based on the pseudopotential

approach. It means that the development done with one method can be extended, with some corrections, to the

other one. They both provide a full band description of the materials. EPM is computationally more efficient due

to the use of empirical parameters, which requires a basis set with a smaller number of elements. However, it is also

the reason of a limitation for the method since the empirical parameters are not available for all the materials (2D

materials for example). DFT, as an ab-initio approach, does not suffer from this limitation, but it demands more

computational resources. From the material modeling, we obtain the Hamiltonian that is required to simulate the

device, while, to compute the transfer characteristics, we rely on the NEGF method. This formalism provides an
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accurate evaluation of the out-of-equilibrium properties of our device. It takes into account quantum phenomena

(tunnelling, coherence,..), which are relevant in nanoscale devices.

In Chapters 2 and 3, we present the theoretical basis used in the thesis. Chapter 2 focuses on the material

description aspect. The basic ideas behind pseudopotential Hamiltonians are presented. The plane-wave basis is

chosen in our work as it provides several advantages, like an accurate atomic relaxation and a simple way to improve

the completeness of the basis. It allows us to develop the model of EPM and DFT for electrons and DFPT for phonons.

In chapter 3, the second quantization is used to derive the Green’s functions and the NEGF formalism. The Green’s

functions formalism allows us to compute the dynamical (transmission, scattering rates,..) and statistical (current,

carrier density,..) properties. The development of the formalism is the first step before the device simulation. In order

to solve the kinetic equations of NEGF formalism with the previously derived Hamiltonian in the plane-wave basis,

the Hamiltonian has to undergo two transformations. The first one consists in transferring the plane-wave basis into a

hybrid basis with real space in the transport direction and reciprocal space in the transverse directions. In this basis,

the Hamiltonian is a block tridiagonal matrix which allows us to use computationally efficient recursive algorithm to

calculate the Green’s functions. This transformation is also required to be able to connect the device region simulated

to two semi-infinite leads where we inject and collect the current. The second one focuses on reducing the rank of

the matrix. We presented two methods to achieve that: the mode-space and the unit-cell restricted Bloch functions

basis. The first one consists in a basis of the selected eigenvectors computed from the Schrödinger equations in a

section of the material and at kx = 0. Because of that, the mode-space basis works correctly to reduce the size of the

matrix if the Hamiltonian is local, hence, it fits perfectly with the local EPM Hamiltonian. The URBF basis solves

the problem of the non-local DFT Hamiltonian by considering unit-cell restricted Bloch functions. This basis was

recently proposed to use DFT Hamiltonian in quantum transport simulation. Lastly, the interactions with external

perturbations is presented by means of the self-energies. We present the self-energies describing the coupling with

the two semi-infinite leads and with phonons in a deformation potential approach.

In the following chapters, the obtained results were presented. Generally, we focused on two aspects of the mod-

elling for nanoscale devices. The first one, concerning chapters 4 and 5, deals with the description of heterostructures

with pseudopotential Hamiltonians, heterostructures being a promising technological option to design efficient de-

vice. After the presentation of the methodology developed to model heterostructures, we focus on the inclusion of

electron-phonon interaction which generally has a non-negligible impact on the device performance.

In Chapter 4, we studied a specific III-V heterostructure (GaSb and InAs) for tunnel devices applications since it

presents a suitable type III band alignment which improves the ON-current by enhancing the transmission probability.

An Esaki diode as well as an n-type and a p-type TFETs designed with this heterostructure were studied by means

of EPM Hamiltonians. To describe more accurately the interface, we developed a model to mimic the transition

of materials at the interface within the virtual crystal approximation. In the TFET cases, we also included a local

confinement operator to simulate ultra-thin channels. For both devices, Esaki diode and TFETs, different lengths of



the gradual transition were investigated. Generally, it was found that the transmission properties were degraded due

to an increase of the tunnelling path induced by the transition region. In the Esaki diode cases, a comparison with

recent experimental measurements was realised. A quite satisfying agreement was found between our simulations

(current density slope in the range of 14-20 MA/(V.cm2)) and the experimental measurements (current density slope

of 17 MA/(V.cm2)) in the reverse bias region. However, the peak-to-valley current ratio is highly overestimated in

our results due to the absence of trap assisted tunnelling, which is expected to provide more realistic values of valley-

current. Both n- and p-type TFETs present a decrease of the ON-current when increasing the length of the transition

region. The n-type TFET provides a steep sub-threshold swing of 30 mV/dec, whereas the p-type performance is

slightly below 60 mV/dec. For the p-type, the current is relatively low at the ON-state with 148 µA/µm. For the

n-type TFET, it is the opposite with an ON-state current that is almost twice the value of the p-type. This is mainly

due to the large degeneracy of the source region of the p-type TFET, which is also responsible of the higher SS

compared to the n-type. The approach developed in this chapter was useful to develop the next steps.

In Chapter 5, the theoretical development focused on the study of heterostructures with ab-initio Hamiltonian.

For newly found or understudied materials (2D materials in our case), no empirical data for EPM are accessible

in the literature. An alternative is provided by DFT simulations. As also in this case we use a pseudopotential

Hamiltonian computed on a plane-wave basis, the same approach was used to compute the heterostructure. The

main difference resides in the coupling matrix at the interface. To estimate it, we proposed two methods, the first

one consists in using the coupling matrix of one of the two isolated materials that constitute the heterostructure;

the second transformation is based on the idea that we can extract the coupling matrix between the two materials

in a Hamiltonian of a supercell which includes the interface. This approach should provide a better approximation

compared to the first method as the coupling matrix is computed from DFT. To test out the two methods, we

investigated two different systems. First, we simulated a MOSFET made of 1ML and 2ML PtSe2 heterostructure

in order to exploit its property to switch from semiconductor to metal by adding more layers. Although simple, the

first method turns out to be close to the second method in the case of the multi-layer PtSe2. For such a system, the

two methods provide similar results as a consequence of the the fact that the two materials are related and that the

current is essentially lateral and involves only atoms directly connected at the interface.

The second application consists in a lateral heterostructure composed of 1ML PdSe2 and 1ML SnS2. In this case,

the results of the two methods are different. The calculation with the coupling matrix extracted from the supercell

presents the lowest ON-current. In this case, the origin is directly related to the coupling matrix as the bands of the

different cases are strictly the same. The results obtained in this part present interesting performance for the multi-

layer PtSe2 FET. However, for the TFET, the electrical performance is much worse than that of the III-V TFET

simulated in chapter 4. Moreover, it is important to note that these results are obtained in a ballistic approximation,

which provides a best case scenario for the device performance. The origin for the low current of the TFET is in the

large effective mass and the tunneling path that the carriers have to cross. To improve the situation, a solution with



vdW heterostructures is particularly interesting as it consists to close the gap in the channel of a TFET to provide

large ON-current. This is realised with the vdW heterostructure that we studied in the next chapter.

In Chapter 6, as we decided to continue to study technologically relevant devices such as the TFETs made of

lateral and van der Waal heterostructures, we developed a model to study 2D materials heterostructure with DFT

Hamiltonians. The materials used in this study are the 1ML 1T-HfSe2 and the 1ML 1T-SnS2 as they form an

heterostructure with a type II band alignment close to a type III. DFT calculations indicates that a band inversion

between the top of the valence band and the bottom of the conduction band is possible for the van der Waals

heterostructure under the influence of an external electric field. Moreover, since the electron-phonon interaction

is known to be relevant in these devices, we developed a model to compute deformation potentials for electron-

acoustic phonon and electron-optical phonon coupling. In the two materials, the phonons and electron-phonon

coupling properties computed with DFPT indicate that the polar phonon mode is the dominant mode among the

optical phonon modes. The el-ph interaction modeling is simple as it considers that the deformation potential is

independent of the phonon momentum, dispersionless optical phonon branches and linear dispersion for the acoustic

modes branches. Our simulations suggested that the van der Waals TFET provides better transport properties than

the lateral TFET even if it is more sensible to the el-ph coupling. The el-ph interaction gives rise to an interesting

effect in these devices, resulting in higher current compared to the ballistic case. An investigation points out the

origin of this effect as an intervalley transmission enabled by the el-ph interaction. This allows the ON-current

to reach relatively high values for the vdW TFET with a current of 580 µA/µm at VDS=0.35 V. For the lateral

heterostructure, the ON-current was also increased by the phonon coupling, however, it remains lower with a value

of 3 µA/µm. This is related to the relatively large tunnelling path, which disappears in the vdW heterostructure

when it attains the band inversion. In ballistic approximation, both device architectures present a very steep SS of

15 mV/dec. However, when the el-ph couplins is turned on, the SS of the lateral TFET only increases up to 24

mV/dec, whereas in the van der Waals TFET it reaches 40 mV/dec. Even if its SS is more degraded by the presence

of phonons, the vdW TFET remains the most promising option since it satisfies the recommendations of IRDS that

give the target of an ON-state current higher that 500 µA/µm and a SS lower that 65 mV/dec.

Finally, in the Chapter 7, we worked to improve the model used to describe the el-ph interaction. Indeed, the

lack of independence on the phonon momentum of the matrix elements and the simplified phonon bandstructure

may result in an inaccurate representation of the phonon scattering. To improve the model used in Chapter 6, we

exploited the fact that our basis composed of unit cell restricted Bloch functions is perfectly suitable to incorporate

the el-ph ME computed from DFPT. Using el-ph matrix elements from DFPT calculations to compute the el-ph

self-energy is arguably one of the most accurate methods to model this interaction. In this model, we obtained a self-

energy that is dependent over the electron momentum and also the phonon momentum and mode. Even the phonon

frequency keeps its dependence over the phonon momentum and the phonon mode. We apply the model to study

the use of 1ML MoS2 in n-type FETs, as it is one of the most studied material in literature. The first comparison is



performed by computing the phonon-limited mobility of 1ML MoS2. A general comparison with literature is carried

out. We observe that the polar phonon mode in our simulation induces a large mobility reduction at low carrier

density compared to the case without it. Our results without the polar phonon mode are close to the results in

literature, where the polar phonon mode is lacking, with a mobility close to 300 cm2/(V.s) at a carrier concentration

of 2× 1012 cm–2. When we turn the polar mode on, our results decrease to 111 cm2/(V.s) at a carrier concentration

of 2 × 1012 cm–2. However, this is still consistent with mobility calculations where el-ph ME computed from DFPT

are used. Then a comparison with the deformation potential approach is done for a MOSFET device. The results

show that the DFPT model provides a stronger effect to the el-ph coupling and it results in a more complex energy

relaxation. Finally, we close our study by using the generality of our model to simulate technologically relevant

CMOS FETs where we used 1ML MoS2 for the n-type FET and WSe2 for the p-type FET. The DFPT el-ph self-

energy is included in the simulation and the scaling of the gate length is analysed. It results that even with the el-ph

interaction, both devices with a gate length of 7 nm present promising performances that fulfil the IRDS prediction

for 2028 with ON-current of 717 µA/µm for WSe2 and 518 µA/µm for MoS2. An excellent electrostatic control is

found in the two devices with a SS of 63 mV/dec for WSe2 and 65 mV/dec for MoS2. These results highlight the

potential of these materials for next generation electronics.

At the end of this PhD, some questions remain to be answered in the future. These questions open perspectives

for future works in this field.

First, on the device aspect, it would be interesting to apply the methodology developed in the chapter 7 to study

tunnel devices like the one of chapter 6. It is unknown if it will result in the same current increase by including the

phonon coupling. As we have seen in the chapter 6, the impact of the phonons is non-negligible and as such it is

necessary to employ an accurate description of the el-ph interaction. It would also be interesting to use it to study

other paradigms not mentioned in this thesis. For instance, the cold-source FET presents excellent performance in

the ballistic approximation [150, 111]. However, depending on the material used, the impact of the el-ph interaction

may help [115] or degrade [51] the performance of this device. For TFETs, it is important to develop a model to take

into account the presence of point-like defects, which are responsible of important SS degradation [142].

A second perspective on our work concerns the improvement of the model for the el-ph interaction. Several

approximations have been used in order to implement the el-ph ME self-energy. However, we had to assume the

el-ph interaction to be local, at least within the unit cell used for transport calculations. This is not true in the case of

the polar phonons that produce a non-local interaction. Taking the non-local nature of the interaction into account

would results in the loss of the block tridiagonal matrix preventing us from using the recursive Green’s function

algorithm. However, it is possible to keep a local approach and to correct the impact of the approximation by using

a scaling factor [129]. Another approximation is also made by considering bare el-ph ME in our calculations, but it

is known that the potential generated by the phonons is sensible to the screening from the electrons, which results

in lower value for the el-ph ME. The alleviation of such approximations would lead us to address a more realistic



description of inelastic scattering in nanoscale devices based on 2D materials.



Appendix A

First Appendix: Recursive methods for

Green’s functions

From the definition of the retarded Green’s functions in Eq.(3.39), computing Gr would require to inverse the Hamil-

tonian which is computationally intractable in most cases. Moreover, by looking at the formula of the observables, it

can be remarked that all the elements of the Green’s function are not necessary. A solution is to employ a recursive

method by using the Dyson’s equation to compute the lesser-than and retarded Green’s function diagonal elements.

For the retarded Green’s function, we start by decomposing the device in NC cells along the transport direction

x . The first step begin with the first layer of the device which is just connected to the semi-infinite leads through

the self energy ΣL. It begins the calculation of the "left connected" Green’s function which only take the interaction

from the left cells into account. For the first cell the Green’s function writes as:

gleft
1,1 = [E I – H1,1 – ΣL] (A.1)

Where H1,1 is the corresponding Hamiltonian of the cell. Then by using the Dyson equation from Eq.(3.37) to add

the interaction of the first cells to the next ones with the equation:

gleft
i ,i = [E I – Hi ,i – Hi ,i–1g

left
i–1,i–1Hi–1,i ] (A.2)

Which an iterative step that use the previously cell Green’s function "left connected" and that started with Eq.(A.1).

When the most right cell is reached, it is possible to compute the correct Green’s function since the interaction from

the right side comes from the semi-infinite lead that is known. Thus the Green’s function writes as:

GNC ,NC = [E I – HNC ,NC – HNC ,NC –1g
left
NC –1,NC –1HNC –1,NC – ΣR] (A.3)
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Since we know the Green’s function at the right of the device, we can now link the interactions from the right cell

by starting the the last cell. It gives us the correct Green’s function for every cells and it expresses as:

Gi ,i = [gleft
i ,i – gleft

i ,i Hi ,i+1Gi+1,I+1Hi+1,ig
left
i ,i ] (A.4)

Where it is computed one after the other by starting form GNC ,NC .

For the lesser-than Green’s function, similarly, we start with the "left connected" Green’s function and by using

Eq.(3.41), we define the lesser-than Green’s function "left connected as:

g<,left
1,1 = gleft

1,1 Σ
<
L g†,left1,1 (A.5)

Then we do the same for each cells where we take into account only the interaction coming from the left side:

g<,left
i ,i = gleft

i ,i [Hi ,i–1g
left
i–1,i–1Hi–1,i ]g

†,left
i ,i (A.6)

Once we reach the last cell, we also connect it to the semi-infinite lead:

G<
NC ,NC

= GNC ,NC [HNC ,NC –1g
left
NC –1,NC –1HNC –1,NC + Sigma<

R ]G†
NC ,NC

(A.7)

Similarly to the retarded Green’s function, it can be used to compute the lesser-than Green’s function recursively as:

G<
i ,i = g<,left

i ,i + gleft
i ,i [Hi ,i+1G

<,left
i+1,i+1H

†
i+1,i ]g

†,left
i ,i + gleft

i ,i Hi ,i+1G
†,left
i+1,i + Gleft

i ,i+1H
†
i+1,ig

†,left
i ,i (A.8)

Lastly, for the current density, the off-diagonal term of the lesser-than Green’s function are needed and they can be

computed from the elements that we already derived as:

G<
i ,i+1 = Gi+1,i+1Hi+1,ig

left
i ,i + G<

i+1,i+1H
†
i+1,ig

†,left
i ,i (A.9)

Which conclude our recursive calculations for the Green’s function.



Appendix B

Second Appendix: Derivation of the

electron-phonon interaction operator

By recalling Eq.(7.3), we here introduce the lattice-periodic part, fν,q(r), of the perturbation potential energy due to

phonons as √
h̄

2ων,q

∂VKS
∂Uν,q

= fν,q(r, z )eiq·r (B.1)

and then define the operator of the phonons perturbation potential energy as:

V̂ep(r, z ) =
1√
Ω

∑
q,ν

fν,q(r, z )eiq·r(b̂q,ν + b̂†–q,ν) (B.2)

where b̂q,ν and b̂†–q,ν are respectively the annihilation and creation operator for a phonon in branch ν and with

wave-vector q, and Ω is a normalization volume. Moreover, we recall also the definition for the field operators of

electrons as

Φ̂(r, z ) =
∑

i ,c,ky

Φi ,c,ky âi ,c,ky

Φ̂†(r, z ) =
∑

i ,c,ky

Φ∗
i ,c,ky â†i ,c,ky

(B.3)
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where the basis functions Φi ,c,ky are defined in Eq.(7.2), âi ,c,ky and â†i ,c,ky are the corresponding electron annihilation

and creation operators. The electron-phonon interaction in the URBFs basis set can thus be written as

Ĥep =
∫
Ω
Φ̂†(r, z )V̂ep(r, z )Φ̂(r, z )drdz

=
∑

i ,c,ky
j ,c′,k ′

y

1√
Ω

∑
q,ν

MΦ
q,ν(j , c′, k ′y , i , c, ky )(b̂q,ν + b̂†–q,ν)â†j ,c′,k ′

y
âi ,c,ky

(B.4)

where we have introduced the matrix element

MΦ
q,ν(j , c′, k ′y , i , c, ky ) =

∫
Ω
Φ∗

j ,c′,k ′
y
fν,q(r, z )eiq·rΦ∗

i ,c,kydrdz (B.5)

Because the basis functions are restricted to a single unit-cell along x , then MΦ
q,ν(j , c′, k ′y , i , c, ky ) is by definition zero

for c′ ̸= c. We now assume c′ = c, drop c in the notation, and substitute Eq.(7.2) into Eq.(B.5), which leads to

MΦ
q,ν(j , c′, k ′y , i , c, ky ) =

∑
n,kx
m,k ′

x

[
S– 1

2 (k ′y )
]
j ,m,k ′

x
Mq,ν(m, kx ′y ′ , k ′y ,n, kxy )

[
S– 1

2 (ky )
]
n,i ,kx

(B.6)

where we have used the fact that S– 1
2 (ky ) is Hermitian and, moreover, we have introduced the new matrix element

Mq,ν(m, k′,n, k) =
1

Ncy

∫
z

∫
Ly

∫ (c+1)ax

cax

u∗
mk′(r, z )fν,q(r, z )ei(k–k′+q)·runk(r, z )drdz (B.7)

with Ly being the normalization length in the periodic direction y . The integral over Ly can be split into integrals over

single unit cells by using y = (Rl +ρy ), where Rl is the y component of a direct lattice vector (with l = 1, 2, · · ·Ncy ),

and ρy varies in a single orthorhombic unit cell. By doing so, the matrix element Mq,ν(m, k′,n, k) can be rewritten

as

Mq,ν(m, k′,n, k) =
1

Ncy

Ncy∑
l=1

ei(ky–k ′
y+qy )Ry ×∫

Ω,c
u∗
mk′(x , ρy , z )fν,q(x , ρy , z )ei(kx–k ′

x+qx )x ei(ky–k ′
y+qy )ρyunk(x , ρy , z )dxdρydz

(B.8)

where the integral is taken over the volume, Ω, of any unit cell at the position c along x . Because ky , k ′y and qy are

multiple of 2π/Ly , the sum over l can be evaluated analytically as

1
Ncy

Ncy∑
l=1

ei(ky–k ′
y+qy )Ry = δky–k ′

y+qy (B.9)



In Eq.(B.9) and in the remainder of these derivations it is understood that the wave-vectors k and q are internal

to the reduced zone, which may involve a reciprocal lattice vector g such that k′ = k + q – g is also internal to the

reduced zone; the terms having g ̸= 0 are known as umklapp processes, and we hereafter omit g to simplify the

notation. By using Eq.(B.9), Mq,ν(m, k′,n, k) can be rewritten as

Mq,ν(m, k′,n, k) = δky–k ′
y+qy

∫
Ω,c

u∗
mk′(x , y , z )fν,q(x , y , z )ei(kx–k ′

x+qx )xunk(x , y , z )dxdydz (B.10)

where ρy has been renamed y . Eq.(B.10) deserves a few comments. Because the basis functions are restricted to a

single unit cell along c, in the calculations of the Mq,ν(m, k′,n, k) we do not find a δk′,k+q term, as we have for the

periodic direction y . This implies that, for a given kx and phonon wave-vector q = (qx , qy ), Eq.(B.10) provides a

non null Mq,ν(m, k′,n, k) even for k ′x = kx + qx . In this regard, however, we now introduce an approximation and

assume that, in the calculation of MΦ
q,ν(j , i , ky ) by means of Eq.(B.6), the dominant terms are those corresponding

to k ′x = kx + qx ; incidentally, the condition k ′x = kx + qx also makes the integral in Eq.(B.10) independent of the

position c along x . This approximation can be equivalently rephrased by stating that, to the purpose of evaluating

MΦ
q,ν(j , i , ky ) in Eq.(B.6), the Mq,ν(m, k′,n, k) can be approximated as

Mq,ν(m, k′,n, k) ≈ gm,n,ν(k, q)δk′,k+q

gm,n,ν(k, q) =
∫
Ω

u∗
mk+q(r)fν,q(r)unk(r)dr

(B.11)

where gm,n,ν(k, q) is the matrix element already defined in Eq.(7.3) and actually calculated by QE. By substituting

Eq.(B.11) into Eq.(B.6), MΦ
q,ν(j , i , ky ) can be simplified as

MΦ
q,ν(j , i , ky ) =

∑
n,kx
m,k ′

x

[
S– 1

2 (ky + qy )
]
j ,m,k ′

x
gm,n,ν(k, q)

[
S– 1

2 (ky )
]
n,ikx

δkx+qx ,k ′
x

(B.12)

The derivations from Eq.(B.5) to Eq.(B.12) allow us to state that our treatment of the phonon scattering is local

to a unit cell, namely the electron-phonon scattering couples only URBFs restricted to the same unit cell, and that

Eq.(B.4) can be recast in the form

Ĥep ≈ 1√
Ω

∑
j ,iky

∑
q,ν

MΦ
q,ν(j , i , ky )(b̂q,ν + b̂†–q,ν)â†j ,c′,k ′

y
âi ,c,ky (B.13)

where MΦ
q,ν(j , iky ) is given in Eq.(B.12). Hence Eq.(B.13) finally provides the derivation of Eq.3 in the main text.
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Résumé en français

Contexte

L’évolution du transistor, depuis son invention en 1947, a connue une tendance continue en suivant la loi de Moore

qui consiste à augmenter la densité de transistors présente dans les circuits intégrés en diminuant leur taille. La

miniaturisation du transistor par l’industrie de la microélectronique a nécessitée d’importants travaux de recherche

pour améliorer les performances des transistors à chaque nouvelle génération. Aujourd’hui, cette strategie de minia-

turisation commencent à atteindre ses limites. En atteignant l’échelle nanométrique, le contrôle électrostatique du

transistor devient plus délicat et des phénomènes quantiques émergent, ayant pour effet de dégrader les perfor-

mances du composant. Pour pouvoir continuer à suivre les prédictions de l’IRDS, présentées dans le tableau B.1, les

prochaines générations de transistors devront évoluer avec une approche différente.

Table B.1: Caractéristiques électriques prévisionnelles du transistor pour les applications logiques [3]

Année de production 2022 2025 2028 2031 2034 2037
Tension d’alimentation VDD 0.7 0.65 0.65 0.6 0.6 0.6

Pente sous le seuil (mV/dec) - HP 82 72 70 70 70 70
Pente sous le seuil (mV/dec) - HD 75 67 67 65 65 65

ION (µA/µm) at IOFF = 10 nA/µm - HP 874 787 851 753 737 753
ION (µA/µm) at IOFF = 100 pA/µm - HD 644 602 656 551 532 547

Une alternative prometteuse au MOSFET, qui est la référence actuelle, est le tunnel FET. En effet, le MOSFET

possède une limite intrinsèque pour la pente sous le seuil qui ne peut être plus faible que 60 mV/dec à 300 K. Ce

n’est pas le cas du tunnel FET qui peut atteindre des pentes sous le seuil bien plus faibles que cette limite. Cela

permet de concevoir des tunnel FETs avec une tension d’alimentation réduite par rapport aux MOSFETs pour avoir

un dispositif à faible coût énergétique.

Une autre voie pour atteindre ces prédictions de l’IRDS consiste à exploiter des matériaux différents du Si. Les

principaux candidats pour remplacer le Si sont les matériaux III-V et les matériaux 2D. Ils possèdent des propriétés

électroniques qui peuvent aider la conception de composants électroniques à faible consommation. Par exemple il est

particulièrement intéressant d’avoir une faible masse effective dans la direction du transport, comme nous pouvons
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le retrouver dans certains matériaux III-V afin d’atteindre de forts courants à l’état ON.

Pour les matériaux 2D, il est possible d’y trouver de nombreux avantages grâce à leur nature 2D. Leur finesse

extrême permet d’obtenir un excellent contrôle électrostatique sur le canal, mais cela permet aussi d’envisager des

empilements de différents matériaux 2D pour associer les avantages de différent matériaux et moduler leurs propriétés.

Il existe des matériaux 2D métalliques, semi-conducteurs mais également isolants. De ce fait, il est possible de

concevoir des dispositifs électroniques ultra-performants seulement à base de matériaux 2D.

Théorie

Pour évaluer le potentiel de ces matériaux, une description précise et efficace sur le plan calculatoire est nécessaire.

Pour cela, nous avons choisi de les modéliser à l’aide des Hamiltoniens de type pseudopotentiel développés sur les

ondes planes. Nous avons opté pour la base des ondes planes pour les différents avantages qu’elle confère. Elle permet

d’obtenir une relaxation précise des atomes pour connaitre leur position, mais il est également aisé d’obtenir une

base complète pour décrire les propriétés des matériaux. Dans cette base, les Hamiltoniens peuvent être obtenus soit

de manière semi-empirique avec la méthode des pseudopotentiels empirique (EPM), soit de manière ab-initio avec

la théorie de la fonctionnelle de la densité (DFT). Les deux approches possèdent leurs avantages et inconvénients,

mais comme les Hamiltoniens sont décrits dans le même type de base d’ondes planes, les développements réalisés

pour l’une peuvent être étendus à l’autre au prix de quelques corrections mineures. Les deux méthodes apportent

une description microscopique de la physique des materiaux et nous permettent d’obtenir la structure de bande sur

toute la zone de Brillouin. D’un point de vue calculatoire, la méthode EPM est plus efficace grâce à l’utilisation de

paramètres empiriques, qui permettent de décrire les Hamiltoniens sur une base comportant un plus faible nombre

d’éléments. Mais ceci constitue également l’une des limites de la méthode. En effet, elle nécessite d’avoir accès à

des paramètres empiriques qui sont disponibles seulement pour certains matériaux. A l’opposé, la méthode DFT,

étant une approche dite ab initio, n’est pas concernée par cette limitation et peut fournir un modèle pour tous les

matériaux. Cependant, cela se paye par une demande en ressource calculatoire bien plus élevée et un Hamiltonien

plus complexe.

Les Hamiltoniens obtenus par les méthodes précédentes nous permettent de calculer les caractéristiques de courant

à l’aide du formalisme des fonctions de Green hors équilibre. Ce formalisme nous fournit une évaluation précise

des propriétés hors équilibre du dispositif étudié. Les fonctions de Green hors équilibre prennent en compte des

phénomènes quantiques (effet tunnel, cohérence,...) qui sont importants à l’échelle nanométrique. A partir des

fonctions de Green, il est possible de calculer les propriétés dynamiques (transmission, taux de diffusion,..) et

statistiques (courant, densité de charge,..) du système étudié. Pour résoudre efficacement les équations cinétiques

de ce formalisme et obtenir les fonctions de Green, les Hamiltoniens obtenus avec les méthodes EPM et DFT dans

une base d’ondes planes, ont parfois des dimensions trop importantes. On a alors procédé à deux changements de



base. Le premier consiste à passer de la base des ondes planes à une base hybride utilisant l’espace réel selon la

direction du transport (x ) et les ondes planes dans les deux directions orthogonales au transport (y-z ). Dans cette

base, la matrice du Hamiltonien a une forme tridiagonale à bloc ce qui nous permet d’utiliser un algorithme récursif

efficace pour calculer les fonctions de Green. Ce changement de base est également nécessaire pour connecter la

région du composant simulé à deux contacts semi-infinis par lesquels le courant est injecté et collecté. La seconde

transformation sert à réduire le rang de la matrice pour rendre les simulations plus rapides. Pour cela, deux méthodes

peuvent être exploitées: la transformation dans l’espace des modes (mode-space) et la transformation dans la base

des fonctions de Bloch restreintes à la cellule unitaire (URBF). La première transformation consiste a construire une

base avec les vecteurs propres obtenus en résolvant l’équation de Schrödinger dans une section du matériau pour

le vecteur d’onde kx = 0. Avec cette dernière condition, la base fonctionne correctement pour réduire le rang de

la matrice seulement si la matrice du Hamiltonien est locale. Elle est ainsi particulièrement adaptée aux matrices

Hamiltoniennes locaux obtenus avec la méthode des EPM. La base URBF permet, quant à elle, également de réduire

le rang de la matrice des Hamiltoniens non locaux et peut donc être utilisée pour les Hamiltoniens DFT. Enfin, les

interactions dues aux perturbations extérieures sont également prises en compte par la définition du terme de "self-

energy". Les interactions que nous prenons en compte sont celles liées au couplage avec les deux contacts semi-infinis

et le couplage avec les phonons.

Résultats

Au court de cette thèse, nous nous sommes principalement concentrés sur deux aspects de la modélisation des

composants. Les premiers résultats concernent la modélisation des hétérostructures à partir des Hamiltoniens de

type pseudopotentiels. En effet, les hétérostructures de matériaux semi-conducteurs représentent une option tech-

nologique prometteuse pour concevoir des composants à haute performance et à faible consommation. Une fois que la

méthodologie pour les hétérostructures a été développée, nous nous sommes concentrés sur l’inclusion de l’interaction

électron-phonon dans nos simulations sachant qu’elle a généralement un impact non-négligeable sur les performances

des transistors.

Hétérostructures avec les Hamiltoniens de type pseudopotentiel empirique

Nous avons commencé par étudier le modèle des hétérostructures avec les Hamiltoniens obtenus par la méthode EPM.

En effet, les matériaux III-V choisis (InAs et GaSb) sont particulièrement intéressants pour concevoir des composants

basés sur l’effet tunnel et sont accessibles avec cette approche. Pour concevoir un tunnel FET, nous avons choisi une

hétérostructure qui a la particularité de former un alignement des bandes de type III, ce qui signifie que le minimum

de la bande de conduction de l’un des matériaux est plus bas que le maximum de la bande de valence de l’autre, c’est-

à-dire qu’il n’y a pas de recouvrement entre les bandes interdites. Cela permet d’atteindre des courants élevés à l’état



ON puisque la barrière tunnel est supprimée (ou presque) dans cette configuration. Pour décrire plus précisément

l’interface de l’hétérostructure, nous avons développés un modèle qui reproduit la transition entre les matériaux à

l’interface de manière non abrupte avec l’approximation du crystal virtuels . Cette description se rapproche de ce

que nous pouvons retrouver expérimentalement. Une diode Esaki ainsi que des tunnel FETs de type n et p ont été

conçus avec l’hétérostructure InAs/GaSb et simulés avec le modèle développé pour les Hamiltoniens EPM. Dans le

cas du tunnel FET, nous avons également inclus un opérateur local pour le confinement présent dans ce composant

ultrafin. A la fois pour la diode Esaki et pour le tunnel FET, différentes longueurs de région de transition à l’interface

ont été investiguées. Les caractéristiques de courant pour la diode Esaki sont montrées dans la figure B.1.

Figure B.1: (à gauche) Densité de courant, JD , par rapport à la tension appliquée VD , pour différentes longueurs de
région de transition à l’interface de l’hétérostructure, WHJ . (à droite) Zoom sur la région de la résistance différentielle
négative.

Dans le le régime de polarisation directe de la diode, nous pouvons observer un phénomène de résistance différen-

tielle négative (NDR), ce qui est dû à la modulation de la fenêtre d’énergie dans laquelle se produit l’effet tunnel. Au

niveau du pic de courant, nous pouvons remarquer qu’avec une longueur de la région de transition longue, le courant

devient faible. Cette observation peut également être faite pour le régime de polarisation inverse. Cela s’explique

par une augmentation de la longueur de la barrière que les porteurs de charge doivent franchir par effet tunnel.

Les caractéristiques I-V pour les tunnel FET sont montrées dans la figure B.2. Les types n et p présentent tous

les deux une diminution du courant à l’état ON lorsque la longueur de la région de transition à l’interface augmente.



Figure B.2: Caracteristiques ID -VD à VDS=0.3 V pour le tunnel FET de type p (à gauche) et de type n (à droite)
pour différentes longueurs de région de transition à l’interface de l’hétérostructure, WHJ . Le travail de sortie pour
le métal de la grille a été fixé à 4.665 eV pour le type p et 4.625 eV pour le type n.

Le tunnel FET de type n atteint une pente sous le seuil d’environ 30 mV/dec, tandis que le type p présente une

pente faiblement sous les 60 mV/dec. Concernant le courant à l’état ON avec une tension d’alimentation VDD = 0.3

V, le type p produit une valeur relativement faible de 148 µA/µm. Le courant du type n atteint presque le double

de cette valeur à l’état ON. Cette différence est principalement due à la grande dégénérescence dans la source du

tunnel FET de type p qui est aussi responsable de la dégradation de la pente sous le seuil comparée au type n.

Hétérostructures avec les Hamiltoniens de type DFT

L’approche développée dans la partie précédente peut être étendue aux Hamiltoniens DFT. En effet, pour des

matériaux récemment synthétisés, comme les matériaux 2D, les paramètres empiriques pour les Hamiltoniens EPM

ne sont pas connus. Nous sommes donc obligés d’utiliser une méthode ab-initio, tel que la DFT, pour obtenir leur

Hamiltonien. Comme dans le cas précédant, nous utilisons des Hamiltoniens de type pseudopotentiel développés sur

une base d’ondes planes, ce qui nous permet d’utiliser une approche similaire à la méthode des EPM pour décrire les

hétérostructures. La principale différence réside dans le terme de couplage à l’interface des deux matériaux. Dans le

cas des Hamiltoniens EPM, ce terme de couplage était indépendant des matériaux utilisés du fait de la nature locale

du Hamiltonien ce qui n’est plus le cas pour les Hamiltoniens DFT.

Pour estimer ce terme de couplage, nous proposons deux méthodes, la première consiste à utiliser le terme de

couplage d’un des matériaux isolés qui compose l’hétérostructure; la deuxième méthode est basée sur l’idée que nous

pouvons extraire le terme de couplage entre les deux matériaux dans une matrice Hamiltonien qui décrit une super

cellule incluant l’interface. Cette dernière approche devrait produire une meilleure approximation comparée à la

première méthode comme le terme de couplage est directement calculé par la DFT. Pour tester les deux approches,

nous étudions deux systèmes différents. Le premier système est un MOSFET composé de l’hétérostructure entre

une monocouche et une bicouche de PtSe2. Ce dispositif a pour objectif d’exploiter la propriété particulière de ce

matériau qui présente une transition semi-conducteur-métal lorsque nous augmentons le nombre des couches. En



utilisant la bicouche du PtSe2 dans la source et le drain, nous devrions obtenir des résistances de contact plus faibles

que ce qui est atteint avec les autres matériaux 2D actuels.

Figure B.3: Caracteristiques de transfert pour le MOSFET fait de multicouche de PtSe2 calculées à VDS = 0.6 V en
utilisant le terme de couplage des matériaux isolé (1L PtSe2 et 2L PtSe2) et celui extrait de la super cellule.

Les caractéristiques I-V du MOSFET sont présentées dans la figure B.3. Le courant a été calculé avec la méthode

du matériau isolé, en utilisant le terme de couplage du monocouche (1L PtSe2) dans un cas et de la bicouche (2L

PtSe2) dans le second cas, et aussi avec la méthode de la super cellule. Bien que simple, la première méthode se révèle

être proche de la deuxième pour ce système. Dans ce cas précis, les deux méthodes donnent des résultats similaires,

ce qui semble être une conséquence du fait que les deux matériaux sont composés des mêmes types d’atomes et que

le courant est essentiellement latéral et implique seulement les atomes directement connectés à l’interface.

Figure B.4: Caracteristiques de transfert pour le MOSFET réalisé par le multicouche de PtSe2 calculées à VDS =
0.3 V en utilisant le terme de couplage des matériaux isolé (PdSe2 et SnS2) et celui extrait de la super cellule fait
avec l’hétérostructure PdSe2/SnS2

Le deuxième système étudié est une hétérostructure latérale composée du monocouche de PdSe2 et du monocouche

de SnS2 utilisée pour concevoir un tunnel FET. Les caractéristiques I-V du tunnel FET sont présentées dans la figure

B.4. Dans ce cas, les résultats des deux approches diffèrent. La simulation réalisée avec le terme de couplage extrait



de la super cellule présente le courant à l’état ON le plus faible. Dans ce cas, l’origine de la différence est directement

liée au terme de couplage, comme une inspection des profils de bande et de la densité d’état locale le montre. Les

résultats obtenus dans cette partie permettent de montrer les performances prometteuses du MOSFET en PtSe2.

Pour le tunnel FET, les performances électriques sont bien plus mauvaises que celles obtenues avec le TFET en III-V

de la partie précédente. Cependant, il est également important de rappeler que ces résultats ont été obtenus dans

une approximation balistique, ce qui correspond au scénario idéal pour les performances du composant.

Transport assisté par les phonons dans les hétérostructure de matériaux 2D

Une option intéressante afin d’améliorer le courant ON des tunnel FETs est d’utiliser les hétérostructure de Van

der Waals (vdW) comme il est possible d’y fermer la bande interdite. Pour que cela soit possible avec un champ

électrique réaliste, il faut trouver une hétérostructure de vdW possédant un alignement des bandes de type II, proche

du type III. Nous avons identifié un couple de matériaux 2D correspondant à cet alignement des bandes. Il s’agit du

monocouche 1T-HfSe2 avec le monocouche 1T-SnS2. Les calculs DFT indiquent que l’inversion des bandes entre la

plus basse bande de conduction du monocouche 1T-SnS2 et la plus haute bande de valence du monocouche 1T-HfSe2

sous l’action d’un champ électrique extérieur est réalisable.

Sachant également que l’interaction électron-phonon (él-ph) a un impact non-négligeable sur ce type de composant,

nous avons complété notre modèle en les prenant en compte sous la forme de self-energies décrites dans l’approximation

du potentiel de déformation qui décrit le couplage des électrons (et des trous) avec les phonons acoustiques et optiques.

Les résultats indiquent que pour les deux matériaux, le phonon polaire est dominant parmi les phonons optiques et

sera donc le seul mode pris en compte dans notre simulation pour les phonons optiques. Le modèle de l’interaction

él-ph est simplifié en faisant plusieurs approximations: les potentiels de déformation sont supposés indépendant

du vecteur d’onde du phonon considéré, les bandes des phonons optiques sont supposées non dispersives et celles

des phonons acoustiques sont supposées comme linéaires. Pour les deux matériaux, les propriétés des phonons et

les potentiels de déformation él-ph sont calculées ab initio à partir de la théorie de la fonctionnelle de la densité

perturbée (DFPT).

Pour étudier l’intérêt de l’hétérostructure de vdW, nous simulons deux architectures de tunnel FETs à base de

monocouche de HfSe2 et monocouche de SnS2. Un tunnel FET vertical, qui est composé de l’hétérostructure verticale

des monocouches HfSe2 et SnS2 et un second qui est composé de l’hétérostructure latérale des mêmes matériaux.

L’impact des phonons est également étudié sur les deux dispositifs pour lesquels nous avons réalisé des simulations

avec des valeurs differentes du couplage él-ph en jouant sur le taux de diffusion des électrons.



Figure B.5: (à gauche) Caractéristiques de transfert du tunnel FET avec l’hétérostructure latérale pour
l’approximation balistique et différent taux de diffusion pour les électrons à VDS = 0.35 V. (à droite) La même
simulation mais pour le tunnel FET verticale.

Les résultats de nos simulations pour les deux dispositifs sont présentés dans la figure B.5. Ils suggèrent que

le tunnel FET vertical possède de meilleures propriétés de transport que le tunnel FET latéral bien qu’il soit plus

sensible au couplage él-ph. Il est intéressant de remarquer que l’interaction él-ph produit des effets inattendus sur

les dispositifs. Nous observons que pour toutes les simulations où les phonons sont pris en compte le courant est plus

important que dans l’approximation balistique. L’analyse de ces simulations révèle que l’origine de cet effet est une

transmission inter-vallée qui est induite par l’interaction él-ph. Cela permet au courant à l’état ON d’atteindre des

valeurs relativement élevées pour le tunnel FET vertical avec un courant de 580 µA/µm à VDS = 0.35 V. Pour le

tunnel FET latéral, le courant à l’état ON est aussi augmenté par le couplage avec les phonons, cependant, il reste

faible avec une valeur de 3 µA/µm à VDS = 0.35 V. Cette différence de courant entre les composants provient du

parcours relativement long que doivent effectuer les porteurs de charge par effet tunnel dans le tunnel FET latéral.

En effet, dans le cas du tunnel FET vertical, les porteurs n’ont pas de barrière à franchir dans l’état ON grâce à

l’inversion entre bande de valence et bande de conduction ce qui améliore grandement la transmission. Au niveau de

la pente sous le seuil, dans l’approximation balistique, les deux composants démontrent une pente sous le seuil très

faible avec 15 mV/dec. Cependant, quand le couplage él-ph est inclus, la pente est dégradée. Pour le tunnel FET

latéral, la dégradation est légère avec une pente de 24 mV/dec, mais pour le tunnel FET vertical, nous obtenons

une pente de 40 mV/dec. Bien que le tunnel FET vertical soit plus impacté par les phonons, il reste le dispositif le

plus prometteur en dépassant les recommandations de l’IRDS qui préconise un courant à l’état ON supérieur à 500

µA/µm et un SS inférieur à 65 mV/dec.



Calculs ab-initio de l’interaction él-ph pour le transport quantique

L’objectif de cette dernière partie est d’améliorer le modèle utilisé pour décrire l’interaction él-ph dans nos simulations

du transport. En effet, les approximations faites dans le modèle précédent telles que l’indépendance du potentiel de

déformation par rapport au vecteur d’onde du phonon considéré et la structure de bandes simplifiée peuvent aboutir

à une représentation inexacte de l’interaction. Pour aller au delà du modèle des potentiels de déformation, nous

exploitons le fait que notre base composée de fonctions de Bloch restreintes à la cellule unitaire est parfaitement

adaptée pour inclure les éléments de matrice él-ph calculés avec la DFPT. Utiliser ces éléments de matrice pour

calculer la self-energy est l’une des méthodes les plus précises pour modéliser cette interaction. Dans ce modèle, la

self-energy obtenue est dépendante du vecteur d’onde de l’électron et du phonon et du mode phononique. Même la

fréquence phononique garde la dépendance sur le vecteur d’onde et sur le mode. Pour tester ce modèle, nous avons

choisis de l’appliquer au MoS2 monocouche, qui est l’un des matériaux 2D les plus étudiés dans la littérature.

La première étude que nous avons réalisée consiste à calculer la mobilité limitée par les phonons pour le mono-

couche du MoS2.

Figure B.6: Mobilité limitée par les phonons pour le monocouche du MoS2 calculée en considérant (carrés) tous les
modes de phonons sauf le mode polaire (POP), tous les modes de phonon (cercles) et calculée avec les potentiels de
déformation (triangles).

Le calcul de la mobilité est illustré par la figure B.6. La figure montre que le mode du phonon polaire dans nos

simulations induit une forte réduction de la mobilité à faible densité de porteurs de charge comparé au cas où il n’est

pas pris en compte. Nos résultats sans le mode de phonon polaire sont proches des résultats que nous retrouvons

dans la littérature, où le mode du phonon polaire est absent, avec une mobilité proche de 300 cm2/(V.s) avec une

concentration de porteurs de charge de 2 × 1012 cm–2. Lorsque nous incluons le mode polaire, nos résultats chutent

à 111 cm2/(V.s) avec une concentration de porteurs de charge de 2× 1012 cm–2. Cependant, ce résultat est cohérent

avec les calculs de mobilité où les éléments de matrice él-ph calculés avec la DFPT sont utilisés.



Figure B.7: (Couleur) Courant spectral selon dans la direction du transport à VGS = 0.7 V et VDS = 0.68 V pour le
FET à base de monocouche de MoS2. a) simulations utilisant la self-energy calculée à partir des éléments de matrice
él-ph; b) simulations employant l’approximation des potentiels de déformation.

Nous avons ensuite réalisé une comparaison avec la méthode des potentiels de déformation pour un dispositif

MOSFET à base de monocouche de MoS2. Le résultat du courant spectral est illustré par la figure B.7 et montre

que le modèle utilisant les éléments de matrice él-ph produit un couplage plus important entre les électrons et les

phonons. Il en résulte en une relaxation en énergie plus complexe comparé à la simulation avec les potentiels de

déformation.

Finalement, nous terminons notre étude en utilisant la flexibilité de notre modèle en simulant un dispositif FET

technologiquement pertinent où nous utilisons le monocouche de MoS2 pour le FET de type n et le monocouche de

WSe2 pour le FET de type p. La self-energy calculée avec les éléments de matrice él-ph est utilisée pour les deux

dispositifs et une étude sur l’effet de la longueur du canal est également réalisée.

Figure B.8: (à gauche) Caractéristiques de transfert à VDS = -0.68 V pour le FET de type p à base de monocouche
de WSe2 comportant une longueur de grille LG ≈ 5 nm (carrés), LG ≈ 7 nm (cercles) and LG ≈ 9 nm (losanges).
(à droite) La même figure mais à VDS = 0.68 V pour le FET de type n à base de monocouche de MoS2.

Les caractéristiques de transfert des deux FET sont présentées dans la figure B.8. Il en résulte que même

en présence des phonons, les deux dispositifs, avec une longueur de canal de 7 nm, démontrent des performances



encourageantes qui satisfont les préconisations de l’IRDS pour 2028 avec un courant à l’état ON de 717 µA/µm pour

le WSe2 et 518 µA/µm pour le MoS2. Un excellent contrôle électrostatique est également observé pour les deux

dispositifs avec un SS de 63 mV/dec pour le monocouche de WSe2 et 65 mV/dec pour le monocouche de MoS2. Ces

résultats permettent de mettre en avant le potentiel de ces matériaux pour une prochaine génération de composants

électroniques.

Conclusion

Les travaux réalisés lors de cette thèse ont permis de développer des méthodes de modélisation des dispositifs

électroniques à partir des Hamiltoniens décrits par les pseudopotentiels. Une attention particulière a été portée

à la description des hétérostructures et à l’interaction él-ph. Les développements réalisés ont permis d’étudier plus

précisément les interfaces de ces systèmes grâce à une approche microscopique qui permet de décrire une transition

entre les différents matériaux de manière réaliste comme nous l’avons vu avec la partie sur les hétérostructures des

matériaux III-V. A l’aide de ce modèle, nous avons pu mettre en avant l’intérêt technologique des tunnel FETs

réalisé à base des hétérostructures de matériaux III-V. L’étude des hétérostructures a été étendue aux matériaux 2D

grâce aux Hamiltoniens DFT. Suite à ces travaux, nous avons complexifié nos simulations en ajoutant l’interaction

él-ph modélisée par des potentiels de déformation calculés par des méthodes ab-initio (DFPT). Nos simulations ont

ainsi pu démontrer l’importance de prendre en compte le couplage avec les phonons pour les tunnel FETs étudiés

ainsi que la supériorité des hétérostructures de vdW comparé aux hétérostructures latérales. Les premières sont une

option prometteuse pour les prochaines générations de composant électronique. Enfin, nous avons amélioré le modèle

de l’interaction él-ph dans nos simulations en utilisant les éléments de la matrice de couplage él-ph pour décrire

les self-energies dans le formalisme NEGF. Les simulations avec ce modèle ont démontré l’intérêt des matériaux

2D pour concevoir des dispositifs CMOS capables de satisfaire les métriques de performance des futurs dispositifs

électroniques.

Comme perspective de ces travaux, nous pourrons améliorer le modèle de l’interaction él-ph en prenant en compte

les effets non locaux de cette interaction. En effet, les phonons polaires produisent une interaction dont le caractère

non-local a été négligé dans nos simulations. Cependant, des méthodes existent pour permettre de les prendre en

compte efficacement dans les calculs. D’un point de vue du dispositif, il serait intéressant d’appliquer la méthode

développée pour décrire l’interaction él-ph dans la dernière partie aux tunnel FET étudiés lors de cette thèse et en

particulier au tunnel FET vertical. Cela permettrait de vérifier, avec une méthode plus sophistiquée, si le dispositif

reste performant même en présence de phénomène dissipatifs et d’autres types de défauts. Par exemple, il est connu

que les pièges dans les tunnel FETs sont responsables d’une importante dégradation de leur performance à cause

du phénomène du tunneling assisté par les pièges et par des processus multi-phonons. Il serait donc également

intéressant de rajouter ce type de perturbation pour évaluer encore plus finement ces dispositifs prometteurs.


	Introduction
	Context
	MOSFET: Principle
	MOSFET: Limits and challenges
	Short channel effect (SCE)
	The power consumption scaling

	Beyond CMOS devices
	Architecture evolution of the MOSFET
	Tunnel FET

	Material aspects
	III-V materials
	2D materials

	Device modeling
	Electron transport in nano device
	Material description

	Motivation and outline of the Thesis

	Methods for material description
	Pseudopotential
	Empirical pseudo-potential method
	Local empirical pseudopotential
	Nonlocal pseudopotential correction

	Density functional theory
	The Hohenberg-Kohn Theorem
	Kohn-Sham equation
	Density functional perturbation theory
	Limit and perspectives


	Quantum transport theory
	Non equilibrium Green's functions
	Theoretical definition
	Green's functions
	Electrical and transport properties from NEGF

	Device simulation using plane-waves Hamiltonians
	Use of a hybrid basis
	Reduced basis
	The concept of self-energy
	Self-consistent calculations


	Empirical pseudopotential Hamiltonians for quantum transport in heterostructure tunnel devices
	Model description
	Modelling of heterojunctions with the EPM method
	Local quantum confinement operator
	Quantum transport

	Self-consistent device simulations
	Esaki tunnelling diode
	Ultra-thin body, heterojunction Tunnel FETs

	Summary

	Lateral heterostructure treatment for quantum transport with ab-initio Hamiltonians
	Methodology
	DFT calculations
	Single material approximation
	Supercell extraction

	Simulation of heterostructure-based FETs
	Multi-layer PtSe2 MOSFET
	Monolayer PdSe2/SnS2 TFET

	Summary

	Phonon-assisted transport in lateral and van der Waals heterostructure tunnel devices
	Choice of the 2D materials
	Theoretical model
	Deformation potential from ab-initio calculations

	Results and discussions
	Device design
	Lateral tunnel FET
	Van der Waals tunnel FET

	Summary

	Ab-initio electron-phonon calculations using DFT, DFPT and NEGF methods: applications to 2-D materials mobility and nanoscale FETs
	Motivation
	Theory
	Electron-Phonon Interaction in the URBF basis
	NEGF based transport model

	Results and analysis
	Calculation of the phonon-limited mobility
	Comparison with the deformation potential model
	Simulation of CMOS FETs

	Summary

	Summary and perspectives
	First Appendix: Recursive methods for Green's functions
	Second Appendix: Derivation of the electron-phonon interaction operator
	Publications and conferences
	Résumé en français

