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## Résumé en français

## Contexte scientifique et méthode d'analyse

L'oscillation des neutrinos est le phénomène par lequel les neutrinos changent de saveur tout en se propageant. L'observation de ce mécanisme est jusqu'à présent l'un des rares indices de physique au-delà du modèle standard de la physique des particules et implique que les neutrinos sont massifs et mèlangés de telle sorte que les états propres de saveur $\nu_{e}, \nu_{\mu}, \nu_{\tau}$ (correspondant aux neutrinos qui participent à l'interaction faible) sont un mélange non trivial des états propres de masse $\nu_{1}, \nu_{2}, \nu_{3}$. Dans le modèle standard du mélange à trois saveurs, les oscillations des neutrinos peuvent être caractérisées par trois angles de mélange $\theta_{12}, \theta_{13}, \theta_{23}$, les différences de masse au carré $\Delta m_{31}^{2}, \Delta m_{21}^{2}$ entre les états propres de masse, et une éventuelle phase de violation de la symétrie $\mathrm{CP} \delta_{C P}$. Ces paramètres d'oscillation des neutrinos sont mesurés de plus en plus précisément par de multiples expériences. Plusieurs questions restent malgré tout en suspens, notamment l'échelle de masse absolue des neutrinos, leur nature (particules de Dirac ou de Majorana), la valeur de la phase de violation de CP et l'ordre des masses des neutrinos (OMN), en l'occurrence s'il s'agit d'un ordre normal (ON, $m_{1}<m_{2}<m_{3}$ ) ou inversé (OI, $m_{3}<m_{2}<m_{1}$ ).

L'une des principales approches pour résoudre la question de l'OMN consiste à étudier les effets de la matière sur les neutrinos atmosphériques se propageant à travers la Terre. Les neutrinos atmosphériques sont créés dans les gerbes de particules induites par l' interaction des rayons cosmiques avec l'atmosphère. Lors de la propagation de ces neutri-
nos à travers la Terre, leur interaction avec la matière (de type diffusion élastique vers l'avant) induit des modifications d'oscillation différentes selon l'OMN. Cet effet, bien que sous-dominant, peut être observé par les grands détecteurs Tcherenkov à eau grâce à leur très grand volume cible pour l'interaction des neutrinos, et à leur haute sensibilité au signal de lumière Tcherenkov induit par les particules secondaires chargées produites par l'interaction, qui se propagent de manière ultrarelativiste dans un milieu transparent. La mesure de ces effets est l'objectif principal du détecteur de basse énergie de KM3NeT, appelé ORCA (pour Oscillation Research with Cosmics in the Abyss).

KM3NeT/ORCA est un détecteur Tcherenkov à eau de nouvelle génération en cours de construction dans les profondeurs de la mer Méditerranée. ORCA comprendra 115 Unités de Détection (UD) identiques, sous forme de lignes flexibles ancrées sur le fond marin et hébergeant chacune 18 modules optiques numériques qui constituent les composants élémentaires de détection de la lumière Tcherenkov. Chaque module optique se compose d'une sphère en verre de 43 cm de diamètre, résistante à la pression, et contenant 31 tubes photomultiplicateurs (PMT) ainsi que l'électronique associée. Le réseau d'UD est arrangé sous une forme cylindrique avec un rayon moyen de 115 m et une distance moyenne entre les lignes de 20 m . Sur chaque UD, l'espacement vertical entre les modules optiques est d'environ 9 m . Cette configuration est optimisée pour la détection des neutrinos atmosphériques d'énergie supérieure à 1 GeV , un domaine d'énergie intéressant pour les études d'oscillation. Six UD ont déjà été déployées sur le site d'ORCA et prennent des données depuis 2019.

Le détecteur observe les neutrinos via la lumière Tcherenkov induite par les particules chargées produites dans les interactions des neutrinos. La distribution en temps et en position des signaux numérisés, ou hits, enregistrés par les PMTs des différents modules optiques sont utilisés pour identifier les événements de neutrinos et reconstruire leur énergie et leur direction angulaire. Les événements détectés sont également classifiés en fonction de leur topologie qui permet d'inférer des informations sur la saveur du neutrino
ayant produit le signal.

La modélisation de la réponse du détecteur est un prérequis pour les analyses de physique avec ORCA. La collaboration KM3NeT a développé des chaînes de simulation Monte Carlo (MC) détaillées pour produire les échantillons de données utilisés pour évaluer la réponse du détecteur aux signaux de neutrinos. La simulation comprend plusieurs étapes : l'interaction des neutrinos dans l'eau, la génération et la propagation de la lumière Tcherenkov induite par les particules chargées produites dans l'interaction des neutrinos, la réponse des PMT aux signaux lumineux, la simulation du déclenchement du traitement de l'événement, la reconstruction et la classification topologique des événements.

Les analyses d'oscillation nécessitent la connaissance de la distribution attendue des neutrinos de différentes saveurs en fonction de leur énergie et de leur direction d'arrivée. La tâche nécessite l'utilisation de modèles de flux de neutrinos atmosphériques, des probabilités d'oscillation et des sections efficaces d'interaction des neutrinos, ainsi que du modèle de réponse du détecteur. Cette procédure a été développée et mise en œuvre dans un cadre logiciel KM3NeT appelé SWIM qui utilise une approche MC complète pour construire la réponse du détecteur. SWIM permet également l'évaluation de la sensibilité d'ORCA aux paramètres d'oscillation et à l'OMN par une méthode de minimisation du rapport de vraisemblance logarithmique. Un ensemble d'effets systématiques, considéré comme robuste et conservateur, a également été inclus. Tout au long de la thèse, nous adoptons pour l'analyse statistique l'approximation largement utilisée de la méthode d'Asimov, dans laquelle l'ensemble de données de toutes les quantités observées est supposé égal à leurs valeurs attendues.

## Résumé des résultats

Cette thèse étudie le potentiel pour la physique des neutrinos du détecteur KM3NeT/ORCA. Les résultats peuvent être présentés en deux parties principales: les contributions aux
simulations MC d'événements neutrinos, et l'évaluation de la sensibilité aux paramètres d'oscillation des neutrinos et à l'ordre de masse à l'aide de SWIM.

Concernant les simulations MC , j'ai contribué à la production d'un échantillon d' événements de neutrinos à haute énergie ( $50-5000 \mathrm{GeV}$ ) pour un sous-réseau d'ORCA avec 7 DUs (ORCA7). Cet échantillon sera utile pour les recherches astrophysiques de neutrinos avec ORCA dans sa première phase de construction. Ce travail constitue ma tâche de service pour la Collaboration et j'ai également été chargé d'utiliser cette production pour vérifier la chaîne de simulation ORCA et pour effectuer le contrôle qualité standard à chaque étape de la production. Les contrôles de qualité ont confirmé le comportement attendu des outils de simulation et validé la production jusqu'à l'étape de déclenchement. Les performances d'ORCA7 à haute énergie sont également illustrées dans ma thèse en termes de surface effective et de résolution de reconstruction (énergétique et angulaire).

Une autre étude de simulation présentée dans cette thèse est la production d'échantillons avec différentes efficacités quantiques des PMT, pour étudier l'impact de telles incertitudes sur l'erreur systématique des mesures d'ORCA. Dans cette étude, l'échantillon MC nominal a été retraité à partir du niveau de déclenchement avec une efficacité quantique des PMTs modifiée de $\pm 10 \%$ par rapport à l'échantillon standard. Ensuite, les fonctions de réponse du détecteur ont été évaluées et comparées pour les trois valeurs d'efficacité (une nominale et deux modifiées). Ces incertitudes conduisent à un décalage systématique de toutes les fonctions de réponse du détecteur en termes d'énergie vraie des neutrinos. Ces effets peuvent être capturés par l'introduction d'une erreur systématique dite d'échelle d'énergie. Cette étude a également montré que l'échelle d'énergie a un impact non négligeable sur la mesure du paramètre $\Delta m_{31}^{2}$, d'où la nécessité de l'inclure dans toutes les analyses de physique ORCA. En tant que responsable actuel de SWIM, j’ai également implémenté ces systématiques dans ce logiciel d'analyse.

Ce travail de thèse a également produit une nouvelle estimation de la sensibilité d'ORCA à l'ordre des masses et aux paramètres d'oscillation des neutrinos, et plus particulièrement
aux paramètres de mélange dans le secteur atmosphérique : $\Delta m_{31}^{2}$ et $\theta_{23}$. En termes de détermination de l'OMN, mon analyse confirme l'amélioration de sensibilité obtenue en densifiant la géométrie ORCA pour passer d'un espacement horizontal de 23 m (configuration choisie au départ du projet) à 20 m (configuration actualisée) entre les UD, grâce à l'amélioration connexe des performances d'identification et de reconstruction des événements. En résumé, un niveau de confiance de $5 \sigma$ peut être atteinte en 3 ans sur la mesure de l'OMN, et en seulement 1 an de prise de données un niveau de $3 \sigma$ peut déjà être obtenu dans le cas d'un ordre normal (ON) et en supposant une valeur de $\theta_{23}$ qui correspond au meilleur ajustement global. Dans le scénario d'un ordre inversé (IO), un niveau de confiance de $3 \sigma$ peut être atteint après 4 ans mais un niveau de $5 \sigma$ nécessitera plus de 10 ans de prise de données. Pour la mesure de $\Delta m_{31}^{2}$ et $\theta_{23}$, le détecteur ORCA complet avec 3 ans d'exposition pourra améliorer les contraintes actuelles des données mondiales. De plus, cette mesure peut déjà être réalisée (avec un niveau de confiance plus faible) avec la configuration ORCA7 dans une phase précoce de la construction.

Un autre résultat important de cette thèse est l'évaluation de la sensibilité à l'OMN attendue pour une analyse combinée des données d'ORCA et de JUNO, une expérience de nouvelle génération en cours de construction en Chine qui étudiera les $\bar{\nu}_{e}$ en provenance de réacteurs nucléaires. JUNO est sensible à l'OMN à travers l'interaction entre les oscillations rapides gouvernées par les paramètres $\Delta m_{31}^{2}$ et $\Delta m_{32}^{2}$ dans le canal de disparition de $\bar{\nu}_{e}$. La combinaison de JUNO et d'ORCA est motivée par l'augmentation de la sensibilité à l'OMN qui résulte de la tension attendue entre les deux expériences pour leur mesure du paramètre $\Delta m_{31}^{2}$ dans le cas d'une hypothèse erronée sur l'OMN. Cette tension provient du fait que chaque expérience observe les oscillations des neutrinos à partir d'une saveur de neutrinos différente ( $\bar{\nu}_{e}$ pour JUNO, principalement $\nu_{\mu}+\bar{\nu}_{\mu}$ pour ORCA). La fréquence d'oscillation effective est dès lors le résultat d'une combinaison différente des divers $\Delta m_{i j}^{2}$ pour chaque expérience. Cet effet a été discuté théoriquement dans le passé dans le cadre d'une éventuelle combinaison de données de neutrinos atmosphériques et de réacteurs, et ORCA et JUNO pourraient être les premières expériences à en fournir une
confirmation expérimentale. Avec la combinaison des deux lots de données, le temps requis pour atteindre une détermination à $5 \sigma$ de l'OMN est considérablement réduit, et ce pour toutes les valeurs plausibles des paramètres d'oscillation. Une significativité à un degré de confiance de $5 \sigma$ peut ainsi être obtenue en 6 ans pour l'analyse combinée quelle que soit l'hypothèse sur l'OMN, alors que cela pourrait prendre plus de 10 ans en utilisant uniquement les données d'ORCA, en fonction de la vraie valeur de l'ordre des masses. En outre, l'étude montre que la combinaison peut déjà être réalisée dans la phase précoce de construction ORCA7 avec des résultats très prometteurs qui pourraient encore réduire le temps nécessaire à la détermination de l'OMN. L'influence des incertitudes systématiques et des effets de détecteur sur la combinaison a également été étudiée et une forte dépendance des résultats en la vraie valeur de $\theta_{23}$ a été observée. Dans le cas d'un ordre vrai normal et de $\theta_{23}$ dans l'octant supérieur, une détermination de l'OMN à $5 \sigma$ serait faisable en moins de 2 ans de prise de données avec l'analyse combinée, c'est-à-dire avec un an d'avance sur l'analyse utilisant uniquement les données d'ORCA. Ce scénario favorable correspond également à la valeur de $\theta_{23}$ actuellement favorisée par les ajustements globaux des données d'expériences d'oscillations. Une autre observation importante est que l'approche utilisée pour le traitement de la systématique d'échelle d'énergie peut affecter de manière significative la puissance de la combinaison des données de JUNO et ORCA. Néanmoins, même dans une approche conservative de cette systématique une détermination de $5 \sigma$ du OMN peut toujours être effectivement atteinte.

Enfin, la thèse présente les résultats d'une première mesure des paramètres d'oscillation $\theta_{23}$ et $\Delta m_{31}^{2}$ avec $\mathrm{KM} 3 \mathrm{NeT} / \mathrm{ORCA}$, utilisant l'échantillon de données des 6 UD actuellement déployées (ORCA6). Des critères de qualité des données ont été appliqués pour sélectionner un lot de données final approprié pour l'analyse physique, couvrant $91,9 \%$ du temps d'exposition total. Les échantillons Monte Carlo correspondants ont été produits selon une procédure de simulation dite "run by run", qui prend en compte les informations sur les conditions environnementales et l'état du détecteur au cours de chaque prise ("run") de données. Sur la base de l'échantillon MC, la sélection d'événements a été optimisée pour
rejeter le bruit de fond des muons atmosphériques tout en conservant une statistique suffisante d'événements neutrinos. Un très bon accord des données avec les prédictions MC a été obtenu, démontrant une bonne compréhension du détecteur. Ensuite, les données et le MC ont été traités par le logiciel SWIM pour l'évaluation de la sensibilité. Avec à peine 1 an de données d'ORCA6, une nette préférence pour le scénario d'oscillation a été obtenue, l'hypothèse d'une absence d'oscillations ayant été rejetée à un niveau de confiance de 6.7 $\sigma$. De plus, le lot de données d'ORCA6 peut déjà fournir une contrainte sur $\theta_{23}$ et $\Delta m_{31}^{2}$ qui est comparable à celle des mesures actuelles des autres expériences.


#### Abstract

KM3NeT/ORCA is a water-Cherenkov neutrino telescope being deployed in the depths of the Mediterranean Sea as part of the KM3NeT infrastructure. The detector is a tridimensional array of photomultipliers (PMTs) that detect the Cherenkov light induced by the charged particles produced when neutrinos interact with the surrounding matter. The configuration of the ORCA detector is optimized for the detection of atmospheric neutrinos with energies above 1 GeV .

This thesis focuses on the study of neutrino oscillations with the KM3NeT/ORCA detector. It presents first the results of Monte Carlo simulations that allowed the study and modeling of the impact of systematic uncertainties related to the PMT quantum efficiency on the ORCA performances. The thesis then presents an updated sensitivity study of ORCA for the neutrino mass ordering ( NMO ) and the oscillation parameters in the atmospheric sector: $\Delta m_{31}^{2}$ and $\theta_{23}$. A second study evaluates the gain in NMO sensitivity expected by combining the data of ORCA to those of JUNO, a next-generation reactor neutrino experiment being built in China. This gain results from the expected tension between the two experiments in the best-fit of $\Delta m_{31}^{2}$ when assuming the wrong ordering. Finally, the thesis also presents the first measurement of the oscillation parameters in the atmospheric sector using data taken with ORCA in its current configuration with 6 lines deployed (ORCA6). This study already excludes the hypothesis of non-oscillation at a high confidence level, and provides a constraint on $\Delta m_{31}^{2}$ and $\theta_{23}$ comparable to existing measurements from other experiments.


Keywords: Neutrino physics, oscillations, Cherenkov detectors, neutrino telescopes, KM3NeT.

## Résumé

KM3NeT/ORCA est un télescope à neutrinos déployé dans les profondeurs de la mer Méditerranée dans le cadre de l'infrastructure KM3NeT. Le détecteur est formé d'un réseau tridimensionnel de photomultiplicateurs (PMTs) qui détectent la lumière Tcherenkov induite par les particules chargées produites lors des interactions de neutrinos avec la matière environnante. La configuration du détecteur ORCA est optimisée pour la détection des neutrinos atmosphériques d'énergie supérieure à 1 GeV .

Cette thèse porte sur l'étude des oscillations des neutrinos avec le détecteur KM3NeT/ ORCA. Elle présente tout d'abord les résultats de simulations Monte Carlo d'événements neutrinos, qui ont notamment permis d'évaluer et de modéliser l'impact des incertitudes systématiques liées à l'efficacité quantique des PMTs sur les performances d'ORCA. La thèse présente ensuite une nouvelle estimation de la sensibilité d'ORCA à l'ordre de masse des neutrinos (OMN) et aux paramètres de mélange dans le secteur atmosphérique : $\Delta m_{31}^{2}$ et $\theta_{23}$. Une seconde étude porte sur l'évaluation du gain en sensibilité à l'OMN attendue en combinant les données d'ORCA avec celles de JUNO, une expérience de neutrinos de réacteurs de nouvelle génération en cours de construction en Chine. Ce gain résulte de la tension attendue entre les deux expériences pour leur mesure du paramètre de mélange $\Delta m_{31}^{2}$ dans le cas d'une hypothèse erronée sur l'OMN. Enfin, la thèse présente les résultats d'une première mesure des paramètres d'oscillation du secteur atmosphérique avec ORCA dans sa configuration actuelle avec 6 lignes de détection déployées (ORCA6). Cette étude permet déjà de rejeter l'hypothèse de non-oscillation des neutrinos à un degré de confiance élevé, et fournit une contrainte sur les paramètres $\Delta m_{31}^{2}$ et $\theta_{23}$ comparable à celle des mesures existantes d'autres détecteurs.

Mots-clés: Physique des neutrinos, oscillations, détecteurs Cherenkov, télescopes à neutrinos, KM3NeT.
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## Introduction

Neutrino physics is one of the very active fields in particle physics. The discovery of neutrino oscillations implies that neutrinos are massive and mixed. This is so far one of the few hints for physics beyond the Standard Model. Multiple experiments have been providing increasingly precise measurements on the neutrino oscillation parameters. Even though there are still several remaining questions including the absolute mass scale of neutrinos, their nature to be Dirac or Majorana particles, the value of CP violation phase, and the neutrino mass ordering (NMO). One of the main approaches to resolve the NMO is by probing the matter effects on the atmospheric neutrinos propagating through the Earth. This is the main physics goal of the KM3NeT low energy branch called ORCA, which stands for Oscillation Research with Cosmics in the Abyss.

KM3NeT/ORCA is the next-generation water Cherenkov detector that observes neutrinos via the Cherenkov light emitted from charged particles induced by neutrino interactions. This detection is made possible by installing multiple optical sensors in the deep Mediterranean Sea. Currently, the detector is under construction with a small fraction that has been deployed and is taking data. This thesis is dedicated to the study of atmospheric neutrino oscillations with ORCA and the manuscript is organized in four parts as follows:

## Part I: Scientific Context

The first part summarizes the scientific context of this work. An overview of neutrino oscillations is presented in Chap. 1. The chapter first gives a historical introduction and theoretical aspects of the neutrino oscillations in which the current status of the measurement of the oscillation parameters from global data is also discussed. Then it ends with the physics processes relevant to the atmospheric neutrino experiments, including the generation of the atmospheric neutrino fluxes, the oscillation of these neutrinos while propagating through the Earth, and finally the neutrino interactions in the energy range $1-100 \mathrm{GeV}$ which is particularly interesting for oscillation studies. Chap. 2 describes the physics principles and technical design of the KM3NeT project with a focus on the ORCA
detector. The chapter also briefly summarizes the notable physics in addition to assessing the NMO.

## Part II: Neutrino simulation with KM3NeT/ORCA

Modeling the detector response is a prerequisite for physics analyses. To serve this aim, the Monte Carlo (MC) simulation of neutrino signals and the response of the detector to such signals is vital and discussed in this part. Chap. 3 presents the most recent MC chain developed within the KM3NeT Collaboration for the ORCA detector. Then, Chap. 4 presents the production of a MC sample of neutrino events at high energy ( $50-5000 \mathrm{GeV}$ ) for a sub-array with 7 detection units (DUs) out of the 115 total expected (ORCA7). I was in charge of producing this MC sample as my service task for the Collaboration. I also used this subsample for checking the ORCA simulation chain and for performing the standard quality control of the production.

## Part III: Analysis method for neutrino oscillation studies

This part presents the methodology and frameworks used for neutrino oscillation studies in this thesis. Chap. 5 describes the calculation of the expected neutrino distribution at the ORCA detector. The calculations have been developed and implemented in a KM3NeT software framework called SWIM which uses a full MC approach to build the detector response. I have been in charge of maintaining and developing this framework during the PhD . The framework has also been used to perform the physics studies presented in this work. A description of the sensitivity estimation for oscillation studies with ORCA is then described in Chap. 6. Finally, Chap. 7 presents the systematics considered in ORCA oscillation analyses. This chapter also discusses a particular study that I was involved in, which is the analysis of MC samples produced with different efficiencies of photomultiplier tubes (PMTs) used for characterizing the associated systematics called energy scale.

## Part IV: Physics Results

This part shows the physics results of this thesis obtained with the SWIM analysis framework. Chap. 8 presents the updated sensitivity of the KM3NeT/ORCA detector to the NMO and the oscillation parameters in the atmospheric sector: $\Delta m_{31}^{2}$ and $\theta_{23}$. Those results have been used as an internal cross-check for the official KM3NeT results. In Chap. 9, a study on the combination of ORCA and JUNO for the NMO determination is discussed. This is a collaborative work with the JUNO group at the Hubert Curien Pluridisciplinary Institute
(IPHC) in which I was responsible for providing the ORCA analysis and the combination results. Finally, Chap. 10 presents the first oscillation measurement, in particular an estimation of $\theta_{23}$ and $\Delta m_{31}^{2}$, with $\mathrm{KM} 3 \mathrm{NeT} / \mathrm{ORCA}$ using the data sample from the current deployed 6 DUs.
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## An overview on neutrino oscillation physics
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### 1.1 A historical introduction

### 1.1.1 Early history

The birth of the neutrino is strongly related to the history of weak interaction. Multiple milestones and historical events contributed to our current understanding of neutrinos; this section will only summarize the most important ones. A more complete review can be found in Ref. [1,2].

The start of the story can be dated back to the investigation in $\beta$-decay that took place at the beginning of the XXth century, shortly after the discovery of radioactivity. In 1914, J. Chadwick observed a continuous energy spectrum for the electrons from $\beta$-decay which was in contrast with the discrete one observed in $\alpha$ - and $\gamma$-decays. This experimental result, subsequently confirmed by Ellis and Wooster in 1914, was puzzling at that time since the electron and the daughter nuclide were the only known products of the $\beta$-decay and the conservation of energy would imply that the emitted electron is monoenergetic. This observation triggered multiple interpretations. N. Bohr suggested that energy conservation might only be true in a statistical sense and that a violation could happen for any given decay. Another explanation relied on the emission of an additional, undetectable particle that would carry away part of the energy of the decay. Meitner demonstrated that this particle could not be neutral $\gamma$, providing a first hint that the process might relate to a new particle.
$\beta$-decay also raised another puzzle called the problem of spin statistics. It is observed that in $\beta$-decays, mother and daughter nuclides both have either an integer or a fractional spin, which means that the change in nuclear spin must be an integer. Since the electrons carry the spin of $1 / 2$, the emission of an electron alone would violate the angular momentum conservation.

To solve the two mentioned problems, W. Pauli proposed the idea of a new particle produced along with the electron in $\beta$-decay. This particle must be neutral and weakly interacting, so that it could escape detection. Also, the particle had to be a fermion (spin $1 / 2$ ) to preserve the angular momentum conservation. Pauli named his particle the neutron.

In 1932, Chadwick discovered the particle known today as the neutron, which proved to be too heavy to be Pauli's particle [3]. Fermi then renamed Pauli's particle the neutrino (the small neutral one in Italian), which is usually denoted as $\nu$. The discovery of the neutron also led Fermi to develop his famous theory that proposes a formulation of the $\beta$-decay in analogy with quantum electrodynamics (QED) [4]. To that aim, he introduced an interaction (Fermi interaction) by directly coupling four fermions: neutron, neutrino,
proton, and electron. The theory thus described the $\beta$-decay as the process by which a neutron in a nuclide turns into a proton and emits an electron and a neutrino. Fermi also concluded that neutrinos should be extremely light and could be massless.

Despite the success of the Fermi theory, the existence of the neutrino was still in doubt for many years since no neutrino had been observed due to the extremely small interaction cross-section. In 1956, Reines and Cowan conducted an experiment using two water tanks with dissolved $\mathrm{CdCl}_{2}$ surrounded by three scintillators, to measure the antineutrino flux from the Savannah nuclear reactor [5, 6]. The schematics of this experiment, which is known as the first reactor neutrino experiment, are depicted in Fig. 1.1. The detection principle relied on the inverse beta-decay (IBD) process when a neutrino interacts with a proton in the water tank:

$$
\begin{equation*}
\bar{\nu}_{e}+p \rightarrow e^{+}+n . \tag{1.1}
\end{equation*}
$$

The produced positron promptly annihilates with an electron of the medium, creating a pair of 511 keV photons. The neutron can be subsequently captured by a Cd nucleus in water, whose de-excitation will trigger the emission of a photon a few $\mu s$ after the IBD. Both the photons from the positron annihilation and the one from the neutron capture can be detected in the scintillator. The coincidence within a few $\mu s$ between these two signals provides a distinct signature of the neutrino detection. This discovery has given Reines a Nobel prize 40 years later.


Figure 1.1: A schematic view of Cowan and Reines experiment on the discovery of the neutrino. The inverse beta-decay produces the coincidence signals of the 511 keV photons associated to the positron annihilation and the $\gamma$-rays emitted by the neutron capture on Cd. Figure taken from Ref. [7].

Another milestone in neutrino and weak interaction physics worth mentioning was
the discovery of parity violation. The parity symmetry is conserved if the probabilities of a process and its mirror process (obtained by applying the parity transformation as the flip of the sign of the spatial coordinates to the process) are equal. The first hint on parity violation was found in $K^{+}$decay in cosmic ray experiments and later confirmed by accelerator experiments. The decays of $K^{+}$happen in two modes with opposite parity: the $K^{+}$, once called $\theta$, decays into two pions while the one called $\tau$ decays into three pions. Since both Kaon $\theta$ and $\tau$ have the same mass, spin, and charge, they must be the same particle which makes them the parity images of each other. Thus the two decay modes observed meant the violation of parity in weak interactions.

In 1956, C.S. Wu made the famous experiment of ${ }^{60} \mathrm{Co}$ decay. In this experiment, ${ }^{60} \mathrm{Co}$ was polarized and the angle of the electron emitted from ${ }^{60} \mathrm{Co}$ beta decay was measured [8]. The data showed that electrons were likely to be emitted in the opposite direction to the spin of the mother nucleus with the angle distribution of:

$$
\begin{equation*}
W(\theta) \sim 1-0.4 \cos \theta, \tag{1.2}
\end{equation*}
$$

where $\theta$ is the angle between the electron momentum and the spin of mother nucleus. The parity transformation makes the electron momentum change sign while the nucleus spin remains identical, which causes $\theta \rightarrow 180^{\circ}-\theta$. This means $W(\theta)$ is not parity invariant and thus the $\beta$-decay of ${ }^{60} \mathrm{Co}$ does not conserve parity.

To account for parity violation, Fermi's theory has been reformulated in the form of the V-A theory (Vector - Axial). This was made possible with the assumption of a massless neutrino with a well-defined chirality ( $\nu$ is left-handed and $\bar{\nu}$ is right-handed). In 1958, Goldhaber, Grodzin, and Sunyar made a direct measurement of the neutrino helicity (the projection of the spin onto the direction of momentum) ${ }^{1}$ and they found out that neutrinos have the helicity of -1 which is in agreement with the V-A theory using massless, lefthanded neutrinos [9].

In 1959, Pontecorvo suggested that the neutrino produced in pion decays is not the same as the one taking part in $\beta$ decay, such that it can not produce electrons. In 1962, an experiment in Brookhaven National Laboratory (BNL), known as the first accelerator neutrino experiment, finally confirmed this and marked the discovery of $\nu_{\mu}$ [10]. In this experiment, a 15 GeV proton beam was shot onto a beryllium target to produce secondary pions and kaons which later decayed and produced an almost pure $\nu_{\mu}$ beam. The detector contained spark chambers shielded by iron to absorb all the hadrons and most of the primary muons. Once a neutrino interaction happened inside the detector, the produced muons or electrons could be distinguished using their topological properties (long tracks

[^0]for muons and cascades for electrons). Muon-like events were dominant in the observed data which demonstrated that $\nu_{\mu}$ is different from $\nu_{e}$.

In 1967, another important breakthrough was made when S. Glashow, S. Weinberg, A. Salam proposed the theory of weak interaction based on an $S U(2) \times U(1)$ gauge theory [11-13], which put a crucial milestone for the Standard Model (SM) of Particle Physics. Multiple theoretical and experimental developments have since then completed the SM including the Higgs mechanism [14-17] confirmed experimentally by the discovery of the Higgs boson at CERN in 2012 [18,19] or the discovery of $Z, W^{ \pm}$bosons at CERN [20,21], ... In 1975, M. Perl discovered the third lepton $\tau$ [22] which directly implied the existence of third associated neutrino $\nu_{\tau}$. In July 2000, DONUT Collaboration announced the discovery of tau neutrino [23] which constituted the complete detection of 3 neutrinos in SM.

Neutrino has an interesting history and it played an important role in the foundation of SM, in particular, the understanding of the weak interaction. In the SM, neutrinos are massless. Nevertheless, in the past two decades, a variety of experiments has demonstrated the existence of neutrino flavour oscillations, which imply that neutrinos are massive. Thus, neutrinos now contain a hint to the physics beyond the SM, with many interesting questions to be investigated.

### 1.1.2 The discovery of neutrino oscillations

The concept of neutrino oscillations was first pioneered by Pontecorvo in 1957. Later on, the idea of oscillation stemming from $\nu_{e}$ and $\nu_{\mu}$ are mixed states of two mass eigenstates was discussed by Maki, Nakagata, and Sakata. In 1967, Pontecorvo presented the first phenomenological model on two neutrino mixing and oscillation. The theory of neutrino oscillation was then completely developed in 1975-1976. Along with these theoretical developments, experiments have started to show growing evidence for the existence of neutrino oscillations. These early experiments revolve around the two observations called: the solar neutrino problem and the atmospheric neutrino anomaly.

## Solar neutrino problem

The Sun, as a huge thermonuclear reactor, is a powerful source of neutrinos. Since these neutrinos are produced from the nuclear fusion processes, they are all electron neutrinos ( $\nu_{e}$ ) and have an energy of $\sim \mathrm{MeV}$.

From the early 1960s, progress in understanding of thermonuclear reactions in the Sun led to the construction of the standard solar model (SSM). According to the SSM, solar
neutrinos are produced by two series of nuclear reactions: the $p p$ chain and the CNO cycle [24]. In both cases, the result is the conversion of four protons and two electrons into a Helium nucleus and two electron neutrinos:

$$
\begin{equation*}
4 p+2 e^{-} \rightarrow{ }^{4} \mathrm{He}+2 \nu_{e} \tag{1.3}
\end{equation*}
$$

The solar neutrino spectrum for each reaction type of both $p p$ chain and CNO cycle is shown in Fig. 1.2. In the $p p$ chain, the main contribution comes from the proton-proton fusion (denoted in the figure as $p p$ ): $p+p \rightarrow^{2} \mathrm{H}+e^{+} \nu_{e}$. Nevertheless, the corresponding neutrino flux is at a very low energy (below 0.4 MeV ). Above 0.4 MeV , the $p p$ chain neutrino fluxes are mainly ${ }^{7} \mathrm{Be}$ and ${ }^{8} \mathrm{~B}$ neutrinos which correspond to the reactions ${ }^{8} \mathrm{~B} \rightarrow{ }^{8} \mathrm{Be}+$ $e^{+}+\nu_{e}$ and ${ }^{7} \mathrm{Be}+e^{-} \rightarrow{ }^{7} \mathrm{Li}+\nu_{e}$. The CNO neutrinos are produced by the $\beta^{+}$decays of ${ }^{15} \mathrm{O},{ }^{13} \mathrm{~N},{ }^{17} \mathrm{~F}$ nuclei in the fusion chain.


Figure 1.2: Energy spectra of neutrino fluxes for each of $p p$ and CNO reactions as predicted by the Standard Solar Model. The fluxes are either discrete or continuous, depending on the nature of the corresponding reaction (2-body or 3-body decay). Figure taken from Ref. [25]

In 1965, R. Davis conducts the famous Homestake experiment to measure the solar neutrino flux. The detection principle, which was first proposed by Pontecorvo, was based on the neutrino capture reaction $\nu_{e}+{ }^{37} \mathrm{Cl} \rightarrow{ }^{37} \mathrm{Ar}+e^{-}$. The reaction requires an energy threshold of about 0.814 MeV which causes the Homestake experiment to be insensitive to the $p p$ neutrino flux; the dominant contributions to the detected flux come from ${ }^{7} \mathrm{Be}$ and ${ }^{8} \mathrm{~B}$ solar neutrinos.

The experiment consisted of a tank containing 615 tons of perchloroethylene ( C 2 Cl 4 )
installed deep underground. After some exposure time, the ${ }^{37} \mathrm{Ar}$, induced by neutrinos interaction, was extracted by bubbling helium through the tank. Then, the number of ${ }^{37} \mathrm{Ar}$ was determined by a proportional counter which can detect the Auger electron from the electron capture of ${ }^{37} \mathrm{Ar}^{2}$. In such a way, the flux of detected neutrinos can be extracted. The result of the Homestake experiment was a neutrino flux amounting to just about 30\% the prediction by the SSM [26].

This result was then confirmed by other experiments, including the water Cherenkov detector Kamiokande in the late 1980s. Kamiokande detected solar neutrino through the Cherenkov light from electrons induced by the neutrino elastic scattering (ES) interaction $\nu_{\alpha}+e^{-} \rightarrow \nu_{\alpha}+e^{-}$. This channel has a threshold of about 7 MeV , so that Kamiokande essentially detected the ${ }^{8}$ B's neutrinos. The measurement resulted in $40 \%$ of the expected flux [27]. In the 1990s, SAGE (Soviet-American Gallium Experiment) and GALLEX (The Gallium Experiment) performed a similar radiochemical measurement as the Homestake experiment but using ${ }^{71} \mathrm{Ga}$, whose lower threshold for neutrino capture allowed them to measure neutrinos in a wider energy range, including the $p p$ flux. They obtained one-half of the expected flux from SSM [28, 29]. At about the same time, Super-Kamiokande (SK), the successor of the Kamiokande, performed again the measurement of ${ }^{8} \mathrm{~B}$ neutrino flux and also confirm the observed deficit [30].

For several years, there was a debate on whether the solar neutrino deficit was due to neutrino oscillations ( $\nu_{e}$ transforming into $\nu_{\tau}$ and $\nu_{\mu}$ that were not detected) or the SSM was incorrect. The puzzle was hard to solve because the radiochemical experiments (Homestake, SAGE, GALLEX) are only sensitive to $\nu_{e}$ flux, and the water Cherenkov detectors (Kamiokande, Super-Kamiokande), which use the ES interaction, are about six times more sensitive to $\nu_{e}$ than to $\nu_{\mu}$ and $\nu_{\tau}$.

The breakthrough was made by the SNO (Sudbury Neutrino Observatory) experiment. SNO is also a Cherenkov detector like Kamiokande and Super-Kamiokande, but instead of water it makes use of heavy water $\left(\mathrm{D}_{2} \mathrm{O}\right)$ which allows the detection of two other types of neutrino interactions (in addition to the mentioned ES):

- The Charged Current (CC): $\nu_{e}+d \rightarrow p+p+e^{-}$
- The Neutral Current (NC): $\nu_{\alpha}+d \rightarrow p+n+\nu_{\alpha}$.

The heavy water provides the deuterium (d) which is the target of the CC and NC inter-

[^1]actions that are possible for solar neutrinos of $\sim \mathrm{MeV}$ energy. The CC interactions are detected through the Cherenkov light of the produced electron similar to the case of ES. For the case of NC interactions, the neutron capture on deuterium or ${ }^{35} \mathrm{Cl}(\mathrm{NaCl}$ was doped into the heavy water in the second phase of the detector) induces a characteristic emission of $\gamma$-rays, which allows the detection as well as the discrimination with the Cherenkov signal associated to the electron produced in a CC interaction. While the measurement of CC interactions is sensitive to only $\nu_{e}$, that of NC interactions is equally sensitive to all three active neutrinos which makes it important for measuring the total neutrino flux from the Sun.

In Fig. 1.3, SNO measurement for the flux of ${ }^{8} \mathrm{~B}$ solar neutrinos is shown. The flux deduced from the NC measurement was in very good agreement with the SSM flux. Additionally, the CC measurement indicated that about two-thirds of ${ }^{8} \mathrm{~B}$ solar neutrinos are converted into $\nu_{\mu}$ and $\nu_{\tau}$ as the measurement yielded $\frac{\phi_{\mathrm{CC}}^{\mathrm{SNO}}}{\phi_{\mathrm{NC}}^{\mathrm{SNO}}}=0.340 \pm 0.023(\text { stat. })_{-0.031}^{+0.029}($ syst.). This result confirmed the validity of the SSM and proved that the solar neutrino deficit was due to neutrino oscillations [31].


Figure 1.3: Flux of ${ }^{8} \mathrm{~B}$ solar neutrinos as measured by SNO in the three different detection channels (ES, CC, NC). The bands represent the $\pm 1 \sigma$ error. Figure taken from Ref. [31].

## Atmospheric neutrino anomaly

The Earth is continuously bombarded by cosmic rays (CRs), which are mostly protons and light nuclei coming from the outer space. When such primary CRs interact with nuclei in
the Earth's atmosphere, they induce cascades of secondary particles usually called cosmic ray-induced air showers. Such air showers contain many hadrons, among which pions (and kaons) which mainly decay into muons and muon neutrinos:

$$
\begin{equation*}
\pi^{+} / K^{+} \rightarrow \mu^{+}+\nu_{\mu}, \quad \pi^{-} / K^{-} \rightarrow \mu^{-}+\bar{\nu}_{\mu} . \tag{1.4}
\end{equation*}
$$

Many of these muons do not have sufficient energy to reach the ground and will decay in flight:

$$
\begin{equation*}
\mu^{+} \rightarrow e^{+}+\nu_{e}+\bar{\nu}_{\mu}, \quad \mu^{-} \rightarrow e^{-}+\bar{\nu}_{e}+\nu_{\mu} . \tag{1.5}
\end{equation*}
$$

The neutrinos produced in these processes are called atmospheric neutrinos.
In the late 1980s, the Kamiokande and IMB (Irvine-Michigan-Brookhaven) detectors started to measure the atmospheric neutrino fluxes. They are both water Cherenkov detectors initially designed for the search of nucleon decay. Atmospheric neutrino interactions can produce charged particles which then create Cherenkov light detectable by these instruments. From the signature of the detected light, the information on the neutrino energy, direction, and interaction channels (interaction types, flavors) can be extracted. The interactions of atmospheric neutrinos at GeV scale are detailed in Sec. 1.3.3 and the light signatures of these interactions are discussed for the specific case of the ORCA water Cherenkov detector in Chap. 2.

According to the production of atmospheric neutrinos in Eq. (1.4) and (1.5), the measured ratio between muon neutrinos and electron neutrinos should be $R_{\mu / e} \simeq 2$ in the multi-GeV energy range. Nevertheless, both Kamiokande and IMB reported a large deficit such that $R_{\mu / e}^{\text {Kamiokande }} \simeq 0.60$ and $R_{\mu / e}^{I M B} \simeq 0.54$. This puzzle was called the atmospheric neutrino anomaly.

In 1998, the Super-Kamiokande experiment made a breakthrough for the solution of the atmospheric neutrino anomaly [32]. They reported the observation on the up-down asymmetry defined as:

$$
\begin{equation*}
A_{\alpha}^{\text {up-down }}=\frac{U_{\alpha}-D_{\alpha}}{U_{\alpha}+D_{\alpha}} \tag{1.6}
\end{equation*}
$$

where $U_{\alpha}$ and $D_{\alpha}$ are the number of up-going and down-going neutrino events of flavor $\alpha$. The SK measurement for $\nu_{\mu}$ in the multi-GeV energy range gave $A_{\mu}^{\text {up-down }}=-0.296 \pm$ 0.048 (stat.) $\pm 0.01$ (syst.) while the one for $\nu_{e}$ was consistent with zero. In the multi- GeV range of atmospheric neutrinos, the influence of the geomagnetic field on the primary CR is negligible, so that the rate and angular distribution of atmospheric neutrino fluxes are approximately isotropic. Furthermore, the Earth is transparent to neutrinos at these energies. This means that the up-down asymmetry observed by SK provided an indication for neutrino oscillations, with the main oscillation channel being in this case $\nu_{\mu} \rightarrow \nu_{\tau}$.

Interestingly, as depicted in Fig. 1.4, the SK measurement also showed that the number of 'missing' neutrinos due to oscillation depends on the ratio $L / E$ where $L$ is the reconstructed path length (extracted from the measured directions of the neutrinos) and $E$ is the reconstructed neutrino energy. This dependence will be explained in more detail in the next section focusing on the theoretical foundations of neutrino oscillations.


Figure 1.4: The ratio of the number of data events to Monte Carlo (MC) in Super Kamiokande as a function of reconstructed $L / E$. The dashed line show the expected Data/MC ratio in the oscillation hypothesis. Figure taken from Ref. [32].

### 1.2 Theoretical aspects of neutrino oscillations

### 1.2.1 Neutrino mixing and the PMNS matrix

Neutrino oscillations arise because the weak eigenstates (or flavor states) $\nu_{e}, \nu_{\mu}, \nu_{\tau}$ (neutrinos that participate in weak interaction) are a non-trivial mix of the mass eigenstates $\nu_{1}, \nu_{2}, \nu_{3}$. As such, neutrino oscillations imply that not all neutrinos can be massless. The mixing can be described by the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix $U$. In the context of three flavor mixing, the PMNS matrix $U$ is a $3 \times 3$ matrix which performs the mixing as follows:

$$
\left(\begin{array}{l}
\nu_{e}  \tag{1.7}\\
\nu_{\mu} \\
\nu_{\tau}
\end{array}\right)=U\left(\begin{array}{l}
\nu_{1} \\
\nu_{2} \\
\nu_{3}
\end{array}\right)=\left(\begin{array}{lll}
U_{e 1} & U_{e 2} & U_{e 3} \\
U_{\mu 1} & U_{\mu 2} & U_{\mu 3} \\
U_{\tau 1} & U_{\tau 2} & U_{\tau 3}
\end{array}\right)\left(\begin{array}{l}
\nu_{1} \\
\nu_{2} \\
\nu_{3}
\end{array}\right)
$$

Since the matrix performs the change of basis, it has to be unitary and obey the unitarity relations:

$$
\begin{equation*}
U^{\dagger} U=1 \Leftrightarrow \sum_{\alpha} U_{\alpha i}^{*} U_{\alpha j}=\delta_{i j} \quad(\alpha=e, \mu, \tau ; i=1,2,3) . \tag{1.8}
\end{equation*}
$$

The PMNS matrix can be written as the product of three rotation matrices with mixing angles respectively $\theta_{23}, \theta_{13}, \theta_{12}$, with the second rotation matrix containing a complex phase $\delta_{C P}$ (which causes the CP (charge parity) violation in neutrino oscillation as will be discussed later); and of a diagonal matrix $P$ :

$$
U=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{1.9}\\
0 & c_{23} & s_{23} \\
0 & -s_{23} & c_{23}
\end{array}\right)\left(\begin{array}{ccc}
c_{13} & 0 & s_{13} e^{-i \delta_{C P}} \\
0 & 1 & 0 \\
-s_{13} e^{i \delta_{C P}} & 0 & c_{13}
\end{array}\right)\left(\begin{array}{ccc}
c_{12} & s_{12} & 0 \\
-s_{12} & c_{12} & 0 \\
0 & 0 & 1
\end{array}\right) P,
$$

where $c_{i j}$ and $s_{i j}$ are $\cos \theta_{i j}$ and $\sin \theta_{i j}$ respectively. The diagonal matrix $P$ depends on the nature of neutrinos. $P$ is the unit matrix if neutrinos are Dirac fermions, as it is the case for the other charged leptons (in such a case the neutrino and antineutrino are different particles). Neutrinos could also be Majorana fermions, a concept proposed by Majorana such that a particle and its antiparticle are identical [33]. In such case, $P$ contains 2 Majorana phases $P=\operatorname{diag}\left(e^{i \alpha_{1}}, e^{i \alpha_{2}}, 1\right)$. A review on Majorana neutrinos can be found in Ref. [34].

### 1.2.2 Neutrino oscillations in vacuum

## Standard derivation of neutrino oscillation probability

The mixing of flavor states to mass states and vice versa is expressed as follows:

$$
\begin{align*}
& \left|\nu_{i}\right\rangle=\sum_{\alpha} U_{\alpha i}\left|\nu_{\alpha}\right\rangle,  \tag{1.10}\\
& \left|\nu_{\alpha}\right\rangle=\sum_{i} U_{\alpha i}^{*}\left|\nu_{i}\right\rangle, \tag{1.11}
\end{align*}
$$

where $\nu_{\alpha}=\nu_{e}, \nu_{\mu}, \nu_{\tau}$ are the flavor states and $\nu_{i}=\nu_{1}, \nu_{2}, \nu_{3}$ are three mass states. The two above formulas can be derived from each other thanks to the unitary relation (1.8).

When neutrinos propagate in vacuum, the mass states are the eigenstates of the free Hamiltonian:

$$
\begin{equation*}
\hat{\mathcal{H}}\left|\nu_{i}\right\rangle=E_{i}\left|\nu_{i}\right\rangle, \tag{1.12}
\end{equation*}
$$

with the eigenvalues being the energies of the neutrinos:

$$
\begin{equation*}
E_{i}=\sqrt{|\vec{p}|^{2}+m_{i}^{2}} \tag{1.13}
\end{equation*}
$$

The evolution of $\nu_{i}$ in time is governed by the Schrödinger equation:

$$
\begin{equation*}
i \frac{d}{d t}\left|\nu_{i}(t)\right\rangle=\hat{\mathcal{H}}\left|\nu_{i}(t)\right\rangle . \tag{1.14}
\end{equation*}
$$

Then the plane wave solution of the equation yields:

$$
\begin{equation*}
\left|\nu_{i}(t)\right\rangle=e^{-i E_{i} t}\left|\nu_{i}(0)\right\rangle \tag{1.15}
\end{equation*}
$$

In neutrino oscillation experiments, neutrinos are initially produced with a given flavor $\left|\nu_{\alpha}(t=0)\right\rangle=\left|\nu_{\alpha}\right\rangle$ which is the mix of mass eigenstates following Eq.(1.11). When neutrinos propagate the time evolution of each mass state follows Eq. (1.15). Hence, one can derive the time evolution of a neutrino initially produced with flavor $\alpha,\left|\nu_{\alpha}(t)\right\rangle$, as:

$$
\begin{equation*}
\left|\nu_{\alpha}(t)\right\rangle=\sum_{i} U_{\alpha i}^{*} e^{-i E_{i} t}\left|\nu_{i}\right\rangle . \tag{1.16}
\end{equation*}
$$

Substituting Eq. (1.10) into the above equation, we have:

$$
\begin{equation*}
\left|\nu_{\alpha}(t)\right\rangle=\sum_{\beta=e, \mu, \tau}\left(\sum_{i} U_{\alpha i}^{*} e^{-i E_{i} t} U_{\beta i}\right)\left|\nu_{\beta}\right\rangle . \tag{1.17}
\end{equation*}
$$

One can see that if the neutrinos are mixed (i.e the mixing matrix $U$ is not diagonal), the neutrino state after a time $t>0$ is no longer a pure flavor state but rather a superposition of different flavor states. The probability for the initial flavor state $\nu_{\alpha}$ to oscillate to $\nu_{\beta}$ at the time $t$ is then given as:

$$
\begin{equation*}
P\left(\nu_{\alpha} \rightarrow \nu_{\beta}\right)=\left|\left\langle\nu_{\beta} \mid \nu_{\alpha}(t)\right\rangle\right|^{2}=\left|\sum_{i} U_{\beta i} U_{\alpha i}^{*} e^{-i E_{i} t}\right|=\sum_{i, j} U_{\alpha i}^{*} U_{\beta i} U_{\alpha j} U_{\beta j}^{*} e^{-i\left(E_{i}-E_{j}\right) t} \tag{1.18}
\end{equation*}
$$

Since neutrinos have a very small mass and usually travel in an ultra-relativistic regime, we can adopt an approximation:

$$
\begin{equation*}
E_{i} \simeq E+\frac{m_{i}^{2}}{2 E} \tag{1.19}
\end{equation*}
$$

with $E=|\vec{p}|^{2}$. The oscillation probability can be rewritten as:

$$
\begin{align*}
P\left(\nu_{\alpha} \rightarrow \nu_{\beta}\right) & =\delta_{\alpha \beta}-4 \sum_{i<j} \operatorname{Re}\left[U_{\alpha i} U_{\beta i}^{*} U_{\alpha j}^{*} U_{\beta j}\right] \sin ^{2}\left(\frac{\Delta m_{j i}^{2} L}{4 E}\right) \\
& +2 \sum_{i<j} \operatorname{Im}\left[U_{\alpha i} U_{\beta i}^{*} U_{\alpha j}^{*} U_{\beta j}\right] \sin \left(\frac{\Delta m_{j i}^{2} L}{2 E}\right), \tag{1.20}
\end{align*}
$$

where $\Delta m_{j i}^{2}=m_{j}^{2}-m_{i}^{2}$ is the squared-mass difference, $L \simeq c t$ is the travel distance of the neutrino. For the case of anti-neutrinos, a similar derivation can be made and the probability can be obtained simply by replacing $U \rightleftharpoons U^{*}$ and inverting the sign of the last imaginary terms in Eq. (1.20) (see Ref. [1, 2] for the detailed derivation).

From the Eq. (1.20), we can see that neutrino oscillations can only happen in the case of non-degenerate masses $\left(\Delta m_{j i}^{2} \neq 0\right)$ and non-trivial mixing $(U \neq 1)$. For three flavor mixing, the oscillation is governed by six parameters: three mixing angles $\left(\theta_{23}, \theta_{13}, \theta_{12}\right)$, two independent squared-mass splitting which can be chosen as $\Delta m_{21}^{2}$ and $\Delta m_{31}^{2}\left(\Delta m_{32}^{2}\right.$ is then computed as $\Delta m_{31}^{2}-\Delta m_{21}^{2}$ ), and the CP phase $\delta_{C P}$. The oscillation probability also depends on the ratio $L / E$. This dependence was first observed in the atmospheric neutrino data of SK as mentioned in Sec. 1.1.2.

The $\delta_{C P}$ phase enters the last term of Eq. (1.20) which causes $P\left(\nu_{\alpha} \rightarrow \nu_{\beta}\right) \neq P\left(\bar{\nu}_{\alpha} \rightarrow \bar{\nu}_{\beta}\right)$. Since $\nu_{\alpha} \rightarrow \nu_{\beta}$ and $\bar{\nu}_{\alpha} \rightarrow \bar{\nu}_{\beta}$ are the CP image of each other, this causes the CP-violation in neutrino oscillations. One can also notice that CP-violation only appears in the case of $\nu_{\alpha} \neq \nu_{\beta}$ (also called appearance channel) while it is not possible for $\nu_{\alpha}=\nu_{\beta}$ (also called disappearance channel) due to the vanishing of the last term of Eq. (1.20) in such case.

The Majorana phases do not contribute to the oscillation due to the combination of the form $U_{\alpha i} U_{\beta i}^{*}$ which cancels the diagonal matrix $P$ in Eq. (1.9). Oscillation experiments are therefore not sensitive to the nature of Dirac or Majorana of neutrinos. This question can
be solved through experiments on the neutrino-less double beta decay of which a good review can be found in Ref. [35].

## The approximation of two neutrino mixing

In the early time of neutrino experiments, most of them had not reached a sufficient sensitivity to the subdominant terms of Eq. (1.20) as, for example, in the case of early data of atmospheric neutrinos mentioned in Sec. 1.1.2. In such cases, the observed data can be sufficiently well described by the approximation of two neutrino mixing in which two flavor neutrinos $\nu_{\alpha}$ and $\nu_{\beta}(\alpha, \beta$ could be $e, \mu$; $e, \tau$; or $\mu, \tau)$ are superposition of two mass states $\nu_{1}, \nu_{2}$ :

$$
\binom{\nu_{\alpha}}{\nu_{\beta}}=U\binom{\nu_{1}}{\nu_{2}}=\left(\begin{array}{cc}
\cos \theta & \sin \theta  \tag{1.21}\\
-\sin \theta & \cos \theta
\end{array}\right)\binom{\nu_{1}}{\nu_{2}} .
$$

The mixing matrix $U$ is now parametrized with just one mixing angle $\theta$. Following the same procedure described above for the derivation of oscillation probability, one obtains:

$$
\begin{align*}
& P\left(\nu_{\alpha} \rightarrow \nu_{\beta}\right)=\sin ^{2} 2 \theta \sin ^{2}\left(\frac{\Delta m^{2} L}{4 E}\right) \\
& P\left(\nu_{\alpha} \rightarrow \nu_{\alpha}\right)=1-\sin ^{2} 2 \theta \sin ^{2}\left(\frac{\Delta m^{2} L}{4 E}\right) \tag{1.22}
\end{align*}
$$

The approximation to simplify from three to two flavor mixing works thanks to the fact that $\left|\Delta m_{21}^{2}\right| \ll\left|\Delta m_{31}^{2}\right|$ and the mixing angle $\theta_{13}$ is quite smaller than other two mixing angles. This is actually the case of our current knowledge from the global fit of neutrino oscillation experiments [36]. We present below how this approximation can be applied for some specific cases of neutrino experiments.

The atmospheric neutrino experiments (also long-baseline accelerator and short-baseline reactor experiments) turn out to be sensitive to the region such that the oscillation phase $\Delta m_{31}^{2} L /(2 E) \sim 1$ which results in $\Delta m_{21}^{2} L /(2 E) \ll 1$. Thus the terms containing $\Delta m_{21}^{2}$ are subdominant and can be neglected. Applying to the three mixing cases, one can then deduce the oscillation probabilities for instance in the case of $\nu_{\mu}$ oscillation as:

$$
\begin{align*}
& P\left(\nu_{\mu} \rightarrow \nu_{e}\right) \simeq \sin ^{2} \theta_{23} \sin ^{2} 2 \theta_{13} \sin ^{2}\left(\frac{\Delta m_{31}^{2} L}{4 E}\right),  \tag{1.23}\\
& P\left(\nu_{\mu} \rightarrow \nu_{\mu}\right) \simeq 1-\left(\cos ^{2} \theta_{13} \sin ^{2} 2 \theta_{23}+\sin ^{4} \theta_{23} \sin ^{2} 2 \theta_{13}\right) \sin ^{2}\left(\frac{\Delta m_{31}^{2} L}{4 E}\right),  \tag{1.24}\\
& P\left(\nu_{\mu} \rightarrow \nu_{\tau}\right) \simeq \cos ^{4} \theta_{13} \sin ^{2} 2 \theta_{23} \sin ^{2}\left(\frac{\Delta m_{31}^{2} L}{4 E}\right) . \tag{1.25}
\end{align*}
$$

Taking a further approximation $\theta_{13} \simeq 0$ (as $\theta_{13}$ is smaller than the other two mixing angles), we can neglect terms that are proportional to $\sin ^{2} \theta_{13}$. The oscillation probabilities then read:

$$
\begin{align*}
& P\left(\nu_{\mu} \rightarrow \nu_{e}\right) \simeq 0,  \tag{1.26}\\
& P\left(\nu_{\mu} \rightarrow \nu_{\mu}\right) \simeq 1-\sin ^{2} 2 \theta_{23} \sin ^{2}\left(\frac{\Delta m_{31}^{2} L}{4 E}\right),  \tag{1.27}\\
& P\left(\nu_{\mu} \rightarrow \nu_{\tau}\right) \simeq \sin ^{2} 2 \theta_{23} \sin ^{2}\left(\frac{\Delta m_{31}^{2} L}{4 E}\right) . \tag{1.28}
\end{align*}
$$

One then recovers the formulas for two neutrino oscillation (1.22). Hence, the atmospheric $\nu_{\mu}$ oscillation can be described as two neutrino oscillation between $\nu_{\mu}$ and $\nu_{\tau}$. One can also derive that for $\nu_{e} \rightarrow \nu_{e}$, the approximation reads $P\left(\nu_{e} \rightarrow \nu_{e}\right) \simeq 0$. This explains the result of SK presented in Fig. 1.4 where only $\nu_{\mu}$ disappearance is observed but not $\nu_{e} . \theta_{23}$ and $\Delta m_{31}^{2}$ govern the dominant terms of atmospheric neutrino oscillation so that they are also called the atmospheric mixing angle $\left(\theta_{\text {atm }}\right)$ and atmospheric $\Delta m^{2}\left(\Delta m_{\text {atm }}\right)$.

For low-energy solar neutrinos ${ }^{3}$ (and also valid for long-baseline reactor neutrino), $\Delta m_{21}^{2} L /(2 E) \sim 1$ while $\Delta m_{31}^{2} L /(2 E) \gg 1$ which causes $\Delta m_{31}^{2}$-driven oscillation to be averaged out and $\Delta m_{21}^{2}$-driven terms to become dominant. Also neglecting $\sin ^{2} \theta_{13}$ when compared with the two other mixing angles, one obtains:

$$
\begin{equation*}
P\left(\nu_{e} \rightarrow \nu_{e}\right)=P\left(\bar{\nu}_{e} \rightarrow \bar{\nu}_{e}\right)=1-\sin ^{2} 2 \theta_{12} \sin ^{2}\left(\frac{\Delta m_{21}^{2} L}{4 E}\right) \tag{1.29}
\end{equation*}
$$

Similarly to the case of atmospheric neutrinos, we also usually call $\theta_{12}$ and $\Delta m_{21}^{2}$ the solar mixing angle $\left(\theta_{\text {sol }}\right)$ and solar $\Delta m^{2}\left(\Delta m_{\text {sol }}\right)$.

Another case worth mentioning is the short-baseline disappearance of reactor antineutrinos, which yields:

$$
\begin{equation*}
P\left(\overline{\nu_{e}} \rightarrow \overline{\nu_{e}}\right)=1-\sin ^{2} 2 \theta_{13} \sin ^{2}\left(\frac{\Delta m_{31}^{2} L}{4 E}\right) . \tag{1.30}
\end{equation*}
$$

This means the experiments of this type are of particular interest for measuring $\theta_{13}$.
One key observation from the aforementioned cases is that the ratio $L / E$ can be chosen appropriately for each experiment such that it can access the sensitivity to different oscillation parameters. For $\frac{\Delta m^{2} L}{2 E} \sim 1$, the experiments can be sensitive to the given $\Delta m^{2}$ together with the related mixing angles coupled with it in the oscillation probability. For

[^2]$\frac{\Delta m^{2} L}{2 E} \ll 1$, the associated oscillation terms are subdominant and give no sensitivity to the experiment. On the other hand, if $\frac{\Delta m^{2} L}{2 E} \gg 1$, the related terms oscillate rapidly and only the averages of them might be observed which give no sensitivity to $\Delta m^{2}$ but might give the information on the related mixing angles.

### 1.2.3 Neutrino oscillations in matter

When neutrinos propagate in matter, they can interact with both electrons and nucleons in a process called coherent forward elastic scattering. This type of interaction has no impact on the momentum and energy of the neutrinos and thus can interfere with the neutrino propagation in such a way that it modifies the flavor content of the propagating neutrino states and thus affects the oscillation process, as first pointed out by Wolfenstein [37]. This effect is called the matter effect and is discussed in this subsection.

To facilitate the study of the impact of matter effect, let us first reformulate the vacuum oscillations presented in the previous subsection. One can rewrite the vacuum Hamiltonian in the mass basis and in the ultra-relativistic approximation as follows:

$$
\widehat{\mathcal{H}}_{0, \text { mass }}=\frac{1}{2 E}\left(\begin{array}{ccc}
0 & 0 & 0  \tag{1.31}\\
0 & \Delta m_{21}^{2} & 0 \\
0 & 0 & \Delta m_{31}^{2}
\end{array}\right),
$$

where the common phase $E_{1}=m_{1}^{2} /(2 E)$ is factored out and subtracted since only relative phases between states are the physically meaningful. In the flavor basis, the Hamiltonian is obtained with the use of the PMNS matrix:

$$
\begin{equation*}
\widehat{\mathcal{H}}_{0, f l v}=U \widehat{\mathcal{H}}_{0, \text { mass }} U^{\dagger} . \tag{1.32}
\end{equation*}
$$

In the ultra-relativistic case $t \simeq x$ (with $c=1$ in natural units), the Schödinger equation reads:

$$
\begin{equation*}
i \frac{d}{d x}\left|\nu_{\alpha}(x)\right\rangle=\widehat{\mathcal{H}}_{0}\left|\nu_{\alpha}\right\rangle . \tag{1.33}
\end{equation*}
$$

with the solution:

$$
\begin{equation*}
\left|\nu_{\alpha}(x)\right\rangle=\exp \left(-i x \widehat{\mathcal{H}}_{0}\right)\left|\nu_{\alpha}(x=0)\right\rangle=\widehat{\mathcal{U}}(x)\left|\nu_{\alpha}\right\rangle . \tag{1.34}
\end{equation*}
$$

The operator $\hat{\mathcal{U}}(x)=\exp (-i x \hat{\mathcal{H}})$ is called evolution operator since it transforms the initial neutrino state into the neutrino state after propagating on a distance $x$. Substituting this operator in terms of flavor basis, one obtains back the expression (1.16).

When neutrinos propagate in matter, the evolution is no longer described by the vacuum Hamiltonian. In this case, the Hamiltonian contains two terms: $\hat{\mathcal{H}}_{0}$ as the vacuum propagation and the potential term $\hat{V}$ induced by the interactions of neutrinos in the medium:

$$
\begin{equation*}
\widehat{\mathcal{H}}=\widehat{\mathcal{H}}_{0}+\widehat{V} . \tag{1.35}
\end{equation*}
$$

The processes of neutrino coherent forward elastic scattering are depicted in Fig. 1.5. In these processes, the NC interaction (through the exchange of Z boson) is present for all neutrino flavors while the CC interaction (through the exchange of $W^{ \pm}$boson) is possible only for $\nu_{e}$. Since the potential term is induced by weak interaction processes, it should be diagonal in the flavor basis. A detailed derivation of the matter potential can be found in Ref. [38], which yields:

$$
\begin{gather*}
V_{\alpha \beta}=V_{\alpha} \delta_{\alpha \beta}=\left(V_{C C, \alpha}+V_{N C, \alpha}\right) \delta_{\alpha \beta},  \tag{1.36}\\
V_{C C, \alpha}=\left\{\begin{array}{ll}
\sqrt{2} G_{F} n_{e}(x), & \alpha=e \\
0, & \alpha=\mu, \tau
\end{array} ; \quad V_{N C, \alpha}=-\frac{G_{F}}{\sqrt{2}} n_{n}(x), \alpha=e, \mu, \tau .\right. \tag{1.37}
\end{gather*}
$$

$G_{F}=1.166 \times 10^{-5} \mathrm{GeV}^{-2}$ is the Fermi constant. $n_{e}(x)$ and $n_{n}(x)$ are the densities of electrons and neutrons in the medium respectively. For antineutrinos, the potential terms are given with the opposite sign $V_{\alpha}(\bar{\nu})=-V_{\alpha}(\nu)$. Due to the nature of the interaction as mentioned above, the CC potential is only present for the electron neutrinos while the NC potential is universal for all flavors. The latter generates a phase common to all neutrino flavors. Hence, it is not physical and one can eliminate it with a suitable global phase transformation applied to all neutrino fields [1]. The Hamiltonian for the case of propagation in matter can be finally written in the mass basis as:

$$
\widehat{\mathcal{H}}_{M, \text { mass }}=\frac{1}{2 E}\left(\begin{array}{ccc}
0 & 0 & 0  \tag{1.38}\\
0 & \Delta m_{21}^{2} & 0 \\
0 & 0 & \Delta m_{31}^{2}
\end{array}\right)+U\left(\begin{array}{ccc}
V_{C C}(x) & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) U^{\dagger},
$$

and in the flavor basis: $\widehat{\mathcal{H}}_{M, f l v}=U^{\dagger} \widehat{\mathcal{H}}_{M, \text { mass }} U$. The mass states are now no longer the eigenstates of the Hamiltonian since the Hamiltonian in the mass basis is not diagonal due to the appearance of the matter potential term. To find the eigenstates of neutrino propagating in the medium, one then has to diagonalize the Hamiltonian $\widehat{\mathcal{H}}_{M}$.

In practice, for numerical computation of oscillation probabilities, one can approximate the density profile along the neutrino path as a discrete series of N constant density layers $x_{0}, x_{1}, \ldots, x_{N}$. Then in each layer, the density and the Hamiltonian is independent of the


Figure 1.5: Possible processes in forward elastic scattering of neutrinos on ordinary matter ( $n, p, e^{-}$). From left to right: NC interaction which appears for all flavors, CC interaction which is only present for electron neutrinos and antineutrinos.
position $x$ :

$$
\left\{\begin{array}{l}
n_{e}(x)=n_{e, i}  \tag{1.39}\\
\widehat{\mathcal{U}}_{i}(x)=\exp \left(-i x \widehat{H}_{M}\left(n_{e}, i\right)\right)
\end{array} \quad \text { for } x_{i} \leq x \leq x_{i+1}\right.
$$

Using the evolution operator, one obtains the relation between the neutrino states at $x_{i}$ and $x_{i+1}$ which describes the evolution of neutrino in the layer $x_{i} \rightarrow x_{i+1}$ :

$$
\begin{equation*}
\left|\nu_{\alpha}\left(x_{i+1}\right)\right\rangle=\widehat{\mathcal{U}}_{i}\left(x_{i+1}\right)\left|\nu_{\alpha}\left(x_{i}\right)\right\rangle . \tag{1.40}
\end{equation*}
$$

Consequently, the probability of transition for the full neutrino path can be computed as:

$$
\begin{equation*}
\left.P\left(\nu_{\alpha} \rightarrow \nu_{\beta}\right)=\left|\left\langle\nu_{\beta} \mid \nu_{\alpha}\right\rangle\right|^{2}=\left|\left\langle\nu_{\beta}\right| \widehat{\mathcal{U}}_{N-1}\left(x_{N}\right) \ldots \widehat{\mathcal{U}}_{1}\left(x_{2}\right) \widehat{\mathcal{U}}_{0}\left(x_{1}\right)\right| \nu_{\alpha}\right\rangle\left.\right|^{2} . \tag{1.41}
\end{equation*}
$$

The evolution operator can be diagonalized by the specific effective mass states in each constant density layer and thus can give a straightforward calculation of the oscillation probability [39]. In fact, this formula is adopted for the numerical computation of oscillation probability of atmospheric traversing the Earth (see Chap. 5) which is used for the oscillation analysis with the ORCA detector presented in this thesis.

## Matter effects in two neutrino mixing

As we have seen in the previous subsection, in many experimental contexts, neutrino oscillations can be effectively described in a two flavor oscillation scheme. Hence, it is worth considering the matter effect in this case. The matter Hamiltonian for the two flavor oscillation and in the flavor basis can be written as:

$$
\widehat{\mathcal{H}}_{M, f l v}=\left(\begin{array}{cc}
-\frac{\Delta m^{2}}{2 E} \cos 2 \theta \pm \sqrt{2} G_{F} n_{e} & \frac{\Delta m^{2}}{4 E} \sin 2 \theta  \tag{1.42}\\
\frac{\Delta m^{2}}{4 E} \sin 2 \theta & 0
\end{array}\right)
$$

where the sign $+(-)$ of the matter potential is for neutrinos (antineutrinos) respectively. For simplification, the electron density $n_{e}$ is considered to be constant. The matter Hamiltonian can be diagonalized as follows:

$$
\widehat{\mathcal{H}}_{M, f l v}=U_{M}\left(\begin{array}{cc}
E_{1}^{M} & 0  \tag{1.43}\\
0 & E_{2}^{M}
\end{array}\right) U_{M}^{\dagger}, \quad U_{M}=\left(\begin{array}{cc}
\cos \theta_{M} & \sin \theta_{M} \\
-\sin \theta_{M} & \cos \theta_{M}
\end{array}\right)
$$

where $E_{1}^{M}$ and $E_{2}^{M}$ are the two eigenstates of the matter Hamiltonian. $\theta_{M}$ is the effective mixing angle. These parameters are defined as:

$$
\begin{align*}
& E_{2}^{M}-E_{1}^{M}=\frac{\Delta m^{2} \sqrt{\left(1 \mp \frac{n_{e}}{n_{\text {res }}}\right)^{2} \cos ^{2} 2 \theta+\sin ^{2} 2 \theta}}{\sin 2 \theta_{M}}=  \tag{1.44}\\
& \cos 2 \theta_{M}=\frac{\sin 2 \theta}{\sqrt{\left(1 \mp \frac{n_{e}}{n_{r e s}}\right) \cos ^{2} 2 \theta+\sin ^{2} 2 \theta}}  \tag{1.45}\\
& \sqrt{\left(1 \mp \frac{n_{e}}{n_{r e s}}\right) \cos ^{2} 2 \theta+\sin ^{2} 2 \theta} \tag{1.46}
\end{align*}
$$

where $n_{\text {res }}=\frac{\Delta m^{2} \cos 2 \theta}{2 \sqrt{2} G_{F} E}$ is called the resonance density. The $-(+)$ sign is for neutrino and antineutrino respectively. One can further define the effective squared mass difference:

$$
\begin{equation*}
\Delta^{M} m^{2}=\Delta m^{2} \sqrt{\left(1 \mp \frac{n_{e}}{n_{r e s}}\right)^{2} \cos ^{2} 2 \theta+\sin ^{2} 2 \theta} \tag{1.47}
\end{equation*}
$$

Then the oscillation probability can be given in a similar form as in vacuum:

$$
\begin{equation*}
P\left(\nu_{\alpha} \rightarrow \nu_{\beta}\right)=\sin ^{2} 2 \theta_{M} \sin ^{2}\left(\frac{\Delta^{M} m^{2} L}{4 E}\right) \tag{1.48}
\end{equation*}
$$

We can see that the oscillation probability can become resonant: $\sin ^{2} 2 \theta_{M}=1$ under given circumstances. If the neutrino energy is at the value such that $n_{\text {res }}=n_{e}$, then the resonance happens for neutrinos in the case of $\Delta m^{2} \cos 2 \theta>0$ and antineutrinos in the case of $\Delta m^{2} \cos 2 \theta<0$. This resonance was first discussed by Smirnov and Mikheev in 1985 [40] and is called the MSW resonance (named after Mikheev, Smirnov, and Wolfenstein). In the two flavor framework, one can choose the convention so that $0 \leq \theta \leq \frac{\pi}{4}$. Then the sign of $\Delta m^{2} \cos 2 \theta$ is also the one for $\Delta m^{2}$ which causes the matter oscillation to be sensitive to the sign of $\Delta m^{2}$ (or the mass ordering which will be further discussed in Sec. 1.2.4).

## Matter effects in solar and atmospheric neutrino oscillations

Matter effects play an important role when neutrinos travel for a large distance through the dense medium for instance the cases of solar and atmospheric neutrinos that traverse the Sun and/or the Earth. Nevertheless, in these two cases, the matter effects are somewhat different due to the difference in density profile of the Sun and the Earth.

In the case of solar neutrinos, the electron density of the Sun is not a constant but varies as a function of position $x$. In such a case, the effective mixing angle $\theta_{M}$ is also position-dependent and induces off-diagonal components as $\dot{\theta}_{M}(x)$ in the Hamiltonian. In fact, the Sun density varies slowly so that the position dependence of the effective mixing angle $\theta_{M}(x)$ is also slow enough ( $\left.\dot{\theta}_{M}(x)=0\right)$. Then one can make the approximation that the evolutions of effective eigenstates are decoupled. Such regime is called the adiabatic regime and results in the MSW effect in the Sun. Combining data from SNO, SK, and KamLAND (a reactor neutrino experiment) had also lead to the determination of the LMA (Large Mixing Angle) solution for solar neutrino oscillations [41]. A more detailed description of this mechanism can be found in Ref. [42, 43]. The MSW effect observed in solar neutrino data also points out that $\Delta m_{21}^{2} \cos 2 \theta_{12}>0$. With the convention that $\theta_{12} \leq \pi / 4$ (equivalent to choosing that $\nu_{1}\left(\nu_{2}\right)$ is composed mainly from $\nu_{e}\left(\nu_{\mu}\right)$ respectively), this observation fixes the sign of $\Delta m_{21}^{2}$ to be positive.

In the case of atmospheric neutrinos crossing the Earth, the oscillations have not only the MSW resonance but also the parametric enhancement. This effect appears when neutrinos travel through a periodic variation of the electron density, which is the case for atmospheric neutrinos traversing the Earth with a spherical distribution of density. This mechanism will be discussed in more detail in Sec. 1.3.2.

### 1.2.4 Recent experiments and current status of three neutrino oscillation picture

The important measurements in the solar and atmospheric neutrino sectors presented in Sec. 1.1.2 have shown profound evidence for the concept of neutrino oscillations. Multiple experiments following up in the past two decades have provided more and more accurate measurements of the oscillation parameters and extended further our understanding of the neutrino sector. In this subsection, we first briefly review the contributions made by recent experiments, then the current status and prospects for neutrino experiments are also discussed.

## Solar and reactor neutrino experiments

Apart from the discovery of neutrino oscillation, SNO and SK have also provided the measurement of the oscillation parameters in the solar sector i.e the $\theta_{12}$ and $\Delta m_{21}^{2}$.

The solar sector can also be accessed by a reactor neutrino experiment called KamLAND [44] which collected data at a very long baseline ( $\sim 180 \mathrm{~km}$ ). Including KamLAND's data with those from solar experiments had helped improve the constraints on $\theta_{12}$ and $\Delta m_{21}^{2}$ as well as confirming the MSW LMA mechanism [41,45]. As mentioned in the previous section, the sign of $\Delta m_{21}^{2}$ was found to be positive thanks to these experiments.

The decoupling between early atmospheric and solar data, such that each of them can be approximately well described by two flavor oscillations, has shown that $\Delta m_{21}^{2} \ll \Delta m_{31}^{2}$ and that $\theta_{13}$ is small as discussed in Sec. 1.2.2. Since $\theta_{13}$ governs the subdominant terms in these observation, determining this parameter is important for the precision measurement of next generation experiments. The reactor neutrino experiments play an important role in the determination of $\theta_{13}$. Three reactor experiments have contributed significantly to establishing the current value of $\theta_{13}$ : Daya Bay [46, 47], DoubleChooz [48, 49], and RENO $[50,51]$. They measured the $\bar{\nu}_{e} \rightarrow \bar{\nu}_{e}$ transition at a baseline of $\sim 1 \mathrm{~km}$. At this baseline, the dominant oscillation probability follows Eq. 1.30 and thus provides sensitivity to both $\theta_{13}$ and $\Delta m_{31}^{2}$. The measurement of $\theta_{13}$ has shown that this parameter is non-zero and in fact has a "relatively large" value: $\theta_{13}=8.57^{\circ}$ (assuming normal mass ordering $\Delta m_{31}^{2}>0$ ) from the current global fit result [36]. This is an asset for later experiments measuring the remain unknown parameters $\delta_{C P}$ and the question of neutrino mass ordering (NMO) i.e whether the sign of $\Delta m_{31}^{2}$ is positive (normal ordering - NO) or negative (inverted ordering - IO).

## Accelerator neutrino experiments

Accelerator neutrino experiments measure the neutrinos created from the decay of mesons (pions and kaons) produced by shooting protons to a target. These neutrinos have an energy of $\sim 1$ to few GeV . A typical accelerator neutrino experiment usually has two detectors: the near detector that is close to the neutrino source and measures the initial neutrino flux, and the far detector that measures the oscillated flux. The distance between them is about $10^{2}-10^{3} \mathrm{~km}$ (Long baseline). Long-baseline (LBL) accelerator experiments can measure the disappearance of $\nu_{\mu}$ as well as the appearance of $\nu_{e}$ from the initial $\nu_{\mu}$ flux. With these channels and considering the mentioned energy and baseline, the LBL accelerator experiments have a good sensitivity to the atmospheric parameters $\theta_{23}$ and $\Delta m_{31}^{2}$, and some sensitivity to $\theta_{13}$. They are also expected to solve the remaining question on $\delta_{C P}$ and,

| Parameter | Main contribution | Other contributions |
| :---: | :---: | :---: |
| $\Delta m_{21}^{2}$ | KamLAND | SOL |
| $\left\|\Delta m_{31}^{2}\right\|$ | LBL+ATM+REAC | - |
| $\theta_{12}$ | SOL | KamLAND |
| $\theta_{23}$ | LBL+ATM | - |
| $\theta_{13}$ | REAC | (LBL+ATM) and (SOL+KamLAND) |
| $\delta_{C P}$ | LBL | ATM |

Table 1.1: Contribution of different types of neutrino experiments to the measurement of oscillation parameters. The used acronyms for type of experiements: LBL (long baseline accelerator), ATM (atmospheric), SOL (solar), REAC (reactor). Table extracted from Ref. [57].
in principle, also the neutrino mass ordering. The top current experiments are $\mathrm{NO} \nu \mathrm{A}$ [52] and MINOS [53] that use a beam from Fermilab; and T2K [54] which uses a beam created at the J-PARC accelerator facility in Japan, and aimed at the Super-Kamiokande detector.

## Atmospheric neutrino experiments

Atmospheric neutrino experiments can measure the atmospheric neutrino flux produced by the cosmic-ray induced air showers as briefly presented in Sec. 1.1.2. The energy range of interest for oscillation studies is typically from $\sim 0.1 \mathrm{GeV}$ to $\sim 100 \mathrm{GeV}$. Current active experiments are Super-Kamiokande [55] and IceCube DeepCore [56]. They contribute to the measurement of $\theta_{23}$ and $\Delta m_{31}^{2}$. The NMO is also expected to be resolved with the next generation of atmospheric neutrino experiments thanks to the matter effects in the Earth which will be explained in more detail in Sec. 1.3.2.

## Current status and future prospects

Tab. 1.1 summarizes the different contributions from different types of experiments to the measurement of neutrino oscillation parameters. The current status of these measurements as inferred from global data is discussed e.g. in Refs. [36,57].

Among all 6 oscillation parameters, $\theta_{31}$ and $\left|\Delta m_{31}^{2}\right|$ are measured to a really good precision. Constrains from $\theta_{31}$ dominantly come from reactor experiments while for $\left|\Delta m_{31}^{2}\right|$ accelerator, atmospheric and reactor experiments are all important and make quite comparable contributions. The solar parameters $\theta_{12}$ and $\Delta m_{21}^{2}$ are measured by KamLAND and solar experiments but there is still room for improvement in the precision and the future reactor experiment JUNO is expected to provide improved constraints on these parameters [58]. Currently, in the picture of three neutrino oscillations, three main issues remain
to be solved: the precise measurement of $\theta_{23}$, the measurement of the CP violation phase $\delta_{C P}$, and the determination of the neutrino mass ordering.
$\theta_{23}$ is the least constrained mixing angle and measuring it to a very good precision is one of the main goals for neutrino physics at the moment. Whether $\theta_{23}$ is maximal mixing $\left(\theta_{23}=\pi / 4\right)$, in the upper octant $\left(\theta_{23}>\pi / 4\right)$ or in the lower octant $\left(\theta_{23}>\pi / 4\right)$ would be a theoretical interest since it would help to constrain a number of theoretical models which implies the maximal mixing of $\theta_{23}$. Accelerator and atmospheric experiments probe the oscillation process of $\nu_{\mu}$ disappearance, whose dominant term is proportional to $\sin ^{2} 2 \theta_{23}$. This results in a degeneracy of the two octants of $\theta_{23}$. The degeneracy can only be lifted thanks to the sensitivity to the matter effect and the $\nu_{e}$ appearance which are subdominant in the oscillation. Thus, the $\theta_{23}$ octant question requires good precision and high statistics measurement. Currently, global analysis of neutrino oscillation data yields a best fit value of $\theta_{23}$ in the upper octant, while the lower octant is slightly disfavored with $\Delta \chi^{2} \geq 5.8(6.4)$ for normal (inverted) mass ordering while that for disfavoring maximal mixing is $\Delta \chi^{2}=7.8$ (8.5) [57].

The measurement of $\delta_{C P}$ is based on the sensitivity to the difference between oscillation probabilities of $\nu_{\mu} \rightarrow \nu_{e}$ and $\bar{\nu}_{\mu} \rightarrow \bar{\nu}_{e}$. At the time of writing this thesis, such measurement is mainly done at the long baseline accelerator experiments T 2 K and $\mathrm{NO} \nu$ a, while atmospheric data can also provide a small contribution. The global data is currently disfavoring the CP -conserving value $\delta_{C P}=0$ with a quite notable $\Delta \chi^{2}=9.1(11.3)$ for NO (IO). The other CP-conserving value $\delta_{C P}=\pi$ is still allowed with $\Delta \chi^{2}=0.4$ in NO, while it is disfavored in the case of IO with $\Delta \chi^{2}=14.6$ [57].

For the time being, the question on the NMO has not been answered explicitly yet. Recent data from the current long-baseline accelerator experiments T2K and $\mathrm{NO} \nu$ a alone do not give any clear preference for the NMO yet ( $\Delta \chi^{2} \sim 0.4$ in favor of NO for each experiment). However, a combination of these two experiments gives a preference of IO with $\Delta \chi^{2} \simeq 2.4$ due to the tension in $\delta_{C P}$ measurement which is observed in the NO case but not in the IO one. Nevertheless, after combining with reactor and atmospheric experiments, a preference for NO with $\Delta \chi \simeq 6,4$, corresponding to a significance of $2.5 \sigma$, is observed. This is mainly due to the atmospheric data which by themselves favor NO, and to the tension in the $\Delta m_{31}^{2}$ measurement between the reactor and atmospheric experiments that appears for the case of IO but not for NO.

Together with the current active experiments, a new generation of experiments is being planned and built, which aims at resolving the abovementioned questions. The next generation of long-baseline experiments is being designed to be dedicated to the precise measurement of $\delta_{C P}$. The two main projects in this line are DUNE (Deep Underground Neutrino Experiment) [59] in the USA and T2HK in Japan [60]. JUNO, the medium base-
line reactor experiment, is also in construction and it is expected to improve the precision on the oscillation parameters $\left(\Delta m_{31}^{2}, \theta_{12}, \Delta m_{21}^{2}\right)$ as well as to determine the NMO. The atmospheric experiments are also an appealing option for the determination of the NMO. Two next-generation atmospheric neutrino detectors are being built for this goal: ORCA (Oscillation Research with Cosmics in the Abyss) - the low energy branch of the KM3NeT telescopes [61] and PINGU (Precision IceCube Next Generation Upgrade) - a low-energy upgrade of the IceCube neutrino telescope [62]. Recently, the idea of enhancing the NMO sensitivity through a combination of next-generation atmospheric and reactor experiments has been proposed [63-65]. One such study for the combination of JUNO and ORCA is presented in Chap. 9 of this thesis.

### 1.3 Oscillation physics with atmospheric neutrinos

In this section, the underlying physics for the atmospheric neutrino experiments are presented. We first summarize the properties of the atmospheric neutrino fluxes in the energy range of interest for the oscillation studies ( $\sim 1-100 \mathrm{GeV}$ ). Then the phenomenology of the atmospheric neutrino oscillations is briefly discussed with the emphasis on the determination of the NMO. Finally, the neutrino interactions in the energy range $1-100 \mathrm{GeV}$ are also presented.

### 1.3.1 Flux of atmospheric neutrinos

As mentioned in Sec. 1.1.2, atmospheric neutrinos are created in cosmic-ray induced air showers through the processes:

$$
\begin{array}{ll}
\pi^{+} / K^{+} \rightarrow \mu^{+}+\nu_{\mu}, & \pi^{-} / K^{-} \rightarrow \mu^{-}+\bar{\nu}_{\mu} . \\
\mu^{+} \rightarrow e^{+}+\nu_{e}+\bar{\nu}_{\mu}, & \mu^{-} \rightarrow e^{-}+\bar{\nu}_{e}+\nu_{\mu} . \tag{1.50}
\end{array}
$$

In the energy range of interest here, the contribution of tau neutrinos is negligible as they are heavier than pions and kaons.

The production mechanisms of atmospheric neutrinos determines the characteristics of their fluxes, including the composition (in flavors and polarization) as well as the energy and angular spectra. These features have been discussed in the early of 1960s [66,67]. The energy spectrum of atmospheric neutrinos follows a power law similar to the spectrum of primary cosmic-rays. The other main effect is the decays of muons, which causes a zenith dependence of the neutrino fluxes. Since the muon path lengths are typically longer
close to the horizon than the vertical directions, more neutrinos are produced from muon decays in the horizon compared to the vertical directions at the same energy. Other factors affecting the energy and angular dependence of atmospheric neutrinos are related to the decays of pions and kaons, the dependence of atmospheric density with altitude as well as the development of the air shower.

The flavor ratio $\left(\nu_{e}+\bar{\nu}_{e}\right) /\left(\nu_{\mu}+\bar{\nu}_{\mu}\right)$ is $1 / 2$ (as expected from the decay processes (1.49) and (1.50)) only at low energy ( $\leq 1 \mathrm{GeV}$ ). When going to higher energy, this ratio decreases because some of the energetic muons reach the ground before decaying, therefore reducing the proportion of $\nu_{e}$. This effect is less pronounced for horizontal neutrinos than for vertical ones due to the aforementioned typically longer path length of muons close the horizon. In the high energy part of the spectrum, kaons also have other decay channels with the corresponding ratios:

$$
\begin{array}{r}
K^{+} \rightarrow \pi^{0}+\mu^{+}+\nu_{\mu}(3.4 \%), \\
K^{+} \rightarrow \pi^{0}+e+\nu_{e}(5.1 \%) . \tag{1.52}
\end{array}
$$

In the case of the second decay channel, only $\nu_{e}$ is produced from kaon decays. Thus the flavor ratio also depends on the ratio of pions to kaons in the air shower.

In the primary cosmic-rays and also in the air showers, the amount of matter is larger than the one of antimatter which causes more $\nu_{e}$ and $\nu_{\mu}$ to be produced than $\bar{\nu}_{e}$ and $\bar{\nu}_{\mu}$; i.e the ratios are $\nu_{e} / \bar{\nu}_{e}>1.0$ and $\nu_{\mu} / \bar{\nu}_{\mu}>1.0$. While $\nu_{e} / \bar{\nu}_{e} \simeq 1.3$ and does not depend much on energy and zenith angle, the $\nu_{\mu} / \bar{\nu}_{\mu}$ ratio increases with energy and zenith angle. This is because the muon decays, which contribute more at low energy and in horizontal directions, tend to reduce the asymmetry between $\nu_{\mu}$ and $\bar{\nu}_{\mu}$, as can be seen from Eq. (1.49) and (1.50).

The geomagnetic field of the Earth induces a shielding effect on the cosmic rays interacting with the atmosphere. This results differences of up to $\sim 10 \%$ in the flux of neutrinos at different locations [68], in particular its zenith dependence, despite the very isotropic distribution of primary cosmic-ray. A slight dependence on the azimuth angle is also raised due to the geomagnetic field.

All these effects can be precisely accounted for thanks to detailed 3D simulation of atmospheric neutrino fluxes [68-70]. A very recent and popular simulation widely used is the one provided by Honda group in Ref. [68]. The sources of uncertainties in the numerical computation of atmospheric neutrino fluxes, which are mainly related to the primary fluxes and to the hadronic shower induced by the primary cosmic-ray interaction, are also discussed explicitly in Ref. [71]. These two results are important for evaluating the measured neutrino rates as well as for studying the effects of flux uncertainties on the sensitivity
of atmospheric neutrino experiments. They are used for the works in this thesis and the detail will be presented in Chap. 5 and Chap. 7.

### 1.3.2 Atmospheric neutrino oscillations

From the matter oscillations presented in Sec. 1.2.3, assuming $\frac{\Delta m_{21}^{2}}{\Delta m_{31}^{2}} \ll 1$ and $\sin ^{2} \theta_{13} \ll 1$, one can compute the atmospheric oscillation probabilities to the first order expansion as (see also Ref. [72] for the derivation):

$$
\begin{align*}
P\left(\nu_{\mu} \rightarrow \nu_{e}\right) \simeq & \sin ^{2} \theta_{23} \sin ^{2} 2 \theta_{13}^{M} \sin ^{2}\left(\frac{\Delta^{M} m_{31}^{2} L}{4 E_{\nu}}\right)  \tag{1.53}\\
P\left(\nu_{\mu} \rightarrow \nu_{\mu}\right) \simeq 1 & -\sin ^{2} 2 \theta_{23} \cos ^{2} \theta_{13}^{M} \sin ^{2}\left(\frac{\left(\Delta m_{31}^{2}+\Delta^{M} m_{31}^{2}\right) L}{8 E_{\nu}}+\frac{V_{C C} L}{4}\right) \\
& -\sin ^{2} 2 \theta_{23} \sin ^{2} \theta_{13}^{M} \sin ^{2}\left(\frac{\left(\Delta m_{31}^{2}-\Delta^{M} m_{31}^{2}\right) L}{8 E_{\nu}}+\frac{V_{C C} L}{4}\right) \\
& -\sin ^{4} \theta_{23} \sin ^{2} 2 \theta_{13}^{M} \sin ^{2}\left(\frac{\Delta^{M} m_{31}^{2} L}{4 E_{\nu}}\right) . \tag{1.54}
\end{align*}
$$

with the effective parameters defined as:

$$
\begin{gather*}
\Delta^{M} m_{31}^{2}=\xi \Delta m_{31}^{2}, \quad \sin ^{2} 2 \theta_{13}^{M}=\frac{\sin ^{2} 2 \theta_{13}}{\xi^{2}}  \tag{1.55}\\
\xi=\sqrt{\sin ^{2} 2 \theta_{13}+\left(\cos 2 \theta_{13}-\frac{A_{C C}}{\Delta m_{31}^{2}}\right)^{2}} \tag{1.56}
\end{gather*}
$$

where $V_{C C}= \pm 2 \sqrt{2} E G_{F} n_{e}, A_{C C}=2 E V_{C C}$. In these formulas, we have also assumed a constant electron density in matter for simplicity.

One can see that the $\nu_{\mu} \rightarrow \nu_{e}$ transition is enhanced in the MSW resonance region $\left(\sin ^{2} \theta_{13}^{M} \rightarrow 1\right)$. This channel also gives the sensitivity to the octant of $\theta_{23}$ thanks to the proportionality of the oscillation probability to $\sin ^{2} \theta_{23}$. In the case of $\nu_{\mu} \rightarrow \nu_{\mu}$ transition, the first term in Eq. 1.54 is dominant in the non-MSW resonance region while the second term becomes dominant in the MSW resonance region. The third term is the only term that gives sensitivity to the $\theta_{23}$ octant but it is subdominant in both cases. Thus $\nu_{\mu} \rightarrow \nu_{\mu}$ would give a minor contribution to the sensitivity of $\theta_{23}$ octant.

As pointed out in Sec. 1.2.3 and as can also be seen from the above formulas, the MSW resonance occurs for neutrinos (antineutrinos) in the case of NO (IO) respectively and thus provides sensitivity for the determination of the NMO. From the MSW resonance
$\sin ^{2} \theta_{23} \rightarrow 1$, one can derive the energy at which the resonance occurs as:

$$
\begin{equation*}
E_{\text {res }}=\frac{\Delta m_{31}^{2} \cos 2 \theta_{13}}{2 \sqrt{2} G_{F} n_{e}} \simeq 7 \mathrm{GeV}\left(\frac{4.5 \mathrm{~g} / \mathrm{cm}^{3}}{\rho}\right)\left(\frac{\Delta m_{31}^{2}}{2.4 \times 10^{-3} \mathrm{eV}^{2}}\right) \cos 2 \theta_{13} \tag{1.57}
\end{equation*}
$$

where we adopt the approximation for the electron density such that $n_{e}=\frac{Z}{A} \frac{\rho}{m_{p}} \simeq 0.5 \frac{\rho}{m_{p}}$ with the matter density $\rho$, the proton mass $m_{p}$ and the proton-to-nucleon ratio $Z / A$ which is generally close to 0.5 in the case of the Earth. The Earth's core density is $\sim 12 \mathrm{~g} / \mathrm{cm}^{3}$ while that of the mantle is $\sim 4.5 \mathrm{~g} / \mathrm{cm}^{3}$. These densities correspond to a resonance energy of 2.5 and 7 GeV respectively, which are in the energy range of atmospheric neutrinos.

Another resonance also occurs in the case of atmospheric neutrinos, which is called parametric enhancement. In this effect, the transition probability becomes maximal due to a match of the matter density variation with the phase of neutrino oscillations [73,74]. This means the resonance can happen even far from the MSW region. This effect turns out to be present for neutrinos that cross the mantle-core-mantle density profile corresponding to the cosine zenith angle range: $-1 \leq \cos \theta_{z} \leq-0.84$.

### 1.3.3 Neutrino interactions in the energy range $\mathbf{1 - 1 0 0} \mathbf{G e V}$

In the energy range $1-100 \mathrm{GeV}$, neutrino interactions are dominated by the scattering on nuclei via CC (by exchanging $W^{ \pm}$bosons) or NC (by exchanging Z bosons) interactions:

$$
\begin{align*}
& \mathrm{CC}: \stackrel{(-)}{\nu}+\text { nucleon } \rightarrow l^{\mp}+H  \tag{1.58}\\
& \mathrm{NC}: \stackrel{(-)}{\nu}+\text { nucleon } \rightarrow \stackrel{(-)}{\nu}+H ; \tag{1.59}
\end{align*}
$$

where the two observable products are a lepton (in the case of CC interaction) and the final hadronic state $H$. In the high energy region, the lepton direction is almost aligned with that of neutrino so that it can be used as an estimator for the neutrino direction. The neutrino energy can be estimated from the reconstructed energy of the produced lepton and hadronic states $E_{\nu}=E_{l}+E_{H}$. We also define the inelasticity $y$ (or Bjorken- $y$ ) as:

$$
\begin{equation*}
y=1-\frac{E_{l}}{E_{\nu}}=\frac{E_{H}}{E_{\nu}}, \tag{1.60}
\end{equation*}
$$

which corresponds to the fraction of neutrino energy transferred to the hadronic system in the interaction.

Based on the hadronic products of the interactions, one can also categorize the neutrino interaction as follows:

- Elastic and quasi-elastic scattering (QE): the hadronic products contain one or multiple nucleons(s) from the target. The term elastic is for NC while quasi-elastic is for CC (CCQE) due to the production of charged leptons.
- Resonant production (RES): this type of interaction creates a baryonic resonance state which then decays into mesonic final states including nucleons and mesons (mainly pion and kaons).
- Deep inelastic scattering (DIS): the energy transferred is high enough such that it breaks the nucleons and produces hadronic showers.

Fig. 1.6 shows the total neutrino CC cross-sections as well as the contribution from three types of interaction: QE, RES, and DIS. The neutrino cross-section is about two times larger than the one for antineutrino. The QE is only dominant in the sub-GeV domains while RES is the main contribution in the energy range $1-10 \mathrm{GeV}$. Above $10 \mathrm{GeV}, \mathrm{QE}$, and RES cross-sections decrease while DIS increases and becomes the dominant process. The detection of the signal from neutrino interactions will be discussed explicitly in the case of the ORCA detector in the next chapter.


Figure 1.6: Total neutrino and antineutrino per nucleon CC cross-sections for an isoscalar target. Figure taken from Ref. [75].
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In 1960, M. A. Markov proposed the idea of detecting high energy atmospheric neutrinos using the Cherenkov effect with photosensitive devices installed deep underwater [67, 76]. The proposal was meant for serving the studies on neutrinos properties. In the same year, K. Greisen also discussed the detection of neutrinos from cosmic sources with the suggestion of using a large underground water-Cherenkov detector surrounded by photomultipliers. The advantage of such approaches is to achieve an efficient neutrino detection due to the very large target volume and the high sensitivity to the signal of Cherenkov light induced by the relativistic propagation in a transparent medium (water, or ice) of charged particles produced by a neutrino interaction in or around the detector. Pioneering underground water-Cherenkov experiments have been built, including the currently operating Super-Kamiokande detector [55]. In addition, neutrino telescopes instrumented huge volumes of naturally abundant ice or water have also been deployed, with the main purpose of detecting and studying high-energy astrophysical neutrinos: ANTARES [77], Baikal [78], and IceCube [79].

In this context, the KM3NeT Collaboration is building a set of next-generation waterCherenkov neutrino telescopes in the depth of the Mediterranean Sea. The design and technology benefit from the experience acquired in the successful deployment of the first deep-sea neutrino telescope ANTARES [77]. The KM3NeT telescopes consist of two tridimensional arrays of photomultiplier tubes (PMT), that will be deployed on distinct sites: ARCA and ORCA (for Astroparticle and Oscillation Research with Cosmics in the Abyss, respectively). ARCA is a gigaton-scale detector that will mainly focus on neutrino astronomy in the $\mathrm{TeV}-\mathrm{PeV}$ energy range. ORCA is a denser and smaller array (Mton-scale) optimized for oscillation physics with atmospheric neutrinos at energies above 1 GeV .

This chapter describes the physics principles and technical design of the KM3NeT project, with a focus on the ORCA detector, the main subject of this thesis. Sec. 2.1 presents the detection principles of neutrino events in deep-sea Cherenkov telescopes, also discussing the different sources of background. Then, Sec. 2.2 describes the KM3NeT design and technology. Finally, the science prospects of ORCA are summarized in Sec. 2.4.

### 2.1 Neutrino detection in water-Cherenkov detectors

### 2.1.1 Cherenkov radiation

When a charged particle moves through a dielectric medium, it polarizes the medium along its trajectory and creates a time-dependent dipole field which emits in a spherical wave with the phase velocity of light in the medium $c / n$, where $n$ is the refraction index, $c$ is
the light velocity in vacuum. If the particle velocity is greater than the light velocity in the medium, these spherical wavelets can interfere constructively and form a coherent wavefront propagating at a well-defined angle with respect to the direction of the particle. This emission, dubbed as Cherenkov radiation [80], is illustrated in Fig. 2.1.


Figure 2.1: An illustration of Cherenkov radiation. The Cherenkov radiation is formed and emitted in the Cherenkov angle $\theta_{c}$ when a particle travels faster than the velocity of light in medium $c / \sqrt{\epsilon}$ (where $\epsilon$ is the dielectric constant which relates to the refractive index as $n=\sqrt{\epsilon}$ ). Figure taken from Ref. [81].

From this figure, one can derive the Cherenkov angle, defined as the angle between the particle trajectory and the direction of light emission:

$$
\begin{equation*}
\cos \theta_{c}=\frac{1}{\beta n} \tag{2.1}
\end{equation*}
$$

where $\beta=v / c$ is the ratio of particle speed $v$ to light speed $c$. For ultra-relativistic particles, which is usually the case for secondary particles emitted in the interaction of neutrinos with energies in the GeV to PeV region, as typically detected by the KM3NeT detectors, one can approximate $\beta \simeq 1$. With the seawater refractive index being $n \simeq 1.35$, the Cherenkov angle is computed as $\theta_{c} \simeq 42^{\circ}$, independent of the particle energy. Seawater is transparent in the ultraviolet to visible band from $300 \mathrm{~nm}-600 \mathrm{~nm}$, which is also the detection band of Cherenkov detection. In this band, a particle with a unit charge can yield about 340 photons per cm of path length.

### 2.1.2 Neutrino event signatures

As discussed in Sec. 1.3.3, neutrino interactions in the energy range relevant for ORCA include quasi-elastic (QE), resonant (RES) and Deep Inelastic Scattering (DIS) processes. They can be classified into 4 interaction channels depending on the weak-interaction process and neutrino flavor: $\mathrm{NC}, \nu_{e} \mathrm{CC}, \nu_{\mu} \mathrm{CC}, \nu_{\tau} \mathrm{CC}$ as summarised in Fig. 2.2. The light signatures for each channel are described as follows:

- NC: The NC interaction is flavor-insensitive and the only detectable light signal comes from the hadronic shower. The particles in a hadronic shower usually have a small interaction or decay length which results in a typical $\lesssim 10 \mathrm{~m}$ extension of the shower. The associated light signatures thus mimic a cascade emission from a single point. Such kind of event topology is called shower-like (or shower for short, or also called sometimes cascades). It is worth noticing that a hadronic shower is produced in all 4 mentioned channels and it carries the inelastic fraction $y$ (also called Bjorken-y) of the neutrino energy.
- $\nu_{\mathrm{e}} \mathbf{C C}: e^{ \pm}$have a short ( $\sim 36 \mathrm{~m}$ ) radiation length in water [82] so they cannot travel far and lose their energy rapidly via a cascade of electromagnetic processes including Bremstrahlung:

$$
\begin{equation*}
e^{-} \rightarrow e^{-}+\gamma \tag{2.2}
\end{equation*}
$$

and pair production:

$$
\begin{equation*}
\gamma \rightarrow e^{+}+e^{-} . \tag{2.3}
\end{equation*}
$$

This produces an electromagnetic shower, and the corresponding events are also shower-like. The electromagnetic showers are usually a few meters extension but yield $\sim 20 \%$ times more light per unit energy in the few-GeV range as compared to hadronic showers [83].

- $\nu_{\mu} \mathbf{C C}$ : This interaction channel produces a charged (anti)muon, $\mu^{ \pm}$, a long-lived particle which can travel a significant distance and will produce a track-like (or track) signature in the detector. For the energies up to $\sim 10 \mathrm{GeV}$, muons can be approximated as minimum ionizing particles. In this regime, most of the energy losses occur through ionization with a rate of about 4 GeV per meter of track length, independent of the muon energy. Therefore, the measured track length of the muon can also be used as an energy proxy for estimating its energy.
- $\nu_{\tau} \mathbf{C C}$ : The $\tau^{ \pm}$have the short lifetime of about $2.9 \times 10^{-13}$ s and mostly decay right after the production. Most of the tau decays produce hadronic showers ( $\sim 65 \%$ ) and sometimes electromagnetic showers ( $\sim 17 \%$ ) which lead to the dominance of shower-
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Figure 2.2: Summary of DIS neutrino event classes in neutrino telescopes: (a) NC, (b) $\nu_{e}$ CC , (c) $\nu_{\mu} \mathrm{CC}$, (d) $\nu_{\tau} \mathrm{CC}$. In the case of CCQE and RES, the hadronic component might include one or multiple nucleons or pions. Figure taken from Ref. [84].
like signals in this channel. Nevertheless, about $17 \%$ can produce $\mu^{ \pm}$which results in the track-like signature.

### 2.1.3 Optical Background in the deep-sea

Apart from the neutrino signals, water-Cherenkov detectors in the deep-sea are also sensitive to multiple sources of background light: radioactive decay, bioluminescence, dark pulses, and atmospheric muons. They are described in this subsection.

The dominant source of radioactivity in the deep-sea is the potassium isotope ${ }^{40} \mathrm{~K}$, which is naturally present at $\sim 0.04 \%$ in seawater. The ${ }^{40} \mathrm{~K}$ radioactive decays happen through $\beta^{-}$process:

$$
\begin{equation*}
{ }^{40} \mathrm{~K} \rightarrow{ }^{40} \mathrm{Ca}+\bar{\nu}_{e}+e^{-} \tag{2.4}
\end{equation*}
$$

or electron capture:

$$
\begin{equation*}
{ }^{40} \mathrm{~K}+e^{-} \rightarrow{ }^{40} \mathrm{Ar}^{*}+\bar{\nu}_{e} \rightarrow{ }^{40} \mathrm{Ar}+\bar{\nu}_{e}+\gamma \tag{2.5}
\end{equation*}
$$

In the $\beta$ decay, the energy of the electrons produced is about 1 MeV , which is already enough for generating Cherenkov light. In the case of electron capture, the photons emitted from the excited states ${ }^{40} \mathrm{Ar}^{*}$ have an energy of 1.460 MeV which is enough to produce electrons via Compton scattering. These electrons in turn can be energetic enough to emit Cherenkov radiation [85].

Bioluminescence is another important optical background in the deep sea, which is continuously produced by some species of living organisms [86]. The light is normally emitted in the blue or green visible wavelength to which the seawater is transparent. These
emissions are naturally not time-correlated on a nano-second basis. Their signature is a slowly time-varying rate extending over a large part of the detector. Also observed are bright bursts that can increase significantly the local rate on a DOM and last up to several seconds. Bioluminescent activity is also correlated with the sea current and has seasonal variations [87, 88].

Since the deep-sea neutrino telescopes use PMTs for the detection of the Cherenkov radiation, they are also affected by the dark pulses which are internal signals recorded by the PMTs without any external light sources. This type of noise can be generated by spontaneous thermal emission of electrons in PMT's photocathodes and dynodes, or radioactive decay inside the PMT structure [89].

Atmospheric muons are produced in cosmic-ray air showers alongside neutrinos. Unlike neutrinos, they cannot traverse the Earth and can only reach the detector from above. Even so, most of the down-going atmospheric muons are absorbed in the water or the surrounding rock before reaching the deep-sea detector and only observed in the detector if their energies are $\sim 1 \mathrm{TeV}$ and above, hence creating track-like signals. Even though a large part of the muon flux is absorbed before reaching the detector, the abundance of atmospheric muons is such that their rates in the detector still dominate those of neutrinos by a factor of $\sim 10^{4}$.

To achieve data samples with an acceptable neutrino purity for physics analyses, a performant rejection of these backgrounds is required. The first three mentioned types of background are mostly uncorrelated in time and space, and thus can be reduced significantly using trigger algorithms based on suitable space and time causality conditions which will be described in Sec. 2.3. The Additional rejection methods include the vetos applied on the PMTs if the baseline rate is too high (e.g. due to episodes of high bioluminescence), and the fine-tuning of the PMT threshold which specifically aims at reducing the dark pulses.

Atmospheric muons are a physical background whose signature in the detector is very close to the one associated to some neutrino event classes, therefore they cannot be efficiently filtered out at the trigger level. One way to remove atmospheric muons at the analysis level is to introduce a cut on the reconstructed direction in order to reject all down-going muons that would come from the atmosphere above the detector. Nevertheless, this cut cannot reject the down-going atmospheric muons that are misreconstructed as up-going. Additional cuts on the reconstruction quality combined with machine learningbased classifiers are necessary to sufficiently reject the atmospheric muon background. The efficiency of these suppression methods will be briefly discussed in Chap. 3, 8, and 10.

### 2.2 The KM3NeT/ORCA detector design and technology

As mentioned previously, the KM3NeT project involves two detectors, ORCA and ARCA, searching for neutrinos in different energy ranges. Nevertheless, both are built and operated with the same technology which aims at the detection of Cherenkov light induced by charged particles produced by neutrino interactions in water. This section presents a brief description of the main technological components of the KM3NeT detectors.

### 2.2.1 Digital Optical Modules

The main detection element of the KM3NeT telescopes is the Digital Optical Module (DOM). A DOM consists in a spherical pressure-resistance glass of 43 cm diameter housing 313 inch Hamamatsu PMTs and related electronics. The PMTs are distributed over the sphere, pointing towards all directions (except vertically upwards) to obtain a close to uniform angular acceptance. More specifically, on each DOM, 2 rings of 6 equally spaced PMTs point to the upper hemisphere while the remaining 19 PMTs are distributed on 3 other rings of 6 PMTs, plus one vertically downwards, in the lower hemisphere. A reflector ring is installed around the bulb of each PMT to increase the photon collection efficiency. The space between the PMT cathodes, reflector rings, and glass sphere is also filled with an optical gel to ensure good optical contact. A DOM and a PMT with its reflector ring are shown in Fig. 2.3.


Figure 2.3: KM3NeT DOM (left) and PMT with its reflector ring (right). Pictures taken from Ref. [90].

The design of the DOMs is one of the signature technological features of the KM3NeT project in comparison with other, past and existing Cherenkov neutrino telescopes (e.g ANTARES, IceCube, and Baikal-GVD), which have used optical modules with one single large PMT. The multi-PMTs design of KM3NeT is advantageous in several aspects [91]. On
the one hand, this design yields a larger photocathode area per optical module: the photocathode area of one KM3NeT DOM is about three times larger than that of one ANTARES optical module, while the cost per unit of photocathode area is reduced. On the other hand, the uniform distribution of PMTs on the DOMs helps improve the angular acceptance to approximately $4 \pi$ coverage while only around $2 \pi$ was reached with single PMT modules. The segmentation of the photocathode area also helps preserve the directional information of detected photons as well as better identifying local coincidences on the same DOM. These features are important for event reconstruction and background suppression.

This multi-PMT approach is now being considered by other future Cherenkov detectors, including the upgrade of the IceCube detector [92] and the future Hyper-Kamiokande experiment [93].

### 2.2.2 The Detection Units

In the deep sea, DOMs are installed on vertical structures called Detection Units (DU). Each DU comprises two parallel Dyneema ${ }^{\circledR 11}$ ropes on which the DOMs are attached using a titanium collar. The ropes are attached to an anchor laid on the sedbed, while at the top, an additional buoy is used to keep the DU straight close to the vertical. Each DU supports 18 DOMs.

For ORCA and ARCA, the distribution of DUs on the seafloor and of DOMs along the DUs are different, which leads to the different geometries that are suitable for the target energy range of the detector. ARCA, which aims at detecting high-energy astrophysical neutrinos in the $\mathrm{TeV}-\mathrm{PeV}$ energy range, has a vertical spacing between DOMs of $\sim 36 \mathrm{~m}$ and a horizontal spacing between DUs of $\sim 95 \mathrm{~m}$. In the case of ORCA, the lower targeted neutrino energy range (at the GeV scale) leads to a denser distribution which is $\sim 20 \mathrm{~m}$ inter-DU and $\sim 9$ m inter-DOM.

The ORCA detector, the subject of this thesis, will comprise 115 DUs whose layout is illustrated in Fig. 2.4, together with the related seabed infrastructure. The DUs are connected to two main electro-optical cables (MEOCs) through five nodes. Each node connects 6 chains of 4 DUs. The MEOCs runs from the shore to the detector site in order to supply power for the detector as well as transmit data from each individual DOM to the shore station. A Calibration Unit will also be installed at the detector site, comprising a Base with calibration instruments and an Instrumented Unit to monitor the environmental parameters around the detector.
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Figure 2.4: The planned layout of the ORCA detector. The figure also shows the 6 DUs which are currently in operation (with blue circles) and the ORCA7 sub-array of 7 DUs (with blue and green circles) that will be used for sensitivity studies presented later in this manuscript. The figure is taken from Ref. [94].

### 2.2.3 Calibration

Achieving an accurate reconstruction of neutrino events requires a precise knowledge on the evolution of the data-taking conditions, which include the optical properties of the seawater, DOMs, PMTs as well as the timing and positioning of optical modules. In order to achieve the desired reconstruction performances, the timing accuracy has to be at ns level [95] and about 10 cm is necessary for position accuracy [96].

On each DOM, multiple calibration instruments are installed. They include the sensors for monitoring the pressure, temperature, and humidity; a LED beacon that can send signals to neighbouring DOMs for time and position calibration; a compass and tilt meter for monitoring the orientation of the DOM; and a digital acoustic receiver used for acoustic positioning.

A Calibration Unit, which comprises a Calibration Base and Instrumentation Unit, will be installed in the vicinity of the ORCA array as shown in Fig. 2.4 and will also participate in the time and position calibration of the detector elements. The Calibration Base hosts a Laser Beacon, a hydrophone and an acoustic emitter. The Laser Beacon is meant to illuminate the whole array of DUs and will be used for inter-DU time calibration, to complement the inter-DOM calibration performed with the LED beacons installed on each DOM. Additionally, it can also be used for measuring water transparency. The hydrophone and acoustic emitter are part of the long-baseline acoustic positioning system of the detector. The Instrumentation Unit is a recoverable inductive line supporting instruments used for the monitoring of water properties, which serves in particular to compute the speed of sound in water, an important factor for acoustic positioning calibration.

Apart from the aforementioned calibration instruments, the data taken by the DOMs themselves can offer a method of intrinsic detector calibration. Single decays of ${ }^{40} \mathrm{~K}$ occurring in the vicinity of the DOMs can produce a genuine coincidence between signals on different PMTs in a time window of $\sim 25 \mathrm{~ns}$ [97]. At this level of coincidence, the ${ }^{40} \mathrm{~K}$ decay is the dominant rate, which allows an easy extraction of this signal from the data. Additionally, the ${ }^{40} \mathrm{~K}$ concentration in seawater is very stable and can be precisely simulated. Therefore, the detected ${ }^{40} \mathrm{~K}$ signals are sensitive to water optical parameters and individual PMT efficiencies. Furthermore, the ${ }^{40} \mathrm{~K}$ coincidences on PMTs of the same DOMs can be used for determining the relative time offset between PMTs in a DOM and their time spreads as already demonstrated in ANTARES [85]. Another method including the use of atmospheric muon tracks for calibrating the inter-DOMs time offset can also be performed. These possibilities are discussed explicitly in Ref. [97].

### 2.3 Data processing and event triggers

### 2.3.1 Digital signal and data transmission

When a photon hits a PMT on one of the ORCA DOMs, it can create a photoelectron (p.e) release from a photocathode due to the photoelectric effect. This p.e is then accelerated to the series of dynodes thanks to a high voltage applied. More electrons are released when a dynode is hit and thus an electron cascade is formed. A voltage pulse is created when the electron cascade hits the final anode and this signal is recorded if it exceeds a certain threshold which is normally set to be $30 \%$ of the amplitude expected from a single initial p.e. The registered signal, called hit, includes the PMT identifier, the start time of the pulse, and the time-over-threshold (ToT), which is related to the total charge of the pulse. These bare PMT hits are also called LO (level zero) hits.

The KM3NeT project follows the so-called 'all data to shore' approach in which the data processing and filtering are performed at the shore station. This helps minimize the amount and complexity of the data acquisition system installed in the deep-sea. Following such an approach, all L0 hits from DOMs are transferred to the shore station via the optical fibers running along the DUs. In each group of 4 chained DUs (72 DOMs in total), the signals from each DOM are assigned a different wavelength so that they can be transmitted together over a single fiber. The transferred data is chunked in time slices of 100 ms , which results in a data transfer rate of $\sim 25 \mathrm{~Gb} / \mathrm{s}$ for the full detector.

Since most of the optical background hits are uncorrelated in space and time, it is necessary to define higher-level hits, called L1 and L2 hits, for the sake of event triggering. They are so-called L1 and L2 hits. An L1 hit is defined if two L0 hits on the same DOM are coincident within a short time window of $<10 \mathrm{~ns}$. L2 hits also follow the L1 condition but with an additional constrain that the two L0 hits have to be on two separate PMTs with the directions forming an open-angle $<90^{\circ}$.

At the moment, L0 and L2 coincidences are used for event triggering. Instead of writing full L0 data, only writing L0 when the trigger conditions are met can reduce the amount of data written by a factor of $\sim 10^{3}-10^{5}$. The next section will present more about the event triggers used in ORCA.

### 2.3.2 Event triggers in ORCA

A trigger algorithm has been developed to target clusters of hits that are causally connected. Once the trigger is activated, all of the hits in the detector within a timeslice are
saved and such a snapshot is called an 'event'. Those triggered events are likely to be physical and will be reconstructed for analysis. The timeslice chosen for saving an event normally spans from the first to the last triggered hit with an additional expanding margin to make sure all of the related hits are recorded. This margin is safely chosen as $\sim 1 \mu s$ which is the time required for a photon to traverse the detector.

At the moment, it exists three trigger algorithms for ORCA namely: 3DMuon, 3DShower, and, MXShower. The first two algorithms, also called 3D triggers, cover the two expected topologies of events which are long muon tracks (track-like) with 3DMuon and spherical emission from a single point (shower-like) with 3DShower. MXShower is designed in addition to the 3D triggers for lowering the energy threshold to target a few GeV events. The criteria for these triggers are presented as follows:

- 3DMuon: This trigger algorithm scans over 200 equally sampled test directions and per each test direction, it looks for at least 4 causally connected L2 hits on different DOMs within a cylinder centered on the test direction and having the predefined radius $R_{3 \mathrm{D} \mu}$. Assuming emission from track-like hypothesis, the causality condition for the two hits reads

$$
\begin{equation*}
c\left|t_{i}-t_{j}\right|<\left(z_{i}-z_{j}\right)+n \sin \theta_{c} \sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}}+c \delta t \tag{2.6}
\end{equation*}
$$

where $\left(x_{i}, y_{i}, z_{i}, t_{i}\right)$ is the coordinate of the hit, $\theta_{c}$ is the Cherenkov angle, $n$ is the refractive index. The z -axis is aligned with the defined cylinder. $\delta t$ is the additional tolerance time window which is currently set to 10 ns . This is to accommodate the uncertainties in time and position calibration.

- 3DShower: This trigger algorithm assumes the spherical emission from a single point. It looks for at least 3 causally connected L2 hits on different DOMs of the maximal predefined distance $D_{\text {3DSh }}$. The causality condition is as follows:

$$
\begin{equation*}
c\left|t_{i}-t_{j}\right|<n\left|\vec{r}_{i}-\vec{r}_{j}\right|+c \delta t, \tag{2.7}
\end{equation*}
$$

where $\vec{r}_{i}$ is the position vector of the hit.

- MXShower: The few GeV neutrinos often can not produce even two L 2 coincidences. Thus the MXShower algorithm is used in addition with the two above 3D triggers in order to keep the faint events from few GeV neutrinos. The algorithm starts with 1 seed of L2 hit and then looks for the around L0 hits that satisfy the 3DShower causality condition in Eq. 2.7.

The trigger parameters; including the number of coincidence hit, $R_{3 \mathrm{D} \mu}, D_{3 \mathrm{DSh}}$, or $\delta t$; are optimized such that it produces the maximal efficiency to a neutrino signal while still
fast enough for real-time application. The current requirement is that after the trigger, the rate inferred by the pure noise should not exceed the rate from atmospheric muons. Such optimization is reported in Ref. [61] and Ref. [94].

### 2.4 Physics with the ORCA detector

The first DU of the ORCA detector has been deployed in September 2017. Then 4 DUs have been installed in July 2019. Since the sea operation end of January 2020, 2 more DUs were successfully deployed and the detector is currently operating with 6 DUs. ORCA will grow quickly in size and targeting a rich science program. This section summarizes the notable physics objectives of the ORCA detector.

The main physics target of ORCA is to determine the unresolved question on the neutrino mass ordering. As described in Sec. 1.3, matter effects result in a different pattern of atmospheric neutrinos traversing the Earth with different NMO scenarios and thus help to solve the NMO. ORCA, which is designed for detecting atmospheric neutrinos above $\sim 1 \mathrm{GeV}$, relies on such effects for the determination of NMO. The sensitivity to the atmospheric neutrino oscillation also helps ORCA to provide the measurement on $\theta_{23}$ and $\Delta m_{31}^{2}$, one of the currently least well-measured oscillation parameters in the neutrino sector. Another important subject is the detection of tau appearance, the phenomena in which the atmospheric $\nu_{\mu}$ oscillates into $\nu_{\tau}$ with a maximum around 24 GeV (well above ORCA energy threshold). This detection helps to test the unitarity of the PMNS matrix which is currently only tested at the $20 \%-40 \%$ level. These studies are reported in Ref. [98].

ORCA also offers sensitivity to the extensions of the standard $3 \nu$ oscillation framework including non-standard interactions (NSI) and the sterile neutrino. The effects of these models are also enhanced thanks to the matter effects experienced by atmospheric neutrinos during their passage through the Earth. This is discussed in Ref. [99] and Ref. [100] which provides competitive results compared to the leading experiments in the field.

Other topics comprise Dark Matter and Earth tomography. A theoretically well-motivated dark matter candidate so-called Weakly Interacting Massive Particle (WIMP) could be captured in the Sun and then can decay or annihilate into standard model particles including also neutrino fluxes detectable by ORCA [101]. Since ORCA is sensitive to the Earth matter effect on atmospheric neutrinos, it can also provide tomographic information of the Earth, particularly the electron density and the proton-to-nucleon ( $\mathrm{Z} / \mathrm{A}$ ) ratio [102].

Furthermore, ORCA can also contribute to astrophysics studies. One such study is the detection of core-collapse supernova (CCSN). Even though the CCSN neutrino energy is at
the MeV scale (below the ORCA energy threshold), the burst of such neutrinos from CCSN reaching the detector can cause a population of coincidences in excess over the background expectation, taking into account all the DOMs in the detector [103]. In addition, the potential of ORCA toward the search for low energy astrophysical neutrinos is also discussed in Ref. [104] and Ref. [105].

This thesis works are dedicated to oscillation physics with ORCA which focuses on the determination of NMO and oscillation parameter measurement. The physical results are reported in Part III of the thesis. The potential of ORCA to the determination of NMO and oscillation parameter measurement is presented in Chap. 8. Chap. 9 discusses a combination of ORCA and JUNO, a reactor neutrino experiment in construction, which enhances the NMO determination. Finally, Chap. 10 shows the first results on oscillation measurement with the very first data from the current 6 DUs of ORCA.
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Figure 3.1: Flowchart for the neutrino simulation chain. Labels in the blocks indicate the used softwares.

This chapter presents the Monte Carlo (MC) simulation chain for characterizing the detector response to the incident neutrino events. This MC scheme is adapted from the ANTARES one which is described in Ref. [106]. The simulation consists of multiple stages which are illustrated in the flowchart of Fig. 3.1. First, neutrino interactions are simulated by an event generator described in Sec. 3.1. The output of the generator is the list of particles that emerge from the neutrino interaction, with their kinematical properties. They will be used as input for the light propagators in which the Cherenkov light induced by the propagating charged particles is simulated. Sec. 3.2 describes in detail the light simulation packages developed within the KM3NeT Collaboration. After the light simulation stage, the events that produce at least 1 hit on one PMT are stored. Then, the PMT response, readout and triggering are simulated by a custom KM3NeT software (JTE, or JTriggerEfficiency). From the detected signals, the energy and direction of the events are reconstructed with KM3NeT reconstruction softwares. Finally, a classifier (or particle identification - PID) algorithm is used for the determination of event topologies (shower-like or track-like). A brief description of the triggering, reconstruction, and PID is provided in Sec. 3.3.

This simulation chain has served to produce the MC event samples that are currently used in the collaboration to perform physics analyses with ORCA, which are described in Sec. 3.4. During my PhD, I have also contributed to the production of additional MC samples that were tailored for two specific studies, that will be described respectively in Chap. 4 (production of a sample of high-energy neutrino events in a subarray configuration of ORCA) and Chap. 7 (production of samples with different PMT efficiencies to study the impact on ORCA systematics).


Figure 3.2: Geometry of the can definition in gSeaGen. The detector can is defined with the sizes $Z_{c a n}^{\min }, Z_{c a n}^{\max }$ and $R_{c a n}$. The radius $R_{c a n}$ is extended from the instrumented volume with the radius $R_{\text {det }}$ by $n$ times the light absorption length $L_{a}$. Figure taken from Ref. [107]

### 3.1 Event generators

The generation of neutrino interactions in seawater is performed using gSeaGen [107], a GENIE [108]-based code developed within the KM3NeT collaboration.

In particular, gSeaGen defines a cylindrical detector can surrounding the instrumented volume, which is in principle large enough to contain all events that are susceptible to emit Cherenkov light that will reach the detector. Fig. 3.2 illustrates a default geometry configuration of the detector can. From the input detector geometry file, gSeaGen constructs a cylindrical instrumented volume (in blue) which contains all PMTs and is centered at the gravity center of the detector. The detector can (in yellow) is then created as an extension of the instrumented volume, with the bottom surface lying exactly at the sea bed while the height and radius are a multiple of the absorption length ( $L_{a} \sim 70 \mathrm{~m}[109,110]$ ). It should be noted that the can dimensions presented here can be completely defined by the user. The choice of the can size for a given production should be large enough to include all events that might produce detectable Cherenkov light, ie. light that will reach the instrumented volume. One specific example of choice of can dimension will be discussed in Chap. 3.

Based on this can, the interaction volume is defined which contains neutrino interactions simulated by GENIE. The interaction products as well as their kinematic profiles then
can be recorded for the next simulation stages.
As described in Sec. 2.1.2, neutrino interactions will produce different types of event topologies (track-like and shower-like) which results in different simulation needs, reflected in the introduction of the so-called interaction volume. For $\nu_{e}$ and NC interactions which produce shower-like events, the interaction volume coincides with the detector can. All events are generated homogeneously within the can and only the events that generate charged particles reaching the instrumented volume will be stored after the simulation. In the case of $\nu_{\mu} \mathrm{CC}$ and $\nu_{\tau} \mathrm{CC}$, the interactions can produce long muon tracks which can reach the detector even from very large distances, depending on their energy. Thus, the interaction volume for these interaction types no longer coincides with the detector can, but is further extended in all directions by a length that corresponds to the maximum muon range in material (water and rock), evaluated at the highest simulated muon energy. The interactions are generated homogeneously in this extended volume and the events producing muons that reach the detector are kept.

Another event generator worth mentioning here is MUPAGE [111, 112] which is an atmospheric muon bundle generator developed specifically for water/ice-based neutrino telescope. It uses the parametrization model extracted from the full Monte Carlo simulation of muon bundles generated from cosmic ray air showers. The code is used for the separate study of background contamination of atmospheric muons which is not relevant for the Monte Carlo-based study presented in Chap. 4 and 7 that in fact focus on the neutrino detection. This is due to the fact that the muon contamination can be negligible after the selection cuts which will be mentioned later for specific analyses in this work.

### 3.2 Light and secondaries propagation

The event generator gSeaGen gives output all of the events that create secondary particles reaching the detector can. It also provides kinematic information on all products of the interactions. KM3NeT collaboration has developed packages for simulating Cherenkov light emerging from these secondary products: KM3Sim, KM3, and JSirene.

The package KM3Sim [113] based on GEANT4 [114] simulates and propagates each individual secondary particle as well as the photons induced by the Cherenkov effect accounting for the effect of light absorption and scattering. Then, the hits generated by photons reaching the PMTs are also simulated based on the PMT and DOM characteristics e.g photocathode area, angular acceptance, quantum efficiency, and photon transmission through DOM glass and optical gel.

KM3 and JSirene on the other hand are based respectively on precomputed tables (from KM3Sim) or analytical expressions for the probability distribution functions that provide the probability of detecting a Cherenkov photon on each PMT as a function of the position and orientation of the PMT with respect to the emission point. Hence, KM3 and JSirene yield a much better performance in terms of computation time and resources compared to KM3Sim. As a consequence, they are generally preferred to be used for light simulation from high-energy neutrino interaction or atmospheric muon bundles since such kinds of events produce a huge amount of light and secondary products.

A comparison between KM3Sim and KM3 can be found in Ref. [61]. The study compared the total number of hits on PMTs and DOMs produced by a muon in the case such that almost all light produced is inside the instrumented volume. This comparison showed that KM3Sim and KM3 agree very well with different muon energy. In Chap. 4, another effort of comparison between the light propagators is shown for the specific case of high energy production for ORCA7 which focuses more on KM3 and JSirene.

After the light simulation, the events that produce at least 1 hit on one PMT are stored. These events are the input for the next stages of the simulation chain which are triggering, reconstruction, and classification. These are summarized in the next section.

### 3.3 Triggering, Reconstruction and Event classification

### 3.3.1 Triggering in ORCA

At the light simulation stage, the quantum efficiency of the photocathode is taken into account. Thus, the next step is simulating the PMT response. The KM3NeT package for handling PMT response simulation up to triggering is JTriggerEfficiency (JTE). First, JTE converts the photon hits resulting from the light simulation stage into L0 hits similarly to the real data acquisition procedure described in Sec. 2.3. At this level, the package also introduces the optical noise due to the $\beta$-decays of ${ }^{40} \mathrm{~K}$ in the seawater which is simulated as random uncorrelated hits with a rate of 10 kHz per PMT and time-correlated hits on inter-PMT on each DOM with the rates of 600 Hz twofold, 60 Hz threefold, 7 Hz fourfold, 0.8 Hz fivefold, 0.08 Hz sixfold. The simulated time-correlated noise rate has been extracted from the data taken by the first ORCA DUs [115].

In the final step, JTE uses dedicated triggering algorithms, which are described previously in Sec. 2.3, to select the events induced from energetic particles (neutrinos and atmospheric muons). Compared to the trigger setup presented in the LoI [61], the algo-
rithm has been improved for triggering on faint events with just a few tens of detected photons, which results in a significant increase in the efficiency of neutrino detection in the few-GeV energy range. This trigger setup is designed optimally for oscillation studies at low ( $<10 \mathrm{GeV}$ ) energies where the NMO signal is expected to be strongest. It leads to a trigger rate of 8 mHz for atmospheric neutrinos, 50 Hz for atmospheric muons, and 54 Hz for pure noise events.

### 3.3.2 Reconstruction for track-like and shower-like events

The energy and direction of the triggered events are then reconstructed using dedicated algorithms developed for shower-like and track-like event topologies. The track reconstruction, which is called JGandalf, is designed to extract the length and direction of the elongated track assumed to be muon induced from neutrino interaction. The shower reconstruction, referred to as Dusj, works by determining the interaction vertex assuming spherical light emission and then extracts the information on energy and direction from the angular light distribution of $\nu_{e}$ CC events. The detailed steps and explanation of both reconstruction tools can be found in Ref . [83] and Ref . [116].

The JGandalf track reconstruction follows these stages:

- First, the algorithm performs a pre-fit step which starts with a direction scan over hypothetical tracks spread over the sky with a 5 degree spacing. For each of the selected hits belonging to an event, the photon emission point along a hypothetical muon track is determined assuming light emission at the Cherenkov angle and ignoring photon scattering. After that, the time residuals, defined as the difference between the recorded hit time and the predicted hit time assuming a given hypothetical track, can be calculated. The likelihood for each hypothetical track is built based on the time residuals and used to rank the tracks. The best ranking track is passed to the next step.
- The more correct likelihood fit is performed with the accurate probability density functions (PDFs) of the time residual distribution. The PDFs take into account the PMTs orientation, light emission of muons, and photon scattering in water, as well as the area, angular acceptance, and quantum efficiency of the photocathodes. After maximizing this likelihood, the position and direction are obtained.
- The hits that pass a certain likelihood threshold are considered to be signal-like and projected back to the reconstructed track. The length of the reconstructed track is then defined from the first and last projected hit along the track. Since for the mini-
mum ionizing $\mu$ (below 100 GeV ), the track length linearly scales with the energy, it can be used as a good estimator for reconstructed track energy.
- Finally, an energy correction is applied for fixing the systematic offset observed between simulation and reconstruction energy distributions.

The shower reconstruction with Dusj includes these stages:

- The reconstruction tool performs the first vertex fit using hit time residual distribution and also accounting for PMT directionality. This first step mainly focuses on suppressing the noise hits and avoiding bad starting fit points.
- The next step is to check if the found vertex matches the hit distribution of point-like emission or if the event is too bright with too many photons. These events that do not pass this check are likely to be atmospheric muons and it can be decided to not be processed further.
- A second vertex fit is performed which uses the information on the most accurate signal of hits. This includes the selection of hits on PMTs facing the vertex and using time residuals PDFs which account for distance-dependent noise levels. The second fit helps refine the vertex reconstruction.
- The final fit uses the PDFs of expected photon detected for each DOMs under showerhypothesis. The fit estimates the remaining event parameters: energy, direction, and Bjorken-y.

Another shower reconstruction called JShower has been in development with the full detail presented in Ref. [117]. The tool also uses basic processes like Dusj but the main difference is the energy and direction reconstruction performed with parameterized PDF at PMT level instead of DOM level. This algorithm leads to an improvement in the reconstructed energy, especially in the low energy region. Considering that JShower has been developed within the current official framework for data processing and event reconstruction in KM3NeT, this reconstruction package will be used as the official one for ORCA in the near future. At the time of writing this thesis, Dusj is still the standard one and used for all oscillation analyses in ORCA as well as for the works presented in this manuscript.

### 3.3.3 Event classification

In both oscillation or astrophysics analyses, the information on the flavor of the interaction plays a vital role in extracting the desired physics signature. Once an event passed the


Figure 3.3: A schematic representation of Random Decision Forest technique. Figure taken from Ref. [94]
reconstruction step, it is injected into the stage of the event classifier (also called particle identification - PID) which is capable of determining the event topologies to be showerlike or track-like, or whether it is neutrino-like or background-like (atmospheric muon and pure noise). Multiple machine learning-based tools have been developed within the KM3NeT Collaboration to fulfill this aim. This section presents an event classification based on Random Decision Forest (RDF) which has been developed specifically for oscillation analysis. This classifier is used for most of the oscillation studies in ORCA including the latest sensitivity study on the NMO [98] as well as the oscillation studies of this work presented in Chap. 8, 9. The detail of this classifier can be found in the work in Ref. [94].

An RDF is a set of decision trees that are made from a random subset of available training events and available features. Training events are available as input from MC data while features are categorical variables derived from the characteristic parameters of the input. A schematic representation of RDF is described in Fig. 3.3. Events pass through the trees from top to bottom where at each node the tests based on the defined features are performed which results in the events being classified into one of the two child nodes. The flows end at the bottom of the trees where events are assigned with specific class labels. The trees are trained with simulated data so that the assignment of features to nodes and the classification processes at each node are adjusted to achieve the best separation between classes of events at the end of the procedure.

In the current ORCA standard PID procedure, each RDF model is trained to make a binary decision among two classes of events only. Then an output score (also called PID score) is computed that describes the likeliness of an event to be in one class instead of another, as the fraction of trees voting for such class. Three output scores, which scale from 0 to 1 , have been trained and used:

- atmospheric_muon_score: whether the event is likely to be atmospheric muon.
- pure_noise_score: whether the event is likely to be pure noise i.e bioluminescence or K40 decay.
- track_score : whether the event is track-like or shower-like.

The first two scores are used for the suppression of background and for obtaining a pure neutrino event sample, while the last one is for classifying events into topologies which preserve (partially) the information of interaction flavor. One can set cuts on these variables and optimize them for specific analyses. At the moment, the official cuts on the track_score are such that 3 classes of events, also called PID classes, are defined:

- Tracks: $0.7<$ track_score $\leq 1.0$.
- Intermediate: $0.3<$ track_score $\leq 0.7$

Showers: $0.0<$ track_score $\leq 0.3$

These cuts have been optimized for the NMO sensitivity of ORCA as the best compromise between a good event purity level and a sufficient statistics of events in the extreme classes [118].

Compared to the past published results, a major update in this classifier regards the inclusion of new features related to the hit PDF on PMTs around the reconstructed position and direction of neutrino events. This results in an improvement of the PID performance as pointed out in Ref. [119] and will also be illustrated later in Sec. 5.2.1.

### 3.4 The 'ORCA115_20x9_190222', 'ORCA115_23x9_190222' and 'ORCA7_23x9_190222' Monte Carlo samples

In this part, we describe the latest MC samples used for the analyses on the ORCA potential for oscillation physics, which have been produced in 2019 with the standard simulation chain described in this chapter. They will also be used for the analyses presented in Chap. 8 and Chap. 9.

Historically, the first MC sample generated for a full ORCA detector was produced with a configuration with 115 DUs with an average inter-DU spacing of 23 m and inter-DOM spacing of 9 m . This layout was first adopted as the most suitable spacing for ORCA to

| $\#$ of events ( $\times 10^{6}$ ) | ORCA115_20x9 |  | ORCA115_23x9 |  | $\begin{gathered} \text { ORCA7_23x9 } \\ \text { Selected } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Generated | Selected | Generated | Selected |  |
| $\nu_{e}+\bar{\nu}_{e} \mathrm{CC}$ | 24.1 | 2.1 | 30.0 | 3.5 | 0.21 |
| $\nu_{\mu}+\bar{\nu}_{\mu} \mathrm{CC}$ | 44.2 | 4.8 | 31.6 | 3.7 | 0.24 |
| $\nu_{\tau}+\bar{\nu}_{\tau} \mathrm{CC}$ | 13.6 | 2.5 | 45.3 | 2.1 | 0.16 |
| $\nu+\bar{\nu} \mathrm{NC}$ | 30.5 | 0.7 | 206.6 | 2.9 | 0.17 |

Table 3.1: Statistics of 'ORCA115_20x9_190222', 'ORCA115_23x9_190222' and 'ORCA7_23x9_190222' MC productions. The ORCA7_23x9 is the masked production from the ORCA115_23x9 and thus uses the same generated sample.
determine the NMO [61] while satisfying conservative deployment constraints, and it has been used for the previous results in Ref. [120]. Nevertheless, based on the experience acquired with the deployment of the first detection lines, a slightly denser configuration with 20 m inter-DU spacing has turned out to become technically feasible. Additionally, this configuration has been proven to achieve more sensitivity to the NMO thanks to the slightly denser DU population ( 20 m vs 23 m ) which allows a more efficient detection in the low-energy (few GeV ) region. Thus, the $20 \mathrm{~m} \times 9 \mathrm{~m}$ configuration has now been chosen as the official one. A comparison between the performances achieved with the two horizontal spacings for the determination of NMO will be discussed in Chap. 8.

In order to study the physics potential of a sub-array of ORCA detector (that would correspond to an early construction stage), the collaboration has also produced a simulated sample with just 7 DUs installed. At the time this production was started, only the full production with 23 m configuration was available. Thus, this sample was obtained by rerunning the old production with the $23 \mathrm{~m} \times 9 \mathrm{~m}$ configuration from the trigger level, but removing all DUs other than the 7 desired DUs in the detector configuration file. This is a so-called masking technique.

Tab. 3.1 shows the statistical size of the aforementioned MC productions in terms of the number of generated events (at gSeaGen level) and the selected events (passing the light and trigger stages, without further quality cuts on the reconstruction). All these productions were processed with the latest RDF-based event classifier as described in Sec. 3.3.3.
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## High energy simulation for ORCA7
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The main physics target of ORCA is the neutrino oscillation in the GeV energy domain. The three MC samples for ORCA presented in Sec. 3.4 serve this goal and cover the energy range of 1-100 GeV. Nevertheless, ORCA can also detect neutrino events above 100 GeV , a region that is interesting for astrophysics. Thus, there is a strong interest to explore the potential of ORCA in the higher ( $>100 \mathrm{GeV}$ ) energy range.

In this context, I was in charge of producing a Monte Carlo simulation extended to high energies (from 50 GeV up to 5 TeV ) for the ORCA7 subarray, that could be exploited in particular for astrophysical neutrino searches. This work constitutes my service task for the Collaboration and I have also been in charge of using this specific production for checking the ORCA simulation chain as well as performing standard quality control of the production.

This chapter presents the checks and quality control that have been done at each stage of the simulation chain, as a preparatory work for a fully automated quality check procedure. To this aim, some test samples with small statistics have been produced. In the next sections, the quality checks on both test samples and final samples are presented. The workflow is as follows:

- Produce samples with small statistics in order to be quickly produced and suitable for testing purposes with multiple changes in the configuration. The test production is on three energy ranges $30-70 \mathrm{GeV}+180-220 \mathrm{GeV}+1800-2200 \mathrm{GeV}$ with 3 channels ( $\nu_{e} \mathrm{CC}, \nu_{\mu} \mathrm{CC}, \mathrm{NC}$ ) along with 3 light propagators (KM3Sim, KM3, JSirene). These samples will be used for checking the consistency of gSeaGen (Sec. 4.1.1) and crosschecking among the 3 light simulators (Sec. 4.1.2).
- For the full production, a more realistic sample with energy ranges of $50-500 \mathrm{GeV}$ $+500-5000 \mathrm{GeV}$ is used. The tests at this stage will be presented in Sec. 4.2. After these checks, the configuration of the production is almost set. Any other changes or re-optimisation, such as trigger set up, statistics,..., will be analysis-driven.

This chapter also reports some first investigations into the performance of ORCA7 in terms of response functions such as effective area, energy and angular resolution at high energy, and comparison with the existing low energy production that have been used for the oscillation studies. They are presented in Sec. 4.3. Further studies regarding the selection and event classification for astrophysics analysis with this detector sub-array are being carried on within the collaboration based on the MC production in this work.

### 4.1 First test production

The first check for the production is performed with small statistics for the three different energy ranges: $30-70 \mathrm{GeV}, 180-220 \mathrm{GeV}, 800-1200 \mathrm{GeV}$. These samples are used for checking the consistency of gSeaGen and cross-checking within 3 light propagators. The summary table of these test productions are shown in Table 4.1.

Table 4.1: Summary table for the testing samples. The following informations are shown: $N_{G s G}^{i n}$ - number of total events simulated by gSeaGen,
$N_{G s G}^{\text {out }}$ - number of output events by gSeaGen (input to light simulation),
$N_{\text {light }}^{\text {out }}$ - number of events output after light simulation,
$T_{G S G}, T_{\text {Light }}$ - time for processing each step: gSeaGen and light propagation respectively. $v$ [ $\mathrm{s} / \mathrm{evt}]$ - time to process 1 event from gSeaGen to light simulation.
The values are averaged over 10 produced files.

| $\nu_{e} \mathrm{CC} 30-70 \mathrm{GeV}$ |  |  |  |  | $\nu_{e} \mathrm{CC} 180-220 \mathrm{GeV}$ |  |  | $\nu_{e} \mathrm{CC} 800-1200 \mathrm{GeV}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Light | KM3Sim | KM3 | JSirene | KM3Sim | KM3 | JSirene | KM3Sim | KM3 | JSirene |
| Spectrum | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ |
| $N_{G S G}^{\text {in }}$ | 1.0 E 4 | 1.0 E 6 | 1.0 E 5 | 1.0 E 4 | 1.0 E 5 | 1.0 E 5 | 1.0 E 3 | 1.0 E 5 | 1.0 E 5 |
| $N_{G S G}^{\text {out }}$ | 1.92 E 3 | 1.49 E 5 | 1.49 E 4 | 2.16 E 3 | 2.03 E 4 | 2.03 E 4 | 2.16 E 2 | 1.9 E 4 | 1.9 E 4 |
| $N_{\text {light }}^{\text {out }}$ | 105.6 | 16265.6 | 1620 | 230.9 | 3496.2 | 4070 | 42.9 | 4634 | 6870 |
| $T_{G S G}[h]$ | 0.0858 | 0.139 | 0.128 | 0.086 | 0.198 | 0.198 | 0.081 | 0.159 | 0.159 |
| $T_{\text {Light }}[h]$ | 20 | 0.084 | 0.013 | 32 | 0.177 | 0.016 | 48 | 0.230 | 0.026 |
| $v_{\text {light }}[s /$ evt $]$ | 8 | 0.002 | 0.003 | 30 | 0.031 | 0.003 | 75 | 0.255 | 0.013 |


| $\nu_{\mu} \mathrm{CC} 30-70 \mathrm{GeV}$ |  |  |  | $\nu_{\mu} \mathrm{CC} 180-220 \mathrm{GeV}$ |  |  | $\nu_{\mu} \mathrm{CC} 800-1200 \mathrm{GeV}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Light | KM3Sim | KM3 | JSirene | KM3Sim | KM3 | JSirene | KM3Sim | KM3 | JSirene |
| Spectrum | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ |
| $N_{G S G}^{\text {in }}$ | 1.0 E 5 | 1.0 E 5 | 1.0 E 6 | 1.0 E 5 | 1.0 E 5 | 1.0 E 6 | 1.0 E 4 | 1.0 E 5 | 1.0 E 6 |
| $N_{G S G}^{\text {out }}$ | 4.13 E 3 | 2.9 E 3 | 2.89 E 4 | 3.61 E 3 | 3.25 E 3 | 3.24 E 4 | 2.69 E 2 | 2.18 E 3 | 2.19 E 4 |
| $N_{\text {light }}^{\text {out }}$ | 232.81 | 291.6 | 2590 | 400.1 | 499.3 | 4940 | 44.58 | 428.4 | 4580 |
| $T_{G S G}[h]$ | 0.161 | 0.158 | 0.761 | 0.198 | 0.219 | 1.244 | 0.218 | 0.219 | 1.401 |
| $T_{\text {Light }}[h]$ | 24 | 0.108 | 0.024 | 36 | 0.177 | 0.229 | 52 | 0.228 | 0.028 |
| $v_{\text {light }}[s /$ evt $]$ | 10 | 0.134 | 0.006 | 38 | 0.255 | 0.005 | 100 | 0.376 | 0.005 |

### 4.1.1 gSeaGen checks

Fig. 4.1 shows the weighted energy distribution for three energy ranges and the unweighted one for $\nu_{e}$ CC $800-1200 \mathrm{GeV}$ as an example. Firstly, the weighted distributions of the three energy ranges all match each other and following the power spectrum. For the unweighted distribution, the $\nu_{e}$ CC depicts a flat (slightly decreasing) feature while the $\nu_{\mu}$ CC shows a steep increase as the energy increases. To explain these behaviors, we note that two factors affect the trend of such distribution: first - the unweighted generation spectrum $E^{-1}$ as the input for these test samples, i.e more interaction generated at low energy, second - the fact that the higher the energy of the interaction is, the higher the probability that the event will be kept after gSeaGen simulation.

For $\nu_{e}$, most interactions produce shower-like events with short-ranged charged particles. The probability that events produced outside of the instrumented volume is selected increases at high energy. This effect roughly compensates for the decreasing generation spectrum. For the $\nu_{\mu}$ CC interactions, the long propagation length of the muon makes the track-like events easier to detect even when they occur outside of the instrumented volume. This effect increases with energy and supersedes the effect induced by the generation spectrum, therefore leading to a positive slope in the $\nu_{\mu}$ CC unweighted distribution.

Other useful plots to verify the gSeaGen simulation are the spatial distributions of the output events. In Figure 4.2, we show the spatial distribution of $\nu_{e} \mathrm{CC}$ and $\nu_{\mu} \mathrm{CC} 180-$ 220 GeV at gSeaGen level. An equal binning in $R^{2}$ is chosen in order to have the same volume for each bin. One can see that the features are consistent with the mechanism of the simulation, which is described in Sec. 3.1, such that all the $\nu_{e}$ events are homogeneously distributed inside the can. The $\nu_{\mu}$ distribution is homogeneous inside the can and gradually decreases at larger distances. One can also see the effect of the seabed which induces a higher absorption of events below $\mathrm{Z}=0$. In general, the mentioned checks just showed the consistency and expected behaviors of this simulation at gSeaGen stage.

### 4.1.2 Light propagation comparison

The cross-checks between three light propagators (KM3Sim, KM3, JSirene) are also performed with the test samples of three different energy ranges: $30-70 \mathrm{GeV}, 180-220 \mathrm{GeV}$, $800-1200 \mathrm{GeV}$.


Figure 4.1: Energy distribution for output events of gSeaGen. Upper panel: Unweighted distribution for $\nu_{e} \& \nu_{\mu}$ CC test samples. Lower panel: Distribution for all three test samples weighted with $E^{-3.5}$ spectrum.

## Computation time

From the summary tables, we make the comparison in CPU times as follows:
Table 4.2: Average time (second) to process 1 event through light simulation.

|  |  | KM3Sim | KM3 | JSirene |
| :---: | :---: | :---: | :---: | :---: |
| $\nu_{e} \mathrm{CC}$ | $30-70 \mathrm{GeV}$ | 8 | 0.02 | 0.03 |
|  | $180-220 \mathrm{GeV}$ | 30 | 0.03 | 0.003 |
|  | $800-1200 \mathrm{GeV}$ | 75 | 0.255 | 0.013 |
|  | $30-70 \mathrm{GeV}$ | 10 | 0.134 | 0.006 |
|  | $180-220 \mathrm{GeV}$ | 38 | 0.255 | 0.005 |
|  | $800-1200 \mathrm{GeV}$ | 100 | 0.376 | 0.005 |



Figure 4.2: Spatial distribution ( $Z[\mathrm{~m}], R^{2}\left[\mathrm{~m}^{2}\right]$ ) of gSeaGen output for $\nu_{e} \mathrm{CC}$ (left) and $\nu_{\mu}$ CC (right). From above to below: $30-70 \mathrm{GeV}, 180-220 \mathrm{GeV}, 800-1200 \mathrm{GeV}$. Red dashed lines indicate the detector can.

From Tab. 4.2, one notices that KM3Sim takes much more time (1-2 order of magnitude) to process compared to KM3 and JSirene. This is expected since KM3Sim simulates every particle generated from neutrino interaction while KM3 and JSirene are based on precomputed tables and the p.d.f functions for calculating directly the probability of detecting Cherenkov photon on each PMT. Especially, for $\nu_{\mu}$ events and at high energy, JSirene is way faster than the two others ( $\sim 0.02 \mathrm{~s} /$ evt compared to $0.3 \mathrm{~s} / \mathrm{evt}$ for KM3 and $100 \mathrm{~s} / \mathrm{evt}$
for KM3Sim) which leads to the decision to use it for the real production.

## Light Efficiency

Table 4.3: Light efficiency of each propagators.

|  |  | KM3Sim | KM3 | JSirene |
| :---: | :---: | :---: | :---: | :---: |
| $\nu_{e} \mathrm{CC}$ | $30-70 \mathrm{GeV}$ | $10.4 \%$ | $10.9 \%$ | $10.9 \%$ |
|  | $180-220 \mathrm{GeV}$ | $19.09 \%$ | $17.3 \%$ | $20.08 \%$ |
|  | $800-1200 \mathrm{GeV}$ |  | $24.4 \%$ | $36.2 \%$ |
| $\nu_{\mu} \mathrm{CC}$ | $30-70 \mathrm{GeV}$ | $9.3 \%$ | $10.1 \%$ | $8.9 \%$ |
|  | $180-220 \mathrm{GeV}$ | $15 \%$ | $15.4 \%$ | $15.2 \%$ |
|  | $800-1200 \mathrm{GeV}$ |  | $19.6 \%$ | $20.9 \%$ |

Tab. 4.3 shows the comparison in the efficiency defined as ratios between the number of events after light simulation and number of events after gSeaGen - input to the light simulation. One can notice that there is a good agreement among the three light propagators except for the $\nu_{e}$ CC $800-1200 \mathrm{GeV}$ samples. The light efficiency in KM3 for this sample is $24 \%$ while it is $36 \%$ in the case of JSirene ( $10 \%$ of difference). Below we will present the checks that have been performed in order to understand better these discrepancies as well as spot potential problems related to them.

In Fig. 4.3, a deeper investigation into JSirene - KM3 discrepancies is performed by plotting the spatial distribution of the neutrino events after each simulation step. At gSeaGen level, all the events are distributed uniformly inside the can, which is expected for the simulation of $\nu_{e}$ events. At light level, one can clearly see that JSirene has more events at far distances while KM3 shows a clear cut in the shape of the distribution. This can be explained by the fact that KM3 has light tables up to 200 m from the particle while JSirene uses the p.d.f, which can be extended indefinitely. However, at the trigger level, the two chains show similar shapes which says that we are still safe after JTE.

Such kind of spatial distribution plots also suggest that a 4-absorption-length extension in gSeaGen can (used for this test production) might be inefficient since a lot of events being simulated by gSeaGen and the light propagators do not appear at the trigger level. To optimize this, we have created various test samples with reduced can (2, 3 absorption lengths) and looked at the spatial distribution at the trigger level to find out the suitable can size. We would want the can size to be small enough to avoid wasting time simulating a lot of events that will never be triggered and large enough so that we do not lose events. The suitable can size is reported and discussed in Sec. 4.2.


Figure 4.3: Spatial distribution ( $Z[\mathrm{~m}], R^{2}\left[\mathrm{~m}^{2}\right]$ ) of neutrino events $\nu_{e} \mathrm{CC} 800-1200 \mathrm{GeV}$ at each steps of the simulation with two different light simulators. Left: KM3, Right: JSirene. The red dashed lines depict gSeaGen can.

## JDomino's plots - Comparison at photo-electron level

Another comparison is made with the tool called JDomino developed to easily extract information on photo-electrons detected from the results of the light simulators. Two example plots are shown in Fig. 4.4 and 4.5 which are respectively the number of hits as a function of the numbers of photo-electrons and the distribution of photo-electrons against the photon emission angle with respect to the charged particle direction. The last is divided into subplots by distance from the emission points to the PMTs in the range from 0 to 240 m ( 20 m for each subplot).

The JDomino plots show that both JSirene and KM3 have the same shape over all distributions. Both light propagations depict a peak at the Cherenkov angles in the emission angle distribution. Nevertheless, there are still differences of $\sim 1 \%$ in the number of photoelectrons between the predictions of the two light simulators. Also one can see that KM3 table ends up at 200 m which verifies again the difference in light efficiency reported above.


Figure 4.4: Number of hits as the function of numbers of photo-electrons (npe) for KM3 and JSirene.


Figure 4.5: Emission angle distributions of the numbers of photo-electrons (npe) for KM3 and JSirene.

### 4.2 The full production

This production is divided into two energy ranges: $50-500 \mathrm{GeV}$ and $500-5000 \mathrm{GeV}$. We will use JSirene as light simulator as it will save us a lot of computation time. The summary table for the full production is shown in Tab. 4.4.

Table 4.4: Summary table for the full production. The values are evaluated for each run. 10 runs have been performed in total.

|  | $50-500 \mathrm{GeV}$ |  |  | $500-5000 \mathrm{GeV}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\nu_{e} \mathrm{CC}$ | $\nu_{\mu} \mathrm{CC}$ | $\nu_{e} \mathrm{NC}$ | $\nu_{e} \mathrm{CC}$ | $\nu_{\mu} \mathrm{CC}$ | $\nu_{e} \mathrm{NC}$ |
| Spectrum | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ | $E^{-1}$ |
| Number of GSG bin | 1 | 10 | 1 | 1 | 10 | 1 |
| $N_{G S G}^{\text {in }}$ | 7.5 E 5 | 3.7 E 6 | 1.5 E 7 | 3.6 E 5 | 3.7 E 6 | 4.5 E 7 |
| $N_{\text {GSt }}^{\text {out }}$ | 62324.3 | 84988.5 | 8574.6 | 34002.1 | 62913.9 | 9502.5 |
| $N_{J \text { Sirene }}^{\text {outiren }}$ | 44149.9 | 34049.5 | 4297.3 | 25425.5 | 32093.1 | 5284.8 |
| $N_{J T E E}^{\text {out }}$ | 7904.4 | 5955.4 | 609.8 | 5236.2 | 7211.3 | 877.6 |

For $\nu_{\mu} C C$ events, the gSeaGen generation is done with 10 bins of energy instead of 1.

The reason is that gSeaGen will simulate $\nu_{\mu}$ events which are far away from the can and the furthest distance depends on the highest energy in each defined energy bin. Bearing that in mind, dividing the generation energy of $\nu_{\mu}$ into multiple bins helps not to simulate low energy events at too far distance and thus improves the efficiency of the simulation as well as the statistics of $\nu_{\mu}$ CC events.

### 4.2.1 Quality checks at trigger level

This full production also went through quality checks at gSeaGen and light stages as mentioned in the previous section. In this section, we present the quality checks for this full production at trigger level.

In Fig. 4.6, the energy distributions (weighted and unweighted) of the samples are shown. The distributions do not show anomalies and the weighted distributions for the two energy ranges perfectly match.

Fig. 4.7 shows the spatial distribution of the current setup of the simulation. The distribution has a clear and good shape - densely distributed at the center and decreasing to 0 at far distances from the detector, which means that we did not miss high energy and far-away events. For this simulation, the can is reduced to 2 absorption length extensions for better efficiency (except for $\nu_{e}$ events at $500-5000 \mathrm{GeV}$ where the extension is 3 ab sorption lengths in order not to miss high energy events). Compared to the $\nu_{e} C C$ events distribution in Fig. 4.3, this reduction helps not to waste time on a lot of events that may never pass the trigger. The efficiency of the simulation, which can be roughly described by $N_{J T E} / N_{G S G}$, has also improved to $\sim 10 \%$ compared to $\sim 1 \%$ in the test sample with 4 absorption length extension.


Figure 4.6: Energy distribution (weighted and unweighted) of the full production at trigger level, for $\nu_{e} \mathrm{CC}$ (top plots), $\nu_{\mu} \mathrm{CC}$ (middle plots) and $\nu_{e} \mathrm{NC}$ (bottom plots).


Figure 4.7: Spatial distribution for samples of $50-500 \mathrm{GeV}$ (left) and $500-5000 \mathrm{GeV}$ (right) at trigger level, for $\nu_{e} \mathrm{CC}$ (top plots), $\nu_{\mu} \mathrm{CC}$ (middle plots) and $\nu_{e}$ NC (bottom plots).

### 4.3 Performance of ORCA7 at high energy

This section presents the performance of ORCA7 at high energy based on the produced MC sample. For ensuring consistency, the cross-check with the ORCA7 low energy sample is also performed. This low-energy MC sample has been produced in the previous work within the Collaboration for oscillation studies by re-running the existing production of the full detector at the trigger level with the masked-detector configuration as mentioned earlier in Sec. 3.4. The energy range of this sample is $1-100 \mathrm{GeV}$ which provides a crossrange of $50-100 \mathrm{GeV}$ with the high-energy sample presented here.

One response function often used for describing neutrino telescope performances is the effective area, which is calculated as the ratio between a trigger rate $R_{\text {trig }}\left[\mathrm{s}^{-1} \mathrm{GeV}^{-1}\right]$ and the corresponding flux $\phi\left[\mathrm{m}^{-2} \mathrm{~s}^{-1} \mathrm{GeV}^{-1}\right]$. The effective area captures the information on the neutrino cross-section and the detector efficiency on detecting neutrinos for some given selection cuts. In Fig. 4.8, the effective areas of all flavors are presented with both low and high energy MC production. The effective areas of the high energy sample match well with the low one and also show a good agreement in the overlapping energy range ( $50-100 \mathrm{GeV}$ ). This indicates the consistency between the two production samples up to the trigger stage. The figure also shows the effective area for point source (PS) searches in ANTARES [121] as a reference. With only 7DUs, ORCA can already have a comparable effective area with ANTARES. Nevertheless, it should be noted here that the ORCA7 effective areas presented here do not apply any selection yet. A selection, which will be carried out in the future, could potentially reduce the shown effective areas.


Figure 4.8: Effective area of ORCA at trigger level for all neutrino flavors. Both low (1100 GeV ) and high ( $50-5000 \mathrm{GeV}$ ) energy sample are shown in light and dark line respectively. The effective area for point source (PS) searches in ANTARES [121] is shown as a reference.

To explore the reconstruction ability of ORCA7, the production is also run up to the reconstruction stage with 2 reconstruction algorithms: JGandalf and Dusj as described in Chap. 3. Fig. 4.9 presents the energy and angular resolutions of track and shower reconstruction for $\nu_{e} \mathrm{CC}$ and $\nu_{\mu} \mathrm{CC}$ with both the low and high energy productions. At the time this production was performed, the implementation of JGandalf did not allow for reconstructed energy values above 100 GeV . Thus, the energy reconstruction from Dusj is considered here for both $\nu_{e}$ and $\nu_{\mu} \mathrm{CC}$ events.

One can notice that the angular resolutions of the track reconstruction (JGandalf) are in good agreement and match in the median, $68 \%$ and $90 \%$ quantiles of the distributions and the median kinematic angle for both low and high energy productions. Nevertheless, the plots exhibit systematic shifts in the high energy production compared to the low energy one for the energy and angular resolutions of the Dusj shower reconstruction.

At the moment, the reason for the offset shown in Fig. 4.9 is still not identified, and possible explanations are under investigation. One notable difference between the two MC samples is the used light propagator. The low energy sample uses KM3Sim while the high energy one adopts JSirene. Thus, a more detailed comparison between these two light propagators might be required to improve the consistency at high energy. The second one is that the low energy production has been generated with a smaller can size using a $\sim 1$ absorption length extension which is already sufficient for the NMO sensitivity region of few GeV but might not be enough around 100 GeV . Additionally, the low energy sample has been implemented with a specific selection which includes extra containment cuts and an energy correction (as discussed in Sec.3.3.2), while the high energy sample does not go through the same process yet. Fig. 4.10 shows the distributions of reconstructed vs true energy of the $\nu_{e} \mathrm{CC}$ and $\nu_{\mu} \mathrm{CC}$ events. These indicate that the high energy production generated in this work still selects a lot of faraway events, which leads to an underestimation of the reconstructed energy. For the track-like events ( $\nu_{\mu} \mathrm{CC}$ ), the reconstruction ability of the ORCA7 sub-array is saturated because the long track length of high energy events exceeds by far the spatial extension of the sub-array. For the shower-like events ( $\nu_{e} \mathrm{CC}$ ), the shape of the distribution when increasing true energy suggests that a good selection and appropriate energy correction should help remove badly reconstructed events and improve the energy resolution of the high energy production to match the low energy one. Such selection and further investigations on this topic are in development by another PhD student in the collaboration, based on the sample produced in this work.


Figure 4.9: Zenith angle resolution (left) and energy resolution (right) for ORCA7 from low energy production (blue) and high energy production (green) for $\nu_{\mu} \mathrm{CC}$ (top) and $\nu_{e} \mathrm{CC}$ (bottom) samples. JGandalf is used for the $\nu_{\mu}$ CC direction reconstruction while Dusj is used for the rest. Black lines show the median while light and dark bands depict resepctively the $68 \%$ and $90 \%$ quantiles of the distributions. The blue and red lines represent, for each sample, the median kinematic angle between the neutrino and the associated charged lepton.


Figure 4.10: Number of event as a function of reconstructed and true energy for Dusj reconstruction

### 4.4 Conclusion

This chapter presented my service task for the Collaboration which consisted in the generation of a MC production of high energy ( $50-5000 \mathrm{GeV}$ ) neutrino events for the ORCA7 sub-array, together with the quality checks performed for this production. This work will help investigate the potential of ORCA7 for astrophysical neutrino searches. The quality checks have confirmed the expected behavior of the simulation tools and validated the production up to the trigger stage.

In order to further investigate the properties of the production, the energy spectrum and spatial distribution at different stages of the simulation have been studied. Furthermore, based on the spatial distribution of events, a suitable can size for the simulation was identified with the aim of achieving a sufficient efficiency to minimize the number of events that would never pass the trigger while ensuring that the detectable high energy and far-away events are not lost. The cross-checks performed between the current three light simulators have shown a good agreement. The whole checking procedure developed in this work is an important step towards the collaboration objective to develop a standard and fully automated set of scripts for producing the quality checks.

A comparison with the ORCA7 low energy sample has also been performed thanks to the overlap energy range ( $50-100 \mathrm{GeV}$ ) between the two productions. The effective areas computed from the two production match well, which indicates the consistency up to the trigger stage. Nevertheless, some offsets at the reconstruction level between the two samples are also observed. Possible causes might come from the simulation settings (light propagators, can size) or the selection and energy correction applied after the reconstruction step for the low energy sample but not yet developed for the high energy sample. This issue will require more investigation in the future.

## Part III

## Analysis method for neutrino oscillation studies

## Chapter 5

## Calculation of the neutrino event rates in ORCA

## Contents

5.1 Calculation of interaction rate . . . . . . . . . . . . . . . . . . . . . . . . 77
5.1.1 Atmospheric neutrino flux . . . . . . . . . . . . . . . . . . . . . 77
5.1.2 Oscillation probability calculator: OscProb . . . . . . . . . . . . 78
5.1.3 Neutrino cross-section . . . . . . . . . . . . . . . . . . . . . . . 79
5.1.4 The interacting event distribution . . . . . . . . . . . . . . . . . 80
5.2 Detector response model in SWIM . . . . . . . . . . . . . . . . . . . . . 82
5.2.1 The Response Matrix . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2.2 Expected event distributions . . . . . . . . . . . . . . . . . . . . 87

In this chapter, the calculation of the expected neutrino distribution at the ORCA detector is described. One first needs to compute the expected neutrino interaction rate at the detector site without accounting for the detector effects. This will be referred to as interaction rate (or interacting event rate) in the rest of the thesis. This task, presented in Sec. 5.1, requires the use of atmospheric neutrino flux, oscillation probabilities, and cross-section models. The second step is to compute the predicted event distribution in the measured parameter space, i.e. the number of detected and classified events as a function of reconstructed variables which will be referred to as expected rates. To this aim, a model of the detector response to the neutrino interactions is built from the Monte Carlo sample as described in Sec. 5.2.

These calculations have been developed and implemented in a software framework called SWIM, which is the result of a previous work described in Ref. [122]. I have been working as a maintainer and developer of SWIM since 2018. In this context, I have been in charge of producing neutrino mass ordering and oscillation parameter sensitivities with this framework and compare with the results produced by other frameworks developed in the Collaboration as a pre-publication cross-check for several official KM3NeT results [ $98,119,123]$. These works are discussed in Chap. 8. I have also used the framework for performing the study of combining NMO sensitivity between JUNO and ORCA which is presented in Chap. 9.

### 5.1 Calculation of interaction rate

The very first step is to calculate the interaction rate at the detector. ORCA measures the atmospheric neutrinos produced in the atmosphere, oscillating along the propagation path, and then interacting in the detector. Therefore, the information on the atmospheric neutrino flux, oscillation probability, and neutrino cross-section in water is required. They are taken as inputs from external models which are presented below.

### 5.1.1 Atmospheric neutrino flux

The atmospheric neutrino flux is taken from Ref. [68], subsequently referred to as the Honda flux. The results are stored in form of pre-computed and tabulated values of differential flux (in units $m^{-2} \cdot s^{-1} \cdot \mathrm{GeV}^{-1} \cdot s r^{-1}$ ) on a grid of energies and cosine zenith angles. The flux is computed for each neutrino flavor $\left(\stackrel{(-)}{\nu} e, \stackrel{(-)}{\nu}_{\mu}\right)$ averaged over years and azimuth angles. The $\nu_{\tau}$ fraction is negligible in atmospheric neutrino flux in the GeV energy region thus it is not considered for this input.


Figure 5.1: Atmospheric neutrino flux as the function of energy (left) and cosine zenith angle (right). The plots are presented for upgoing neutrinos since this sample is of interest for the oscillation studies.

The chosen flux has been computed for the Gran Sasso site which is located in the neighbor of the ORCA detector. In the case of SWIM framework, the tabulated fluxes are transferred into the form of 2D histograms then one can use bilinear interpolation to extract the flux values of any user-defined bins and apply them into Eq. (5.4). Fig. 5.1 shows all flavors of atmospheric neutrino flux as a function of energy and cosine zenith angle.

### 5.1.2 Oscillation probability calculator: OscProb

The probabilities are computed using the custom-built software OscProb [124], which uses a radial model of the Earth with 42 concentric shells of constant electron density, for which mass density values are fixed and follow the Preliminary Reference Earth Model (PREM) [125]. To reflect the location of the ORCA detector, 3 km deep under the sea, the outermost shell (with radius between 6368 km and 6371 km ) has been set to the density of water. Since most of atmospheric neutrinos are produced at an altitude of about 15 km in the atmosphere [68], an additional shell of atmosphere with the corresponding depth is added to the model, with the assumption that all the neutrinos are created at the top of this shell.

Each shell is characterized by a given chemical composition described in terms of the weight fraction $w$ of each chemical element, and of the corresponding proton-to-nucleon ratio $Z / A$ where $Z$ and $A$ are the atomic number and atomic weight of the element. Based on this, the electron number density (in units $m^{-3}$ ) for each shell can be computed as:

$$
\begin{equation*}
n_{e}=\left(\sum_{i} w_{i} \frac{Z_{i}}{A_{i}}\right) \times \frac{N_{A}}{10^{-3} \mathrm{~kg} \cdot \mathrm{~mol}^{-1}} \times \rho, \tag{5.1}
\end{equation*}
$$



Figure 5.2: Skematic of an atmospheric neutrino transversing through the Earth in PREM model and coming to the detector.
where the index $i$ runs over all elements in the shell. $N_{A}$ and $\rho$ are respectively the Avogadro number and the mass density in kg.m ${ }^{-3}$.

For a given zenith angle, the package can determine the trajectory of the neutrino traversing the Earth and reaching the detector as depicted in Fig .5.2. Then by knowing the neutrino energy and electron density of each shell, the transition probability of the neutrino can be determined by diagonalizing the evolution operator in each constant density layer of the PREM model following the oscillation formula presented in Eq. (1.41).

### 5.1.3 Neutrino cross-section

In the SWIM framework, it requires the elasticity differential cross section, which can be computed as:

$$
\begin{equation*}
\frac{d \sigma_{\nu_{x}}}{d y}(E, y)=\sigma_{\nu_{x}}(E) \cdot P_{E}(y) \tag{5.2}
\end{equation*}
$$

where $\sigma_{\nu_{x}}(E)$ is the total cross-section as a function of the neutrino energy and $P_{E}(y)$ is the probability distribution of an interaction of inelasticity $y$ (or Bjorken- $y$ ) at the neutrino energy $E$. The total cross-section can be extracted from the mentioned neutrino interaction generator GENIE as the weighted sum of neutrino-nucleon cross-sections for each water


Figure 5.3: Total cross-section as a function of energy (left) and the normalized Bjorken-y probability distribution in one slice of energy (right).
molecular component:

$$
\begin{equation*}
\sigma_{\nu_{x}}(E)=\frac{2 \sigma\left({ }_{1}^{1} \mathrm{H}\right)+\sigma\left({ }_{8}^{16} \mathrm{O}\right)}{18} . \tag{5.3}
\end{equation*}
$$

The 2D probability distribution of Bjorken- $y P_{E}(y)$ is then obtained from the ORCA Monte Carlo sample. Since the gSeaGen package stores the true energy and Bjorken-y of every neutrino interaction, one can extract $P_{E}(y)$ by filling a histogram of neutrino events in 2 dimensions of energy and Bjorken-y then normalizing the whole distribution by the total number of filled events. In Fig. 5.3, the total cross-section and Bjorken-y distribution used in SWIM are shown.

### 5.1.4 The interacting event distribution

For oscillation analyses, the measurement of the energy and baseline (equivalent in this case to the zenith angle) of the events is of particular interest. Another valuable parameter is the Bjorken inelasticity (or Bjorken-y) which describes the fraction of neutrino energy transferred to the hadronic shower. Because the cross-section as a function of Bjorken-y is different for neutrino and anti-neutrino, measuring $y$ would lead to the ability of separating statistically the polarization information of neutrinos. The interacting event rate is therefore computed as a binned distribution on three variables: the energy, the zenith angle and the Bjorken- $y$, following the formula taken from Ref. [122]:

$$
\begin{align*}
\frac{d n_{i n t}^{\nu_{x}}}{d M d t}(E, \theta, y) & =\Delta y \cdot \frac{d \sigma_{\nu_{x}}}{d y}(E, y) \cdot \sum_{\nu_{\alpha}} 2 \pi \cdot \Delta E \cdot \Delta(\cos \theta) \cdot P_{o s c}\left(\nu_{\alpha} \rightarrow \nu_{x}\right)  \tag{5.4}\\
& \cdot \frac{d \Phi_{\nu_{\alpha}}}{d E d(\cos \theta) d \phi}(E, \theta)
\end{align*}
$$

where $E, \theta, y$ are respectively the true energy, zenith angle and inelasticity of the neutrino interaction. The components of the formula are defined as follows:

- $\nu_{x}$ is the interaction channel which is one of 8 channels:
- 6 charged current interaction channels: $\stackrel{(-)}{\nu_{e}} \mathrm{CC}, \stackrel{(-)}{\nu} \mathrm{CC}, \stackrel{(-)}{\nu_{\tau}} \mathrm{CC}$
- 2 neutral current interaction channels: $\stackrel{(-)}{\nu} \mathrm{NC}$ (resulting from the fact that NC interaction is insensitive to the neutrino flavor).
- $\nu_{\alpha}$ is the initial atmospheric neutrino flavor. $\nu_{\alpha} \in\left\{\nu_{e}, \nu_{\mu}\right\}$ since the atmospheric $\nu_{\tau}$ component is negligible in the range of energies probed by ORCA.
- $\frac{d \Phi_{\nu_{\alpha}}}{d E d(\cos \theta) d \phi}(E, \theta)$ is the differential of atmospheric neutrino flux by energy ( E ), cosine zenith angle $(\cos \theta)$, and azimuth angle $(\phi)$.
- $P_{\text {osc }}\left(\nu_{\alpha} \rightarrow \nu_{x}\right)$ is the probability of oscillation from $\nu_{\alpha}$ to $\nu_{x}$ along their path through the Earth. For saving computational time, this quantity is set to 1 for NC interaction channels because of their insensitivity to the neutrino flavor.
- $\frac{d \sigma_{\nu_{x}}}{d y}(E, y)$ is the differential cross-section with respect to the Bjorken- $y$ for a neutrino of energy $E$ and inelasticity $y$ interacting in the $\nu_{x}$ channel.
- $\Delta y, \Delta E, \Delta(\cos \theta)$ represent the bin width in $E, \theta$ and $y$, accounting for the integration on these three variables. The factor $2 \pi$ comes from the integration on azimuth angles which is factored out because there are no dependence of oscillation probability and cross-section on this variable as well as it gives no sensitivity to the oscillation.

The rate here is computed as the number of interacting events per unit exposure, which is defined as the product of target mass by the duration of the experiment (usually expressed in units Megaton $\times$ years for ORCA).

From the described external input, one can then compute the interacting event rate following the formula (5.4). In Fig. 5.4, the distributions of the neutrino event rate as the function of true $E$ and $\cos \theta$ are shown for 4 combined channels: $\nu_{e}+\bar{\nu}_{e} \mathrm{CC}, \nu_{\mu}+\bar{\nu}_{\mu} \mathrm{CC}$, $\nu_{\tau}+\bar{\nu}_{\tau} \mathrm{CC}, \nu+\bar{\nu} \mathrm{NC}$. The $\nu_{\tau} \mathrm{CC}$ events only appear above $\sim 3 \mathrm{GeV}$ due to the threshhold energy of creating $\tau$ particles. In these distribution, one can also notice the effect of the discontinuity in matter distribution at the core-mantle boundary of the Earth as a discrete pattern observed at $\cos \theta \sim-0.85$.


Figure 5.4: True $(E, \cos \theta)$ distribution of neutrino events in 4 combined channels: $\nu_{e}+\bar{\nu}_{e}$ $\mathrm{CC}, \nu_{\mu}+\bar{\nu}_{\mu} \mathrm{CC}, \nu_{\tau}+\bar{\nu}_{\tau} \mathrm{CC}, \nu+\bar{\nu} \mathrm{NC}$

### 5.2 Detector response model in SWIM

The previous section describes the computation of the interaction rate. The next step is to transfer these interacting event distributions into the measured distribution detected by the detector. This requires the response model of the detector. In the case of SWIM, a full Monte Carlo approach is adopted to build the detector response in which the whole detector response information is taken directly from a MC simulated sample.

This approach is different from the one developed in other frameworks of the collaboration such as paramNMH and MONA which have been used for published results in Refs. [98, 123]. paramNMH models the detector response as parametrized functions and then fits them with the given MC sample [116]. MONA uses a full MC approach similar to SWIM, but with a different implementation based on RooFit [126] and a different treatment of some systematics. Keeping a good agreement between frameworks is an important validation step for all official physics results to be issued on behalf of the KM3NeT

Collaboration. During my PhD, I was in charge of producing the corresponding results with SWIM and I took an active part in the comparison and cross-checking process between analysis framework. A specific comparison between SWIM and paramNMH for the oscillation analysis is presented in Chap. 8.

### 5.2.1 The Response Matrix

Once obtained the MC samples, they can be injected into SWIM for building the detector response model and finally obtaining the expected event distribution as observed by the detector. SWIM uses a binned detector response matrix built from the MC sample that maps the events generated with interaction type $\nu_{x}$ and true variables $(E, \theta, y)$ into the corresponding reconstructed variables ( $E^{\prime}, \theta^{\prime}, y^{\prime}$ ) and PID classes denoted here as index $i$. This matrix, as is defined in Eq. (5.5), is calculated using the number of generated events ( $\left.N_{g e n}^{\nu_{x}}(E, \theta, y)\right)$ for a given true energy, zenith angle, inelasticity and interaction type $\nu_{x}$ $\left(\stackrel{(-)}{\nu}_{e} \mathrm{CC}, \stackrel{(-)}{\nu}_{\mu} \mathrm{CC}, \stackrel{(-)}{\nu}_{\tau} \mathrm{CC}, \stackrel{(-)}{\nu} \mathrm{NC}\right)$ and the number of those events $N_{\text {sel }}^{\nu_{x} \rightarrow i}\left(E, \theta, y ; E^{\prime}, \theta^{\prime}, y^{\prime}\right)$ that were reconstructed with a given $E^{\prime}, \theta^{\prime}, y^{\prime}$ and into a specific PID bin $i$ ( $\mathrm{i}=$ Track, Shower, Intermediate).

$$
\begin{equation*}
R^{\left[\nu_{x} \rightarrow i\right]}\left(E, \theta, y ; E^{\prime}, \theta^{\prime}, y^{\prime}\right)=\frac{N_{\text {sel }}^{\nu_{x} \rightarrow i}\left(E, \theta, y ; E^{\prime}, \theta^{\prime}, y^{\prime}\right)}{N_{g e n}^{\nu_{x}}(E, \theta, y)} \tag{5.5}
\end{equation*}
$$

The 8-dimensional matrix is built using MC-generated events and the outcome of their processing through the reconstruction and classification algorithms so that the ensemble of matrices account for detection and reconstruction efficiencies, misidentification probabilities, and errors on reconstructed variables (including all correlations). By using the response matrix to convolute the interaction event rate, the final detected event distribution is obtained as follows:

$$
\begin{equation*}
n_{r e c o}^{i} \underbrace{\left(E^{\prime}, \theta^{\prime}, y^{\prime}\right)}_{\text {reco variables }}=T \sum_{\nu_{x}, E, \theta, y} R^{\left[\nu_{x} \rightarrow i\right]}\left(E, \theta, y ; E^{\prime}, \theta^{\prime}, y^{\prime}\right) \times M_{r e f} \times \frac{d n_{i n t}^{\nu_{x}}}{d M d t} \underbrace{(E, \theta, y)}_{\text {true variables }}, \tag{5.6}
\end{equation*}
$$

where $n_{r e c o}^{i}\left(E^{\prime}, \theta^{\prime}, y^{\prime}\right)$ is the number of events in the bin of reconstructed $\left(E^{\prime}, \theta^{\prime}, y^{\prime}\right)$ and classified into the PID class $i . T$ is the exposure time and $\frac{d n_{n i t}^{\nu x}}{d M d t}$ is the interaction rate described in Eq. 5.4. $M_{\text {ref }}$ is so called the reference mass which is the mass associated to a reference volume used for the selection of generated events. The reference volume should be chosen to be equal or smaller than the generation volume of the MC simulation, so that the ratio $M_{r e f} / N_{g e n}^{\nu_{x}}$ does not depend on the size of the volume.

The response matrix can also be factorized into 3 components as follows:

$$
\begin{equation*}
R^{\left[\nu_{x} \rightarrow i\right]}\left(E, \theta, y ; E^{\prime}, \theta^{\prime}, y^{\prime}\right)=p_{r e c o}^{\nu_{x} \rightarrow i}\left(E, \theta, y, E^{\prime}, \theta^{\prime}, y^{\prime}\right) \cdot P_{P I D}^{\nu_{x} \rightarrow i}(E, \theta, y) \cdot \frac{M_{e f f}^{\nu_{x}}(E, \theta, y)}{M_{r e f}}, \tag{5.7}
\end{equation*}
$$

They are correspondingly:

- The effective mass which describes the efficiency of the detector towards neutrino detection. It represents the mass of the target volume where neutrino interactions will generate events successfully passing the trigger, selection, and reconstruction stages.

$$
\begin{equation*}
M_{e f f}^{\nu_{x}}(E, \theta, y)=M_{r e f} \frac{\sum_{i, E^{\prime}, \theta^{\prime}, y^{\prime}} N_{s e l}^{\left[\nu_{x} \rightarrow i\right]}\left(E, \theta, y ; E^{\prime}, \theta^{\prime}, y^{\prime}\right)}{N_{g e n}(E, \theta, y)} \tag{5.8}
\end{equation*}
$$

- The reconstruction probability which tells us the probability of a selected event in PID bin $i$ with true information $(E, \theta, y)$ to be reconstructed with the values $\left(E^{\prime}, \theta^{\prime}, y^{\prime}\right)$.

$$
\begin{equation*}
p_{\text {reco }}^{\nu_{x} \rightarrow i}\left(E, \theta, y ; E^{\prime}, \theta^{\prime}, y^{\prime}\right)=\frac{N_{\text {sel }}^{\left[\nu_{x} \rightarrow i\right]}\left(E, \theta, y ; E^{\prime}, \theta^{\prime}, y^{\prime}\right)}{\sum_{E^{\prime}, \theta^{\prime}, y^{\prime}} N_{\text {sel }}^{\nu_{x} \rightarrow i}\left(E, \theta, y ; E^{\prime}, \theta^{\prime}, y^{\prime}\right)} \tag{5.9}
\end{equation*}
$$

- The PID probability which presents the probability of an event with true information $(E, \theta, y)$ to be classified into a PID class $i$.

$$
\begin{equation*}
P_{P I D}^{\nu_{x} \rightarrow i}(E, \theta, y)=\frac{\sum_{E^{\prime}, \theta^{\prime}, y^{\prime}} N_{s e l}^{\left[\nu_{x} \rightarrow i\right]}\left(E, \theta, y ; E^{\prime}, \theta^{\prime}, y^{\prime}\right)}{\sum_{i, E^{\prime}, \theta^{\prime}, y^{\prime}} N_{s e l}^{\left[\nu_{x} \rightarrow i\right]}\left(E, \theta, y ; E^{\prime}, \theta^{\prime}, y^{\prime}\right)} \tag{5.10}
\end{equation*}
$$

Fig. 5.5 shows the effective mass after trigger and selection cuts as a function of neutrino energy for different neutrino flavors and interaction channels obtained from the MC sample 'ORCA115_20x9_190222'. The effective masses all start at zero for low energy $\sim 1 \mathrm{GeV}$ and increase with the energy of the neutrinos. For the $\nu_{e}, \nu_{\tau}$, and $\nu$ NC events, it reaches a plateau at high energy as there are containment conditions for the shower events. For $\nu_{\mu}$ CC events, as they produce longer tracks and looser containment conditions are applied, the effective mass for this type of event can still increase with the $\nu_{\mu}$ energy. The effective masses of the $\overline{\nu_{\mu}}$ and $\overline{\nu_{e}}$ are larger than the ones of $\nu_{\mu}$ and $\nu_{e}$ for the CC interaction type. This is due to the Bjorken- $y$ distribution of anti-neutrinos being more peaked towards low value of Bjorken- $y$ than the one of the neutrinos, as shown in Fig. 5.3. Since the Bjorken- $y$ represents the inelasticity of the interaction, this means that a $\bar{\nu}_{e / \mu} \mathrm{CC}$ tends to transfer less


Figure 5.5: Effective mass of the detector obtained from the 'ORCA115_20x9_190222' MC sample as the function of neutrino energy for different neutrino flavours and interactions.
energy to the hadronic shower than a $\nu_{e / \mu} \mathrm{CC}$ and thus produces in average a lepton with a higher energy, hence also a higher amount of emitted light. The feature is reversed for NC interactions because the higher energy transferred to an outgoing antineutrino (as opposed to neutrino) does not translate into any increase in the light signal. On the contrary, the lower inelasticity of the antineutrino interaction will result in less light produced by the hadronic shower.

In Fig. 5.6 and Fig. 5.7, an example of PID and reconstruction probability (for Dusj as an example) is shown with the cut at track_score $>0.5$ to be defined as tracks and track_score $\leq 0.5$ as showers. Both figures are extracted directly from the MC sample 'ORCA115_20x9_190222'. The classifier (or PID) guarantees $\sim 60 \%$ of muon neutrinos classifed as tracks at low energy and $>80 \%$ above 10 GeV while the electron neutrino contamination in tracks sample is below $20 \%$ in the whole energy range of interest. The accountance of the hit-based PDF improves the performance of the classification as mentioned in the previous section. For the reconstruction probability, the figures depict the energy resolution to be Gaussian-like with a saturation observed for muon neutrinos at high energy due to most of the muon tracks are not fully contained in the detector instrumented volume.


Figure 5.6: PID probability of electron and muon neutrino CC events classified as tracks obtained from the MC sample 'ORCA115_20x9_190222'. The performance is improved when including the hit-based PDF (solid) compared to the previous one without the hit-based features (dashed).


Figure 5.7: Reconstruction probability as a function of reconstructed and true neutrino energy for electron-neutrino CC events classified as showers (left) and muon-neutrino events classified as tracks (right) using the Dusj algorithm, as obtained from the MC sample.

While the response matrix method of SWIM ensures that all the information on the detector response is taken into account as obtained from the MC simulation, its accuracy depends on the size of the MC sample. A detailed study of the effects of MC fluctuation to oscillation analyses with ORCA can be found in Ref. [120]. This study leads to the account for statistical fluctuations in the MC production using the Beeston-Barlow light method [127], that will be described in the next chapter.


Figure 5.8: Expected event distributions for ORCA in the 3 PID classes for 3 years of exposure and true NO assumption, with the oscillation parameter values from Ref. [128].

### 5.2.2 Expected event distributions

The expected event distribution can then be computed following Eq. (5.6). Fig. 5.8 shows an example of the expected event distributions in the 3 PID classes as presented in Sec. 3.3.3 for 3 years of data taking assuming normal ordering and oscillation parameters from the global fit of Ref. [128]. Compared with the distribution shown in Fig. 5.4, one can see the effect of applying the detector responses to the interaction rate. The features of the interaction distributions are smeared out due to the reconstruction resolution of the detector. For example, the ripple structure in $\nu_{\mu}+\bar{\nu}_{\mu}$ CC channel is no longer visible in the Track class. Additionally, in the interaction rates, the highest event population is in the low energy region of $\sim 1 \mathrm{GeV}$ while in the expected event distribution, the most populated region is shifted to the higher energy. This is due to the fact that the efficiency of the detector is very low in the few-GeV region and only increases at higher energy, as depicted in the effective mass plot shown in Fig. 5.5.

## Chapter 6

## Statistical method for the sensitivity evaluation
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The previous chapter describes how one can obtain the expected event distributions measured by the detector under a given set of hypotheses regarding the underlying physical model (e.g., NO or IO) and input parameters (e.g., neutrino fluxes, oscillation parameters,...). The next step is to fit the hypothesis to measured data and extract the sensitivity of the data towards the desired physics phenomena, which in the context of this work are the neutrino mass ordering and the oscillation parameters, as presented in Part IV.

A detailed description of the sensitivity estimation in the case of oscillation studies with ORCA can be found in Ref. [122]. In this chapter, we summarize the statistical method which is used in SWIM and applied throughout this thesis. This Chapter presents the mathematical basis for the computation of the ORCA sensitivity to the NMO and the oscillation parameters that will be performed in the final Part of this manuscript. It also includes a discussion about the method to account for uncertainties due to MC statistical fluctuations.

### 6.1 Calculation of the neutrino mass ordering sensitivity

### 6.1.1 A brief review on frequentist hypothesis testing

In the concept of hypothesis testing, we want to decide whether a hypothesis is accepted or rejected with an observation or a set of data. The hypothesis under test is called the null hypothesis $H_{0}$. Additionally, we can only accept or reject a hypothesis by saying whether it is favourable or unfavourable in comparison with an alternative hypothesis $H_{1}$.

One first has to define a test statistic $T$ which is a function of data and of the expectation from a given hypothesis. The test statistic is defined such that the larger (or smaller) the value of $T$, the more powerful the outcome of rejecting the null hypothesis. Since the measurement from an experiment usually involves multiple random processes as well as statistical fluctuations, the expectation from a hypothesis is also a set of random numbers, which implies that the test statistic is a random number as well. Under an assumed hypothesis $H$, the PDF of the test statistic, denoted as $p(T \mid H)$, can be completely defined.

Knowing the PDF of the test statistic, one then defines a critical value $T_{c}^{\alpha}$ such that if the observation yields a value $T_{\text {obs }}>T_{c}^{\alpha}$, then the null hypothesis is rejected. For a given value of $T_{c}^{\alpha}$, the probability $\alpha$ that a random observation will fall into the critical region $T_{o b s}>T_{c}^{\alpha}$ is computed as:

$$
\begin{equation*}
\alpha=\int_{T_{c}^{\alpha}}^{\infty} p\left(T \mid H_{0}\right) d T . \tag{6.1}
\end{equation*}
$$

$\alpha$ is called the probability of error of the first kind (i.e., rejecting $H_{0}$ when it is true) or significance level of the test on $H_{0}$. The probability $1-\alpha$ is the confidence level (CL) of accepting $H_{0}$ if it is true, also called size of the test. In particle physics, it is the convention to convert $\alpha$ into a number of Gaussian standard deviations such that $\alpha$ represents the integral from $S \sigma$ away on one side of the standard Gaussian function. Such conversion reads:

$$
\begin{equation*}
\alpha=\frac{1}{\sqrt{2 \pi}} \int_{S}^{\infty} d x e^{\frac{-x^{2}}{2}}=\frac{1}{2} \operatorname{erfc}\left(\frac{S}{\sqrt{2}} .\right), \tag{6.2}
\end{equation*}
$$

where erfc is the complementary error function. The significance in terms of $\sigma$ then yields:

$$
\begin{equation*}
S=\sqrt{2} \operatorname{erfc}^{-1}(2 \alpha) \tag{6.3}
\end{equation*}
$$

According to this relation, the corresponding CL $(1-\alpha)$ for $1,2,3 \sigma$ is respectively $84.14 \%$, $97.73 \%$, and $99.87 \%{ }^{1}$.

Another quantity of interest is the probability to accept $H_{0}$ when the alternative hypothesis $H_{1}$ is true instead of $H_{0}$ :

$$
\begin{equation*}
\beta=\int_{-\infty}^{T_{c}^{\alpha}} p\left(T \mid H_{1}\right) d T . \tag{6.4}
\end{equation*}
$$

$\beta$ is the probability of error of the the second kind and $(1-\beta)$ is called the power of the test.

Fig. 6.1 shows an illustration of the PDFs of the test statistic under the assumption of the null hypothesis $H_{0}$ and the alternative hypothesis $H_{1}$ together with the probabilities of making an error of the first kind $\alpha$ and second kind $\beta$. It is notable that both the size ( $\alpha$ ) and the power $(1-\beta)$ of the test depend on the choice of the critical value $T_{c}^{\alpha}$. In particle physics, we usually adopt the concept of median sensitivity in which the critical value $T_{c}^{\alpha}$ is chosen as the median of the test statistic assuming true alternative $\left(H_{1}\right)$ hypothesis. This results in the power of the test to be $50 \%$.

### 6.1.2 Test statistic definition for the determination of NMO

Before presenting the NMO sensitivity evaluation, it is necessary to describe the test statistic used in this work. Assuming a predicted event distribution $\eta$ under a given hypothesis and Poisson statistics for each bin of the measured event number, the likelihood for ob-
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Figure 6.1: An illustration of the PDFs of the test statistic under the assumption of the null hypothesis $H_{0}$ and the alternative hypothesis $H_{1}$. The probabilities of making an error of the first kind $\alpha$ and second kind $\beta$ corresponding to a critical value $T_{c}^{\alpha}$ are also shown.
taining the observed data $d$ is given by:

$$
\begin{equation*}
\mathcal{L}_{\text {stat }}(d \mid \eta)=\prod_{i} \exp \left(\eta_{i}\right) \frac{\eta_{i}}{d_{i}!}, \tag{6.5}
\end{equation*}
$$

where $d_{i}, \eta_{i}$ are correspondingly the observed data and expectation under a hypothesis at bin $i$. In the case of ORCA, the data and expectation are binned under the PID classes and three reconstructed variables: energy, cosine zenith angle, and inelasticity, yielding distributions as shown in Fig. 5.8. The expression (6.5) is usually referred to as the statistical likelihood. In reality, the expected distribution can be affected by other parameters that are not of interest for the measurement, referred to as the systematics parameters and which will be discussed in Chap. 7. They are also called the nuisance parameters (denoted here as $p$ ) and sometimes are constrained by other experiments. To account for this, a second factor dubbed as prior likelihood is introduced, so that the complete likelihood reads:

$$
\begin{equation*}
\mathcal{L}(d \mid \eta)=\mathcal{L}_{\text {stat }}(d \mid \eta) \times \mathcal{L}_{\text {syst }}, \tag{6.6}
\end{equation*}
$$

where $\mathcal{L}_{\text {syst }}$ is defined as:

$$
\begin{equation*}
\mathcal{L}_{\text {syst }}=\prod_{j} \frac{1}{\sqrt{2 \pi \sigma_{j}^{2}}} \exp \left(-\frac{\left(p_{j}-p_{j}^{0}\right)^{2}}{2 \sigma_{j}^{2}}\right) \tag{6.7}
\end{equation*}
$$

This factor constrains each nuisance parameter $p_{j}$ by a Gaussian PDF with mean value $p_{j}^{0}$ and variance $\sigma_{j}$. One can see that the larger the likelihood, the better agreement between
the data and the hypothesis.
In the case of testing the NMO hypothesis, one considers one ordering as the null hypothesis and the other ordering as the alternative one, or vice-versa. As an example, to determine whether we can reject IO (as the null hypothesis) when assuming NO (as the alternative one), the chosen test statistic is the so-called $\Delta \chi^{2}$ which is defined based on the log-likelihood ratio as follows:

$$
\begin{align*}
\Delta \chi_{N O}^{2} & =-2 \ln \left(\frac{\max _{\eta} \mathcal{L}_{I O}(d \mid \eta)}{\max _{\eta} \mathcal{L}_{N O}(d \mid \eta)}\right)  \tag{6.8}\\
& =\min _{\eta}\left[-2 \ln \mathcal{L}_{I O}(d \mid \eta)\right]-\min _{\eta}\left[-2 \ln \mathcal{L}_{N O}(d \mid \eta)\right] \tag{6.9}
\end{align*}
$$

One would then try to find the parameter configuration $\eta$ of the hypotheses that minimizes the terms in brackets in eq. (6.9). In the SWIM framework, this is done through the implementation of a fitting procedure based on the Minuit2 library [129]. The definition of $\Delta \chi^{2}$ is conventional such that it follows the $\chi^{2}$ distribution and can be converted directly into a significance level as will be discussed later.

In practice, in the case of testing $\mathrm{IO}(\mathrm{NO})$ with respect to $\mathrm{NO}(\mathrm{IO})$ the $\Delta \chi^{2}$ is reformulated as follows:

$$
\begin{equation*}
\Delta \chi_{N O(I O)}^{2}=\min _{\eta}\left[\chi^{2}\left(d \mid \eta_{I O(N O)}\right)\right]-\min _{\eta}\left[\chi^{2}\left(d \mid \eta_{N O(I O)}\right)\right] \tag{6.10}
\end{equation*}
$$

where the $\chi^{2}(d \mid \eta)$ reads:

$$
\begin{equation*}
\chi^{2}(d \mid \eta)=-2 \sum_{i}\left(d_{i}-\eta_{i}-d_{i} \ln \frac{d_{i}}{\eta_{i}}\right)+\sum_{j} \frac{\left(p_{j}-p_{j}^{0}\right)^{2}}{\sigma_{j}^{2}} \tag{6.11}
\end{equation*}
$$

as obtained from the expressions of the statistical likelihood (first term) and the prior likelihood (second term) given in Eq. 6.5 and 6.7. A detailed derivation from Eq. (6.9) to Eq. (6.10) can be found in Ref. [122].

### 6.1.3 Evaluation of NMO sensitivity with pseudo-experiments

Following the procedure in Sec. 6.1.1, the PDFs of the test statistic (6.10) under the NO and IO hypothesis need to be calculated in order to quantify the NMO sensitivity. In practice, it can be done by generating a large number of pseudo-experiments (PEs) to simulate as much as possible all the possible outcomes of the real measurement. The procedure can be as follows:

- For a given hypothesis (NO or IO), one first defines the corresponding true parameters that represent the hypothesis. Then these parameters can be allowed to vary following Gaussian constraints based on external measurements from other experiments. This is to take into account the uncertainties in the theoretical models.
- Then using the fluctuated true parameters, the expected event distributions are computed following the procedure described in Chap. 5.
- The expected event numbers in each bin are then redrawn following Poisson distribution with the mean equal to the expected value computed in the previous step. This step is to account for the statistical fluctuations in the measurement. The obtained event distribution then represents for one PE.
- A large number of PEs is produced following the above steps. For each PE, the test statistic $\Delta \chi^{2}$ is computed and then the distribution of $\Delta \chi^{2}$ can be obtained.

As pointed out in Ref. [130] and shown for the case of ORCA in Ref. [122], the test statistic $\Delta \chi^{2}$ follows a normal distribution in both cases of NO and IO. Therefore, the corresponding PDFs obtained with the PEs can be fitted with a standard normal distribution to obtain the mean $\mu_{I O(N O)}$ and the variance $\sigma_{I O(N O)}$ corresponding to the IO (NO) assumption respectively. One can then compute the significance level for rejecting IO (NO) with the alternative hypothesis of NO (IO) following Eq. 6.1 as:

$$
\begin{equation*}
\alpha=\int_{T_{c}}^{\infty} p\left(T=\Delta \chi^{2} \mid I O(N O)\right) d T=\int_{T_{c}}^{\infty} \frac{1}{\sqrt{2 \pi \sigma_{I O(N O)}^{2}}} e^{-\frac{\left(T-\mu_{I O(N O)}\right)^{2}}{2 \sigma_{I O(N O)}^{2}}} d T \tag{6.12}
\end{equation*}
$$

As mentioned in Sec. 6.1.1, the median sensitivity is obtained with the critical value chosen as the median of the test statistic distribution assuming true alternative hypothesis which in this case is also the mean: $T_{c}=\mu_{N O(I O)}$. Thus, one can rewrite the integration in Eq. (6.12) as:

$$
\begin{align*}
\alpha & =\int_{\mu_{N O(I O)}}^{\infty} \frac{1}{\sqrt{2 \pi \sigma_{I O(N O)}^{2}}} e^{-\frac{\left(T-\mu_{I O(N O))^{2}}^{2 \sigma_{I O(N O)}^{2}}\right.}{2 \sigma^{2}} d T} \\
& =\int_{\frac{\left(\mu_{N O(I O)}-\mu_{I O(N O)}\right)^{2}}{2 \sigma_{I O(N O)}^{2}} \frac{1}{\sqrt{\pi}}}^{\infty} e^{-x^{2}} d x . \tag{6.13}
\end{align*}
$$

Comparing with Eq. (6.2), one can derive the significance in terms of number of $\sigma$ for excluding IO (NO) with a given assumption NO (IO) as:

$$
\begin{equation*}
S_{N O(I O)}=\frac{\mu_{I O(N O)}-\mu_{N O(I O)}}{\sigma_{I O(N O)}}[\sigma] \tag{6.14}
\end{equation*}
$$

The test statistic values $T_{\text {obs }}$ for the observation (or data) can then be computed and compared with the critical value $T_{c}$. If $T_{o b s}>T_{c}$, we can conclude the rejection of the ordering under test, with a significance computed as (6.14).

For the case of a full ORCA detector (ORCA115) or the sub-array of 7DUs (ORCA7), since the data $d$ is not available yet, one can replace it by pseudo-data in order to predict the physics potential of the detector before the actual experiment is realized. This is done by first simulating the expected distribution under the alternative hypothesis (which is now assumed to be the true one). After that, to mimic the statistical fluctuations, the values at each bin are randomly resampled following Poisson distribution with mean values equal to the computed expectation value.

### 6.1.4 The Asimov dataset approach

The above method of PEs would be CPU-expensive to precisely define the PDFs of the test statistics. Throughout this thesis, we adopt instead an alternative method which is called the Asimov dataset. In this approach, the fluctuated pseudo-data $d$ is replaced by the expectation of a true assumption $\eta_{N O}$ or $\eta_{I O}$. This results in the second term of (6.10) to vanish as the pseudo-data matches exactly with the correct assumed hypothesis. Then, the $\Delta \chi^{2}$ for the Asimov dataset, which is usually denoted as $\overline{\Delta \chi^{2}}$, reduces to one single term:

$$
\begin{align*}
{\overline{\Delta \chi^{2}}}^{N O} & =\min _{\eta_{I O}}\left[\chi^{2}\left(\eta_{N O} \mid \eta_{I O}\right)\right], \text { with NO true assumption. }  \tag{6.15}\\
{\overline{\Delta \chi^{2}}}^{I O} & =\min _{\eta_{N O}}\left[\chi^{2}\left(\eta_{I O} \mid \eta_{N O}\right)\right], \text { with IO true assumption. } \tag{6.16}
\end{align*}
$$

In this case, the significance in terms of number of $\sigma$ to exclude the wrong ordering assuming a given true ordering is commonly estimated as:

$$
\begin{equation*}
S_{\text {Asimov }}=\sqrt{\overline{\Delta \chi^{2}}}[\sigma] . \tag{6.17}
\end{equation*}
$$

This estimation is based on Wilk's theorem which states that if the alternative hypothesis is true, the $\Delta \chi^{2}$ would follow a $\chi^{2}$ distribution with a single degree of freedom [131, 132]. Thus, from Eq. (6.1) and Eq. (6.2), one can derive the above formula (6.17).

Nevertheless, as discussed in Ref. [133, 134], the condition for Wilk's theorem might not hold due to the discrete nature of the NMO. According to Ref. [135] and [130], the test statistic in this case follows a normal distribution: $\mathcal{N}\left( \pm \overline{\Delta \chi^{2}}, 2 \sqrt{\overline{\Delta \chi^{2}}}\right)$ with $+(-)$ for true $\mathrm{NO}(\mathrm{IO})$. Following Eq. 6.3, one can then derive the significance for rejecting IO(NO) in the
case of true $\mathrm{NO}(\mathrm{IO})$ :

This formula is different from Eq. (6.17) and only yield the same value if $\overline{\Delta \chi^{2}}{ }_{I O} \simeq \overline{\Delta \chi^{2}}{ }_{N O}$. As will be shown later in Chap. 8, the condition $\overline{\Delta \chi^{2}}{ }_{I O} \simeq \overline{\Delta \chi^{2}}{ }_{N O}$ only holds for the lower octant of $\theta_{23}$. In the upper octant, the evaluation using Eq. (6.17) can lead to an underestimation of the sensitivity. As shown in Ref. [120,122], compared to the actual PEs method, this effect of underestimation is $\sim 1.5 \sigma$. Nevertheless, this approach can still be used as a quick and acceptable estimation for the sensitivity and will be adopted throughout of this thesis.

### 6.2 Calculation of the parameter sensitivity

Another important physics target of ORCA and also one subject of this thesis is the measurement of atmospheric oscillation parameters $\Delta m_{31}^{2}$ and $\theta_{23}$. The potential of full ORCA and ORCA with 7 DUs towards the measurement of these parameters is presented in Chap. 8. Here, we give a brief review of the method used for this study.

The objective of evaluating the sensitivity of the experiment to the oscillation parameters is to construct the confidence intervals. We denote $\theta$ as the interest parameter of the measurement and other fitted parameters as $p$ which are so-called nuisance parameters. $\theta$ can be estimated as the value that minimizes the Poissonian $\chi^{2}$ :

$$
\begin{equation*}
\Delta \chi_{\theta}^{2}=\min _{p}\left[\chi^{2}(d \mid \theta, p)\right]-\min _{\theta, p}\left[\chi^{2}(d \mid \theta, p)\right] \tag{6.19}
\end{equation*}
$$

where the first term is minimized by fitting both $\theta$ and $p$. The last term is fitted with only nuisance parameters $p$ while keeping $\theta$ fixed as an assumed value. The notation $\chi^{2}(d \mid \theta, p)$ represents for the defined $\chi^{2}$ function between data $d$ and a hypothesis which is completely determined by parameters $\theta$ and $p$. One then can generate multiple PEs, similarly to the description in the last section, to obtain the PDF of the best-fit $\theta$, repeat this to a series of the assumed value of $\theta$, and finally apply the Neyman's confidence belt construction as described in detail in Ref. [136] and [137].

In this work, similar to the NMO sensitivity evaluation, we also adopt the Asimov dataset approach as an alternative method in which the pseudo-data is replaced by the expectation under a assumed true resulting in the vanish of the second term in the $\Delta \chi^{2}$. The confidence level (in term of $\sigma$ ) at a test value $\theta_{\text {test }}$ with a given true value $\theta_{\text {true }}$ is
computed as follows:

$$
\begin{equation*}
S_{\text {Asimov }}=\sqrt{\min _{p} \chi^{2}\left(\mu_{\theta_{\text {test }}} \mid \theta_{\text {true }}, p\right)} \tag{6.20}
\end{equation*}
$$

### 6.3 Accounting for Monte-Carlo uncertainty

As mentioned in the previous section, fluctuation in the Monte Carlo simulation can be taken into account in the fit by adopting the 'Beeston and Barlow light method'. Assuming the fluctuation leads to the variation of expectation as

$$
\begin{equation*}
\mu_{k}^{\prime}=\beta_{k} \mu_{k} \tag{6.21}
\end{equation*}
$$

with $\beta_{k}$ is normally distributed:

$$
\begin{equation*}
\beta_{k} \sim \mathcal{N}\left(1, \sigma_{k}^{2}\right) \tag{6.22}
\end{equation*}
$$

Hence, the $\chi^{2}$ terms write:

$$
\begin{equation*}
\chi^{2}=\chi_{s t a t}^{2}\left(d \mid \beta_{0} \mu_{0}, \beta_{1} \mu_{1}, \ldots\right)+\sum_{k} \frac{\left(\beta_{k}-1\right)^{2}}{\sigma_{k}^{2}}+\chi_{s y s t}^{2}(p) . \tag{6.23}
\end{equation*}
$$

Here we add the prior terms for the new parameter $\beta_{k}$. The procedure assumes that the fluctuations due to insufficient MC are bin-to-bin uncorrelated and independent of the model parameters. This allows one to solve the values of $\beta_{k}$ analytically and separately with the minimisation on hypothesis parameter space.

$$
\begin{equation*}
\frac{\partial \chi^{2}}{\partial \beta_{k}}=0 \Longleftrightarrow \beta_{k}=\frac{1}{2}\left[1-\sigma_{k}^{2}+\sqrt{\left(1-\mu_{k} \sigma_{k}^{2}\right)^{2}+4 d_{k} \sigma_{k}^{2}}\right] \tag{6.24}
\end{equation*}
$$

To estimate the variance $\sigma_{k}$ of the reconstruction event on each bin, the probabilistic model describes the calculation of response matrix $R$ as a single binomial process [138], [139] is used. To understand the procedure, it is convenient to introduce the simplified notation for the response matrix:

$$
\begin{align*}
R^{\left[\nu_{x} \rightarrow i\right]}\left(E, \theta, y ; E^{\prime}, \theta^{\prime}, y^{\prime}\right) & =\frac{N_{s e l}^{\nu_{x} \rightarrow i}\left(E, \theta, y ; E^{\prime}, \theta^{\prime}, y^{\prime}\right)}{N_{\text {gen }}^{\nu_{x}}(E, \theta, y)}  \tag{6.25}\\
\rightarrow R & =\frac{n}{N} \tag{6.26}
\end{align*}
$$

The computation of $R$ can be approximately modeled as a selection process of $N$ trials in which each event has a probability $p$ to be selected in a given reconstruction and PID bin. Thus $n$ is then a binomially distributed random variable with the variance of

$$
\begin{equation*}
\sigma_{k}^{2}=p(1-p) n \tag{6.27}
\end{equation*}
$$

To compute the variance of $R=n / N$, one can replace $p$ by its estimate $R$. Thus, the variance of $R$ yields:

$$
\begin{equation*}
\frac{\sigma_{R}^{2}}{R^{2}}=\frac{1-R}{n} \tag{6.28}
\end{equation*}
$$

The error on the number of events in each bin of reconstructed variables is a weighted quadratic sum of the errors from all contributions

$$
\begin{align*}
\sigma^{2}\left(n_{\text {reco }}^{i}\left(\mathbf{x}^{\prime}\right)\right) & =\sum_{\mathbf{x}} \sum_{\nu_{x}}\left(n_{\text {reco }}^{\nu_{x} \rightarrow i}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)\right)^{2} \times\left(\frac{\sigma\left(R^{\nu_{x} \rightarrow i}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)\right)}{R^{\nu_{x} \rightarrow i}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)}\right)^{2}  \tag{6.29}\\
& =\sum_{\mathbf{x}} \sum_{\nu_{x}}\left(n_{\text {reco }}^{\nu_{x} \rightarrow i}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)\right)^{2} \times \frac{1-R^{\nu_{x} \rightarrow i}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)}{N_{\text {sel }}^{\nu_{x} \rightarrow i}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)} \tag{6.30}
\end{align*}
$$

with the true variables $\mathbf{x}=(E, \theta, y)$, and the reconstruction ones $\mathbf{x}^{\prime}=\left(E^{\prime}, \theta^{\prime}, y^{\prime}\right)$.

Since both $\beta$ and its variance can be estimated analytically this procedure does not require any additional minimization and can be used directly in the calculation of $\chi^{2}$.

## Chapter 7

## Systematic uncertainties
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This chapter presents the systematics considered in ORCA oscillation analyses. By systematics, we refer to the parameters that are not of particular interest for the measurement but describe the uncertainties on the model used for the computation of the expected event distributions. In the case of ORCA, they can be characterized into one of the following three categories:

- Atmospheric neutrino flux systematics
- Neutrino cross-section systematics
- Detector-related systematics

These systematics will be implemented at different stages in the analysis chain in SWIM. Fig. 7.1 presents a comprehensive flowchart of the framework including the different sources of systematics that will be discussed in more detail in this chapter. Sec.7.1 describes the baseline set of systematics used in the oscillation analyses presented in Chap. 8, 9 and 10. The second part of this chapter focuses on the description of a MC-based study that I have conducted to characterize the effect of PMT efficiency uncertainty on the ORCA detector response. The results that I have obtained led to the implementation of a detector-related systematic so-called energy scale.

### 7.1 Baseline set of systematics for the neutrino oscillation analyses

### 7.1.1 Atmospheric neutrino flux systematics

The production of atmospheric neutrinos generates various sources of systematics mainly related to uncertainties in the primary cosmic ray fluxes and in hadron production in cosmic ray interactions with the atmosphere. The authors of Ref. [71] have evaluated the uncertainties in the computation of neutrino fluxes that arise from the two abovementioned sources. The paper has defined a set of uncorrelated sources of uncertainty in hadronic production which can be varied independently (often referred to as Barr parameters), while the primary cosmic ray fluxes are treated using a parametrization model provided in Ref. [140]. These parameters in both hadronic production and cosmic ray model are assigned with the errors constrained from current experiments. The impact of these uncertainty sources on the atmospheric neutrino fluxes is then evaluated using a Monte-Carlo simulation program. The effects result in the changes of the neutrino fluxes in terms of overall normalization,


Figure 7.1: The baseline systematics in SWIM and their implementation stages in the computation flow of SWIM. The color code corresponds to three categories of systematics: atmospheric neutrino flux systematics (green), neutrino cross-section systematics (grey), and detector-related systematics (orange).
composition and spectrum shape. In KM3NeT, the flux systematics are currently applied directly at the neutrino flux with the prior taken from the results of Ref. [71].

## Flux normalization

The first flux systematic is an overall normalization factor $f_{\text {all }}$ applied on the total flux for each flavor:

$$
\begin{equation*}
I_{\nu_{\alpha}}^{\prime}=f_{\text {all }} I_{\nu_{\alpha}} . \tag{7.1}
\end{equation*}
$$

$f_{\text {all }}$ is treated as flavor-independent factor so that it accounts for any global normalization effect on the total neutrino flux. Possible flavor-dependent variations of the flux are taken care of by the other systematics introduced in the next section.

In the current baseline implementation of ORCA systematics, the overall normalization factor is however not applied at the flux level, but rather at the very final stage of the reconstructed and classified event distributions. This approach is believed to also capture the normalization uncertainties at flux or cross-section. Such systematics will therefore be further discussed in the section dedicated to the detector-related systematics.

## Flux composition

Figure 7.2 shows the uncertainty of neutrino composition of the atmospheric neutrino fluxes: the $\nu_{\mu} / \bar{\nu}_{\mu}, \nu_{e} / \bar{\nu}_{e}$, and $\left(\nu_{\mu}+\bar{\nu}_{\mu}\right) /\left(\nu_{e}+\bar{\nu}_{e}\right)$ ratios as computed in Ref. [71]. The $\nu_{\mu} / \bar{\nu}_{\mu}$ ratio exhibits a small uncertainty at low energy since $\nu_{\mu}$ and $\bar{\nu}_{\mu}$ are usually produced as a pair in a charged pion (or kaon) decay in which one comes directly from the pion while the other is from the daughter muon. Any hadronic uncertainty effects, which would cause an under or overproduction of pions, will increase or decrease both the denominator and numerator of the ratio and thus have a small net impact. At high energy, this cancellation is reduced and the uncertainty rapidly increases because high-energy muons tend to reach the ground before they decay, resulting in pion decays producing only one polarisation type of neutrino. The $\nu_{e} / \bar{\nu}_{e}$ ratio is not subject to the same cancellation as only one electron neutrino of a given polarisation is produced for each pion decay. The uncertainty on this ratio is therefore much higher, in particular at low energies. For $\left(\nu_{\mu}+\bar{\nu}_{\mu}\right) /\left(\nu_{e}+\bar{\nu}_{e}\right)$ ratio, the same cancellation effect as $\nu_{\mu} / \bar{\nu}_{\mu}$ is expected at low energy since each pion decay typically produces 2 muon neutrinos and 1 electron neutrino. The uncertainty on this ratio increases at high energy since the cancellation is less effective, but the increase is still lower than $\nu_{\mu} / \bar{\nu}_{\mu}$.


Figure 7.2: Atmospheric neutino flux composition uncertainties averaged over all direction taken from Ref. [71]

To account for the flux composition uncertainties described above, we introduce a set of systematics called the skewness. The skew parameters are defined in such a way that they change the flux composition ratios while preserving the total normalization of each flavor component. This is to avoid the degeneracies with the total normalisation factor $f_{\text {all }}$ which is handled as a different systematics. The skew parameters associated with the three different flux composition ratios introduced above are: the $\left(\nu_{\mu}+\bar{\nu}_{\mu}\right) /\left(\nu_{e}+\bar{\nu}_{e}\right)$ flavor skew $s_{\mu e}$, the $\nu_{e} / \bar{\nu}_{e}$ skew $s_{e \bar{e}}$, and the $\nu_{\mu} / \bar{\nu}_{\mu}$ skew $s_{\mu \bar{\mu}}$. These systematics modify the total nominal flux of flavor/polarity $\alpha, I_{\nu_{\alpha}}$, into the varied one $I_{\nu_{\alpha}}^{\prime}$ as:

$$
\begin{equation*}
I_{\nu_{\alpha}}^{\prime}=w_{\nu_{\alpha}} I_{\nu_{\alpha}}, \tag{7.2}
\end{equation*}
$$

where the $w_{\nu_{\alpha}}$ are parametrized in function of the skew parameters in order to satisfy the following conditions:

- the flavor skew $s_{e \mu}$ changes the $\left(\nu_{\mu}+\bar{\nu}_{\mu}\right) /\left(\nu_{e}+\bar{\nu}_{e}\right)$ ratio in a way that preserves the total flux:

$$
\begin{equation*}
I_{\nu_{e}}^{\prime}+I_{\bar{\nu}_{e}}^{\prime}+I_{\nu_{\mu}}^{\prime}+I_{\bar{\nu}_{\mu}}^{\prime}=I_{\nu_{e}}+I_{\bar{\nu}_{e}}+I_{\nu_{\mu}}+I_{\bar{\nu}_{\mu}} \tag{7.3}
\end{equation*}
$$

- In the absence of a flavor skew, the polarity skews $s_{e \bar{e}}$ and $s_{\mu \bar{\mu}}$ should modify the $\nu_{e} / \bar{\nu}_{e}, \nu_{\mu} / \bar{\nu}_{\mu}$ ratios in a way that preserves each flavor flux $\nu_{\alpha}+\bar{\nu}_{\alpha}$ :

$$
\begin{align*}
I_{\nu_{e}}^{\prime}+I_{\bar{\nu}_{e}}^{\prime} & =I_{\nu_{e}}+I_{\bar{\nu}_{e}}  \tag{7.4}\\
I_{\nu_{\mu}}^{\prime}+I_{\bar{\nu}_{\mu}}^{\prime} & =I_{\nu_{\mu}}+I_{\bar{\nu}_{\mu}} \tag{7.5}
\end{align*}
$$

The parametrization ${ }^{1}$ then yields:

$$
\begin{align*}
& w_{\nu_{e}}=\quad\left(1+s_{e \bar{e}}\right) \frac{I_{\nu_{e}}+I_{\bar{\nu}_{e}}}{I_{\nu_{e}}\left(1+s_{e \bar{e}}\right)+I_{\bar{\nu}_{e}}} \\
& \times \frac{I_{\nu_{\mu}}+I_{\bar{\nu}_{\mu}}+I_{\nu_{e}}+I_{\bar{\nu}_{e}}}{\left(I_{\nu_{\mu}}+I_{\bar{\nu}_{\mu}}\right)\left(1+s_{\mu e}\right)+I_{\nu_{e}}+I_{\bar{\nu}_{e}}},  \tag{7.6}\\
& w_{\bar{\nu}_{e}}=\quad \frac{I_{\nu_{e}}+I_{\bar{\nu}_{e}}}{I_{\nu_{e}}\left(1+s_{e \bar{e}}\right)+I_{\bar{\nu}_{e}}} \\
& \times \frac{I_{\nu_{\mu}}+I_{\bar{\nu}_{\mu}}+I_{\nu_{e}}+I_{\bar{\nu}_{e}}}{\left(I_{\nu_{\mu}}+I_{\bar{\nu}_{\mu}}\right)\left(1+s_{\mu e}\right)+I_{\nu_{e}}+I_{\bar{\nu}_{e}}},  \tag{7.7}\\
& w_{\nu_{\mu}}=\quad\left(1+s_{\mu \bar{\mu}}\right) \frac{I_{\nu_{\mu}}+I_{\bar{\nu}_{\mu}}}{I_{\nu_{\mu}}\left(1+s_{\mu \bar{\mu}}\right)+I_{\bar{\nu}_{\mu}}} \\
& \times\left(1+s_{e \mu}\right) \frac{I_{\nu_{\mu}}+I_{\bar{\nu}_{\mu}}+I_{\nu_{e}}+I_{\bar{\nu}_{e}}}{\left(I_{\nu_{\mu}}+I_{\bar{\nu}_{\mu}}\right)\left(1+s_{\mu e}\right)+I_{\nu_{e}}+I_{\bar{\nu}_{e}}},  \tag{7.8}\\
& w_{\bar{\nu}_{\mu}}=\quad \frac{I_{\nu_{\mu}}+I_{\bar{\nu}_{\mu}}}{I_{\nu_{\mu}}\left(1+s_{\mu \bar{\mu}}\right)+I_{\bar{\nu}_{\mu}}} \\
& \times\left(1+s_{\mu e}\right) \frac{I_{\nu_{\mu}}+I_{\bar{\nu}_{\mu}}+I_{\nu_{e}}+I_{\bar{\nu}_{e}}}{\left(I_{\nu_{\mu}}+I_{\bar{\nu}_{\mu}}\right)\left(1+s_{\mu e}\right)+I_{\nu_{e}}+I_{\bar{\nu}_{e}}} . \tag{7.9}
\end{align*}
$$

Results of Ref. [71] presents the uncertainties on the ratios between flux compositions as shown in Fig. 7.2 while in SWIM framework the priors are applied directly on the skew parameters. Then, one needs to derive the relation between the ratios and the skew parameters. From Eqs. (7.2), (7.6), (7.7), (7.8), (7.9), such relations read:

$$
\begin{align*}
r_{e \bar{e}}^{\prime} & =\frac{I_{\nu_{e}}^{\prime}}{I_{\bar{\nu}_{e}}^{\prime}}=\left(1+s_{e \bar{e}}\right) \frac{I_{\nu_{e}}}{I_{\bar{I}_{\bar{e}}}}  \tag{7.10}\\
r_{\mu \bar{\mu}}^{\prime} & =\frac{I_{\nu_{\mu}}^{\prime}}{I_{\overline{\nu_{\mu}}}^{\prime}}=\left(1+s_{e \bar{e}} \frac{I_{\nu_{\mu}}}{I_{\bar{\nu}_{\mu}}}\right.  \tag{7.11}\\
r_{\mu e}^{\prime} & =\frac{I_{\nu_{\mu}}^{\prime}+I_{\bar{\nu}_{\mu}}^{\prime}}{I_{\nu_{e}}^{\prime}+I_{\bar{\nu}_{e}}^{\prime}}=\left(1+s_{\mu e}\right) \frac{I_{\nu_{\mu}}+I_{\bar{\nu}_{\mu}}}{I_{\nu_{e}}+I_{\bar{\nu}_{e}}} \tag{7.12}
\end{align*}
$$

The perturbation in the ratios finally yields:

$$
\begin{align*}
& \frac{r_{e \bar{e}}^{\prime}}{r_{e \bar{e}}}=1+s_{e \bar{e}},  \tag{7.13}\\
& \frac{r_{\mu \bar{\mu}}^{\prime}}{r_{\mu \bar{\mu}}^{\prime}}=1+s_{\mu \bar{\mu}},  \tag{7.14}\\
& \frac{r_{\mu e}^{\prime}}{r_{\mu e}^{\prime}}=1+s_{\mu e} . \tag{7.15}
\end{align*}
$$

[^5]Thus, the constraint priors on the ratios lead to the same one for the corresponding skew parameters. For the case of NMO analysis in which the main sensitivity region is $\sim 3-10$ GeV as will be shown in Chap. 8, Fig. 7.2 gives the set of constraints as follows:

- $7 \%$ for $s_{e \bar{e}}$
- $5 \%$ for $s_{\mu \bar{\mu}}$
- $2 \%$ for $s_{\mu e}$


## Flux shape systematics

Other sources of systematics that need to be considered at the flux level are the uncertainties in the shape distribution. They are introduced as a multiplying factor which depends on the energy and zenith angle $w_{\nu_{\alpha} \text {, shape }}(E, \theta)$ that modifies the flux according to:

$$
\begin{equation*}
\phi_{\nu_{\alpha}}^{\prime}(E, \theta)=w_{\nu_{\alpha}, \text { shape }}(E, \theta) \times \phi_{\nu_{\alpha}}(E, \theta) . \tag{7.16}
\end{equation*}
$$

We also ensure that it preserves the total flux integral of each flavor/polarization $\nu_{\alpha}$ :

$$
\begin{equation*}
\iint w_{\nu_{\alpha}, \text { shape }}(E, \theta) \times \phi_{\nu_{\alpha}}(E, \theta) d E d \theta=\iint \phi_{\nu_{\alpha}}(E, \theta) d E d \theta \tag{7.17}
\end{equation*}
$$

where the integration runs on the whole defined range of interest for the analysis. In the SWIM framework, the implementation of the flux shape systematics is in the form of generic polynomial functions of $\ln E$ and $\cos \theta$, which are respectively denoted as $X$ and $Y$. This approach is based on the fact that the atmospheric neutrino flux is almost linear in $\ln E$ and $\cos \theta$ so that one can assume that the shape variation is continuous and slow enough to be well approximated by a finite degree polynomial. The framework allows up to 4 degrees of the polynomial which gives us:

$$
\begin{align*}
w_{\nu_{\alpha}, \text { shape }}(E, \theta) & =\operatorname{Norm}_{\nu_{\alpha}}\left(\left\{c_{i j}\right\}\right) \cdot\left(1+\sum_{1 \leq i+j \leq 4} c_{i j}(\ln E)^{i}(\cos \theta)^{j}\right)  \tag{7.18}\\
& =\operatorname{Norm}_{\nu_{\alpha}}\left(\left\{c_{i j}\right\}\right) \cdot\left(1+\sum_{1 \leq i+j \leq 4} c_{i j}(X)^{i}(Y)^{j}\right) \tag{7.19}
\end{align*}
$$

where $\operatorname{Norm}\left(c_{i j}\right)_{\nu_{\alpha}}$ is a renormalization factor that ensures the preservation of each flux composition. This factor is calculated as:

$$
\begin{equation*}
\operatorname{Norm}_{\nu_{\alpha}}\left(\left\{c_{i j}\right\}\right)=\frac{I_{\nu_{\alpha}}}{I_{\nu_{\alpha}}+\sum_{i, j} c_{i j} I_{\nu_{\alpha, i j}}}, \tag{7.20}
\end{equation*}
$$

with $I_{\nu_{\alpha}, 00}=I_{\nu_{\alpha}}$ and

$$
\begin{equation*}
I_{\nu_{\alpha}, i j}=\iint X^{i} Y^{i} \phi_{\nu_{\alpha}}(X, Y) d X d Y \tag{7.21}
\end{equation*}
$$

Throughout the works presented in this manuscript, two specific shape systematics are used: the spectral index uncertainty and the zenith slope uncertainty.

The spectral index uncertainty, which is also referred to as the energy slope systematics, is introduced as a modification on the 'tilt' of the flux shape in terms of energy dependence:

$$
\begin{equation*}
\phi_{\nu_{\alpha}}^{\prime}(E, \theta)=E^{-\gamma} \times \phi_{\nu_{\alpha}}(E, \theta) . \tag{7.22}
\end{equation*}
$$

Considering the small value of $\gamma$, the modification factor $E^{-\gamma}$ is calculated by its fourthorder series expansion:

$$
\begin{equation*}
\left.w_{\nu_{\alpha}, \text { Eslope }}=\operatorname{Norm}_{\nu_{\alpha}}(\gamma) \cdot\left(1+\gamma \ln E+\frac{1}{2} \gamma^{2} \ln ^{2} E+\frac{1}{3} \gamma^{3} \ln ^{3} E+\frac{1}{4} \gamma^{4} \ln ^{4} E\right)\right) . \tag{7.23}
\end{equation*}
$$

where $\operatorname{Norm}(\gamma)$ is the aforementioned renormalization factor introduced in order to preserve the total normalization of the flux.

The zenith slope systematics is also implemented with the same philosophy. As shown in Fig. 5.1, the flux is approximately linear in $\cos \theta$. Hence, the perturbation can be well described as the first order of the expansion series:

$$
\begin{equation*}
w_{\nu_{\alpha}, \text { zenithslope }}=\operatorname{Norm}_{\nu_{\alpha}}(\epsilon) \cdot(1+\epsilon \cos \theta) . \tag{7.24}
\end{equation*}
$$

## Further prospects on the treatment of flux systematics

Atmospheric neutrino flux systematics are one of the main uncertainty sources in the context of ORCA oscillation analysis since they relate directly to the flavour content of the initial neutrino source. The current treatment of these systematics is considered to be conservative in the sense that they are based on observed characteristics of the neutrino fluxes. They are assumed to be uncorrelated, while actually they should be all directly connected to the uncertainties in the primary cosmic ray fluxes or hadronic interactions.

A future improvement of the treatment of flux systematics would be to fit the event distribution directly with the physical parameters related to the primary cosmic ray flux and hadronic processes in the air shower development (the aforementioned uncorrelated Barr
parameters). This approach requires the ability to perform a fast computation of changes in the neutrino fluxes when a given source of uncertainty is varied. One possibility to achieve this goal is through the use of MCEq (Matrix Cascade Equations), a tool which quickly solves the cascade equations that describe the evolution of the cosmic ray-induced air showers [141]. In Ref. [142], a computation of the gradient of the neutrino flux on Barr parameters with MCEq has been performed which allowed a minimizer to fit directly on hadronic production uncertainties. Thus, this approach could be foreseen to be the next improvement of flux systematic treatment in ORCA oscillation analysis.

### 7.1.2 Neutrino cross-section systematics

The cross-section systematics involved in this work include the NC normalization and tau normalization which are implemented as the scaling factors on NC event rate and $\nu_{\tau} \mathrm{CC}$ event rate respectively.

The current treatment on neutrino cross-section systematics is quite limited at the time of writing of this manuscript. One other approach is to introduce a set of normalization and skew parameters similar to the treatment at the flux level. Such an implementation has been shown to have a negligible impact, as the skew parameters applied at the crosssection are mostly degenerate with the one at the flux level, as discussed in Ref. [122]. Hence, for simplification, we do not use it in this work. Another effort aiming at a more precise study of the cross-section uncertainty sources using GENIE and propagating it to the oscillation fit is being carried out within the Collaboration. Nevertheless, it is out of the scope of this thesis.

### 7.1.3 Detector-related systematics

Various sources of detector-related systematics can be introduced for example the uncertainties in detection medium regarding the absorption length, scattering properties,... or mis-characterizing the PMT response, triggering, reconstruction, and PID performance,... They can result in the variation in the detector response functions or final normalization and shape of the detected event distribution. The two systematics are introduced as an effort for capturing such effects.

The separate total normalization factors are applied for each of the PID classes. The parameters can conservatively account for any detector-related uncertainties which cause normalization effects as well as capturing such effects in flux or cross-section level.

Another detector systematics considered is the uncertainty of PMT efficiency which is the result of intrinsic ageing of PMTs as well as the uncertainty related to calibration method used for monitoring this quantity. The time dependence of PMT efficiencies is currently monitored using ${ }^{40} \mathrm{~K}$ decays in seawater - the method which is applied at ANTARES [85] and also described in Sec. 2.2.3. The experience with ANTARES shows a slow decrease in the PMT efficiency over time, which could be mitigated by regular calibration procedures to retune the PMT gain and thresholds. This also shows the importance of being able to monitor the efficiency over time. Nevertheless, some uncertainties may subsist and have to be accounted for as systematics.

By comparing MC samples produced with different PMT efficiencies, previous KM3NeT studies reported in the LoI [61] have shown that wrongly characterizing the PMT efficiency can lead to a wrong evaluation of the detector response to neutrino-induced light signals. To capture this effect, I have worked on the implementation of a systematics called energy scale, which has been shown to have a non-negligible impact on the measurement of $\Delta m_{31}^{2}$, hence the necessity to include it in all ORCA physics analyses. This original work is further described in the next subsection.

### 7.2 The energy scale systematic and effects of PMT efficiency uncertainty

This section presents the description of a MC-based study to characterize the effect of PMT efficiency variance on the ORCA detector response. This effect had been first described in the KM3NeT LoI [61], but only including electron-neutrino signals and using an old simulation chain of the detector. The work presented here is a collaborative work to confirm the LoI results with the latest MC chain and detector configuration, in which I was in charge of analyzing and producing the final results. Based on this MC study, I have implemented the energy scale systematic in SWIM, to capture the expected effects of PMT efficiency uncertainty.

In this section, the implementation of the energy scale in SWIM is first presented. Then a comparison between this parametric approach and the predictions from the MC-based study is also illustrated. Finally the impact of this systematic on physics analyses, and in particular on the $\Delta m_{31}^{2}$ parameter, will be shown.


Figure 7.3: Illustration of the energy scale implementation on the response matrix in SWIM. Each entry $R_{i}$ of the matrix in bin $i$ of true energy $E_{\text {true }}$ binning is shifted into a new bin with $E_{\text {det }}=E_{\text {true }} * \xi$ and then redistributed into the original bins $i$ and $i+1$ of $E_{\text {true }}$.

### 7.2.1 Implementation of energy scale systematic in SWIM

Inspiring from the LoI study, the energy scale systematics is applied in SWIM as a global shift in the energy distribution of the Response Matrix. This implementation is illustrated in Fig. 7.3 and develops according to the following steps:

- Consider the response matrix entry $R_{i}$ at bin $i$ in the true energy variable $E_{\text {true }}$, with bin edges denoted as $E_{1}$ and $E_{2}$;
- The energy scale systematic $\xi$ acts as a global shift on the true energy of the response matrix so that the response associated to a given energy $E_{\text {true }}$ becomes actually the one associated to the energy $E_{\text {det }}=E_{\text {true }} \times \xi$. Therefore, $R_{i}$ becomes the entry associated to a new bin with shifted edges $E_{1} \times \xi$ and $E_{2} \times \xi$.
- The original content of the entry $R_{i}$ is then redistributed into the true energy bins $i$ and $i+1$, proportionally to their respective overlap with the shifted bin, as described in the figure.
- The whole process is repeated for all entries of the response matrix.

Since the response matrix can be decoupled into effective mass, reconstruction and PID p.d.fs as pointed out in Sec. 5.2.1:

$$
\begin{equation*}
R^{\left[\nu_{x} \rightarrow i\right]}\left(E, \theta, y ; E^{\prime}, \theta^{\prime}, y^{\prime}\right)=p_{r e c o}^{\nu_{x} \rightarrow i}\left(E, \theta, y, E^{\prime}, \theta^{\prime}, y^{\prime}\right) \cdot P_{P I D}^{\nu_{x} \rightarrow i}(E, \theta, y) \cdot \frac{M_{e f f}^{\nu_{x}}(E, \theta, y)}{M_{r e f}} . \tag{7.25}
\end{equation*}
$$

A global shift in the response matrix will correspond to a shift applied on each of these components. In the following, we will therefore also examine the impact of the energy scale systematic onto each of the response functions, for the sake of comparison with the MC-based study as well as for the study of its impact on the $\Delta m_{31}^{2}$ measurement.

### 7.2.2 The Monte-Carlo samples with modified PMT efficiencies

In order to study the impact of uncertainties in the PMT efficiencies, specific MC samples with modified PMT efficiency have been produced. Ten percent of the MC sample 'ORCA115_20x9_190222' presented in Sec. 3.4 have been rerun from the trigger level with a PMT quantum efficiency (QE) modified by $\pm 10 \%$ compared to the standard one. In the following, the standard and the two modified PMT efficiency MC samples will be referred to as nominal, QE $90 \%$ and $Q E 110 \%$.

The study has been performed for $\nu_{\mu}+\bar{\nu}_{\mu} \mathrm{CC}$ and $\nu_{e}+\bar{\nu}_{e} \mathrm{CC}$ as they are representative of the two topological event types: tracks and showers. $\nu \mathrm{NC}$ and $\nu_{\tau}+\bar{\nu}_{\tau} \mathrm{CC}$ are expected to yield similar results as $\nu_{e}+\bar{\nu}_{e} \mathrm{CC}$.

### 7.2.3 Impact of PMT efficiency uncertainties on the effective mass

Fig. 7.4 compares the effective mass as obtained from the $\nu_{e}+\bar{\nu}_{e} \mathrm{CC}$ and $\nu_{\mu}+\bar{\nu}_{\mu}$ CC samples for different PMT efficiencies (nominal, QE $90 \%$ and QE 110\%), and from an energy scale systematic of $\pm 10 \%$ applied on the nominal MC sample.

First, the values of the effective mass in the range $1-10 \mathrm{GeV}$ increase (resp. decrease) with a higher (resp. lower) PMT efficiency, while their variation in the plateau, starting from $\sim 10 \mathrm{GeV}$, is almost negligible. This effect is expected due to a better PMT efficiency leading to more sensitivity of the detector to the light induced from neutrino interactions, and vice versa for the case of worse efficiency.

The energy scale systematic implementation here captures relatively well the effect of varying the PMT efficiencies. The energy scale $\xi=1.1$ shifts the effective mass towards higher energies and matches well the trend induced by a worse PMT efficiency (QE 90\%). A similar matching is observed for the case of $\xi=0.9$ and QE $110 \%$. Both approaches yield a difference in effective masses of $\sim 5 \%$ at low energy compared to the nominal, which steadily decreases with increasing energies. Above 10 GeV , the difference with the nominal effective mass is $<2 \%$. One might also notice that there is a fluctuation in the plateau of the modified QE effective mass. This is not a physical effect but the result of the limited statistics in the sample ( 10 times smaller than the original 'ORCA115_20x9_190222' MC).


Figure 7.4: Effective mass as a function of $E_{\text {true }}$ for different PMT quantum efficiencies $(\mathrm{QE})$ in comparison with the implementation of an energy scale systematic.

### 7.2.4 Impact of PMT efficiency uncertainties on the energy reconstruction

The effect of PMT efficiency uncertainty and energy scale systematics on the mean reconstructed energy is illustrated in Fig. 7.5. Here, we considered both Dusj and JGandalf reconstruction tools for $\nu_{\mu}$ and only Dusj for $\nu_{e}$.

In the case of Dusj, the variation of PMT efficiencies leads to a global shift of the mean reconstructed energy. A $10 \%$ decrease or increase in QE respectively induces also a $10 \%$ under- or overestimation of the neutrino energy with Dusj for both $\nu_{\mu}$ and $\nu_{e}$. This effect stems from the fact that Dusj energy reconstruction relies mainly on the total number of observed hits, which should change linearly with the variation in PMT efficiencies. In contrast, JGandalf exhibits a different behavior in which the variation of reconstructed energy steadily increases to reach $30 \%$ above 15 GeV .

The shift on the mean reconstructed energy due to the energy scale systematics is evaluated by applying the energy scale shift on the true energy dimension in the p.d.fs of reconstructed vs true energy shown in Fig. 5.7. The mean reconstructed energy is then computed for each true energy bin of the distribution.

The effect of energy scale systematics is in good agreement with the QE variation for the Dusj reconstructed energy of $\nu_{e}+\bar{\nu}_{e}$ CC (shower-like) event sample. A similar conclusion holds for Dusj reconstruction in the case of $\nu_{\mu}+\bar{\nu}_{\mu}$ CC (track-like) events where the energy scale systematics can capture well the effect of QE variation up to about 20 GeV though it systematically underestimate the QE-induced variations by $5 \%$ to $10 \%$ at higher energies.

In the case of $\nu_{\mu}+\bar{\nu}_{\mu}$ CC events reconstructed with JGandalf, the energy scale correction
fails to capture the effect of varying QE even at low energies and does not reproduce the $30 \%$ variation in reconstructed energy observed from 15 GeV upwards. These large variations might however be ascribed to the suboptimal performance of JGandalf for the energy reconstruction of track-like events, as discussed in Sec.5.2.1, rather than to a shortcoming of the energy scale procedure.

At this point, it is worth recalling that in the recent KM3NeT publication on the estimated performance of ORCA for the measurement of NMO and oscillation parameters [98], Dusj energy reconstruction is used for both track-like and shower-like event types. Thus the current implementation of the energy scale systematics can be considered as satisfactory for an NMO analysis in which the sensitivity region lies below 10 GeV .


Figure 7.5: Ratio of the mean reconstructed energy for nominal, varied PMT efficiencies and energy scale values.

### 7.2.5 Impact of PMT efficiency uncertainties on the PID

Fig. 7.6 illustrates the effect of QE variation and energy scale systematics on the PID probability distribution functions. One can see that varying the PMT QE also leads to a shift in true energy of this response function, which is well captured by the energy scale systematics.


Figure 7.6: Fraction of $\nu_{e}+\bar{\nu}_{e}$ CC events classified as showers (left) and $\nu_{\mu}+\bar{\nu}_{\mu}$ classified as tracks (right) for nominal, varied PMT efficiencies and energy scale.

### 7.2.6 Impact of the energy scale systematics on the $\Delta m_{31}^{2}$ measurement

The determination of $\Delta m_{31}^{2}$ relies on the precise measurement of the phase $\frac{\Delta m_{31}^{2} L}{E}$ of the oscillation pattern. Therefore, the energy scale systematics, which affect the detector response to the neutrino energy, are expected to have a significant impact on this measurement ${ }^{2}$.

This effect is shown in Fig. 7.7 (left panel), where the incremental impact of the energy scale systematics applied on each detector response function is studied. The dominant sources of degradation of the $\Delta m_{31}^{2}$ measurement come from the energy scale systematics applied on the PID and effective mass, while its application on the reconstruction p.d.f seems to have negligible impact. The right panel of Fig. 7.7 also confirms that the $\Delta m_{31}^{2}$ sensitivity does not degrade much when varying the energy scale factor from $3 \%$ to $10 \%$.

Once real data becomes available, the energy scale uncertainty can be constrained by the monitoring of PMT efficiencies using coincident signals from ${ }^{40} \mathrm{~K}$ decays as described in Sec. 2.2.3. Based on current estimations, a standard deviation of $5 \%$ around the nominal efficiency seems a reasonable estimate of this effect. This value will be adopted for all sensitivity studies described in the manuscript, while a more conservative value of $10 \%$ will be chosen for the analysis of the first data sample described in Chap. 10.

[^6]

Figure 7.7: The profiled $\Delta \chi^{2}$ as the function of $\Delta m_{31}^{2}$ with 6 years of exposure of full ORCA detector. The figures show the effects of energy scale systematic: applied at each response functions (reconstruction, effective mass, PID) in incremental order (left) and applied with different priors (right).

### 7.3 Conclusion

This chapter presents the baseline set of systematics used for oscillation analysis in this work. Part of the systematics have been developed within SWIM through previous work of Ref. [122]. The further development from the contribution of this thesis includes the implementation of the energy scale systematic to capture the effect of PMT QE uncertainty. Through the MC-based study, I have also validated the consistency of this systematic implementation as well as confirming and extending the similar study presented in Ref. [61] with the up-to-date KM3NeT simulation chain.

The current status of systematics treatment still allows room for improvement regarding the fact that most of the systematics presented here are not real physics parameters but just effective ones introduced to approximately capture the observed or expected effects of possible uncertainty sources. Thus the possibility of fitting the expected event distribution directly on the parameter space of more physics-related uncertainty sources should be deemed as a priority for further developments.

## Part IV

## Physics Results

## Chapter 8

## KM3NeT/ORCA sensitivity to the neutrino mass ordering and oscillation parameters.
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This chapter presents the sensitivity of the KM3NeT/ORCA detector to the neutrino mass ordering and the oscillation parameters in the atmospheric sector: $\Delta m_{31}^{2}$ and $\theta_{23}$. I have performed this analysis within the SWIM framework, based on the simulation tools, statistical and systematics treatment described in Chap. 3, 5, 6 and 7. First, Sec. 8.1 describes the general analysis settings which include the MC samples, binning scheme, event selection, PID cuts, and parameter treatment. Then the sensitivity of ORCA for the measurement of the NMO and atmospheric oscillation parameters is presented. Those results have been used as an internal cross-check for the official KM 3 NeT results described in Ref. [98] and Ref. [143].

### 8.1 Analysis framework

### 8.1.1 Monte Carlo samples

The MC samples 'ORCA115_20x9_190222' and 'ORCA7_23x9_190222' introduced in Sec. 3.4 are used in this sensitivity study, and referred to as ORCA115 and ORCA7 respectively. The 'ORCA7_23x9_190222' sample is used for the study of an early measurement of oscillation parameters with a 7 DUs sub-array of ORCA that would be representative of the first construction phase. The sample 'ORCA115_20x9_190222' is for the study with the full detector. This sample is based on the latest geometry configuration of 20 m average horizontal spacing and 9 m vertical spacing between DOMs. In the following, this 20 m x 9 m configuration will be used as the default for the full ORCA detector unless specified otherwise. A comparison between 20 m and 23 m configurations on the performance toward NMO determination will be presented in the next section. As will be shown there, the 20 m horizontal configuration proves to be more suitable in terms of NMO measurement, while equally feasible from the deployment point of view, compared to the 23 m one used in previous works of Ref. [120] and [122].

### 8.1.2 Binning scheme

The binning scheme of the analysis is described in Tab. 8.1. The neutrino true energy is binned uniformly in $\log _{10} E$ due to the fact that the atmospheric neutrino flux approximately follows a power law in energy. The same binning scheme is also applied for the reconstruction energy because the relative energy resolution of ORCA above 10 GeV is approximately constant: $\delta E / E \simeq \delta(\log E) \simeq 25-35 \%$ (depending on the channel) [98].

The zenith angle is binned uniformly in $\cos \theta_{z}$. This is motivated by the fact that the

Table 8.1: Binning scheme used for the oscillation analysis. Only up-going events are considered for the reconstructed $\cos \theta$, while additional 10 bins of down-going are used for the true $\cos \theta$.

| Binning | True | Reco |
| :---: | :---: | :---: |
| Energy | $40[1-100 \mathrm{GeV}]$ | $20[2-80 \mathrm{GeV}]$ |
| $\cos \theta$ | 40 up <br> +10 down | 20 up |

solid angle covered by the interval $\theta_{1} \leq \theta \leq \theta_{2}$ is proportional to the factor $\mid \cos \theta_{2}-$ $\cos \theta_{1} \mid$. Furthermore, the oscillation probability depends on the $L / E_{\nu}$ factor, in which the oscillation baseline $L=R \cos \theta$ (with $R$ the Earth radius). Thus, it is also reasonable to compute the oscillation probability at points equally sampled in $\cos \theta$. In the reconstruction space of $\cos \theta$, we only use the up-going events $(-1 \leq \cos \theta \leq 0)$ since these events are of particular interest for the oscillation analysis. Additionally, 10 bins in the range $0 \leq \cos \theta \leq 1$ are considered for the true space to account for the down-going events that are mis-reconstructed as up-going. The bin width of reconstructed variables is adjusted so that it is comparable to the typical detector resolution.

The inelasticity (Bjorken-y variable) is included in the framework as presented in Chap. 5. Nevertheless, it will not be used in this analysis due to the current reconstruction tools can not achieve a good resolution on this variable. In practice, one single bin is set for both true and reconstructed Bjorken-y.

### 8.1.3 Event selection and classification

The reconstruction tools described in Chap. 3 are used for simulated events. Then an event preselection is applied based on the output of these reconstruction algorithms. Only upgoing events are selected, which also satisfy the requirements of good reconstruction quality and containment criteria. A detailed description of this event preselection can be found in Ref. [94] and Ref. [61]. For each of the used reconstruction algorithms, Dusj and fGandalf, we refer to the corresponding preselection criteria as: shower_preselection and track_preselection respectively.

Based on the output score to distinguish track-like events from shower-like events (track_score) provided by the RDF classifier, the event samples are classified into three PID classes for the optimization of the NMO sensitivity as described previously in Chap. 3. The PID classes are summarized here with the corresponding applied reconstruction algorithm:

- Tracks: $0.7<$ track_score $\leq 1.0$ and pass track_preselection

Energy: Dusj, $\cos \theta: \mathcal{F G a n d a l f}$.

- Intermediate: $0.3<$ track_score $\leq 0.7$ and pass shower_preselection

Energy: Dusj, $\cos \theta:$ Dusj.
Showers: $0.0<$ track_score $\leq 0.3$, and pass shower_preselection
Energy: Dusj, $\cos$ 日: Dusj.

These three-class cuts are the result of an optimization for the sensitivity of the full ORCA115 detector to the NMO [118].

In the Tracks class, Dusj energy reconstruction is used instead of $\mathcal{F G a n d a l f}$, as it yields a better sensitivity to the NMO. Additionally, the study of PMT efficiency variation in Chap 7 has shown a non-linear effect (Fig. 7.5) in the JGandalf energy estimator, that the energy scale systematic cannot capture well. Therefore, the Dusj energy is used for the study in this chapter, in accordance with the choice adopted in Ref. [98].

The condition of selecting only up-going events allows for a first rejection of the atmospheric muon background using the Earth as the natural filter. Furthermore, as mentioned in Chap. 3, the RDF classifier provides two additional scores for the suppression of noise and atmospheric muons: pure_noise_score and atmospheric_muon_score. Ref. [98] shows that a hard cut on atmospheric_muon_score $<0.05$ further removes atmospheric muons to a contamination level of $\sim 3 \%$ and that a cut on pure_noise_score $<0.1$ sufficiently rejects the noise events while only resulting in a loss in neutrino efficiency of about $\sim 5 \%$. These two suppression cuts are applied for all three defined PID classes. Since the contamination of atmospheric muon background and pure noise events are negligible, they are not included in this work.

### 8.1.4 Parameters and systematics treatment

The sensitivity study for the NMO and oscillation parameters presented in this chapter is performed based on a simulated Asimov dataset following the procedure described in Chap. 6. If not specified otherwise, the assumed true values of oscillation parameters are taken from Ref. [128].

The detailed treatment of systematics and oscillation parameters is presented in Tab. 8.2. ORCA measures the atmospheric neutrino oscillation at $L / E$ values much smaller than the ones required for a sensitivity to the oscillation with the frequency given by $\Delta m_{21}^{2}$. As a result, ORCA has a negligible sensitivity to $\theta_{12}$ and $\Delta m_{21}^{2}$ and those parameters are kept fixed in the analysis. Current data from reactor neutrino experiments [49, 144, 145] yield a
very good precision on $\theta_{13}$ compared to the one that could be achieved with ORCA. Hence, a prior is used for $\theta_{13}$ whose mean and variance are taken from Ref. [128]. Three remaining oscillation parameters are relevant for ORCA and are fitted without any constraint: $\theta_{23}, \Delta m_{31}^{2}, \delta_{C P}$.

In the case of $\theta_{23}$, a degeneracy in the octant arises from the fact that the dominant terms of the oscillation probability are driven by $\sin ^{2} \theta_{23}$. In order to ensure that the minimization finds the true global minimum, the fit is performed twice, each time with a different starting point located in either the upper or lower octant, and the smallest $\chi^{2}$ is kept eventually.

Priors on the flux systematics are assigned based on the current knowledge on atmospheric neutrino flux uncertainties reported in Ref. [71]. A prior of $10 \%$ is adopted on the NC normalization, while the PID normalization in each topological class is left free. As mentioned in Chap. 7 (Sec. 7.1.3), the time-dependent PMT efficiency can be monitored using coincidence signals from ${ }^{40} \mathrm{~K}$ decays. Such a study also gives the uncertainty on the PMT quantum efficiency of $5 \%$. This results in a conservative prior of $5 \%$ applied for the energy scale systematic.

Table 8.2: Parameter treatment in ORCA oscillation analysis. The true values of oscillation parameters are taken from the global fits of Ref. [128]. The priors are applied as Gaussian constraints with mean $\mu$ and variance $\sigma$. The cross mark $\times$ means no prior applied.

| Parameter | True value | Treatment | Prior |
| :---: | :---: | :---: | :---: |
| $\theta_{23}(\mathrm{deg})$ | $48.6(\mathrm{NO})$ | Fitted | $\times$ |
|  | $48.8(\mathrm{IO})$ |  |  |
| $\theta_{13}(\mathrm{deg})$ | $8.60(\mathrm{NO})$ <br> $8.64(\mathrm{IO})$ | Fitted | $\mu=8.60, \sigma=0.13$ |
| $\theta_{12}(\mathrm{deg})$ | 33.82 | Fixed | $\times$ |
| $m_{31}^{2}\left(10^{-3} \mathrm{eV}^{2}\right)$ | $2.528(\mathrm{NO})$ | Fitted | $\times$ |
|  | $7.510(\mathrm{IO})$ |  | $\times$ |
| $\delta_{C P}(\mathrm{deg})$ | $221(\mathrm{NO})$ | Fixed | $\times$ |


| Flux $\nu_{e} / \bar{\nu}_{e}$ skew | 0 | Fitted | $\mu=0, \sigma=0.07$ |
| :---: | :--- | :--- | :---: |
| Flux $\nu_{\mu} / \bar{\nu}_{\mu}$ skew | 0 | Fitted | $\mu=0, \sigma=0.05$ |
| Flux $\nu_{e} / \bar{\nu}_{\mu}$ skew | 0 | Fitted | $\mu=0, \sigma=0.02$ |
| Flux spectral index | 0 | Fitted | $\times$ |
| Flux zenith slope | 0 | Fitted | $\mu=0, \sigma=0.05$ |
| NC normalization | 1 | Fitted | $\mu=1, \sigma=0.1$ |
| Energy scale | 1 | Fitted | $\mu=1, \sigma=0.05$ |
| PID class norm. | 1 | Fitted | $\times$ |

### 8.2 Sensitivity study of KM3NeT/ORCA to the neutrino mass ordering

In this section, an updated study of the sensitivity of the KM3NeT/ORCA detector to the NMO is presented. As mentioned before, compared to the older results presented in Ref. [120] and Ref. [122], a configuration of 20 m average horizontal spacing is adopted instead of 23 m . The improvement due to this change in the detector layout is illustrated in the following, and the updated sensitivity is also discussed.

### 8.2.1 Sensitivity region

To have an idea of how ORCA can distinguish the different NMO scenarios, it is necessary to investigate how the measured event distribution changes with different NMO hypotheses. The difference is not easily visible by just looking directly into the distribution (e.g Fig. 5.8) but requires computing the statistical separation between the two distributions.

To visualize the difference in $(E, \cos \theta)$ distribution, we define the so-called signed- $\chi^{2}$ function computed in each bin of the two expected distributions from two corresponding hypotheses $A$ and $B$ as:

$$
\begin{equation*}
\chi_{s}^{2}(A \mid B)=\frac{n_{A}-n_{B}}{\left|n_{A}-n_{B}\right|} \times \frac{1}{2}\left(\chi^{2}(A \mid B)+\chi^{2}(B \mid A)\right), \tag{8.1}
\end{equation*}
$$

where $\chi^{2}$ is the first term of the test statistics described in Eq. (6.11) of Chap. 6 (also called statistical term):

$$
\begin{equation*}
\chi^{2}(A \mid B)=2\left(n_{A}-n_{B}+n_{A} \ln \frac{n_{A}}{n_{B}}\right) . \tag{8.2}
\end{equation*}
$$

This choice of signed- $\chi^{2}$ represents the excess in the number of events in each bin as computed with hypothesis A with respect to the number of events obtained with hypothesis B. As discussed in Ref. [122], this convention is suitable for depicting the contribution of each bin into the total statistical contribution of the test statistics used in this work (as defined in Eq. (6.11)), averaged over NO and IO assumptions. It is also worth noting here that the distribution and values computed for this quantity are just to visualize the regions that contribute more, and the relative contribution of each class to the overall sensitivity. The correct sensitivity evaluation is performed with the fit as presented in Chap. 6 and the results will be discussed later.

The effects of the detector on the evolution of the NMO statistical signal, starting from the interacting events up to the final measured distributions, have been discussed extensively in Ref. [122]. Here we concentrate on the NMO signal as obtained from the final expected event distribution, which is shown in Fig. 8.1. The figure depicts the signed$\chi_{s}^{2}(N O \mid I O)$ distribution in the three defined classes: Tracks, Showers, and Intermediates. The dominant contribution to the NMO signature comes from the Showers class in the energy range of about 3-10 GeV, while the contribution of Tracks is notably lower. This is because the NMO sensitivity in the $\nu_{\mu}$ CC channel (track-like events) stems from a region of fast oscillations, as one can tell from the rippled structure in Fig. 5.4. This results in a degradation of the sensitivity in the Tracks class because of the effects of energy and angular smearing due to the finite detector resolution. The NMO signal in $\nu_{e} \mathrm{CC}$ channel (shower-like events) survives better this effect thanks to the blob-structure spanning a wider energy range in the distribution [122]. The Intermediates class gives a minor con-


Figure 8.1: The signed- $\chi^{2}$ distribution between NO and IO assumption in Tracks, Showers and Intermediates classes. The total sum $\sum\left|\chi_{s}(N O \mid I O)\right|$ is given above each corresponding plot to illustrate the statistical contribution of each class to the total NMO sensitivity.
tribution due to the low purity of flavor information.

### 8.2.2 Sensitivity study to the neutrino mass ordering

## 23 m vs 20 m configuration

As mentioned earlier in this chapter, one of the notable updates in the ORCA NMO sensitivity study is the change in the geometry configuration from 23 m to 20 m horizontal spacing of the DUs. This subsection first describes the evolution in the detector response due to this change, and then its effects on the NMO sensitivity.

Fig. 8.2 shows the effective masses for both detector configurations ( 20 m and 23 m ). Overall, the effective mass of the 20 m configuration is lower than the one of 23 m , except at the lowest ( $<4 \mathrm{GeV}$ ) energies where they are comparable. Moving to a denser detector configuration decreases the effective mass plateau by $\sim 30 \%$ and also the plateau is reached earlier. This is expected from the overall reduction of instrumented volume.

Fig. 8.3 and 8.4 respectively depict the energy and angular resolution of the two detector configurations, and their PID performances. The two samples $\nu_{\mu}+\bar{\nu}_{\mu} \mathrm{CC}$ and $\nu_{e}+\bar{\nu}_{e}$


Figure 8.2: ORCA effective masses for different neutrino interaction channels, for the 20 m (solid) and 23 m (dot-dashed) horizontal spacing configurations

CC are used as the two most representative samples contributing respectively to the Track and Shower classes. One can see that the reconstruction accuracy is comparable or, in most cases, slightly improved: the median is closer to zero (as the reconstruction value tends to be closer to the true value) and the resolution is slightly better (as the $90 \%$ band is tighter). The same trend is observed in the other channels, not shown here. When going to 20 m spacing, the PID performance improves in both Track and Shower classes, especially for $\nu_{\mu}+\bar{\nu}_{\mu}$ CC. This improvement for both PID and reconstruction is somewhat expected because of the denser population of DOMs in the new geometry configuration.

To further explore whether the 20 m is competitive with the old 23 m geometry, the NMO sensitivity of ORCA after 3 years of data taking as the function of $\theta_{23}$ true values is shown in Fig. 8.5. The sensitivity is evaluated with the analysis settings described above, except for the value of $\delta_{C P}$ which is set to 0 , and the statistical method explained in Chap. 6 . One can notice that the NMO sensitivity with the new 20 m geometry is better for the 23 m one in all true values of $\theta_{23}$. This demonstrates that the better performance in reconstruction and PID compensates for the loss in effective mass when moving to the denser geometry of 20 m .

## SWIM and paramNMH Comparison

To sustain the synchronization of the analysis framework within the collaboration, a comparison between SWIM and paramNMH, the framework used for the results published in


Figure 8.3: Energy (left) and angular (right) resolution of the ORCA 20 m and 23 m configurations for $\nu_{\mu}+\bar{\nu}_{\mu} \mathrm{CC}$ (top) and $\nu_{e}+\bar{\nu}_{e} \mathrm{CC}$ (bottom). The line represents the median while the shaded band depicts the $90 \%$ quantile of the distributions.


Figure 8.4: Fraction of $\nu_{e}+\bar{\nu}_{e} \mathrm{CC}$ and $\nu_{\mu}+\bar{\nu}_{\mu} \mathrm{CC}$ events classified as Tracks (left) and Showers (right) for both 20 m (plain) and 23 m (dashed) geometry.

NMO sensitivity after 3 years


Figure 8.5: Sensitivity to the NMO as a function of true $\theta_{23}$, for 3 years of data taking with the full ORCA detector with either the 20 m (solid) or the 23 m (dashed) geometry, assuming $\delta_{C P}=0$.

Ref. [98], is performed. The comparison includes a common set of systematics for both frameworks:

- Flux skews (in paramNMH input as flux ratios)
- Flux spectral index
- NC normalization
- PID class normalization

Fig. 8.6 shows the SWIM-paramNMH comparison for the NMO sensitivity of ORCA with 3 years of exposure as the function of true $\theta_{23}$. Since SWIM results are affected by the finite MC problem as discussed in Sec. 6.3 and Ref. [122], the SWIM curve is shown with and without the MC error. The treatment of this error using the 'Beeston and Barlow light method' mentioned in Sec. 6.3 results in a $0.2 \sigma$ decrease in the sensitivity, reflecting a correction of the overestimation caused by the limited MC sample. As shown in the figure, after correction, SWIM is in really good agreement with paramMNH (which is not affected by the MC fluctuation problem due to the usage of smooth parametrized response functions).

Asimov sensitivity after 3 years


Figure 8.6: NMO sensitivity after 3 years of data taking as the function of true $\theta_{23}$ with SWIM (red, blue) and paramNMH (black), assuming the best-fit value for $\delta_{C P}$ and the common set of systematics described in the text.

## NMO sensitivity with ORCA

The latest results on the NMO sensitivity of ORCA obtained with the SWIM analysis framework are illustrated in Fig. 8.7. The figure shows the NMO sensitivity after 3 years of data taking as the function of true $\theta_{23}$, and the time evolution of NMO sensitivity assuming true values of oscillation parameters following Ref. [128]. The NMO determination potential of ORCA depends strongly on the true value of $\theta_{23}$ and true NMO. For the current global best-fit $\theta_{23}\left(\sim 49^{\circ}\right)$, the NMO sensitivity can reach $\sim 5 \sigma$ in case of NO and $\sim 2.8 \sigma$ in case of IO after three years of data taking. The dependence in the true value of $\delta_{C P}$ can lead to a minor variation of $\sim 0.5 \sigma$, with $\delta_{C P}=0$ giving the most optimistic scenario. With the current global best-fit of oscillation parameters, ORCA can determine the NMO with the significance of $3 \sigma$ after 1 (4) years of exposure in case of $\mathrm{NO}(\mathrm{IO})$ respectively.

The results presented hereabove have been used as an internal cross-check for the KM3NeT Collaboration publication of Ref. [98], which was based on the paramNMH analysis framework. Compared to that publication, the SWIM results give $0.5 \sigma$ higher NMO sensitivity. The precise reason for that difference is still under investigation. It may be explained by the fact that two more systematics are used in Ref. [98] but currently not used in this analysis: the hadronic energy scale and the up/horizontal neutrino ratio. The hadronic energy scale represents the uncertainties of the light yield in hadronic showers and has been proved internally (using paramNMH) to have a negligible impact on the NMO sensitivity. The up/horizontal neutrino ratio could change the number of events detected


Figure 8.7: Left: NMO sensitivity after 3 years as the function of true $\theta_{23}$, the shaded band shows the sensitivity that $68 \%( \pm 1 \sigma)$ of the experiment realisation would yield, according to the Asimov approach [132]. Right: NMO sensitivity as the function of data taking time with true values of oscillation parameters taken from Ref. [128].
in the NMO sensitivity region, as shown in Fig. 8.1; but it is not clear whether this effect would cause a significant degradation of the signal or if it would remain constrained by the measurements in the regions at higher energy ( $>20 \mathrm{GeV}$ ) where no NMO signal is expected. The up/horizontal neutrino ratio could in principle be captured by the flux zenith slope systematics in SWIM (as described in Sec. 7.1.1) but this effect has not yet been included in the presented cross-check between the two frameworks. An update of the SWIM framework to account for these systematics is required for reaching a more accurate level of comparison between results obtained with different pipelines.

### 8.3 Sensitivity for the oscillation parameter measurement

This section presents the sensitivity study for the measurement of the oscillation parameters in the atmospheric sector, $\theta_{23}$ and $\Delta m_{31}^{2}$, with ORCA. This goal can also be achieved with the early phase of the detector. Thus, we also investigate the potential for such a measurement with the 7 -lines configuration of ORCA (ORCA7).

### 8.3.1 Sensitivity region

To better understand the origin of the sensitivity, one can take a look at the $L / E$ distribution of the measured events. This stems from the fact that the dominant oscillation term that gives the parameter sensitivity is proportional to $\sin ^{2} \theta_{23} \sin ^{2}\left(\frac{\Delta m_{31}^{2} L}{4 E}\right)$.


Figure 8.8: $L / E$ distribution of each event class for both ORCA7 (dashed) and ORCA115 (solid), expressed as the ratio between the oscillation and no-oscillation hypothesis, in order to show the origin of the sensitivity.

The ratio of events (after detector response) between oscillation and no-oscillation hypothesis as a function of $L / E$ is shown in Fig. 8.8 for both ORCA115 and ORCA7. The sensitivity to the oscillation mainly originates from the dip observed at $L / E \sim 10^{3}[\mathrm{~km} / \mathrm{GeV}]$, with the largest contribution coming from the Tracks class since $\nu_{\mu} \rightarrow \nu_{\mu}$ channel plays an important role for this measurement. The figure also shows that with only 7 lines, ORCA is already sensitive to the oscillation parameters.

### 8.3.2 Sensitivity to $\Delta m_{31}^{2}$ and $\theta_{23}$

The sensitivity to $\Delta m_{31}^{2}$ and $\theta_{23}$ is evaluated following the method described in Chap. 6. For each test value of $\Delta m_{31}^{2}$ and $\theta_{23}$, the $\Delta \chi^{2}$ is evaluated while performing a minimisation on all other parameters, following Tab. 8.2. Then from the $\Delta m_{31}^{2}$ surface on the [ $\Delta m_{31}^{2}$, $\theta_{23}$ ] plane, one can extract the excluded region with $90 \%$ confidence level.

In Fig. 8.9, the $90 \%$ confidence level contours are presented with both ORCA115 and ORCA7. 3 years of data taking for ORCA115 is chosen while just 1 year of ORCA7 is shown since this sub-array of the detector will only be used for an early measurement as the detector configuration will evolve quickly during the construction phase. The results from other experiments are also shown for comparison. After 3 years, the full ORCA detector


Figure 8.9: Expected $90 \%$ confidence level contour on $\Delta m_{32}^{2}$ and $\theta_{23}$ for NO assumption after 3 (1) years of data taking with ORCA115 (ORCA7) overlaid with the results from other experiments [56, 146-149]. Red cross represents the global best-fit taken from Ref. [128].
can provide a competitive constraint that exceeds the current one from other experiments. Furthermore, ORCA7 with just 1 year of data taking already has the ability to measure $\Delta m_{31}^{2}$ and $\theta_{23}$, even though the constraint is still larger than the world data.

As observed in Chap. 7, the energy scale systematics can have a non-negligible impact on the $\Delta m_{31}^{2}$ measurement. To illustrate this effect, we show both contours with and without this systematics. The energy scale systematics causes the $90 \%$ C.L. contour of $\Delta^{2} m_{31}$ to increase by $\sim 10 \%$, while it has no impact on the $\theta_{23}$ measurement.

### 8.4 Conclusion

This chapter presents the latest sensitivity of the KM3NeT/ORCA detector to the NMO and oscillation parameters, in particular, the mixing parameters in the atmospheric sector: $\Delta m_{31}^{2}$ and $\theta_{23}$, as obtained with the SWIM analysis framework. These results have been used as the internal cross-check for the one presented in Ref. [98] and Ref. [143].

In terms of NMO determination, the analysis presented here has shown that the updated 20 m geometry has slightly better NMO sensitivity due to the improvement in PID
and reconstruction performance. In summary, a significance at the $5 \sigma$ confidence level can be reached within 3 years, while only 1 year of data taking is required for $3 \sigma$ if we assume the current global best-fit of $\theta_{23}$ and true NO. For the true IO scenario, $3 \sigma$ can be achieved after 4 years but $5 \sigma$ will require more than 10 years. However, this time span can be significantly reduced by a combination with the reactor neutrino experiment JUNO, as will be presented in the next chapter.

For the $\Delta m_{31}^{2}$ and $\theta_{23}$ measurement, a full ORCA detector with 3 years of exposure can improve on the current constraints from world data. In addition, this measurement can already be performed with only 7 lines at an early construction phase of ORCA.

## Chapter 9

## Neutrino mass ordering sensitivity with the combination of KM3NeT/ORCA and JUNO
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The previous chapter has presented the sensitivity of the KM3NeT/ORCA detector to the NMO, which is obtained by exploiting Earth matter effects on the atmospheric neutrino oscillations in the GeV energy range. Another experiment also aiming at the NMO determination is JUNO (Jiangmen Underground Neutrino Observatory). It is a medium-baseline ( $\sim 53 \mathrm{~km}$ ) reactor neutrino experiment that probes the NMO through the interplay between the fast oscillations driven by $\Delta m_{31}^{2}$ and $\Delta m_{32}^{2}$ in the $\bar{\nu}_{e}$ disappearance channel, where matter effects play only a small role [150].

This Chapter presents a study on the combination of ORCA and JUNO for the NMO determination, which led to the publication in Ref. [65]. This is a collaborative work in which the JUNO analysis is provided by the JUNO group at the Hubert Curien Pluridisciplinary Institute (IPHC). This combination is motivated by the boost in NMO sensitivity resulting from the expected tension between JUNO and ORCA in the best-fit of $\Delta m_{31}^{2}$ when assuming the wrong ordering. The tension arises from the fact that each experiment measures the oscillation parameters in different channels: $\bar{\nu}_{e}$ disappearance for JUNO and $\nu_{\mu}$ disappearance as the main channel for ORCA. The effect has been first mentioned in relation to accelerator neutrino experiments [151,152]. The reassessment of this effect in the context of the combination of a reactor experiment (Daya Bay II, now evolved into JUNO) and an atmospheric neutrino experiment (PINGU [62], a proposed low-energy extension of the IceCube neutrino telescope), is discussed in Ref. [63] which shows that a strong boost in NMO sensitivity can indeed be reached with a combined fit. In Ref. [64], the same conclusion is reached by performing the combination with detailed simulation tools for JUNO and PINGU.

ORCA is in construction phase with an incremental deployment until 2025, with currently 6 out of total 115 lines installed and taking data [123], while JUNO is planned to be completed in 2022. Their almost simultaneous timelines further motivate the combination.

This Chapter first presents the theoretical aspects of determining NMO by comparing $\overline{\nu_{e}}$ and $\nu_{\mu}$ disappearance in Sec. 9.1. The JUNO detector and the JUNO analysis are described in Sec. 9.2 , while Sec. 9.3 presents the ORCA settings for this combination. The combination strategy and results are shown in Sec. 9.4 and Sec. 9.5 respectively. Sec. 9.6 extends the study to evaluate the impact of possible variations in the configuration of each experiment, as well as the dependence of the combination on the true values of oscillation parameters. Conclusions are drawn in Sec. 9.7.

### 9.1 The determination of NMO by comparing $\overline{\nu_{e}}$ and $\nu_{\mu}$ disappearance

In this section, we illustrate from a phenomenological point of view how one can determine the NMO by measuring $\Delta m_{31}^{2}$ from two different oscillation channels ( $\overline{\nu_{e}}$ and $\nu_{\mu}$ disappearance). This section is a short summary from [152] - Section III.

We start with the $\nu_{\alpha} \rightarrow \nu_{\alpha}$ surviving oscillation probabilities in vacuum:

$$
\begin{align*}
P_{\alpha \alpha} & =1-4\left|U_{\alpha 1}\right|^{2}\left|U_{\alpha 2}\right|^{2} \sin ^{2}\left(\frac{\Delta_{21} L}{2}\right)-4\left|U_{\alpha 1}\right|^{2}\left|U_{\alpha 3}\right|^{2} \sin ^{2}\left(\frac{\Delta_{31} L}{2}\right)  \tag{9.1}\\
& -4\left|U_{\alpha 2}\right|^{2}\left|U_{\alpha 3}\right|^{2} \sin ^{2}\left(\frac{\Delta_{32} L}{2}\right)
\end{align*}
$$

where $\Delta_{i j}=\Delta m_{i j}^{2} / 2 E=\left(m_{i}^{2}-m_{j}^{2}\right) / 2 E$.
Next, we try to find out for a given value of $\Delta m_{31}^{2+}$ in NO scenario, if there is a value of $\Delta m_{31}^{2-}$ in IO that will reproduce the oscillation probability (9.1) for all values of $L / E$, assuming the same mixing matrix and $\Delta m_{21}^{2}$. One can then define $\Delta m_{31}^{2-}=-\Delta m_{31}^{2+}+x$ ( $x<\Delta m_{31}^{2+}$ ). The difference in oscillation probability for NO and IO is computed as:

$$
\begin{align*}
P_{\alpha \alpha}^{+} & -P_{\alpha \alpha}^{-}=-4\left|U_{\alpha 3}\right|^{2}\left\{\left|U_{\alpha 1}\right|^{2}\left[\sin ^{2}\left(\frac{\Delta_{31} L}{2}\right)-\sin ^{2}\left(\frac{\left(\Delta_{31}-X\right) L}{2}\right)\right]\right.  \tag{9.2}\\
& \left.+\left|U_{\alpha 2}\right|^{2}\left[\sin ^{2}\left(\frac{\left(\Delta_{31}-\Delta_{21}\right) L}{2}\right)-\sin ^{2}\left(\frac{\left(\Delta_{31}+\Delta_{21}-X\right) L}{2}\right)\right]\right\}
\end{align*}
$$

with $X=x /(2 E)$. One can see that there is no solution for $x$ satisfying $P_{\alpha \alpha}^{+}-P_{\alpha \alpha}^{-}=0$ except in the special case of $U_{\alpha 2}=U_{\alpha 1}$ and $x=\Delta m_{21}^{2}$, which does not correspond to reality. Instead, we can consider a realistic case where we probe the oscillation probability in conditions such that $\Delta_{31} L \sim 1$ and $\Delta_{21} L \ll 1$, which is the case for long-baseline experiments. Under such assumption, one can expand the $\sin ^{2}$ terms in Eq. (9.2), neglecting the higher order terms $O\left(\left(\Delta_{21} L\right)^{2}\right)$ and $O\left((X L)^{2}\right)$. The solution for $P_{\alpha \alpha}^{+}-P_{\alpha \alpha}^{-}=0$ then yields:

$$
\begin{equation*}
x_{\alpha \alpha}=\frac{2\left|U_{\alpha 2}\right|^{2}}{\left|U_{\alpha 1}\right|^{2}+\left|U_{\alpha 2}\right|^{2}} \Delta m_{21}^{2} . \tag{9.3}
\end{equation*}
$$

This means that if NO is true and we measure $\Delta m_{31}^{2}$ under the abovementioned circumstances ( $\Delta_{31} L \sim 1$ and $\Delta_{21} L \ll 1$ ), we could end up with two different values: $\Delta m_{31}^{2+}$ if assuming the right ordering and $\Delta m_{31}^{2-}=-\Delta m_{31}^{2+}+x$ if assuming the wrong ordering. A similar derivation can also be performed with IO assumed to be true.

The presented inverted-normal ordering degeneracy can be eliminated if one compares
the measurement of $\Delta m_{31}^{2}$ in two different oscillation channels. Since $x_{\mu \mu} \neq x_{e e}$ as long as $U_{\alpha 1} \neq U_{\alpha 2}$, the measurement of $\Delta m_{31}^{2}$ in $\overline{\nu_{e}}$ and $\nu_{\mu}$ disappearance when assuming wrong ordering can be different.

The formulas derived above are valid for long-baseline accelerator experiments and show, in principle, how a tension in $\Delta m_{31}^{2}$ best-fit can arise from measuring different oscillation channels with wrong ordering assumption. A similar effect is expected for the case of JUNO and ORCA. JUNO is a reactor experiment which measures $\Delta m_{31}^{2}$ from $\overline{\nu_{e}}$ disappearance channel. On the other hand, the main contribution of $\Delta m_{31}^{2}$ sensitivity in ORCA comes from $\nu_{\mu}$ disappearance channel. Thus, a combination between JUNO and ORCA would improve the NMO sensitivity due to the tension in $\Delta m_{31}^{2}$ when assuming wrong ordering.

In the realistic cases of JUNO and ORCA, more complicated effects can be involved as discussed in [130]. The measurement of $\Delta m_{31}^{2}$ in ORCA also uses other channels apart from $\nu_{\mu} \rightarrow \nu_{\mu}$; both $\nu$ and $\bar{\nu}$ as well as electron neutrinos are taken into account. The measurement is also sensitive to matter effects. JUNO will measure the $\Delta m_{31}^{2}$ by probing the fast oscillation component on the energy spectrum of which an analytical form can be found in Ref. [153]. Despite these differences compared to the presented formulas, we will still see that the tension in $\Delta m_{31}^{2}$ appears between JUNO and ORCA when assuming wrong ordering. Thanks to the good resolution in the $\Delta m_{31}^{2}$ measurement of the two experiments, this tension enhances the NMO sensitivity.

### 9.2 JUNO - Jiangmen Underground Neutrino Observatory

The Jiangmen Underground Neutrino Observatory [58, 154, 155] (JUNO) is a multipurpose experiment being built in the south of China. One of its main goals is the determination of the NMO via the precise measurement of reactor neutrino $\bar{\nu}_{e}$ from the Yangjiang and the Taishan Nuclear Power Plants (NPP) located 53 km away from the detector. The location of the JUNO detector and its schematic view are shown in Fig. 9.1.

The JUNO detector contains 3 parts: the Central Detector, the Water Cherenkov Detector and the Top Tracker. The Central Detector is composed of 35.4 m diameter acrylic sphere and 20 kton of liquid scintillator placed inside. Around the acrylic sphere, about 1800020 " and 26000 3" PMTs monitor the liquid scintillator volume to detect the Inverse Beta Decay (IBD) interactions produced by $\bar{\nu}_{e}$ from the NPPs. When an IBD happens inside the JUNO Central Detector, the prompt signal is detected as the scintillation light created


Figure 9.1: JUNO location (left) and the schematic view of JUNO detector (right). Figures are taken from Ref. [155]. The acronym used in the figures: LS (Liquid Scintillator), SS (Stainless Steel), CD (Central Detector), TT (Top Tracker).
from the produced positron and its subsequent annihilation develop. After that, there is the delayed detection of a 2.2 MeV gamma-ray produced via the neutron capture on hydrogen and subsequent de-excitation of the deuteron. Most of the available energy of the incident $\bar{\nu}_{e}$ is transferred to the positron because of the kinematics of the IBD. As a result, a precise measurement of neutrino oscillations requires a good energy resolution to detect the visible energy of the prompt signal, as will be discussed later. The measured visible energy is smaller than the incident $\bar{\nu}_{e}$ energy by about 0.8 MeV , due to the mass difference between the initial and final particles ( -1.8 MeV ) and to the light emitted in the positron annihilation $(+1.0 \mathrm{MeV})$. The Central Detector is placed at the center of the Water Cherenkov Detector which is a cylindrical ultra-pure water pool ( 44 m height, 43.5 m diameter). It serves as a shield for the Central Detector from external radioactivity and provides a veto for atmospheric muons as well as for muon-induced background such as cosmogenic nuclei and fast neutrons. This Water Cherenkov Detector and the Top Tracker, located on top of it to track atmospheric muons, together, form the Veto System of JUNO.

Along with the JUNO detector described above, the project also includes the Taishan Antineutrino Observatory (JUNO-TAO) detector [156]. This detector will be located at a baseline of 30 m from one of the Taishan's reactors to measure the reactor $\bar{\nu}_{e}$ spectrum with a better energy resolution than JUNO. This measurement would effectively reduce the impact of possible unknown substructures in the reactor neutrino spectra [157] on the measurement of neutrino oscillations.

In this study, the precise distance of the JUNO detector to each reactor core of the Yangjiang and Taishan NPPs is used following Ref. [58] rather than just the distance to the NPP complex. Additionally, the NPPs of Daya-Bay at 215 km and Huizhou at 265 km will
also contribute to the total number of detected reactor neutrinos. Nevertheless, given the much larger distance compared to the Yangjiang and Taishan NPPs, the oscillation pattern will not be the same and these neutrinos are treated as part of JUNO's intrinsic background.

The initial proposal in Ref. [58] contains 10 reactor cores distributed between the Yangjiang and Taishan sites. For the moment, the Yangjiang NPP is already fully operational, with 6 reactor cores for a total of 17.4 GW of thermal power. The Taishan NPP has already 2 reactor cores operational out of the 4 initially foreseen, with a total thermal power of 9.2 GW . Nevertheless, the plan for building the last 2 of Taishan cores, which would bring another additional 9.2 GW of thermal power, is currently uncertain. The Huizhou NPP is under construction and expected to be ready by about 2025 [155] with 17.4 GW thermal power.

The JUNO analysis in this work is performed with the framework developed by the JUNO group at IPHC. The description of the model for JUNO detector and the sensitivity evaluation used in this framework are given below.

### 9.2.1 Modeling JUNO for the study

This section presents the model used for the JUNO detector response in this analysis. The performance of JUNO closely follows the one provided in Ref. [58]. In particular, we assume a $73 \%$ IBD detection efficiency and an energy resolution of $3 \% / \sqrt{E / \mathrm{MeV}}$ in the Central Detector which contains $1.5 \times 10^{33}$ target protons. The impact of a $\pm 0.5 \% / \sqrt{E / \mathrm{MeV}}$ change in energy resolution is considered in Sec. 9.6.1 as the energy resolution is critical for the JUNO sensitivity. Following Ref. [58], the nominal running time of 1000 effective days every 3 years is adopted for the experiment.

The measured $\bar{\nu}_{e}$ spectrum in JUNO is produced as the net effect from the flux induced by the NPPs, the IBD cross-section [158], and the neutrino oscillations. The spectrum produced by the NPPs is determined by the $\mathrm{ILL}^{1} \bar{\nu}_{e}$ spectra [159-161] given that the flux normalization is in better agreement with previous data [162]. The fine structure of the spectrum will be precisely measured independently using JUNO-TAO detector as mentioned before. Therefore, it is not included in the spectrum shape. The reactor neutrino spectrum is calculated using the fraction content of fission fragments as: ${ }^{235} \mathrm{U}:{ }^{239} \mathrm{Pu}:{ }^{238} \mathrm{U}:{ }^{241} \mathrm{Pu}=0.564: 0.304: 0.076: 0.056$ which is similar to the one used in Ref. [163], and the fission energies for each of these isotopes are taken from Ref. [164].

The backgrounds considered in this analysis are taken from Ref. [58], in terms of their rate, shape, and uncertainties. Three dominant components are considered as follows: cos-
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Figure 9.2: Expected event distribution for 6 years of data with JUNO 8 cores as a function of the visible energy of the prompt signal. The current world best-fit [128] oscillation parameters for normal ordering are assumed. The shaded region corresponds to the nonreactor neutrino background events.
mogenic events, geo-neutrinos, and accidental coincidences mainly from the radioactive background, with the rates of about $1.6,1.1$, and 0.9 events per day respectively. As a reference, the expected event rate for Daya-Bay and Huizhou NPPs in total are 4.6 events per day in JUNO while the Taishan and Yangjiang NPPs are 54.3 events per day, assuming the NO world best-fit [128] oscillation parameters, considering all 4 Taishan NPP reactors in operation.

As mentioned, only 2 reactors in the Taishan NPP are currently available while the other 2 reactors are not foreseen. Therefore, the configuration of 8 cores for JUNO (6 at Yangjiang and 2 at Taishan) is used as the baseline in this study and referred to as "JUNO 8 cores". This is a notable difference from Ref. [58] and resulting in $25 \%$ less expected signal neutrinos in comparison. Nevertheless, for completeness, the JUNO official configuration with a total of 4 Taishan reactors is also considered in Sec. 9.6.1 and referred to as "JUNO 10 cores". Even though not yet completed, the Huizhou NPP is considered to be active for the whole duration of JUNO in both cases, contributing to the intrinsic background to the neutrino oscillation measurements in JUNO.

Fig. 9.2 shows the expected event distribution as a function of visible energy for 6 years of data taking with 8 cores and the true value of oscillation parameters taken from Ref. [128] in case of NO assumption. The plot also depicts the non-reactor neutrino background. They are mainly distributed in the low-energy region where the energy resolution of JUNO is still not good enough to observe the fast oscillation pattern.

### 9.2.2 Sensitivity analysis

In JUNO, one can extract the measurement of oscillation parameters and NMO by fitting the measured positron energy spectrum as shown in Fig. 9.2. This figure exhibits two notable features: (i) the slow oscillation governed by $\theta_{21}$ and $\Delta m_{21}^{2}$ which causes the overall large deficit of the number of events in the whole energy range with a minimum at $\sim 2.2 \mathrm{MeV}$, and (ii) the rapid oscillatory behavior due to $\Delta m_{31}^{2}$ and $\theta_{13}$ which starts to appear around 2 MeV . If IO were assumed instead of NO in Fig. 9.2, the minima and maxima of the fast oscillation pattern would change position due to the change in oscillation frequencies that produce such pattern [58]. This effect helps JUNO determine NMO. The NMO sensitivity of JUNO is then quantified by the $\chi^{2}$ difference of the data being fitted under the two ordering hypotheses. The $\chi^{2}$ function used for evaluating ORCA's NMO sensitivity has been presented explicitly in Chap. 6. Here, we describe the $\chi^{2}$ function used for JUNO. Then, Sec. 9.4 will show how the combined $\chi^{2}$ of the two experiments is calculated for the joint analysis.

In this analysis, the measured JUNO visible energy spectrum is linearly binned with $n=207$ bins of 0.03 MeV between 1.00 MeV and 7.21 MeV . The JUNO analysis adopts a $\chi^{2}$ function in the following form:

$$
\begin{equation*}
\chi^{2}=\boldsymbol{\Delta} \times \mathcal{M}^{-1} \times \boldsymbol{\Delta}^{T} \tag{9.4}
\end{equation*}
$$

where $\boldsymbol{\Delta}$ is a $1 \times n$ matrix whose content is the difference between the observed and expected rates. $\boldsymbol{\Delta}$ is defined as $\boldsymbol{\Delta}=\boldsymbol{D}-(\boldsymbol{S}+\boldsymbol{B})$, where $\boldsymbol{D}, \boldsymbol{S}$, and $\boldsymbol{B}$ correspond to the data, the prediction for a given set of oscillation parameters, and the expected background respectively. $\Delta^{T}$ is the transpose matrix of $\Delta$. It is worth noting here that we also adopt the Asimov data set approach [132] in coherence with the ORCA analysis as mentioned in Chap. 6. Therefore, $\boldsymbol{D}$ is given by the Asimov sample for the assumed true value of the oscillation parameters, and the NMO significance of JUNO is estimated in a similar way to the one presented in Sec. 6.1: $S_{\text {Asimov }}=\sqrt{\overline{\Delta \chi^{2}}}[\sigma]$.

The matrix $\boldsymbol{\mathcal { M }}$ is a $n \times n$ covariance matrix which is calculated as $\boldsymbol{\mathcal { M }}=\boldsymbol{\mathcal { M }}_{\text {stat }}+\boldsymbol{\mathcal { M }}_{S}+$ $\mathcal{M}_{B} . \mathcal{M}_{\text {stat }}$ corresponds to the statistical uncertainty in each bin from the total expected number of events $(\boldsymbol{S}+\boldsymbol{B}) . \mathcal{M}_{S}$ and $\boldsymbol{\mathcal { M }}_{B}$ correspond, respectively, to the covariance matrices of the signal and background as described in Ref. [58].

For consistency, the JUNO analysis in this work has been cross-checked with the previous results in Refs. [58,64]. With the same set of oscillation parameters and reactor cores as in those references, the NMO sensitivity comparison shows an agreement within 0.1-0.5 $\chi^{2}$ units.

Table 9.1: Baseline (see Ref. [98]) and optimistic (see Ref. [64]) scenarios for the treatment of systematics considered in the ORCA analysis. The cross $(\times)$ indicates that the systematic is not included.

| Parameter | Baseline scenario | Optimistic scenario |
| :---: | :---: | :---: |
| Flux spectral index | free |  |
| Flux $\nu_{e} / \bar{\nu}_{e}$ skew | $7 \%$ prior |  |
| Flux $\nu_{\mu} / \bar{\nu}_{\mu}$ skew | $5 \%$ prior |  |
| Flux $\left(\nu_{e}+\bar{\nu}_{e}\right) /\left(\nu_{\mu}+\bar{\nu}_{\mu}\right)$ skew | $2 \%$ prior |  |
| NC normalization | $10 \%$ prior |  |
| Detector energy scale | $5 \%$ prior | $\times$ |
| PID-class norm. factors | free | $\times$ |
| Effective area scale | $\times$ | $10 \%$ prior |
| Flux energy scale | $\times$ | $10 \%$ prior |

### 9.3 ORCA settings for the combined analysis

The general settings for the ORCA analysis are similar to what is presented in Chap. 8 with the use of SWIM analysis framework. The evaluation of the NMO sensitivity is exactly the same as the one presented in Chap. 6 and used in Chap. 8, which adopts the Asimov approach. This section mainly focuses on the systematics used for this study.

In this combined study, two sets of systematics are used for ORCA as presented in Tab. 9.1. The "baseline" scenario corresponds to the standard set of ORCA systematics adopted for oscillation analyses, similar to the one used in Chap. 8. The only difference is that the Flux zenith slope is not included here. Because it is observed for SWIM that this systematics has a negligible impact on the NMO sensitivity, we do not include it for the sake of achieving an acceptable computational speed in the combination, while still keeping the ORCA-alone result in agreement with Chap. 8. Other than that, the systematics and their priors are identical to the ones presented in Chap. 8. The energy scale mentioned in the previous chapters (Chap. 7 and Chap. 8) is referred to as the "detector energy scale" to distinguish it from the one of the second systematics scenario described below.

A second, "optimistic" scenario is based on the study in Ref. [64], developed for the PINGU detector. In that analysis, the normalization factors of each PID class are not included. Alternatively, it uses an overall scaling factor that represents a universal systematic uncertainty on all effective areas (or equivalently, on the combined $\nu+\bar{\nu}$ event rate). This effective area scaling, together with an energy scale uncertainty introduced at the flux level, are the only systematics introduced to account, e.g., for potential variations in the detection efficiency of the optical modules. In contrast to the baseline case, these systematics are not applied at the detector response level and are therefore considered as more optimistic in the rest of our study. Fig 9.3 further illustrates the difference between the two
approaches by showing the implementation of each set of systematic uncertainties into the workflow of the SWIM framework. The "baseline" systematic set is believed to be more accurate for the description of the uncertainties in the ORCA detector. It is therefore used for all presented results, unless when stated explicitly that the "optimistic" systematics are used for the sake of cross-checks and comparisons.

It is worth noting here that one would expect the main difference between the two systematic scenarios to arise from the energy scale implementation. As discussed in Sec. 7.2.6, the energy scale applied at the detector level can strongly affect the measurement of $\Delta m_{31}^{2}$. The flux energy scale as described in the optimistic scenario in fact does not produce the same impact due to its implementation in the non-oscillated flux. Fig. 9.4 shows the $\chi^{2}$ profile as a function of $\Delta m_{31}^{2}$ and energy scale systematic, and therefore also demonstrates the correlation between this systematic and $\Delta m_{31}^{2}$. One can see that the detector energy scale shows a strong correlation with $\Delta m_{31}^{2}$ which explains the effects observed in Fig. 7.7. In contrast, the flux energy scale shows a weak correlation with $\Delta m_{31}^{2}$ and thus would not


Figure 9.3: Implementation of the two different systematic approaches in the SWIM workflow used in the ORCA analysis.


Figure 9.4: $\chi^{2}$ profile as the function of $\Delta m_{31}^{2}$ and energy scale systematic. Left: Detector energy scale, Right: Flux energy scale. The red line illustrates the $90 \%$ contour.
affect the precision of $\Delta m_{31}^{2}$ measurement. Since the $\Delta m_{31}^{2}$ measurement is important for the combined results, one will see later that the two systematic scenarios can have a different impact on the combination.

### 9.4 Combination strategy

The two detectors involved in this combined analysis work in very different conditions as to their detection techniques and backgrounds, and regarding the sources and energies of neutrinos relevant for each analysis. Therefore, the combination is only performed on the oscillation parameters which are probed by both detectors.

Not all parameters used to describe standard neutrino oscillations have an impact on the results of this analysis. On one hand, the $\bar{\nu}_{e}$ disappearance channel measured in JUNO does not depend on $\theta_{23}$ and $\delta_{C P}$ [58] while they are considered for ORCA. On the other hand, ORCA has negligible sensitivity to $\theta_{12}$ and $\Delta m_{21}^{2}$ as the measured $\nu_{\mu}+\bar{\nu}_{\mu}$ oscillations happen at a much smaller $L / E$ than the one required for the development of oscillations with a frequency given by $\Delta m_{21}^{2}$ [61]. JUNO, in fact, can measure them at a sub-percent level. These four oscillation parameters that impact a single experiment are accounted for implicitly in the $\chi^{2}$ function computation for each experiment following the prescription outlined below. The remaining two oscillation parameters, $\Delta m_{31}^{2}$ and $\theta_{13}$, have to be considered explicitly in the joint analysis as both experiments are sensitive to them.

In JUNO, for every value of $\Delta m_{31}^{2}$ and $\theta_{13}$, the $\chi^{2}$ is minimized using a grid of 61 uniformly spaced values in $\sin ^{2} \theta_{12}$ between 0.30225 and $0.31775 . \Delta m_{21}^{2}$ is kept fixed at the assumed true value given that JUNO will be able to determine this parameter quickly. Stud-
ies have shown that profiling or keeping this parameter fixed would have an impact smaller than about 0.1 units of $\chi^{2}$, which is negligible in this joint analysis.

In ORCA, for every value of $\Delta m_{31}^{2}$ and $\theta_{13}$, we keep $\theta_{12}$ and $\Delta m_{21}^{2}$ values fixed to their assumed true values given that ORCA has negligible sensitivity to them. The parameters $\theta_{23}$ and $\delta_{\mathrm{CP}}$ are relevant and minimized without any constraints. Similarly to the process used for the ORCA analysis in Chap. 8, the minimization is performed twice, with each time the initial value of $\theta_{23}$ being located in a different octant for each minimization. After that, only the smallest value is kept as the global minimum of the $\chi^{2}$. This approach ensures that the minimizer is not trapped in a possible local minimum.

For the combination, the obtained $\chi^{2}$ values of each experiment at a fixed test value of $\Delta m_{31}^{2}$ and $\theta_{13}$ are calculated and summed. The true value of the oscillation parameters considered are the global best-fit values from Ref. [128] obtained "with SK data", unless it is explicitly stated otherwise. For added clarity, those parameters are shown in Tab. 9.2. Because neither JUNO nor ORCA are as sensitive to $\theta_{13}$ as the current reactor neutrino experiments $[49,144,145]$, a prior on that parameter is added to the combined $\chi^{2}$ based on the constraint from Ref. [128]. Eq. (9.5) shows the full expression for the combined $\chi^{2}$ function where $\Delta m_{31}^{2}$ and $\theta_{13}$ are the tested values of those oscillation parameters. The last term of the formula corresponds to the added prior with $\sin ^{2} \theta_{13}^{\mathrm{GF}}$ being the current global best fit for $\sin ^{2} \theta_{13}$ and $\sigma_{\sin ^{2} \theta_{13}^{\text {GF }}}$ represents its uncertainty.

$$
\begin{equation*}
\chi^{2}\left(\Delta m_{31}^{2}, \theta_{13}\right)=\chi_{\mathrm{JUNO}}^{2}\left(\Delta m_{31}^{2}, \theta_{13}\right)+\chi_{\mathrm{ORCA}}^{2}\left(\Delta m_{31}^{2}, \theta_{13}\right)+\frac{\left(\sin ^{2} \theta_{13}-\sin ^{2} \theta_{13}^{\mathrm{GF}}\right)^{2}}{\sigma_{\sin ^{2} \theta_{13}^{\mathrm{GF}}}^{2}} . \tag{9.5}
\end{equation*}
$$

For each set of true parameters studied, the combined $\chi^{2}$ from Eq. (9.5) is computed for each NMO in a $101 \times 21$ grid in the $\left(\Delta m_{31}^{2}, \sin ^{2} \theta_{13}\right)$ space, called the $\chi^{2}$ map. The grid is defined such that the center is around the assumed true values of the oscillation parameters and spanning uniformly a $\pm 10 \%$ interval in $\Delta m_{31}^{2}$ from the central value and $\mathrm{a} \pm 6 \%$ interval in $\sin ^{2} \theta_{13}$ from the central value. More explicitly, in case of assuming true normal ordering with the best-fit values from Ref. [128], the tested values of $\Delta m_{31}^{2}$ in the grid runs from $-2.78080 \times 10^{-3} \mathrm{eV}^{2}$ to $-2.27520 \times 10^{-3} \mathrm{eV}^{2}$ and from $2.27520 \times 10^{-3} \mathrm{eV}^{2}$ to $2.78080 \times 10^{-3} \mathrm{eV}^{2}$ with step of $0.00506 \times 10^{-3} \mathrm{eV}^{2}$, and those of $\sin ^{2} \theta_{13}$ in the grid is from 0.0210278 to 0.0237122 with a step of 0.0001342 . It is worth noting that when the true value of the oscillation parameters is changed, as in Sec. 9.6, or when assuming IO, the described grid is changed such that the central value corresponds to the true values of oscillation parameters.

Table 9.2: Global best-fit values for the oscillation parameters (from Ref. [128]) and assumed to be the "true value" in this analysis. Uncertainties are shown for the parameter where a prior based on the global best-fit value was used.

| Parameter | Normal Ordering | Inverted Ordering |
| :--- | :---: | :---: |
| $\sin ^{2} \theta_{23}$ | 0.563 | 0.565 |
| $\sin ^{2} \theta_{13}$ | $0.02237_{-0.000066}^{+0.00066}$ | $0.02259 \pm 0.00065$ |
| $\Delta m_{31}^{2}$ | $2.528 \times 10^{-3} \mathrm{eV}^{2}$ | $-2.435 \times 10^{-3} \mathrm{eV}^{2}$ |
| $\delta_{\text {CP }}$ | $221^{\circ}$ | $282^{\circ}$ |
| $\sin ^{2} \theta_{12}$ | 0.310 |  |
| $\Delta m_{21}^{2}$ | $7.39 \times 10^{-5} \mathrm{eV}^{2}$ |  |

Using the $\chi^{2}$ map above, for each set of true oscillation parameters tested, the NMO sensitivity is computed as presented in Chap. 6, in particular: $\overline{\Delta \chi^{2}}=\chi_{W O}^{2}-\chi_{T O}^{2}$, where $\chi_{W O}^{2}\left(\chi_{T O}^{2}\right)$ is the minimum value of $\chi^{2}$ in the $\chi^{2}$ map in the wrong (true) ordering region of the map. The $\overline{\Delta \chi^{2}}$ is then converted into a median sensitivity $S(\sigma)=\sqrt{\overline{\Delta \chi^{2}}}$ [131]. The same procedure is also used separately for ORCA and JUNO to obtain the corresponding non-combined sensitivities, computed for each experiment alone.

### 9.5 Combination results

Fig. 9.5 presents the profile $\overline{\Delta \chi^{2}}$ scan on the test values of $\Delta m_{31}^{2}$ with 6 years of JUNO and ORCA data taking. The four profiles correspond to true normal (top) and inverted (bottom) orderings while fitting the true or wrong ordering. Due to the use of the Asimov dataset, when assuming the true ordering on the fit both experiments show the same bestfit values at the true $\Delta m_{31}^{2}$ and their $\overline{\Delta \chi^{2}}$ minima yield zero. However, when assuming wrong ordering, the minima of $\overline{\Delta \chi^{2}}$ are no longer at zero and this difference represents the obtained sensitivity to the NMO. After 6 years, JUNO will be able to exclude the wrong ordering with the significance of $\sim 2.3 \sigma$ for either NMO. In case of ORCA, it is expected to reach a significance of more than $6 \sigma(3 \sigma)$ for true $\mathrm{NO}(\mathrm{IO})$.

Fig. 9.5 also illustrates how the combination of JUNO and ORCA would exceed the NMO sensitivity of each experiment alone. The key advantage comes from the tension in $\Delta m_{31}^{2}$ best fits of the two experiments when assuming the wrong ordering. As explained, this tension arises from the fact that each experiment observes neutrino oscillations starting from a different neutrino flavor ( $\bar{\nu}_{e}$ for JUNO, $\nu_{\mu}+\bar{\nu}_{\mu}$ for ORCA). Due to this difference the effective oscillation frequency is the result of a different combination of the various $\Delta m_{i j}^{2}$ for each experiment [ 151,152 ]. In the combination, only one single resulting $\Delta m_{31}^{2}$ bestfit is allowed. Hence, this tension together with strong constraints in $\Delta m_{31}^{2}$ from both
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Figure 9.5: $\overline{\Delta \chi^{2}}$ profile for only JUNO (red), only ORCA (blue), and the combination of JUNO and ORCA (green) as a function of test values of $\Delta m_{31}^{2}$ for 6 years of data taking assuming baseline (solid) or optimistic (dashed) systematics.
experiments (especially from JUNO) provides the synergy effect in which the combined $\overline{\Delta \chi^{2}}$ minimum is boosted to a higher value than simply adding the $\overline{\Delta \chi^{2}}$ minima of each experiment. The latter scenario, in which the median sensitivity can be obtained as the square root of the sum, will be referred to as "simple sum" in the following discussion. It is shown only to highlight the benefit from doing the combination between JUNO and ORCA properly with the $\Delta m_{31}^{2}$ tension taken into account.

In Tab. 9.3, the NMO sensitivities after 6 years of data taking are presented for the combination, each experiment standalone, and the "simple sum" of their sensitivities. The combination reaches $8 \sigma$ for true NO and $5 \sigma$ for true IO. This combined sensitivity exceeds the "simple sum" case, which only obtains $7 \sigma$ for true NO and $4 \sigma$ for true IO. More important, a $5 \sigma$ significance is obtained for both NMO scenarios within 6 years of combined analysis while each experiment alone, or the "simple sum" of sensitivities, cannot achieve the same performance.

Table 9.3: Asimov median sensitivity to NMO after 6 years of data taking for each experiment alone, the "simple sum", and the combination of the two experiments, assuming the baseline scenario for systematics.

| True NMO | JUNO, 8 cores | ORCA | Simple Sum | Combination |
| :---: | :---: | :---: | :---: | :---: |
| NO | $2.3 \sigma$ | $6.5 \sigma$ | $6.9 \sigma$ | $7.8 \sigma$ |
| IO | $2.4 \sigma$ | $3.6 \sigma$ | $4.3 \sigma$ | $5.1 \sigma$ |



Figure 9.6: NMO sensitivity as a function of time for only JUNO (red), only ORCA (blue), and the combination of JUNO and ORCA (green), assuming baseline (solid) or optimistic (dashed) systematics.

In Fig. 9.6, we study the time evolution of the NMO sensitivity for JUNO, ORCA, and their corresponding combination with the assumption that the two experiments start at the same time. JUNO alone would need 6-10 years of operation to obtain the NMO sensitivity of $3 \sigma$. ORCA can determine the NMO at $5 \sigma$ significance after 3 years in the case of true NO. Nevertheless, more than 10 years of exposure is required to reach $5 \sigma$ sensitivity in the case of IO. Thanks to the synergy effect discussed above, the combination would help significantly to reduce the time required to reach a $5 \sigma$ NMO sensitivity when compared to ORCA standalone, especially if IO is true.

As mentioned earlier in Sec. 9.3, ORCA analysis is also performed with a set of systematics similar to those of Ref. [64], as a cross-check for an optimistic approach. Both Fig. 9.5 and Fig. 9.6 show that the two systematic scenarios depicts a very similar $\Delta \chi^{2}$ minimum value and thus yield the same NMO sensitivity for the ORCA-only analysis. However, Fig. 9.5 also shows that the optimistic approach provides a much tighter constraint on $\Delta m_{31}^{2}$. This causes the combination to reach sensitivities that are $1-2 \sigma$ higher than in the case of the baseline scenario. As pointed out in Sec. 9.3 and Fig. 9.4, the difference lies in the implementation of the energy scale systematics in which the energy scale applied at
the detector response (baseline) is more strongly correlated with $\Delta m_{31}^{2}$ compared to the energy scale at the unoscillated flux (optimistic).

### 9.6 Further sensitivity studies

### 9.6.1 Impact of energy resolution in JUNO and 10 reactor cores scenario

One of the most challenging aspects for the design of JUNO is to reach the required energy resolution of the Central Detector. In particular, a level of about $3 \% / \sqrt{E / \mathrm{MeV}}$ is essensial for JUNO to be able to determine the NMO by itself. If the energy resolution is decreased to $3.5 \% / \sqrt{E / \mathrm{MeV}}$, the required time to reach a $3 \sigma$ sensitivity would be delayed by more than a factor of 2 [58]. Significant effort within the JUNO collaboration has been made to obtain the goal of $3 \% / \sqrt{E / \mathrm{MeV}}$. A description of how to achieve such goal using a data-driven approach relying on calibration data has been discussed in Ref. [165] with a $3.02 \% / \sqrt{E / \mathrm{MeV}}$ energy resolution has been achieved and a worsening to $3.12 \% / \sqrt{E / \mathrm{MeV}}$ after considering some imperfections in the detector. However, it is interesting to explore the impact of the JUNO energy resolution to the combined NMO analysis.

In this study, a $\pm 0.5 \% / \sqrt{E / \mathrm{MeV}}$ variation of the JUNO energy resolution is considered. Although this is a larger departure from the JUNO targeted energy resolution than what described above, it is good for testing the robustness of the combination procedure. In Fig. 9.7, it is illustrated that the variation of the energy resolution has a fairly small impact on the combined sensitivity compared to the impact on the JUNO-only analysis. This can be explained as the benefit of enhancing the NMO sensitivity in the combination comes mainly from the displacement between the $\Delta m_{31}^{2}$ best-fit values obtained by ORCA and JUNO for the wrong ordering assumption rather than from the direct measurement of the NMO in JUNO. In more detail, the considered variation in JUNO energy resolution only affect slightly the precision of JUNO to measure $\Delta m_{31}^{2}$ while the best-fit value of $\Delta m_{31}^{2}$ in both ordering assumption does not change significantly. As a result, the tension in $\Delta m_{31}^{2}$ best-fit between the two experiments remains which help preserving the combined sensitivity.

Sec. 9.2 has mentioned the possibility that 2 additional reactors could be built at the Taishan NPP, as originally planned. This could help double the number of neutrinos produced by NPP. This 10 core scenario could help JUNO to reach $3 \sigma$ about 3 years earlier, as depicted in Fig. 9.8. However, the impact of this change to the combination is still neg-
ligible in the case of assuming true normal ordering, at the current best-fit value. In the IO scenario, going up to 10 cores for JUNO helps to reduce by about 9 months the time required for the combined sensitivity to reach $5 \sigma$. Nevertheless, this is still a significantly smaller impact than for the standalone JUNO. The reason is also the same as the case of the JUNO energy resolution dependency in which due to the boost in the combination relies on the difference between the JUNO and ORCA best-fit values for $\Delta m_{31}^{2}$ in the wrong ordering scenario, rather than due to the precision of each experiment to measure the NMO separately.




Figure 9.7: NMO sensitivity as a function of time for only JUNO (red), only ORCA (blue), and the combination of JUNO and ORCA (green), considering a better (dotted) and worse (dashed) energy resolution for JUNO than the nominal one (solid) by $\pm 0.5 \% / \sqrt{E / \mathrm{MeV}}$.

### 9.6.2 Combination study with ORCA7 and half-ORCA sub-array

The ORCA detector is planned to be incrementally deployed till 2025 while JUNO is planned to start data taking in 2022. By the starting time of JUNO, ORCA can already have a part of the detector taking data. Therefore, it is particularly interesting to explore the combination potential with just a sub-array of ORCA. Two early phase configurations of ORCA are considered in this study: ORCA7 and half-ORCA ( $\sim 60$ DUs). For ORCA7, we use the presented MC sample: 'ORCA7_23x9_190222'. In the case of half-ORCA, we make use of the full ORCA MC sample ('ORCA115_20x9_190222') with a simple approximation such that NMO sensitivity of half-ORCA after $x$ years will be equal to the sensitivity of full ORCA after $x / 2$ years.

Fig. 9.9 depicts the lifetime evolution of NMO sensitivity for the combination of JUNO and ORCA7. With just a sub-array of 7 DUs, ORCA has already a competitive performance

| JUNO | ORCA | Combination |
| :---: | :---: | :---: |
| $\sim$ |  |  |




Figure 9.8: NMO sensitivity as a function of time for only JUNO (red), only ORCA (blue), and the combination of JUNO and ORCA (green), considering 2 (solid) or 4 (dashed) Taishan NPP reactors, corresponding respectively to 8 or 10 reactor cores at 53 km from JUNO.
with JUNO in terms of NMO determination. In the combination, $3 \sigma$ can be guaranteed after 5 years of data taking with the current global best-fit of oscillation parameters and in both NMO scenarios. Even though, it should be noted here that considering ORCA7 with more than 1 year should not make much sense due to the quick growth of ORCA in the construction phase with already 6 lines taking data by now [123].

In Fig. 9.10, an evaluation of the NMO sensitivity for the combination between JUNO and half-ORCA is presented. A $3 \sigma$ significance can be reached after $\sim 1$ (3) year of combination in the case of $\mathrm{NO}(\mathrm{IO})$ respectively. In the most optimistic case of NO and the current global best-fit oscillation parameters, The combination can lead to a $5 \sigma$ significance after 4 years of data-taking which reduces by about 2 years the time needed compared to just half-ORCA alone. Given that the combined performance can already be feasible with just a sub-array of ORCA and ORCA will start taking data with its incremental configuration during the construction phase, this study shows that the NMO determination can be obtained even in earlier timescale than what is presented in Sec. 9.5.

### 9.6.3 $\Delta m_{31}^{2}$ and $\theta_{23}$ dependence

In this section, the dependence of the analysis on the true values of oscillation parameters is presented, focusing on two relevant parameters: $\Delta m_{31}^{2}$ and $\theta_{23}$. The true values of $\theta_{23}$ is known to have a strong influence on the ORCA's sensitivity (see Fig. 8.7). In the case of


Figure 9.9: NMO sensitivity as a function of time for only JUNO (red), only ORCA7 (blue), and the combination of JUNO and ORCA7 (green).


Figure 9.10: NMO sensitivity as a function of time for only JUNO (red), only half-ORCA (blue), and the combination of JUNO and half-ORCA (green).
$\Delta m_{31}^{2}$, the enhancement obtained in the combination is strongly tied to the measurement of this parameter. Therefore, it is necessary to ensure that the boost is stable for any true values of $\Delta m_{31}^{2}$.

The dependence of the NMO sensitivity on the true value of $\theta_{23}$ is shown in Fig. 9.11 with 6 years of data taking assumed. JUNO has no sensitivity to $\theta_{23}$ as mentioned earlier. For ORCA, the sensitivity depends strongly on the true value of $\theta_{23}$ as this parameter affects the amplitude of the detected oscillation pattern. After 6 years of data taking, ORCA can determine the NMO with a significance of 3-7 $\sigma$ and only reaches a $5 \sigma$ sensitivity for true NO with $\theta_{23}$ in the second octant. The combination curve follows a similar $\theta_{23}$ dependence as the ORCA-standalone curve, however thanks to the boost in the combination with JUNO, it is shifted to higher sensitivities which ensures a $5 \sigma$ discovery after about 6 years regardless of the true value of $\theta_{23}$ and of the true NMO.

It is worth noting here that the current global best-fit value of $\theta_{23}$ is in the upper octant with the values of about $49^{\circ}$ for both orderings [128]. In the previous studies of Secs. 9.5, 9.6.2, and 9.6.1, this value is used which explains why in those studies the sensitivity for true NO is always much higher than $5 \sigma$ after 6 years of data taking.

Fig. 9.12 demonstrates the dependence of NMO sensitivity on the true value of $\Delta m_{31}^{2}$. Both JUNO and ORCA standalone sensitivities depict a slight dependence on the true value of $\Delta m_{31}^{2}$. The combination is quite stable with respect to the true values of $\Delta m_{31}^{2}$, reaching a significance of $8 \sigma$ in the case of NO and $5 \sigma$ in the case of IO. The figure shows that the boost gained from the tension in $\Delta m_{31}^{2}$ is preserved over the whole range of assumed true $\Delta m_{31}^{2}$.


Figure 9.11: NMO sensitivity as a function of the true $\theta_{23}$ value for 6 years of data taking for only JUNO (red), only ORCA (blue), and the combination of JUNO and ORCA (green). The vertical lines indicate the global best-fit values used in this analysis (from Ref. [128]).

### 9.7 Conclusion

In this chapter, an evaluation of the sensitivity to the NMO achieved by a combined analysis of the JUNO and KM3NeT/ORCA experiments is presented. This work results in the paper of Ref. [65]. The most valuable result of this study is that in all cases the combined analysis is more powerful than simply adding the sensitivities for both experiments together. As discussed above, the enhancement in the combined sensitivity comes from the tension of the $\Delta m_{31}^{2}$ best-fit between JUNO and ORCA when the wrong neutrino mass ordering is assumed.

With the combination, the time required to reach a $5 \sigma$ determination of the NMO for any value of the oscillation parameters is significantly reduced. In all cases, a $5 \sigma$ signifi-


Figure 9.12: NMO sensitivity as a function of the true $\Delta m_{31}^{2}$ value for 6 years of data taking for only JUNO (red), only ORCA (blue), and the combination of JUNO and ORCA (green). The vertical lines indicate the global best-fit values used in this analysis (from Ref. [128]).
cance can be obtained within 6 years for the combined analysis, while it could take more than 10 years using only ORCA data, depending on the true ordering. Additionally, the study also shows that the combination can already be made at the early phase of ORCA with very promising results which could potentially further reduce the time required for determining NMO.

The results would strongly depend on the true value of $\theta_{23}$. In the case of true NO and $\theta_{23}$ in the upper octant, a $5 \sigma$ NMO determination would be feasible after less than 2 years of data taking with the combined analysis which is a year ahead of what can be done using only ORCA data. This favorable scenario also corresponds to the current global best-fit value.

The boost for the NMO sensitivity obtained by combining JUNO and ORCA presented in this study is in line with the results of previous studies considering the combination of JUNO with the IceCube Upgrade or with PINGU in Refs. [63, 64]. However, given the differences between PINGU and ORCA, it is important to confirm the result also for the combination of JUNO and ORCA. One of particular interest is the different treatment of the energy scale systematics between this and the previous studies. This systematic when applied at the detector response level can impact directly the $\Delta m_{31}^{2}$ measurement with ORCA and thus also the combined result. As shown in this work, changing the treatment of this systematic uncertainty from an optimistic to a more realistic scenario can significantly affect the power of the combination of JUNO and ORCA. Nevertheless, a $5 \sigma$ determination of the NMO can be effectively reached even in the ORCA baseline scenario of systematics.

Since the gain in the combination does not come exclusively from each experiment's
ability, the dependence of the combination results in systematic uncertainties and the detector effects can be different from what each experiment does independently. For instance, JUNO energy resolution is critical for the JUNO alone sensitivity to the NMO while it has only a weak impact on the combined result. Alternatively, both baseline and optimistic systematics of ORCA yield a very similar NMO sensitivity of ORCA alone but they depict a large difference in the combined sensitivity. These differences arise from the fact that the combination depends strongly on the measurement of $\Delta m_{31}^{2}$ of each experiment rather than simply on their measurements of the NMO. In the cases where the required time to reach $5 \sigma$ is of only a few years, this JUNO-ORCA combination is of particular interest to provide independent validation of the result obtained by the ORCA alone, with a different dependency on the systematic uncertainties.
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Extensive efforts are ongoing within the KM3NeT Collaboration to deploy their two deep-sea Cherenkov detectors: ORCA and ARCA. Even though the completion is not reached yet, both detectors have been starting their measurements steadily during the construction phase. ARCA has been in operation with 6 DUs since the end of April 2021 with the very first analysis of the collected data reported at ICRC2021 [166] and two more DUs have been added in September 2021, while ORCA is also taking data with 6 DUs since January 2020 [123].

This chapter presents the first oscillation measurement, in particular the sensitivity to $\theta_{23}$ and $\Delta m_{31}^{2}$, performed with KM3NeT/ORCA using the data sample from the currently deployed 6 DUs. A joint team effort has been performed in the collaboration for extracting the measurement from this data sample, in which I contributed with the results from SWIM. These results have been used as an internal cross-check for the recent collaboration results shown at ICRC2021 [123].

The outline of this chapter is the following. We first illustrate the data sample used for this study in Sec. 10.1. The analysis settings are described in Sec. 10.2 and the sensitivity results are presented in Sec. 10.3.1. The chapter ends with the conclusion in the final section.

### 10.1 ORCA6 data sample and run-by-run Monte Carlo for ICRC2021

The ORCA detector started taking data during the early construction phase, and a measurement using its first DU deployed in 2017 can be found in Ref. [167,]. In 2019, following the refurbishment of the main electro-optical cable to shore, 4 DUs were deployed to form ORCA4 with the first results shown in Neutrino2020 [169]. At the beginning of 2020, 2 more lines were installed, bringing the detector to its current configuration with 6 active DUs. As shown in Ref. [169] at Neutrino2020, ORCA4 already has some sensitivity to observe the neutrino oscillation pattern but is still relatively small compared to the one obtained with ORCA6. Therefore, the study presented here uses only the data taken by 6 DUs and with a total exposure of 385.8 days.

The data taking in ORCA is performed in consecutive runs typically lasting for several hours. For each run, a corresponding MC sample is produced following the description in Chap. 3 and taking into account the specific environmental and detector conditions at that moment. In particular, the measured rates in each PMT are used in order to simulate a realistic optical background during the run. Additionally, the detector calibrations provide
the information for simulating the PMT response, with PMT efficiencies obtained from the study of K40 coincidence rates in data. This approach is referred to as run-by-run MC; it results in a MC sample corresponding to each run and therefore suitable for describing the detector response in real-time.

For the time being, only the track reconstruction (JGandalf) is applied for both MC and data. The reconstructed energy used in this study is based on the reconstructed track length from JGandalf. Assuming muons with a minimum ionization potential of $0.25 \mathrm{GeV} \cdot \mathrm{m}^{-1}$, the energy estimation yields $1 / 4 \cdot$ Tracklength which is an acceptable approximation in the considered energy range of $1-100 \mathrm{GeV}$. The PID is still in development and not yet used for this study. In the following sections, the event selection is discussed, and a data-MC agreement is also investigated.

### 10.1.1 Event Selection

In the Collaboration, multiple studies are developed in order to define the data quality criteria for selecting good runs to be used for physics analyses. These criteria are based on multiple parameters which lead to the selection of physics runs with sufficient duration, timing accuracy, and trigger rate. The final run selection results in a dataset of 354.2 days, used in this analysis. This dataset yields a good coverage of $91.9 \%$ of the total exposure time ( 385.8 days).

The events in the selected runs are then passed through an event selection which is designed for significantly rejecting atmospheric muons while keeping a sufficient statistic of neutrinos with a good reconstruction quality. The impact of this event selection is demonstrated in Fig. 10.1. In this figure, the expected neutrino distribution is computed assuming NO with oscillation parameters taken from Ref. [36] and atmospheric muons are added with a weight computed as the ratio between the true data-taking time ( 354.6 days) and the simulation livetime of the atmospheric muons. The same procedure is also applied for other results of this chapter unless otherwise specified.

In Fig. 10.1, only events reconstructed with an up-going direction (with zenith angle $\theta>90^{\circ}$ ) are shown since they are interesting for the oscillation studies. Additionally, selecting up-going events allows to remove the background of up-going atmospheric muons, which will be filtered by the Earth. The large number of atmospheric muons observed before applying the selection criteria corresponds to down-going atmospheric muons which are misreconstructed as upgoing. The multiple selection criteria on the quality of the reconstruction allows to reject this atmospheric muon background to a very small contamination level, as depicted in Fig. 10.1. The total event numbers of the distributions in Fig. 10.1 are

Table 10.1: Number of events (up-going) detected with ORCA6 after 354.6 days

|  | Data | Atm. $\mu$ | Atm. $\nu$ |
| :---: | :---: | :---: | :---: |
| Without selection | 4.2 E 6 | 4.8 E 6 | 6052.5 |
| With selection | 1247 | 38.9 | 1240.5 |

presented in Tab. 10.1. One can see that after the selection the main contribution to the data sample comes from neutrinos while atmospheric muon contamination is reduced to only $\sim 3 \%$.


Figure 10.1: Cosine zenith distribution of the events from the selected runs. The distributions before and after applying the event selection are shown.

### 10.1.2 Data and MC comparison

Multiple studies are ongoing within the collaboration in order to reach a very good dataMC agreement. In this section, a comparison between data and MC is presented at the level of the event distribution after applying all the selection cuts.

Fig. 10.2 shows the event distribution after selection of both data and MC as functions of the reconstructed energy and cosine zenith angle. The main contribution to the detected events comes from the muon neutrino CC channel as the current selection criteria are based on the quality cuts for the track reconstruction. The energy distribution exhibits a peak at $\sim 10 \mathrm{GeV}$, mainly due to the muon neutrino CC contribution. This can be explained by

Table 10.2: Parameter treatment in ORCA6 oscillation analysis. The nominal values of oscillation parameters are taken from Ref. [36]. The priors are applied as Gaussian constraints with mean $\mu$ and variance $\sigma$. The cross mark $\times$ means no prior applied.

| Parameter | True value | Treatment | Prior |
| :---: | :---: | :---: | :---: |
| $\theta_{23}(\mathrm{deg})$ | $49.2(\mathrm{NO})$ <br> $49.3(\mathrm{IO})$ | Fitted | $\times$ |
| $\theta_{13}(\mathrm{deg})$ | $8.57(\mathrm{NO})$ <br> $8.60(\mathrm{IO})$ | Fixed | $\times$ |
| $\theta_{12}(\mathrm{deg})$ | 33.44 | Fixed | $\times$ |
| $\Delta m_{31}^{2}\left(10^{-3} \mathrm{eV}^{2}\right)$ | $2.517(\mathrm{NO})$ | Fitted | $\times$ |
| $\Delta m_{21}^{2}\left(10^{-5} \mathrm{eV}^{2}\right)$ | $7.572(\mathrm{IO})$ | Fixed | $\times$ |
| $\delta_{C P}(\mathrm{deg})$ | $197(\mathrm{NO})$ | Fixed | $\times$ |
| Flux $\nu_{e} / \bar{\nu}_{e}$ skew | $282(\mathrm{IO})$ |  |  |
| Flux $\nu_{\mu} / \bar{\nu}_{\mu}$ skew | 0 | Fitted | $\mu=0, \sigma=0.1$ |
| Flux $\nu_{e} / \bar{\nu}_{\mu}$ skew | 0 | Fitted | $\mu=0, \sigma=0.1$ |
| Flux spectral index | 0 | Fitted | $\mu=0, \sigma=0.03$ |
| Flux zenith slope | 0 | Fitted | $\mu=0, \sigma=0.1$ |
| NC normalization | 1 | Fitted | $\mu=0, \sigma=0.07$ |
| Energy scale | 1 | Fitted | $\mu=1, \sigma=0.1$ |
| Tau normalization | 1 | Fitted | $\mu=1, \sigma=0.1$ |
| Normalisation | 1 | Fitted | $\mu=1, \sigma=0.2$ |

Table 10.3: The binning scheme used for the oscillation analysis with the ORCA6 dataset. Only up-going events are considered for the reconstructed $\cos \theta$ while additional 10 bins of down-going events are used for the true $\cos \theta$.

| Binning | True | Reco |
| :---: | :---: | :---: |
| Energy | $100[1-1000 \mathrm{GeV}]$ | $20[1-100 \mathrm{GeV}]$ |
| $\cos \theta$ | 40 up +10 down | 10 up |

the current, small geometry of the detector which limits the visible track length detected and causes a decline at higher energy. The cosine zenith angle distribution shows the expected effect of oscillation which is more visible for the more vertical events. Finally, the data shows a favor for oscillation and the very good agreement between data and MC demonstrates a good knowledge of the detector performance in the Collaboration.

### 10.2 Analysis settings

The parameter treatment in this analysis is presented in Tab. 10.2. Due to the small size of the detector, only $\Delta m_{31}^{2}$ and $\theta_{23}$ are relevant and fitted while the other oscillation pa-
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Figure 10.2: Reconstructed energy distribution (top) and cosine zenith angle distribution (bottom) after event selection for data and MC. For the MC, both no oscillation and oscillation hypothesis is shown. When assuming oscillation, the composition of the distribution is illustrated by incrementally stacking all the channels.
rameters have a negligible impact so that they are fixed at the nominal values taken from Ref. [36]. The systematics included here are similar to the analysis performed in Chap. 8 with slightly larger, more conservative priors.

The binning scheme is shown in Tab. 10.3. The true energy range is $1-1000 \mathrm{GeV}$ to make use of the full available MC sample, while reconstructed energies are considered only up to 100 GeV due to the limitation in the energy response of the detector as shown in Fig. 10.2. The number of bins in energy and cosine zenith angle are decided based on the resolution of the detector and the necessity to maintain sufficient statistics in the MC.

### 10.3 First neutrino oscillation measurement with ORCA6

### 10.3.1 Sensitivity to the neutrino oscillation

The sensitivity is evaluated following the method described in Chap. 6. Nevertheless, unlike in Chap. 8 and Chap. 9, the Asimov data set is replaced by the real data of ORCA6. In particular, the sensitivity of the data to the hypothesis $\eta_{0}$ in comparison with the hypothesis $\eta_{1}$ can be evaluated as:

$$
\begin{equation*}
\Delta \chi_{\eta_{0}}^{2}=\min _{\eta_{0}}\left[\chi^{2}\left(d \mid \eta_{0}\right)\right]-\min _{\eta_{1}}\left[\chi^{2}\left(d \mid \eta_{1}\right)\right], \tag{10.1}
\end{equation*}
$$

which is similar to Eq. 6.10. Both models $\eta_{0}$ and $\eta_{1}$ are then fitted to the data to achieve the $\Delta \chi^{2}$ for rejecting $\eta_{1}$ when assuming $\eta_{0}$ which then can be approximately converted into the significance as $S=\sqrt{\Delta \chi^{2}}$.

In the context of ORCA6, we want to see if the data favor the oscillation hypothesis instead of no oscillation. Using the formula 10.1, the $\Delta \chi^{2}$ between oscillation and no oscillation hypothesis yields 44.7 which corresponds to $6.7 \sigma$ significance of rejecting no oscillations in comparison with oscillations.Fig. 10.3 shows the $L / E$ distribution of the ORCA6 data which demonstrates a clear preference of the data for the oscillation with a main contribution coming from a dip related to the first oscillation minimum at $\sim 10^{3}[\mathrm{~km} / \mathrm{GeV}]$. The fit has a tension of about $1.9 \sigma$ with respect to the one obtained in the current global fit (NuFIT 5.0 [36]).


Figure 10.3: $L / E$ distribution of ORCA6 data and expected from oscillation hypothesis relative to the no-oscillation hypothesis. Oscillation hypothesis is shown for both the bestfit to the ORCA6 data and the current global best-fit taken from NuFIT 5.0 [36].

### 10.3.2 Sensitivity to the oscillation parameters $\Delta m_{31}^{2}$ and $\theta_{23}$

The sensitivity of ORCA6 to the oscillation parameters $\Delta m_{31}^{2}$ and $\theta_{23}$ is evaluated with the procedure presented in Sec. 6.2. The best-fit values are defined in such a way that they minimize the $\Delta \chi^{2}$ following Eq. 6.19. The error is estimated using the Minos error calculator which is implemented in ROOT [170]. The results yield:

- NO: $\Delta m_{31}^{2}=1.94_{-0.28}^{+0.30}\left[10^{-3} \mathrm{eV}^{2}\right] ; \sin ^{2} \theta_{23}=0.51_{-0.10}^{+0.10}$
- IO: $\Delta m_{31}^{2}=-1.84_{-0.27}^{+0.27}\left[10^{-3} \mathrm{eV}^{2}\right] ; \sin ^{2} \theta_{23}=0.50_{-0.10}^{+0.10}$

The errors provided include both statistical and systematic ones. Compared to the current world data in which the values are also shown in Tab. 10.2, ORCA6 data prefer a smaller $\left|\Delta m_{31}^{2}\right|$ value, which is coherent with what is observed in the $L / E$ distribution of Fig. 10.3. Since the oscillation is driven by the phase $\left(\Delta m_{31}^{2} L\right) / E$, the ORCA6 data and their best-fit present a dip at a slightly higher value of $L / E$, which explains the smaller value obtained for $\left|\Delta m_{31}^{2}\right|$. The sensitivity of ORCA6 to each of these parameters is also illustrated with the 1D $\Delta \chi^{2}$ profiles on $\Delta m_{31}^{2}$ and $\theta_{23}$ in Fig. 10.4.

Finally, we present the $90 \%$ confidence level contour on $\Delta m_{31}^{2}$ and $\sin ^{2} \theta_{23}$ obtained with ORCA6 data in Fig. 10.5. The NuFIT best-fit is contained within the ORCA6 contour


Figure 10.4: $\Delta \chi^{2}$ profile as a function of $\Delta m_{31}^{2}$ (left) and $\sin ^{2} \theta_{23}$ (right) for both NO (solid) and IO (dashed). The dashed red line stands for the $90 \%$ confidence level.
even though there is a notable tension in $\Delta m_{31}^{2}$. With only 6 DUs and $\sim 1$ year of data, ORCA has already reached a sensitivity level that can be compared with that of other current experiments. As the detector is continuously growing and more effort is performed on improving the data-MC agreement as well as the data quality and processing, ORCA is expected to yield a promising future measurement and soon contribute to the current neutrino global picture.

### 10.4 Conclusion

In this chapter, the sensitivity of the first ORCA sub-array (ORCA6) to the neutrino oscillation has been studied using SWIM. This work has been used as an internal cross-check for the recent collaboration results presented at ICRC2021 [123].

The data quality criteria have been applied to select good physics runs for the analysis, resulting in a final data sample covering 354.6 days of data-taking ( $91.9 \%$ of total exposure time). The corresponding run-by-run Monte Carlo has been produced taking into account the information on the environmental conditions and the detector status during each run. Based on the MC sample, the event selection has been optimized to sufficiently reject the atmospheric muon background while still keeping large statistics of neutrinos. A very good data-MC agreement has been obtained demonstrating a good understanding of the detector. Both data and MC are then injected into SWIM framework for the evaluation of


Figure 10.5: $90 \%$ confidence level contour on $\Delta m_{31}^{2}$ and $\sin ^{2} \theta_{23}$ with ORCA6's data for NO (top) and IO (bottom) assumptions. Contours from other experiments [56, 146-149] and the current values of NuFit [36] are added for comparison.
sensitivity.
With just about 1 year of data from ORCA6, a clear preference for the oscillation scenario has been obtained with the rejection of no oscillation hypothesis at $6.7 \sigma$. Additionally, the ORCA6 dataset can already provide a constraint on $\theta_{23}$ and $\Delta m_{31}^{2}$ which is comparable to that of other current measurements.

While these are promising results, there is still room for multiple improvements in future analyses as the detector is still taking data and growing in size. First, the current MC and data sample are only processed with the track reconstruction and no PID is used yet. The current energy estimator used in this work is not optimized and further development is required. The shower reconstruction and PID will need to be included to further improve the sensitivity of the detector. Second, more effort should be put into characterizing the systematics as well as constraining them with control regions. This will be particularly important for achieving more precise measurements in the future. Finally, it should be noted that multiple studies are in progress for improving the data-MC agreement, reconstruction and event selection and classification. These efforts are all important for extending the potential of the detector.

## Conclusions and outlook

## Summary on the main results

This thesis investigates the potential for neutrino physics of the KM3NeT/ORCA detector, a water-Cherenkov neutrino telescope being deployed in the depth of the Mediterranean Sea as part of the KM3NeT infrastructure. The ORCA detector will comprise 115 identical Detection Units (DU) each hosting 18 optical modules as elementary detection component. The results can be arranged into two main parts: the contributions to the neutrino simulations, and the evaluations of the sensitivity to neutrino oscillation parameters and mass ordering using SWIM, a KM3NeT analysis framework that uses a full MC approach to build the detector response.

The KM3NeT Collaboration has developed extensive MC simulation chains to produce the MC samples used for evaluating the detector response to the neutrino signals. I have contributed to this effort through, in particular, the production of an MC sample of neutrino events at high energy ( $50-5000 \mathrm{GeV}$ ) for a sub-array with 7 DUs i.e the ORCA7 configuration. This sample will be useful for astrophysical neutrino searches with ORCA in its early phase of construction. This work constitutes my service task for the Collaboration and I have also been in charge of using this production for checking the ORCA simulation chain and for performing the standard quality control of the production. Another simulation-based study presented in this thesis is the production of samples with different PMT efficiencies to study the impact of such uncertainties on ORCA systematics. Based on this MC study, I have validated the implementation of a systematics called energy scale, which has been shown to have a non-negligible impact on the measurement of $\Delta m_{31}^{2}$, hence the necessity to include it in all ORCA physics analyses. As the current maintainer of SWIM, I have also implemented this systematics into the framework.

The next result is the updated sensitivity of ORCA to the neutrino mass ordering (NMO) and oscillation parameters, in particular, the mixing parameters in the atmospheric sector: $\Delta m_{31}^{2}$ and $\theta_{23}$. In terms of NMO determination, my analysis confirms the sensitivity improvement obtained by densifying the ORCA geometry from a 23 m to a 20 m horizontal
spacing between DUs, thanks to the related improvement in particle identification and reconstruction performance. In the most optimistic case, a $5 \sigma$ significance can be reached within 3 years while only 1 year of data taking is required for $3 \sigma$. For the measurement of oscillation parameters, a full ORCA detector with 3 years of exposure can improve on the current world data constraint. An early measurement can already be performed with only 7 DUs during the construction phase.

The manuscript also presents an evaluation of the NMO sensitivity expected by a combined analysis of data from ORCA and JUNO, the new generation reactor neutrino experiment being built in China. This combination is motivated by the boost in NMO sensitivity resulting from the expected tension between the two experiments in the best-fit of $\Delta m_{31}^{2}$ when assuming the wrong ordering. This effect has been theoretically discussed already 8 years ago in the context of a possible combination of atmospheric and reactor neutrino data, and ORCA and JUNO may well be the first to provide an experimental confirmation. With the combination, the time required to reach a $5 \sigma$ NMO determination for any value of the oscillation parameters is significantly reduced. The dependence of the combination results in systematic uncertainties and detector effects are also discussed.

Finally, the thesis presents the results of a first measurement of the oscillation parameters $\theta_{23}$ and $\Delta m_{31}^{2}$ with $\mathrm{KM} 3 \mathrm{NeT} / \mathrm{ORCA}$, using the data sample from the current 6 deployed DUs (ORCA6). A very good data-MC agreement is found, demonstrating a good understanding of the detector. With just about 1 year of data from ORCA6, the no-oscillation hypothesis is already rejected at $6.7 \sigma$, and the measurements of the $\theta_{23}$ and $\Delta m_{31}^{2}$ parameters obtained with the ORCA6 data set are in good agreement with those of other experiments.

## Outlook

The quality check performed for the case of ORCA7 high energy production in this work has contributed to the validation of the MC simulation. As we start to have the very first data, it is a unique chance to check and extend our understanding of the detector. To this aim, further developments of the MC chain will be important to reach an increasingly improved data-MC agreement. In such a scenario, quality checks and validation procedures like the ones presented in this work on ORCA7 are necessary. It is worth developing automatic scripts installed within the MC simulation chain to create reports or plots on the features of simulation tools. This would facilitate the validation of the new MC production or new features developed for the MC tools.

The oscillation studies in this PhD using SWIM have contributed actively to the internal cross-checks between analysis frameworks (paramNMH and MONA) for publication
results on NMO sensitivity and oscillation parameter measurements. Even though a fairly good agreement has been obtained, improvements could be achieved especially on the implementation of the systematics. The covariance matrices, which can describe how much each pair of parameters correlated, produced by each analysis framework could be a good start to see if they all agree on the impact of the implemented systematics.

Additionally, the treatment of systematics should be deemed as one of the main objectives that require more investigation in the oscillation analyses of ORCA. The current set of systematics is believed to be conservative. Nevertheless, we could be more accurate by using more realistic parameters for modeling the uncertainties. One example is the Bars parameters for the atmospheric neutrino fluxes mentioned in Chap. 7. For cross-section and detector-related systematics, more effort in modeling the uncertainties is obviously necessary. In my perspective, it is possible and might be helpful to have a common package for all analysis frameworks that models the uncertainties and migrates them into the different physics components used for the analysis i.e fluxes, cross-sections, detector response,...

ORCA will soon contribute to the global picture of neutrino oscillations especially the project gives an optimistic potential to the determination of NMO. In this work, we have shown that the NMO can be resolved even earlier with the combination between ORCA and JUNO. Thus a preparation to facilitate this combination with real data from both experiments should be considered. Looking at the global picture, it is exciting to imagine how ORCA, both alone and in combination with other concomitant experiments, will contribute to improve our understanding of the nature and properties of the neutrino through the detailed study of its flavor oscillations.
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[^0]:    ${ }^{1}$ For massless fields, or in the ultrarelativistic limit, helicity coincides with chirality.

[^1]:    ${ }^{237} \mathrm{Ar}$ decays through the electron capture process in which the nucleus absorbs an electron from the atomic electron shell. After that, an outer electron replaces the "missing" electron, and photons with an energy equal to the energy difference between the two electron shells are emitted. These photons, in turn, can be absorbed by other electrons in the outer shells, which are then ejected from the atom. This is called the Auger effect and the emitted electrons are called Auger electrons.

[^2]:    ${ }^{3}$ At low energies for solar neutrinos, the vacuum oscillations are dominant. When their energy increases, matter effects, which will be presented in the next subsection, come into play.

[^3]:    ${ }^{1}$ Dyneema ${ }^{\mathbb{B}}$ is an UHMwPE (Ultra High Molecular weight Polyethylene) or HMPE (High Modulus Polyethylene) fiber which is particularly strong and light.

[^4]:    ${ }^{1}$ Sometimes the two-sided Gaussian convention is also used which leads to a different correspondence of $1,2,3 \sigma$ with $68.27 \%, 95.45 \%$, and $99.73 \%$.

[^5]:    ${ }^{1}$ This parametrization is different from the one presented in Ref. [122] which is used for the previous version of the SWIM framework. The current SWIM uses this one which provides better synchronization with other analysis frameworks in the Collaboration.

[^6]:    ${ }^{2}$ It can be mentioned here that the impact of variations in the PMT efficiencies on the reconstructed $\cos \theta$ accuracy, which could affect the factor $L$ in the oscillation phase, has been shown to be negligible [61].

[^7]:    ${ }^{1}$ Institut Laue-Langevin

