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Résumé de la Thèse (English version below)

Cette thèse explore la question de la gravitation quantique, qui vise l’unification de
la théorie de la relativité générale et de la théorie quantique des champs et étudie les
conséquences phénoménologiques d’une telle théorie physique nouvelle. Récemment, les
efforts sur cette ligne de recherche se sont concentrés sur l’idée d’holographie gravita-
tionnelle et sur l’interface entre géométrie et information quantique. Dans ce contexte,
la présente thèse est consacrée à l’implémentation et l’analyse de ces problématiques à
la théorie de la gravitation quantique à boucles (loop quantum gravity). L’objectif est
double, il s’agit de: (1) formuler une description quasi-locale de la gravitation quantique
à boucle explicitant avec la relation entre états de géométries 4D et états de frontière
3D ; (2) formuler la géométrie quantique à l’échelle de Planck en termes d’information
quantique et de flux quantique.

Ainsi, nous étudions les réseaux de spin ouverts (open spin networks), qui définissent
les états quantiques de géométrie de variété 4D avec frontière. Nous les formulons comme
des fonctions d’onde envoyant les géométries d’espace-temps 4D sur les états quantiques
de bord. La question de l’holographie gravitationnelle est alors de comprendre à quel
point il est possible de reconstruire la géométrie 4D à partir d’un état quantique de
bord. En termes d’information quantique, il s’agit de la purification de l’état mixte de la
frontière en un état pur de de la géométrie de l’intérieur. Nous prouvons un théorème de
reconstruction universelle: pour un état de frontière quelconque, il est toujours possible
de reconstruire un état pur de géométrie 4D sans profondeur. Cela constitue le point
de départ de l’étude de l’holographie de la gravitation quantique à boucles. Poussant
l’étude de l’intrication quantique multipartite dans les réseaux de spin, en particulier son
comportement sous l’action de l’opérateur d’holonomie, nous prouvons l’invariance de
l’intrication quantique sous coarse-graining de l’état quantique.
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Summary of the Thesis

General relativity is the most widely accepted gravitational theory to date which
describes cosmological scale in terms of differential geometry of spacetime, and quantum
theory is the most accurate physical theory which describes microscopic scale in terms
of non-commutative algebra. While the two fundamental physical theories have not been
put into one picture. Loop quantum gravity is a tentative theory of quantum gravity
that inherits the essences from the two theories. One of the crucial properties of loop
quantum gravity is diffeomorphism invariance, which, however, leads to the absence of
locality in the theory. Inspired by the insights of holography and relational perspective,
the issue involved to locality could be resolved by the prescriptions of quasi-locality and
emergent geometry. Following the two insights, it is conceivable that the diffeomorphism
invariant operators are entirely described by a theory living on boundary, and the quantum
geometry could be reconstructed/emerged from entanglement and correlation. This thesis
is dedicated to the relevant explorations: (1) to formulate a quasi-local description for
loop quantum gravity with bulk-to-boundary relation; (2) to formulate quantum geometry
in terms of the notions of quantum information theory. We wish these formulations shed
light on the holography and renormalization flow in loop quantum gravity.

We study open spin networks, which are embedded in manifolds with non-empty
boundaries, from the viewpoint of bulk-boundary maps. Based on it, we formulate quasi-
local descriptions of loop quantum gravity. We investigate the coarse-graining procedure
via tracing over bulk degrees of freedom, which encodes all that we can know about
the quantum state of geometry from probing the boundary. We prove a boundary-to-
bulk universal reconstruction procedure, to be understood as a purification of the mixed
boundary state into a pure bulk state. We then move to define multipartite entanglement
in spin networks and show the computation of entanglement excitation from holonomy
operator, which also allows us to glimpse bulk curvature from entanglement. Moreover,
by investigating another coarse-graining procedure - via gauge-fixing, which does not
trace over any bulk degrees of freedom, we show a new interesting connection between
bulk geometry and boundary observables via the dynamics of entanglement. Finally,
we define the spin network entanglement between spin sub-networks, which correspond
to spatial sub-regions. We then generalize the coarse-graining approach and prove that
the entanglement between spin sub-networks is preserved under the coarse-graining (via
gauge-fixing), which exhibits a holographic perspective for the topic of entanglement.
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Introduction

Modern physics develops on two cornerstones: general relativity describes the world of
cosmological scale, and quantum physics describes the world of microscopic scale. How-
ever, they have not been formulated coherently: each theory underlies assumptions con-
tradicting the other. General relativity is formulated with differential geometry, describ-
ing space-time by metric deterministically. In turn, quantum physics is formalized with
non-commutative algebra, admitting discrete quanta and predicting measurements proba-
bilistically. The quantum theory of gravity is supposed to offer a coherent picture merging
and reconciling the two theories.

Why quantum theory of gravity is necessary

A natural question is whether a quantum theory of gravity is necessary or not for us to
describe and understand the universe. General relativity is the best classical description
for gravity so far. It has been verified by experiments to date, from its early success
in the anomalous precession of Mercury, and in the deflection of starlight, to the recent
direct detection of gravitational waves. Though, there is still mathematical risk in general
relativity since it admits the existence of singularity that would spoil the smoothness of
the space-time manifold and causes problematic divergence.

On the other hand, quantum field theory is going on the road to unifying four known
fundamental interactions. After a series of triumphs in using quantum field theory [1],
the standard model was established, which unifies the electromagnetic, weak, and strong
interactions. It was then appealing to apply the same logic to general relativity and gravity
and to see if the problem of singularity could be cured. But a long-standing obstacle is
that general relativity in four dimensions is non-renormalizable in quantum field theory.
Namely, applying perturbative quantum field theory to general relativity causes an infinite
number of undetermined coupling constants. Non-renormalizability also occurs in other
effective theories, e.g., Fermi interaction. Thus perturbative quantum field theory implies
that general relativity is just an effective field theory of gravity.

A tentative path to study quantum phenomena in a gravitational field is to apply
quantum field theory to curved space-time. This semi-classical description treats matter
fields as quantum and the gravitational field as classical. These semi-classical approaches
indeed proposed falsifiable phenomena, at least in principle, e.g., black hole entropy and
Hawking radiation. Nevertheless, they are not the end of the story. Some paradoxes
still need to be clarified and resolved, e.g., information paradox. Moreover, the semi-
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classical approaches lead to infinitely degenerate vacua, immensely bringing mathematical
difficulties to the theory.

Without a quantum theory of gravity, it is risky to incorporate the pictures of quantum
mechanics and gravity. For instance, suppose a massive particle in a spatial superposition.
What about the gravitational field it generates, i.e., should the gravitational field itself
be considered as in quantum superposition (c.f. [2, 3, 4] and recent literature [5])? Then,
should space-time itself be considered as being quantum superposition? If so, how do we
figure out the quantum measurements that take place in space-time? Which phenomena
may emerge if the quantum jump is allowed, say, quantum jump amongst particle’s energy
level? Furthermore, many concepts that have been accepted for a long time should be
revised. For instance, the locality should be considered cautiously, as Bronstein argued:
if we do not disregard general relativity, quantum theory does prevent the measurability
of the field in an arbitrarily small region (c.f. [6]).

The theories built on semi-classical frameworks are unsatisfactory. In order to recon-
cile the problematic issues, it is necessary to have a genuine quantum theory of gravity.
This theory is supposed: (i) cure the problematic issues in both general relativity and
quantum field theory and (ii) resolve the problems arising from semi-classical approaches.
Moreover, as a rigorous mathematical theory, quantum gravity should also tell us: (iii)
which observables are relevant to the physical context and how quantum theory is related
to measurements.

The approaches to quantum gravity

A quantum theory of gravity means the unification of general relativity and quantum
field theory, following the working philosophy of theoretical physics prevalent in the 20th
century. To embark on the road of unification is crucial to argue which principles should
be deemed fundamental and which should be relaxed.

The most important lesson that general relativity taught us is that space-time geome-
try should be considered a dynamic object—space-time equals matter fields as in Einstein
equation Gµν = κ

2
Tµν . In general relativity, the gravitational interaction is encoded in

space-time geometry as the manifestation of the curvature of space-time.
According to quantum field theory and the philosophy of unification, the next step is

to quantize gravitational interaction as a dynamical object. However, this is extremely
difficult, as one may think. The perturbative techniques are set up with a specific fixed
background, e.g., Minkowski space-time, whereas the gravitational field is the dynamical
object to be quantized. Thus any quantum fluctuation or quantum perturbation would
nevertheless affect the background space-time and even the quantization, which comes
with technical and philosophical difficulties. Another obstacle is the non-renormalizability
of general relativity, as already mentioned, which entails to infinite number of to-be-
determined coupling constants from perturbative techniques, which implies that general
relativity should be an effective field theory of gravity.

The exploration of a quantum theory of gravity is a big challenge to modern physics,
especially in the lack of experiments. Beyond semi-classical approaches, progress con-
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tinues, and many approaches to quantum gravity have been developed in recent decades.
Roughly, these approaches to quantum gravity diverge in two directions: one views general
relativity as a low energy limit of a more fundamental theory, whereas one takes general
relativity seriously. Two significant representatives of the two directions are string theory
and loop quantum gravity (c.f. [7, 8] for more on the different approaches).

For string theory, it is not only a theory of gravity but an attempt to incorporate
four fundamental interactions, following the idea of unification for physics. String theory
views general relativity as a low energy limit of a more fundamental theory [9, 10, 11].
Its basic idea is to describe fundamental particles not as point-like objects but as one-
dimensional strings in spatial dimensions or two-dimensional worldsheets in space-time.
In string theory, the properties of a fundamental particle, such as mass, and charge, are
determined by the vibrational state of the string, and one of which vibrational states of a
string gives rise to the graviton, carrying the gravitational interaction. In this way, string
theory quantizes gravitational field through quantizing graviton à la particle physics.

Apart from canonical quantization, loop quantum gravity also admits a covariant non-
perturbative quantization, i.e., spin foam formalism [12, 13, 14, 15, 16, 17], introduced
as an alternative method to implement the dynamics in loop quantum gravity. In spin
foam, we define the quantum theory based on a discretized and regularized path integral
for quantum gravity. To go beyond the formal definition of the path integral, we consider
a cellular-decomposition to discretize the manifold and write the path integral as a state
sum-model over the building blocks of the cellular-decomposition. These building blocks
are fundamentally interpreted as the building blocks of space-time arising from the intrin-
sic discrete nature at the Planck scale. The resulting spin foam models, constructed from
(extended) topological quantum field theories (TQFTs) with defects, define transition am-
plitudes for histories of spin networks. Though closely related, the spin foam formalism
and the canonical loop quantum gravity are considered to be independent approaches.

Apart from canonical quantization, loop quantum gravity also admits a covariant non-
perturbative quantization, i.e. spin foam formalism [18, 19, 20, 21, 22, 23, 24, 25, 6, 26, 27],
introduced as an alternative method to implement the dynamics in loop quantum gravity.
In spin foam, we define the quantum theory based on a discretized and regularized path
integral for quantum gravity. To go beyond the formal definition of the path integral, we
consider a cellular-decomposition to discretize the manifold and write the path integral as
a state sum-model over the building blocks of the cellular-decomposition. These building
blocks are fundamentally interpreted as the building blocks of space-time arising from the
intrinsic discrete nature at the Planck scale. The resulting spin foam models, constructed
from (extended) topological quantum field theories (TQFTs) with defects, define tran-
sition amplitudes for histories of spin networks. Though closely related, the spin foam
formalism, and the canonical loop quantum gravity are considered to be independent
approaches.

The spin foam formalism then evolves in a third quantization, where so-called “group
field theories” define non-perturbative sums over random spin network histories in a similar
way that matrix model partition functions define sums over random 2d discrete surfaces
[28, 29, 30, 31, 32, 33]. The quantum theory sets up in a path integral formulation
where the fields and the interaction terms carry a combinatorial and non-local character,
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distinguishing it from the standard local quantum field theories. It is a general formalism
that could be related to several approaches to quantum gravity, including loop quantum
gravity and causal dynamical triangulations. It can play an important role in proposing
new ways to formulate and investigate those theories [34].

The challenges from background independence

The significant successes of loop quantum gravity are the rigorous mathematical def-
inition of the Hilbert space of quantum geometry, representing the physical states of the
theory, and the definition of geometrical observables, such as area and volume operators.
This approach predicts the intrinsic discreteness of geometry at the Planck scale. In this
sense, the smooth geometry in general relativity will be replaced by the picture portraying
discreteness and fuzziness, and the discrete structure of geometry will prevent space-time
from collapsing below the Planck scale. Hence the singularity problem is cured.

Moreover, background independence has been taken seriously in loop quantum gravity,
which is believed to be inherited from the very insight of Einstein: a physical theory should
be established without referring to any artificial settings. This is the essential aspect of
general relativity and implies the symmetry of the theory. Especially in general relativity,
the diffeomorphism invariance is the manifestation of background independence.

Whereas background independence also brings new challenges that would change the
long-standing notions rooted in minds. The diffeomorphism invariance is the symmetry
of loop quantum gravity inherited from general relativity. Any diffeomorphic-equivalent
state should be gauge-equivalent from the perspective of quantum theory, which raises
new questions about background independence: how do we localize subsystems in the
gravitational system?

In some sense, this challenge resembles the development of special relativity. As Ein-
stein had done, he promoted the constancy of the speed of light and symmetry between
inertial reference frames to be the fundamental principles (or axioms). Then based on
that, he deliberated the relational notions, in theory, especially the simultaneity for mea-
suring time and length, and finally reconciled electrodynamics and mechanics.

In exploring quantum gravity, the locality issue compels us to pay attention to rela-
tional notions. According to the relational perspective, any formulation concerning an
individual dynamical object does not make sense. A formulation only makes sense when
it involves the relation between dynamical objects. General relativity is formulated in this
sense, thus in accord with background independence: space-time is a genuine dynamical
object interacting with matter fields instead of a background anymore. There is no place
for preferred background. Any physics should be talked about regarding certain relations.

The relational perspective, complementary to the requirement of background inde-
pendence, bred a profound interpretation for the foundation of quantum theory, which is
referred to as the relational interpretation of quantum mechanics delineated in [35, 36].
In the relational interpretation, the fundamental questions regarding quantum states,
measurements, and observer-observed distinction should be addressed following the spirit
of relationalism. In contrast, in non-relativistic quantum mechanics, it is necessary to
put an artificial setting for physical interpretation, namely, an observer-observed distinc-
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tion, where the observer-side (measurement apparatus) is assumed to be entirely classical,
and observed-side (quantum object) is assumed to be quantum mechanical. Note that
semi-classical approaches follow the artificial setting that assumes gravitational field to be
classical. From the relational perspective, the observer-observed distinction is discarded,
and gravitational field is also supposed to be quantum mechanical. That is to say, the
relational perspective is innately compatible with the idea that gravitational field should
be quantized. Moreover, the relational perspective prescribes the locality by prohibiting
the absolute locality. Instead, we can only talk about locality in the sense of relations,
meaning that the physical description ineluctably admits non-local observables.

So far, we have seen why the fundamental degrees of freedom can be innately non-
local in the picture of quantum geometry and why relational perspective is necessary for
the requirement of background independence. It is then interested to apply the relation
perspective to the loop quantum gravity proposal to figure out how the classical picture
of our daily lives emanates from quantum geometry and how localization emerges from
superposition and probabilistic features of quantum theory. In the following, we would
like to mention some open and relevant topics in the loop quantum gravity:

• Quantum information prespective. Loop quantum gravity is formulated as a dif-
feomorphism invariant theory in which we do not have a background space-time
where to locate things. This raises a series of questions related to the locality in
loop quantum gravity: How do we define reference frames? How does the notion of
locality enter the theory?

Since any physical quantities should emerge from the relations, it is natural to
conceive the possibility that these relations get reflected in correlations. In quantum
theory, some correlations cannot be interpreted classically, which is the notion of
entanglement. Suppose we are given a composite system and want to study the
relations between subsystems. Quantum theory requires us to consider the relations
encoded by entanglement and quantum correlations. Thus, in the case of quantum
gravity, the space-time and geometric notions are to be reconstructed from the
notions of quantum information theory. Furthermore, in most interesting physical
cases, the information is carried by the boundaries between subsystems [37], giving
interesting relation that entanglement entropy satisfies area law.

• Macroscopic and semi-classical regime. At the Planck scale, the picture provided by
loop quantum gravity is visualized as full of discreteness and fuzziness in the sense
that quantum states are superposed within discrete spectra. How do we tame them
to have a smooth and familiar picture for the macroscopic scale? In addition, does
the smooth picture match the classical theory of general relativity?

The main road toward the classical description is through coarse-graining proce-
dures on the discrete quantum states [38, 39, 40, 41, 42, 43, 44], which are designed
to reduce the number of tremendously many degrees of freedom within quantum
superpositions and fluctuations for the sake of recovering macroscopic description.
What is the connection between the various coarse-graining procedures? Further-
more, the evolutional and dynamic behavior under coarse-graining can be seen as
renormalization flows. How do we properly define renormalization flows in quantum
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gravity? The research will undeniably provide a deeper understanding of quantum
gravity’s dynamics.

• Holography. At the dynamical level, inspired by the black hole entropy formula,
the gravitational degrees of freedom in a d-dimensional bounded region can be en-
coded on its d − 1-dimensional boundary. This conjecture is usually referred to
holographic principle. In some recent developments, boundaries play an important
role in the works on classical edge modes (also referred to as ‘local holography’)
for general relativity in its first-order formulation in terms of connection-vierbein
variables [45, 46, 47, 48, 49], which are conserved charges of gravitational system.
It is fascinating to construct loop quantum gravity’s dynamics under the guidance
of the holographic principle. What is the connection between boundary dynamics
and bulk dynamics? Can we get the entropic area law in the context of loop quan-
tum gravity? Furthermore, can holographic principle be emerged/derived from the
semi-classical regime of loop quantum gravity?

Furthermore, the quantum information perspective and bulk-to-boundary relation ad-
vocate the idea that space-time is emergent [50]. Emergence is an essential idea in modern
physics born from effective field theories, renormalization groups, and condensed matter
physics. It also applies to other sciences involved in complex behavior, such as system
science and even biology. Putting the spirit of “more is different” into practice [51], the
idea of emergence states that phenomena that are unforeseen from the point of view
of microscopic physics (e.g., phase transition and formation of crystal lattice), appear
at macroscopic scales from the complex collective behavior of the fundamental degrees
of freedom. That is, the connectivity and relation between the objects in a complex
system constitute the diverse and fascinating macroscopic world! In the context of quan-
tum gravity, the geometric information can be emerged from quantum information. The
quantum-to-classical transition can be understood from the perspective of decoherence:
the observer-observed distinction emerges on a physical boundary such that the coherence
between the measuring apparatus and the observed quantum object is destroyed due to
the randomness over the information from both sides.

This thesis is motivated by the above insights. We follow relational and holographic
perspectives, focusing on entanglement and bulk-to-boundary relations. The goals are to
formalize loop quantum gravity in a quasi-local framework, understand diffeomorphism
invariant operators in this quasi-local framework, and reconstruct quantum geometry
in terms of the notions of quantum information. We wish the exploration shed light
on the further research involved in dynamics and eventually reveal the holography and
renormalization flow in loop quantum gravity.

Outline of the thesis

This thesis is organized into eight chapters divided into two parts.
The first part comprises the background materials presenting the core concepts for the

project in the second part. In the first part of the thesis, Chapter 1, we quickly review the
framework of general relativity and present in more detail the Hamiltonian formulations,
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the ADM formalism, and Ashtekar-Barbero formalism, where the later is the foundation
of loop quantization. Particular attention is given to the diffeomorphism invariance, which
is relevant to background independence. We discuss the subtlety between diffeomorphism
invariances in the Lagrangian formulation and Hamiltonian formulation. The following
Chapter 2 focuses on the canonical loop quantum gravity. It aims to give the basics of
its construction as a canonical quantization of a suitable formulation of general relativity
and then review its kinematical states called spin network states which are the building
block of the quantum description of space. Then we will discuss how the diffeomorphism
invariance is represented in canonical loop quantum gravity. We end this chapter with
a brief introduction to the Hamiltonian constraint operator, which is still an open issue
in this theory. The Chapter 3 is a narrow review of quantum information theory. It
aims at giving the background materials for the rest of the thesis, focusing on two topics,
entanglement and quantum operation formalism (Kraus representation). The two top-
ics can be related closely through the purification concept. Finally, the first part ends
with Chapter 4. It is a work on the study of non-relativistic quantum theory for New-
tonian gravity, where the bipartite entanglement between two particles interacted with
the Newtonian gravitational force studied. This chapter aims to provide a closer look at
gravitational entanglement where the dynamics are well-established and investigate the
idea of entanglement-geometry reconstruction.

The second part of the thesis is dedicated to the bulk-boundary map and the relevant
quantum information perspective in loop quantum gravity, aiming at the goals of quasi-
local formulation for loop quantum gravity and understanding quantum geometry from
quantum information theory. In Chapter 5, based on [52], we consider the cases of spin
networks with non-empty boundaries. We then introduce spin network state as a map from
bulk holonomies to boundary Hilbert space. Namely, we construct the bulk-boundary à
la spin foam or extended topological field theory with bulk holonomies as defects. The
chapter starts with defining boundary Hilbert space and regarding functional represented
by spin networks, then we introduce the coarse-graining procedure via gauge-fixing. It
ends with defining dual boundary Hilbert space equipped with the scalar product of spin
network Hilbert space. The following Chapter 6 explores the induced boundary density
matrix via tracing the degrees of freedom of bulk holonomies. The approach actually
defines another coarse-graining procedure where the information is conveyed to the re-
coupling of boundary spins. We prove that any induced boundary density matrix must
be a SU(2)-invariant state with integer recoupled spin (closed defect), and conversely
any SU(2)-invariant state with integer recoupled spin can be reconstructed (purified)
from bulk with a single loop and single vertex. The chapter ends with proposing that
boundary dynamics could be represented by SU(2)-invariant quantum operations (Kraus
operators). Chapter 7, based on [53], explores the intertwiner entanglement excitation
by loop holonomy operator and proposes a multipartite entanglement measure for loop
quantum gravity. i.e., the geometric measure of entanglement. The chapter starts with
the implementation of the loop holonomy operator on spin network states. We then ex-
plore the notion of multipartite entanglement and define the notion of geometric measure
of entanglement for spin networks. The main result of this chapter is the computation of
the growth of entanglement due to the action of the holonomy on a spin network basis
state. In particular, the 2nd-order derivative to the geometric measure of entanglement
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with respect to time can be computed from the dispersion of the loop holonomy operator.
Moreover, we show that the computation can be expressed in terms of closure defect. The
following Chapter 8 generalizes the intertwiner entanglement and defines the spin net-
work entanglement between subgraphs. It is based on [54] and explores the spin network
entanglement under coarse-graining (via gauge-fixing). We prove that the spin network
entanglement is preserved under the coarse-graining method. Then we study the actions
of loop holonomy operator under the coarse-graining procedure, giving the transforma-
tion rule between the implementations of holonomy operator on a fined graph and its
corresponding coarse-grained graph, which leads to the statement that the evolution of
spin network entanglement is still preserved under the coarse-graining method.



Part I

Quantum Gravity and Quantum
Information in a nutshell





Chapter 1

General Relativity

General relativity is a beautiful theory describing gravitation in the language of dif-
ferential geometry in terms of metric on a manifold. Despite its early successful inter-
pretation of the anomalous precession of the perihelion of Mercury, and the prediction of
deflection of starlight by the Sun during the solar eclipse, general relativity also suggested
the existence of black holes and the expansion of the universe. A few years ago, the direct
detection of gravitational waves, a crucial prediction of general relativity, was observed
by LIGO. This opened a new door to the era of gravitational-wave astronomical observa-
tions. Even though there are still predictions of general relativity awaiting experimental
verification, it has been widely thought of as the most successful theory of gravitation to
date.

Indeed, general relativity unravels the profound connection between space, time, geom-
etry, and matter. Especially general relativity is a representative example of the theories
that can be constructed by considering diffeomorphism invariance.

Section 1.1 of this chapter quickly introduces general relativity in Lagrangian for- mal-
ism. In this section, we emphasize the importance of boundary terms in the Lagrangian
formalism of general relativity. We also look at the difference between first-order formal-
ism and second-order formalism. In fact, there are much more content and literatures on
boundary terms and first/second-order formalisms, but we could only mention a small
piece of them. Following this brief introduction to general relativity, we will then focus
on a brief discussion on general covariance, which historically inspired general relativity.
Then we introduce the Hamiltonian formalism of general relativity. We first look at the
ADM formulation in Section 1.2, the prototype toward canonical quantization. Then
we discuss the diffeomorphism, which may be considered the most important lesson that
general relativity teaches us. In there, the diffeomorphism invariances in Lagrangian and
Hamiltonian formalism are reviewed. We will also mention the ‘problem of time’ in Hamil-
tonian formalism and see how it can be resolved from the perspective of relationalism.
Finally, we turn to the Ashtekar-Barbero formulation in Section 1.3, which is the first
step toward canonical loop quantum gravity.

11
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1.1 Lagrangian formalism of General Relativity

1.1.1 The action of general relativity

Historically, Einstein established his general relativity by seeking a proper way to
integrate space-time geometry and matter with the help of constructing conservative law
[55]. His attempt eventually achieved the celebrated field equation

Rµν −
1

2
gµνR+ Λgµν =

κ

2
Tµν , (1.1.1)

where κ = 16πG with gravitational constant in unit c = 1, and Λ the cosmological
constant introduced by Einstein, initially to avoid the solution of expansion of the universe.
The left-hand side of the field equation is all about the geometry of space-time, the space-
time metric gµν , and the associative Ricci curvature Rµ, while the right-hand side is about
matter fields, encoded in energy-momentum tensor Tµν . The conservative law is realized
in a very geometric manner,

∇ν

(
Rµν −

1

2
gµνR+ Λgµν

)
=
κ

2
∇νTµν = 0 , (1.1.2)

where ∇ is the covariant derivative compatible with metric gµν . Einstein’s equation
elegantly links the space-time geometry to matter fields. As Wheeler said, matter tells
space how to curve, and curved space tells matter how to move. Even in vacuum cases, i.e.,
the solutions for the cases of Tµν = 0 that energy-momentum tensor vanishes everywhere,
e.g., Schwarzschild metric, Kerr metric, Reissner-Nordström metric, are nontrivial, which
unravel fascinating pictures about our universe, e.g. black holes, horizons, etc.

The most important and rigorous way to derive the equation would be to start with
the action principle. Historically, Einstein and Hilbert sought a gravitational action that
does not rely on one’s choice of coordinates. Thus the Lagrangian is purely a geometric
quantity. Almost at the same time, they proposed the so-called Einstein-Hilbert action
in the absence of a boundary, from which the field equation can be derived. Moreover, it
admits straightforward generalization to D-dimensional (D ≥ 2) manifoldM, i.e.,

SEH =
1

κ

∫
M

dDx
√
g(R− 2Λ) , (1.1.3)

where g = det(gµν) the determinant of metric gµν , and R the scalar curvature of the
manifold. So far it is quite good, as a manifestation of genuine aesthetics.

While going further, in the cases of the manifold with a non-empty boundary, it is
well-known that some terms must be added to the action for the action principle to be still
well-defined [55]. For instance, in metric formalism (also called second-order formulation),
the δSEH[g] gives the derivative of variational metric, say ∇δgµν , on boundary ∂M. Thus,
the variational condition on the boundary, i.e., δgµν |∂M = 0, would be not enough.

Basically, there are two resolutions: One prescription is to consider the connection
formalism (also called first-order formulation), e.g., Palatini action (c.f. [55]) that takes
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the metric gµν and connection ωρµν as independent variables. In the first-order formulation,
the variation gives δωρµν on boundary ∂M, which is going to be fixed by imposing boundary
condition δωρµν |∂M = 0. The Einstein equation is recovered from varying the action
without boundary term if no matter field is considered.

Another strategy is to consider adding boundary terms to the action. To remedy these
boundary terms produced by variation, the well-known Gibbons-Hawking-York (GHY)
term is added into the action [56, 57]

SGHY =
2

κ

∫
∂M

dD−1x
√
hK , (1.1.4)

where K is the extrinsic curvature, and h is the induced boundary metric on ∂M. The
covariant derivative term∇δgµν from varying Einstein-Hilbert action SEH is then balanced
by the variation from the boundary term, i.e., δSGHY.

For general relativity without coupling matter field, the first-order formulation and the
second-order formulation are equivalent, whereas gravity coupled to matter fields are not
entirely equivalent. In particular, metric variables are insufficient for coupling Fermionic
matter and spinor fields. Instead, we must introduce a tetrad field that allows us to couple
these matter fields to the gravitational field. It is very likely to encounter the situation
when one attempts to extend metric formalism to tetrad formalism. There are many
possibilities for the extension, such as the Holst term, Euler class, Pontryagin class, and
Nieh-Yan class [58, 59, 60, 61]. Following these considerations, some issues are involved,
such as torsion and parity violation [60].

Note that the request of coupling Fermionic matter does not mean the strategy of
adding boundary terms worse than first-order formalism. It is likely to construct a more
sophisticated action containing the equations of motion of general relativity while the
boundary condition δωρµν |∂M = 0 is not enough. Moreover, a subtler situation occurs
in the cases of space-time with non-smooth boundaries. For instance, one has to foliate
space-time to derive a Hamiltonian formalism. In order to apply generalized Gauss’s law
to translating bulk integration to boundary integration, the corner term

SHayward =
2

κ

∫
S

dD−2σ
√
γ(θ − π) (1.1.5)

is required to eliminate the discontinuity of derivatives [62, 63, 64], where S is the corner
(the wedge between two surfaces, e.g., between time-like boundary and space-like bound-
ary), θ the angle between two surfaces, and γij the induced metric on S. It turns out
that boundary terms (1.1.4) and (1.1.5) contribute to the gravitational quasi-local energy
[65, 66, 67, 68]. Indeed, boundary terms are crucial in the formalism of general relativity,
and it is remarkable to note the role of boundaries. Whereas at this moment, we will not
look into them too much.

Although it is far from to claim that general relativity has interpreted anything about
gravity since one may envision the possibility that future experiments compel classical
corrections when matter fields are taken into account, it is indeed withstood all the ex-
perimental tests to date. A tremendous amount of work has been done on this subject.
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Beyond the research of an extension of general relativity at a classical level and the
knowledge of quasi-local symmetry group, what we are still missing today is a coherent
description of what we call quantum gravity, i.e. a consistent description of the law of
gravity at the quantum level (if it exists).

1.1.2 General covariance and tetrad formalism

The prototype of the general covariance originates from the equivalence principle in-
spired by Einstein’s ideal experiment that imagines someone in a falling elevator where
he/she will not feel gravity in a sufficiently small region. This is the key insight guiding
Einstein to go from special relativity to general relativity. It tells us that, locally, gravi-
tation and inertia are equivalent. From this principle, Einstein deduces that gravitation
is better understood not as a force but rather through the geometry of space and time.

It is possible to argue that one can distinguish acceleration or gravity if a more exten-
sive region is accessible. For instance, he/she could measure the tidal force between the
head and feet. However, this is not the case discussed here since we have accented the
indistinguishability under the adverb “locally”.

What we mostly care about is the freedom to choose inertial reference frames or non-
inertial reference frames, or indistinguishability between gravitational force and fictitious
force. Locally, one can take {ξI} as the coordinates associated to Lorentz metric ηIJ such
that the space-time distance is given in the manner of Minkowski ds2 = ηIJdηIdηJ . On
the other side, the event can be described from other coordinates, say {xµ}. Since the
space-time distance between events should be preserved, one has

ηIJdξIdξJ = gµνdx
µdxν , (1.1.6)

from which the local reference frame fields can be defined, say

eIµ(x) =
∂ξI

∂xµ
. (1.1.7)

Admitting all possibilities to define the local reference frame field amounts to admitting
a local Lorentz transformation Λ, i.e.,

ẽIµ(x) = ΛI
J(x)eJµ(x) . (1.1.8)

The introduce of local reference frames beautifully captures Einstein’s intuition that grav-
itation can be transformed away locally and space-time looks like Minkowski space. At
every point x there exist four space-time vector fields eµI which provide an orthonormal
frame in which the metric reduces to ηIJ . As an added benefit, the local reduction to
Minkowski space-time allows us to define fermions using standard techniques. However,
there is more to this formalism. In fact, the Minkowski indices do more than just distin-
guish between the four vector fields eµI . space-time would be thought as being equipped
with two distinct vectorial structures (i.e., being a vector bundle [69]) — the tangent
bundle on one hand side (associated to greek indices µ) and a collection of Minkowski
spaces (associated to latin indices I) attached to every space-time point x on the other
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hand side. Such a terminology is often encountered in particle physics where internal
spaces are used as representation spaces for gauge groups.

So the metric is reformulated by solder form with local Lorentz metric η and the local
reference frame field (also called co-tetrad),

gµν(x) = ηIJe
I
µ(x)eJν (x) . (1.1.9)

Note that we don’t need to write x as an argument for ηIJ since ηIJ is universal to the
manifold to be considered. The metric gµν defined so is clearly SO(3, 1) invariant, because
of ΛI

K(x)ηIJΛJ
L(x) = ηKL at every x. The definition does not demand the co-tetrad field

invertible. The tetrad field is well-defined if eIµ does,

eµI =
1

3!

1

e
εµνρλ εIJKL e

J
ν e

K
ρ e

L
λ , (1.1.10)

where e = 1
4!
εµνρλ εIJKL e

I
µ e

J
ν e

K
ρ e

L
λ is the determinant of the co-tetrad eIµ. It is easy to

check that they are commutatively inverse,

eIµ e
ν
I = δνµ , and eµI e

J
µ = δJI . (1.1.11)

Given that besides general covariance we also have an internal gauge symmetry, and
there are two distinct vectorial spaces associated to the manifoldM. We can still employ
the usual covariant derivative ∇µ in terms of the Levi-Civita connection Γρµν for space-
time tensor fields associated to greek indices, and introduce a connection 1-form ωµ

I
J for

gauge symmetry associated to latin indices. Therefore, we can then define the covariant
derivative for both space-time tensor and internal tensor field, e.g.,

DµvIν(x) := ∂µv
I
ν(x) + ωµ

I
J(x)vJν (x)− Γρµν(x)vIρ(x) . (1.1.12)

We can consider an internal Lorentz rotation ṽI = ΛI
J(x)vJ . Based on that we require

D̃µṽI = ΛI
JDµvJ , which implies the transformation rule associated to the connection 1-

form ωµ
I
J ,

ω̃ I
µ J = (Λ−1)

I

Kωµ
K
LΛL

J + (Λ−1)
I

K∂µΛK
J . (1.1.13)

As to be seen, this is how connection should be transformed under local transformation.
In addition, Dµ will annihilate the Lorentz metric, i.e. DµηIJ = 0, implying the antisym-
metry of the connection 1-form, i.e., ωIJµ = −ωJIµ , where we have used ηIJ to raise (or one
could lower by ηIJ) the internal indices. Therefore, ωIJµ is a so(3, 1)-valued field.

Moreover, we can define the torsion 1-form and curvature 2-form associated to the
connection 1-form ω as follow,

T I = deI + ωIJ ∧ eJ , (1.1.14)
F I

J = dωIJ + ωIK ∧ ωKJ . (1.1.15)

One can then formulate the Einstein-Hilbert action in terms of connection 1-form and
tetrad field, which entails the tetradic Palatini action

SP [e, ω] =

∫
M
εIJKLe

I ∧ eJ ∧ FKL[ω] , (1.1.16)
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where FKL[ω] is the curvature 2-form associated to the connection 1-form ω. In the case
of vacuum, variation gives two equations of motion: one is almost to be the Einstein
equation, another is an equation telling the connection torsion-free. The two equations
are combined into Einstein equation. Moreover, this action is viewed as a constrained
BF theory. By adding Holst term [70], i.e. Holst-Palatini action, it can be furthermore
promoted as the starting point of spin-foam model [23, 24, 25, 6].

We have seen the importance of connection 1-form and tetrad field in the framework
of general relativity, putting general relativity in a SO(3, 1) or SL(2,C) gauge theory.
While it is still hard to implement the quantization. One of reasons is that both SO(3, 1)
and SL(2,C) are non-compact groups. A way out is to seek a canonical theory to imple-
ment canonical quantization program in which the gauge group is compact. That will be
Ashtekar-Barbero formulation on which loop quantum gravity is based. Before going into
it, we first look at the first Hamiltonian formulation of general relativity in the history,
which was very successful in developing new methods in order to investigate classical
solutions, even though it has failed to be quantized towards a quantum theory of gravity.

1.2 ADM Formulation

1.2.1 Geometrodynamics

The Hamiltonian formulation of general relativity in terms of ADM (abbreviation
for Arnowitt, Deser, Misner) variables is constrained system with induced spatial metric
qab, a, b = 1, 2, 3 as configuration variables and its conjugate πab as momentum variables.
The idea is to recover the picture of space evolving in time. The formulation starts
with assuming that space-time manifold M is globally hyperbolic and diffeomorphic to
Σ × R. We then consider a foliation of space-time by a family of space-like three di-
mensional hypersurface Σt parameterized by a scalar field t called coordinate time, i.e.,
Σt =

{
p ∈M

∣∣t(p) = t
}
. A coordinates system

{
x1, x2, x3, t

}
is naturally adapted to the

foliation where xa, a = 1, 2, 3 coordinate spatial splice Σt. Then the space-time metric
gµν will be decomposed into induced metric associated to the spatial slice and extrinsic
data related to the embedding and evolution. Essentially, one will have gµν = qµν −nµnν .

We illustrate the decomposition in Fig, 1.1 and explain how it is acquired: on each
hypersurface Σt the coordinate t is a constant thus defining normal co-vector with gradient
∇µt vertical to the tangent space TΣt, i.e. vµ∇µt = 0, ∀ vµ ∈ TpΣt at each p ∈ Σt. On
the other hand, at p ∈M tangent vector tµ ≡

(
∂
∂t

)µ
of t-coordinate line is defined rather

arbitrarily provided that tµ∇µ = 1. In fact, the vector tµ can be understood as a tangent
vector of world line of observer at that point. It can be decomposed along four directions:
three components are projected onto T ∗Σt (for defining shift vector later) and another
component is projected onto the normal co-vector of Σt. Now we define the lapse function
N as the proportional factor nµ = −N∇µt where nµ is the unit co-vector with respect
to Σt. Hence one has tµ = Nµ + Nnµ where Nµ ∈ TΣ is the shift vector and N lapse
function.
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A remark is pointed here: since the local observers are too arbitrary to be set, the shift
vector Nµ and lapse function N inherit the arbitrariness from tµ, presenting the spatial
diffeomorphism and freedom of re-parameterization with respect to t.

•
•

p

•
•

Σt

Σt+dt

xa
xa + dxa

tµdt

><

Nnµdt

•
Nadt

>

Figure 1.1: The illustration of the decomposition for lapse function N and shift
vector Na.

After the preparation, the space-time metric gµν is decomposed into the

gµν =

(
−N2 +NcN

c Nb

Na qab

)
, (1.2.1)

where Na = qabN
b = gabN

b are component of co-vector. Conversely, one can verify the
inverse metric written as

gµν =

(
− 1
N2

Nb

N2

Na

N2 qab − NaNb

N2

)
. (1.2.2)

The 4d configuration gµν , is now converted to 3d configuration (qab, N
a, N). The

Einstein-Hilbert action is rewritten in terms of 3d configuration (qab, N
a, N) as follow

[71, 72]:

S[qab, N
a, N ] =

1

κ

∫
dt

∫
Σt

d3xN
√
q
(
R +KabK

ab −K2
)

+
2

κ

∫
St

d2xN
√
σk . (1.2.3)

Here R is the scalar curvature of the spatial metric qab, Kab = qµaq
ν
b∇µnν the extrinsic

curvature of spatial slice Σt and K = qabK
ab, and q the determinant of 3d metric qab. The

second term term of the action correspond to the 3 + 1 decomposition of the boundary
term with St the boundary of spatial slice Σt where σij is the induced metric on St, and
kij the extrinsic curvature of St embedding in Σt.

It turns out that boundary terms give the energy associated to the gravitational sys-
tem [65, 66]. As seen immediately, bulk’s contribution are constraints thus contributing
nothing to the energy, while boundary terms contributes genuinely to energy. This ex-
plains the so-called ‘quasi-local’ energy: the energy is defined on boundary and seems
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to be defined by boundary! In addition, the quasi-local energy depends on the choice of
boundary conditions [68].

The generalized velocity of the theory is defined via Lie derivative with respect to
vector field tµ

Ltqab = 2NKab + L ~Nqab , (1.2.4)

while there is no respect velocity Ṅa or Ṅ meaning their respect conjugate momentum
πNa and πN constrained at zero. The conjugate momentum variables are then defined via
Legendre transform,

πab =
1

κ

√
q(Kab − qabK) , Ca = πNa , C = πN , (1.2.5)

where the last two terms are primary constraints in Dirac’s program [73, 74].
The velocity Ltqab is then solved in terms of qab, πab and Na, N , defining the canonical

form of action (without boundary terms)

S[qab, π
ab, Na, N ] =

∫
dt

∫
Σt

d3x
(
πabq̇ab + πNaṄ

a + πṄ − (λC + λaCa +NaHa +NH)
)
,

(1.2.6)
where Ha and H are secondly constraints in Dirac’s program

Ha = −2qacDbπ
bc , (1.2.7)

H =
κ
√
q

(
qacqbd −

1

2
qabqcd

)
πabπcd − 1

κ

√
q R , (1.2.8)

called diffeomorphism constraint and Hamiltonian constraint, respectively.
These constraints are functions on hypersurface Σt thus are actually an infinite collec-

tion of constraints. In order to remove the distributional δ in Poisson algebra, we consider
smeared field with respect to phase space test function field φ in the following manner:

φ(f) =

∫
Σt

d3 φ(x)f(x) (1.2.9)

where f is a test function with suitable boundary condition. We group up all constraints
into a total bulk Hamiltonian (since no boundary term) in canonical action (1.2.6)

H :=

∫
Σt

d3x (λC + λaCa +NaHa +NH) = C(λ) + ~C(~λ) + ~H( ~N) +H(N) . (1.2.10)

Here we adopt vector sign to label ~C and ~H since their test fields carry a vector indices.
In particular, the diffeomorphism constraint Ha is also referred to as vectorial constraint
in some literatures, and Hamiltonian constraint H as scalar constraint.

The kinematical phase space is parametrized by the variables (qab, π
cd) equipped with

the Poisson bracket structure{
qab(x) , πcd(y)

}
= κδc(aδ

d
b)δ

(3)(x, y) . (1.2.11)
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The total Hamiltonian determines the dynamics and evolution of the theory. The evolu-
tions of primary constraints are given by{

C(λ) ,H
}

= H(λ) , and
{
~C(~λ) ,H

}
= ~H(~λ) (1.2.12)

respectively, concluding H = 0 and Ha = 0 on constraint surface. This is why H = 0
and Ha = 0 are referred to as secondly constraints: they are the consistent conditions to
ensure that primary conditions are never out of constraint surface along the evolution.

Beside πNa = 0 and π = 0 in phase space, the physical configurations (also called on-
shell configurations) of the theory must extra satisfy diffeomorphism constraint Ha = 0
and Hamiltonian constraint H = 0. As mentioned, the gravitational energy vanishes if
boundary items are not considered.

The secondly constraint are also required to be consistent in that sense, so we look
at the Poisson algebra between diffeomorphism constraint and Hamiltonian constraint.
Given test vector field V a and test function field f , the smeared constraints form a closed
Poisson algebra on the constraint surface,{

~H(~V ) , ~H(~V ′)
}

= κ ~H(L~V ~V
′) , (1.2.13){

~H(~V ) , H(f)
}

= κH(L~V f) , (1.2.14){
H(f) , H(f ′)

}
= κ ~H(~Y[f,f ′,q]) , (1.2.15)

where ~Y a
[f,f ′,q] = qab(f∂bf

′−f ′∂bf) is the vector field in the third bracket. Poisson brackets
above verify the consistency of the constrained system. The closed Poisson algebra is also
called hypersurface deformation algebra, which is preserved under the motions generated
by the constraints.

In the terminology of Dirac [73], all constraints in ADM formulation are of first class.
A first class constrained system defines a degenerate symplectic form (understood as
reducible phase space). Using exponential mapping, we can define a final transformation
with respect to a phase space function X in the following way [14]: for any phase space
function f ,

exp
(
{X , ·}

)
. f :=

∞∑
n=0

1

n!
{X , f}(n) (1.2.16)

where {X , ·}(n) stands for the iteration {X , f}(0) := f , {X , f}(1) := {X , f} , {X , f}(2) :={
X , {X , f}

}
and so on. On one hand, the constraints C and Ca generate the variations

on lapse function and shift vector, respectively, complying with the setting of the theory.
In the case of Hamiltonian general relativity, every constraint generates a transformation
which maps to a state into a physically equivalent one. On the other hand, the constraints
H and Ha generate the spatial diffeomorphism and time diffeomorphism,{

qab , ~H(~V )
}

= LV qab ,
{
πab , ~H(~V )

}
= LV πab , (1.2.17){

qab , H(f)
}

= Lfnqab ,
{
πab , H(f)

}
= Lfnπab +

1

2
qabfH − 2f

√
qqa[cqb]dRcd .

(1.2.18)
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Note that here the Rµν is the 4d Ricci curvature tensor. That is, only on the constraint
surface and only when the vacuum Einstein equation Rµν = 0 hold, the Hamiltonian flow
of πab with respect to H(f) can be interpreted as the action of a diffeomorphism in the
direction fnµ perpendicular to 3d hypersurface Σt.

While it turns out that the canonical quantization program cannot be completed in a
rigorous and fully background independent way due to various technical difficulties [14].
The tentative quantization based on ADM formulation would start with elementary vari-
ables 3d metric qab and momentum πab from which elementary operators are promoted.
Then the Hilbert space would be the space of wave functions of form Ψ[qab] in which the
precise definition for the scalar product is lack. In addition, one would write down the
quantum constraints in terms of elementary operators. In particular, the quantum Hamil-
tonian constraint derived from ADM formulation, which is referred to as Wheeler-DeWitt
equation, is not a polynomial functions of the variables (qab, π

ab), which in quantum the-
ory become operator-valued distributions, thus non-polynomial expressions of these are
hopelessly divergent.

A new Hamiltonian formulation, based on connection and triad variables, was intro-
duced by Ashtekar [75], which finally allowed to elegantly perform major steps in canonical
quantization program, opening the door to loop quantum gravity. We will introduce the
Ashtekar-Barbero formulation in later section. Before doing it, we would like to discuss a
subtlety about diffeomorphism invariance.

1.2.2 Diffeomorphism invariance in Lagrangian and Hamiltonian
formalism

Diffeomorphism invariance actually admits many probable gravitational actions. Amongst
them, general relativity is very special, according to the so-called Lovelock’s theorem [76],
which tells us that it is the only possible three or four-dimensional local theory depending
on a metric up to second order derivatives. The number of admissible theories becomes
enormous if we relax at least one constraint, see [77, 78, 79] for some reviews on the
subject. In particular, in more than four dimensions, General relativity provides only a
part of the full admissible action for gravity.

In metric formalism, in absence of matter, the only restriction on the action principle
is general covariance and any gauge invariant functional of the metric gµν can be used to
construct an action. The most general action for a covariant theory of gravity in terms of
metric variables is formally given by

S[gµν ] =

∫
M

d4x
√
−g

(
R− 2Λ +

∞∑
n=2

αnRn + β1RµνρσRµνρσ + · · ·

)
, (1.2.19)

where the αn’s and βi’s stand for infinitely many coupling constants that need to be
determined through experiments and observations. The metric general relativity is the
simplest case with αn = βi = 0 and acceptable for all tests so far, but it is also true
that higher order curvature terms could make an appearance in future observations. But
such a generalization of general relativity is not the subject of this thesis, and we restrict
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ourselves to the usual Einstein formulation of gravity. What we are most interested is the
diffeomorphism invariance revealed in the theory.

We briefly review the definition of diffeomorphism which has two equivalent versions:
active diffeomorphism and passive diffeomorphism [55]. The active diffeomorphism is
defined by moving points around, namely, ϕ : M → N sending x ∈ M to ϕ(x) ∈
N , as well as the push forward ϕ∗ and pull back ϕ∗ for tensor field associated to the
diffeomorphic manifolds M and N . As for passive diffeomorphism, it is defined via
coordinates transformation, namely, let {xµ} and {yν} be any coordinates onM and N
respectively, then diffeomorphism maps the coordinate chart at p ∈M to the counterpart
at ϕ(p) ∈ N but does not move the point p. The two manners look differently, but in
fact they are equivalent. We specially concern the cases that ϕ :M→M. In particular,
ϕ is said to be a symmetry transformation for the tensor field T if ϕ∗T = T .

We collect all diffeomorphism ϕ : M → M to define the set Diff(M). Note that
the form of action (1.2.19) satisfies ϕ∗S[gµν ] = S[ϕ∗gµν ]. Then diffeomorphism Diff(M)
implies a statement as follows: an equation is said to be invariant under some set of
transformation if, when written explicitly, for instance in terms of gµν , it keeps the same
functional form. This is an invariant property no matter whether the field equations hold
or not. Such an invariance can be used to generate new solutions: Given a solution g
of field equation E(g) = 0 and a diffeomorphism ϕ, then g′ = ϕ∗g is again a solution of
E(g) = 0, provided the initial conditions are preserved.

As mentioned earlier, the derivation from action principle embarked on seeking quan-
tity independent on the choice of coordinates. This independence is also referred to as
diffeomorphism Diff(M). A gravitational action is invariant under Diff(M) provided that
is invariant under the change of coordinates, also referred to as passive diffeomorphisms.
The passive diffeomorphism is equivalent to active diffeomorphism that moves points in
M around. In one word, Diff(M) is the case whether the equations of motion hold or
not. While it is too early to state that any formulation of general relativity is necessary
to be invariant under Diff(M). In fact, as seen in the Hamiltonian formalism, the diffeo-
morphism is realized a different way, which requires the equations of motion hold. This
kind of diffeomorphism is referred to as BK(M), the Bergmann-Komar group [14]. The
distinction is that Diff(M) is a kind of kinematical symmetry of any diffeomorphism-
invariant action, while BK(M) is a kind of dynamical symmetry generated by constraints
in Hamiltonian formalism. They are unnecessary to be same in prior.

Though the very elegance, diffeomorphism comes with some technical and philosophi-
cal difficulties to quantization. In contrast to quantum field theory as a local theory. The
observables of general relativity are necessarily diffeomorphism invariant, implying that
they are non-local and hence not well described by quantum field theory.

Another issue is about the evolution of a gravitational system. Quantum field theory
tells us that the evolution is given by the Hamiltonian of the system. Whereas in the
Hamiltonian formalism of general relativity (in more general, any covariant theory [80]),
the Hamiltonian for a quantum theory of gravity is identically zero on-shell. The issue
is usually referred to as ‘problem of time’. In loop quantum gravity, the relationalism
provides an answer for it [81, 82, 14]. That is, the notion of time should be represented
à la dynamical relation, i.e. time is nothing but the relation between the movement of a
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clock pointer and the movement of an object. We can not discuss time without referring
dynamical relation. Similarly, the issue of spatial diffeomorphism can be answered in this
way, namely, the locality is actually defined by the relation between two objects. Again,
we can not talk about locality without referring relation.

The next section returns to the main thread and introduces Ashtekar-Barbero for-
mulation, the Hamiltonian formalism in terms of connection-triad instead of metric and
extrinsic curvature.

1.3 Ashtekar-Barbero Formulation

The Hamiltonian formulation of general relativity in terms of Ashtekar-Barbero vari-
ables can be understood as an extension of the ADM phase space along with a change of
coordinates on this extended phase space through a canonical transformation [75, 83, 84].
The construction can be carried out by starting with solder form of 3d metric qab,

qab = δije
i
ae
j
b , (1.3.1)

where eia, i = 1, 2, 3 are co-triad field with so(3)-valued. It is free to say co-triad field eia
a su(2)-valued field, since so(3) ∼= su(2). The co-triad field admits inverse, the triad field
eai defined by

eai =
1

2e
εijkε

abcejbe
k
c , where e = det(eia) =

1

3!
εijkε

abceiae
j
be
k
c , (1.3.2)

provided that eia is invertible. It is easy to see e =
√
q from the solder form.

The next is to define the extrinsic curvature 1-form Ki
a = Kabe

b
i . The symmetric Kab

introduces a constraint on Ki
a,

Ki
[ae

i
b] = 0 . (1.3.3)

But Ki
a does not transform as a connection under the action of SO(3) generated by the

constraint. To obtain a connection variable thus get close to gauge theory, the spin
connection Γia is introduced,

Γia = −1

2
εijke

b
k(∂ae

j
b − Γcabe

j
c) , with Dav

i = ∂av
i + εijkΓ

j
av

k , (1.3.4)

where the right-hand side defines the action on Lie algebra indices with respect to covariant
derivative D associated to spin connection Γia. Moreover, the covariant derivative D is
compatible with co-triad field eia in the sense of combining spatial covariant derivative
associated to 3d Levi-Civita connection, i.e., Dae

i
b = ∂ae

i
b + εijkΓ

j
ae
k
b − Γcabe

i
c = 0.

Then the Ashtekar-Barbero connection is introduced

Aia := βKi
a + Γia , (1.3.5)

where β is a real number called Barbero-Immirzi parameter [84, 85, 86]. The conjugate
part (A,E) is equipped kinematical phase space with Poisson structure:{

Aia(x) , Eb
j (y)

}
=
κβ

2
δbaδ

i
jδ(x, y) . (1.3.6)
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Note that the connection Aia is not a space-time connection. It is an elaborate combination
of extrinsic and intrinsic connection, depending explicitly on both the embedding of the
spatial hypersurface into space-time, and the intrinsic geometry of Σt [87].

Similar to spin connection Γia, the Ashtekar-Barbero connection introduces a new
covariant derivative D,

Davi = ∂av
i + εijkA

j
av

k , (1.3.7)

and rewrite the constraint (1.3.3) as

Gi =
2

κβ
DaEa

i . (1.3.8)

Ashtekar-Barbero connection defines a connection curvature,

F i
a = ∂aA

i
b − ∂bAia + εijkA

j
aA

k
b . (1.3.9)

Grouping these ingredients up, it eventually leads to the following reformulation of canon-
ical general relativity,

S[A,E,Na, N ] =
1

κβ

∫
dt

∫
Σt

d3x
(

2Ea
i Ȧ

i
a −NaHa −NH − ΛiGi

)
, (1.3.10)

Gi = DaEa
i = ∂aE

a
i + εijkA

j
aE

a
k , (1.3.11)

Ha =
2

κβ
F i
abE

a
i , (1.3.12)

H =
1

κ

Ea
i E

b
j√

detE

(
εijkF

k
ab − (1 + β2)(Ki

aK
j
b −K

j
aK

i
b)
)
. (1.3.13)

In this new formulation, the Gauss constraints Gi (1.3.11) are new due to the introduce
of three extra internal degrees of freedom. The smearing function

G(Λ) =

∫
Σt

d3xΛiGi (1.3.14)

generates SU(2) gauge transformation{
Aia , G(Λ)

}
= −DaΛi ,

{
Ea
i , G(Λ)

}
= ε k

ij ΛjEa
k . (1.3.15)

The expressions are understood as an infinitesimal version of the gauge transformation in
the sense of

Aa −→ gAag
−1 + g∂ag

−1 , E −→ gEg−1 (1.3.16)

where A = Aiaτi and E = Ea
i τi with su(2) basis τi. The diffeomorphism constraints (with

slight modification) and Hamiltonian constraint are smeared

~H( ~N) =

∫
Σt

d3xNa
(
Ha − AiaGi

)
, (1.3.17)

H(N) =

∫
Σt

d3xNH . (1.3.18)
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These smeared G, ~H,H form a closed constraint algebra as follow:{
G(Λ) , G(µ)

}
= G([Λ, µ]) , (1.3.19){

~H( ~N) , G(Λ)
}

= G(LNΛ) , (1.3.20){
~H( ~M) , ~H( ~N)

}
= ~H(LM ~N) , (1.3.21){

~H( ~M) , H(N)
}

= H(LMN) , (1.3.22){
G(Λ) , H(N)

}
= 0 , (1.3.23){

H(M) , H(N)
}

= ~H(~Y[M,N,E]) +G(W[M,N,A,E]) . (1.3.24)

Here we have adopted shorthand [Λ, µ] = εijkΛ
jµk of su(2) Lie algebra commutator, and

~Y a
[M,N,E] = β2E

a
i E

bi

detE
(M∂aN −N∂aM) (1.3.25)

similar in Eq.(1.2.15), and a complicated function W i
M,N whose explicit expression can be

found in [12]. Again, the constraint algebra in Ashtekar-Barbero formulation is of first
class in Dirac’s terminology.

At the end of the day, we have seen that the Ashtekar-Barbero formulation is defined
in terms of connection-triad variables, which resembles to the formulation of Yang-Mills
gauge field. Although they are different, Yang-Mills gauge field was the motivation of
the Ashtekar-Barbero formulation in some historical sense. Nevertheless, the formulation
allows us to construct quantum theory in favour of non-perturbative approaches, as done
in lattice gauge theories. This is what we will see in the next chapter.





Chapter 2

Loop Quantum Gravity

The canonical loop quantum gravity follows the general framework for the quantization
of constrained systems which was first formulated by Dirac [73, 74]. The first step of the
program is to define a kinematical Hilbert space on which the Poisson brackets between the
elementary classical variables are represented by the commutation relations between the
corresponding elementary operators. In the case of loop quantum gravity, the elementary
classical variables are chosen as Ashtekar-Barbero connection field A and triad field E.
The following step of the program is to represent the constraint algebra as the constraint
operators in the Hilbert space. Based on the step, one will look for the sector of the
kinematical Hilbert space, which is annihilated by all of the constraint operators, i.e.,
constructing the physical Hilbert space of the theory. Once the physical Hilbert space has
been constructed, the physical content of the theory will be encoded in the set of physical
observables, which are represented by Dirac operators commuting with all constraint
operators. Meanwhile, the transition amplitudes between the physical states are defined
by the scalar product of the physical Hilbert space.

This chapter is meant to provide a review as complete as possible for the canoni-
cal loop quantum gravity. Section 2.1 follows the step of Ashtekar-Barbero formulation
in the last chapter, defining the so-called holonomy-flux algebra, which represents the
connection-triad variables to implement Dirac canonical quantization. Section 2.2 em-
barks on establishing the kinematical Hilbert space based on the holonomy-flux algebra,
introducing cylindrical functions and kinematical scalar product. This section ends with
the harmonic analysis of SU(2) function. In there, the Peter-Weyl theorem is stated, and
the orthonormal basis with respect to the space of cylindrical functions is given. Section
2.3 introduces the operators on kinematical Hilbert space, i.e., holonomy operator and
flux operator, as well as their actions on cylindrical functions. Particular attention is
given to the non-commutativity of the commutator between two flux operators because
this non-commutativity has something to do with the local holography developed in re-
cent literatures. Section 2.4 is dedicated to solving Gauss constraints. In there, we will
show the relation between Gauss constraints and gauge invariance and finally define the
spin network states. We also define intertwining maps in a style of representation theory.
Section 2.5 aims to introduce the solutions to diffeomorphism constraints. Note that the
solutions are picked in the dual space instead of the kinematical Hilbert space. Based on

26
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the solutions, we introduce the concept of abstract spin networks, moving to the frame-
work of algebraic quantum gravity (AQG). The chapter ends with Section 2.6. Its aim is
to give a basic introduction to the construction of Hamiltonian. In fact, the Hamiltonian
operator and the corresponding dynamics are topics that still need exploration and to be
understood. We refer the interested reader to the reference therein.

2.1 Holonomy-Flux Algebra

The first step from classical to quantum theory is to choose an appropriate set of
elementary variables on the classical phase space. In order to fulfill the requirement of
background independence, we are not allowed to use any background metric in defining
elementary variables. Moreover, the distributional (singular) nature of the Poisson bracket
(which is to be promoted into a commutator in the quantum theory) between the field
variables entails considering a specific set of smeared variables, which must still satisfy
the requirement to separate the points of (A,E) on the phase space. Further desirable
properties of the chosen variables would be simple behavior under gauge transformations
and spatial diffeomorphisms.

Although the raw Ashtekar-Barbero variables (Aia, E
b
j ) do not provide a suitable start-

ing point for quantization, their smearing geometric objects — holonomies of connection
along curves (1d) and fluxes of the triad over surfaces (2d), do. These smeared variables
generate a Lie algebra known as the holonomy-flux algebra [88, 89, 90, 91]. Moreover,
holonomies are variables analogous to Wilson lines well-known in the context of lattice
gauge theories, so some insights from the two fields could be potentially connected.

Therefore, loop quantum gravity is based on choosing these holonomies and fluxes as
the elementary classical variables. This choice turns out to fulfill all the requirements
outlined above.

2.1.1 Holonomies

We start by defining holonomies through parallel transport. Let Aija (x) be a smooth
connection field, and γ(t) an analytic curve with parameter t supported on manifold Σ.
The holonomy operator U ij

γ (t0 , t1) is defined by the solution of parallel transport equation
with initial condition U ij

γ (t0 , t0) = δij, i.e.,

d

dt
U ij
γ (t0 , t1) = −γ̇aAika Ukj

γ (t0 , t1) , (2.1.1)

where γ̇a is the tangent vector along the curve γ(t).
The definition by Eq.(2.1.1) leads to the crucial transformation rule for holonomy un-

der local gauge transformation: consider local gauge transformation Aa −→ gAag
−1 +

g∂ag
−1 at every point in Σ, then the holonomy solved from Eq.(2.1.1) has to be trans-

formed as
Uγ(t0 , t1) −→ g(t1)Uγ(t0 , t1)g−1(t0) . (2.1.2)
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To prove it, we denote Ũγ(t0, t1) the holonomy, solution of Eq.(2.1.1), transformed by the
local gauge transformation such that the equation becomes

d

dt
Ũγ(t) = −γ̇agAag−1Ũγ(t)− g

dg−1

dt
Ũγ(t) . (2.1.3)

We then act g−1 from left and notice the transformed equation is again an equation of
parallel transport with respect to g−1Ũγ but with different initial condition [g−1Ũγ](t0) =

g−1(t0) due to Ũγ(t0) = I the requirement of parallel transport. To remedy the initial
condition, we act g(t0) from right, i.e.,

d[g−1Ũγ](t)

dt
g(t0) = −γ̇aAa[g−1Ũγ(t)]g(t0) . (2.1.4)

Note that g−1(t0) is a constant SU(2)-transformation with respect to t, the holonomy
to be solved is Ũ ′γ(t) = g−1(t)Ũγ(t)g(t0) with initial condition Ũ ′γ(t0) = I , i.e. dŨ ′(t)

dt
=

−γ̇µAµŨ ′γ(t), which shares same solution as Uγ(t) associated to connection field Aa, thus
Ũ ′γ(t) = Uγ(t). Finally, we arrive the wanted Ũγ(t) = g(t)Uγ(t)g

−1(t0).

Following the same logic, a diffeomorphism ϕ changes the Eq.(2.1.1) by replacing A(x)
with pull back ϕ∗A(x), which are related by (ϕ∗A)a(γ(t)) = Aa(ϕ◦γ(t)). Thus the change
is just to solve the parallel transport along curve ϕ ◦ γ, meaning

Uγ(ϕ
∗A) = Uϕ(γ)(A) . (2.1.5)

Therefore, the transform rules meet the ‘desirable properties’ mentioned at the beginning
of this section, namely, holonomies behavior simply under gauge transformations and spa-
tial diffeomorphisms: (1) One only need to look at the gauge transformation at endpoints,
instead of concerning the gauge transformation within curves. (2) One only need to move
the curves to fulfill diffeomorphisms.

We therefore see that the holonomy and the flux have simple and natural transforma-
tion properties under gauge transformations and diffeomorphisms.

2.1.2 Fluxes

The conjugate variable to the holonomy is given by the flux of the densitized triad Ea
i

smeared on 2d surface. It is a nature geometric object since Ea is dual to 2-form field in
3d space, which eventually entails the non-commutativity of fluxes in quantum theory, as
seen later. Let (σ1, σ2) be the coordinates on the surface S, then the flux is defined by
smearing

Ei(S) =

∫
S

εabcE
c
i =

∫
S

d2σ Ea
i na . (2.1.6)

Moreover, we make su(2)-valued function fi to define f = f iτi then consider the following
smearing flux variable:

Ef (S) =

∫
S

d2σ f iEa
i na . (2.1.7)
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Since g∂ag−1 term is absent in the infinitesimal gauge transformation for triad field Ea
i

induced by Eq.(1.3.15), smearing flux admits a simple rule for gauge transformation:
τi −→ gτig

−1 amounts to transform f i −→ g−1f ig, thus

Ef (S) −→ Eg−1fg(S) . (2.1.8)

As for diffeomorphisms, the situation is similar: one moves the 2d surface by diffeomor-
phism ϕ,

(ϕ∗E)f (S) = Ef◦ϕ−1(ϕ(S)) . (2.1.9)

It concludes that holonomy-flux algebra admits natural transformation properties under
gauge transformations and spatial diffeomorphisms. In next section, we will construct the
quantum theory based on holonomy-flux algebra.

2.2 The Kinematical Hilbert Space: Cylindrical Func-
tions

The kinematical Hilbert space of loop quantum gravity is defined in terms of so-called
cylindrical functions of a (generalized, distributional) connection A [12, 13, 14] which have
to be square integrable with respect to a suitable gauge invariant and diffeomorphism in-
variant measure dµAL[A]. The difficulty at this stage comes from the fully dynamical
feature of the metric. We do not have a background metric at disposal to define the inte-
gration measure. We need to define a measure on the space of connections without relying
on any fixed background metric. The key to do this relies on the notion of cylindrical
functions.

Suppose Γ is a graph consisting of N oriented edges (paths) e1 , · · · eE embedded in
the spatial manifold Σ. Then a cylindrical function is a functional of the form

ΨΓ[A] = ψ(ge1 [A] , · · · geE [A]) , (2.2.1)

where ψ is any (complex-valued) function on SU(2)E, and E stands for the number of
edges on the graph Γ. The function ΨΓ[A] is called cylindrical with respect to the graph
Γ. The set of all functions cylindrical with respect to Γ is denoted by CylΓ.

It turns out that a natural quantity associated with a connection consists is the holon-
omy along edge. The holonomy is a functional of the connection that provides a rule
for the parallel transport of SU(2) spinors along the edge e. Since the holonomy of the
connection along a path e(ε) of infinitesimal parameter length ε is given by

ge(ε)[A] = 1− εėaAiaτi +O(ε2) , (2.2.2)

we can think of it as a functional of the edge e and it is clear that it captures the
information about the field Aia. More important, it has a very simple behavior under
gauge transformations generated by Gauss constraint Gi,

G . ge = ht(e) ge h
−1
s(e) , (2.2.3)
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are respectively the source and the target points of the edge e. The transformation is
very meaningful, because it means the gauge transformation to be accumulated to the
endpoints of e, so one only needs to look at the gauge transformation local at s(e) and
t(e), i.e. hs(e) and ht(e) respectively, instead of concerning about the gauge transforma-
tion local inside the edge. Moreover, under the diffeomorphism action generated by the
diffeomorphism constraint Ha, the holonomy transforms

ge[ϕ
∗A] = gϕ(e)[A] , (2.2.4)

where the ϕ∗A denotes the pull-back action for 1-form field A, and ϕ(e) is the image of
e under the diffeomorphism ϕ. Transforming the connection with the diffeomorphism is
therefore equivalent to simply moving the edge with ϕ.

To equip CylΓ with a scalar product in order to build it into a Hilbert space, the Haar
measure dg on SU(2) is used, which is a unique gauge-invariant and normalized measure
for SU(2). Using E copies of the Haar measure, the kinematical scalar product is defined
by:

〈ΦΓ|ΨΓ〉 =

∫
SU(2)

∏
e∈Γ

dge

 φ(g1 , · · · , gE)ψ(g1 , · · · , gE) . (2.2.5)

In order to define the scalar product between two functions ΨΓ1 and ΦΓ2 cylindrical with
respect to two different graphs Γ1 and Γ2, we note that any cylindrical function ΨΓ1 based
on a graph Γ1 can be viewed as a cylindrical function ΨΓ3 based on a larger graph Γ3

by simply choosing ψΓ3 to be independent from the edge in Γ3 but not in Γ1. Moreover,
any edge of a graph can be broken into two edges, separated by a bivalent vertex. This
manner actually pushes the CylΓ to the set of all cylindrical functions (with respect to
any graph) by Cyl,

Cyl =
⋃
Γ

CylΓ . (2.2.6)

where
⋃

Γ denotes the union on all graphs Γ in Σ. As a consequence the scalar product
for two cylindrical functions ψΓ1 , ψΓ2 with respect to graphs Γ1 and Γ2 is constructed as
follows:

• If ΨΓ1 and ΦΓ2 share the same graph, i.e. Γ1 = Γ2, the definition of the scalar
product (2.2.5) immediately applies.

• If Γ1 6= Γ2, then they can be viewed as subgraphs of Γ3 = Γ1 ∪ Γ2, and ΨΓ1 ,ΦΓ2

are viewed as cylindrical functions on Γ3 such that ψΓ1 , φΓ2 are trivially extended
on Γ3, denoted as ΨΓ1 and ΦΓ2 . The scalar product between the two functions can
then be defined as

〈ΨΓ1|ΦΓ2〉 =
〈

Ψ
(1)
Γ3

∣∣∣Φ(2)
Γ3

〉
. (2.2.7)

The Eq.(2.2.7) can be interpreted as a scalar product between cylindrical functionals of
the connection: ∫

dµAL[A]ψΓ1 [A]φΓ2 [A] , (2.2.8)
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with respect to dµAL[A], the so-called Ashtekar-Lewandowski measure, which is an inte-
gration measure over the space of connections [92].

The normalization of the Haar measure guarantees that the value of Eq.(2.2.7) does
not depend on how the graph Γ3 is chosen. Moreover, the transformation laws (2.2.3) and
(2.2.4) of holonomies, together with the left and right invariance of the Haar measure,
imply that the scalar product defined here is gauge and diffeomorphism invariant.

The kinematical Hilbert space of loop quantum gravity is then defined as the Cauchy
completion of Cyl with respect to the norm arising from the scalar product (2.2.5):

Hkin = Cyl . (2.2.9)

That is, in addition to cylindrical functions, we add to Hkin the limits of all the Cauchy
convergent sequences in the dµAL-norm.

It is convenient to introduce an orthonormal basis for Hkin. This can be easily done
thanks to the Peter-Weyl theorem, which can be viewed as a generalization of Fourier
theorem for functions on circle S1 [6]. The Peter-Weyl theorem states that, given a
function f ∈ L2

[
SU(2)

]
(more general, L2(G, dgHaar), with G any compact Lie group), it

can be expressed as a sum over irreducible representations of SU(2), i.e.,

f(g) =
∑
j

dj f
j
mnD

j
mn(g) , j ∈ N

2
, m = −j , · · · , j , dj = 2j + 1 , (2.2.10)

where the Wigner matrices Dj
mn(g) give the spin-j irreducible matrix representation of

the group element g ∈ SU(2), and dj is the dimension of the spin-j representation. These
Wigner matrix elements form a complete set of orthogonal functions of SU(2) via∫

SU(2)

dg Dj1
m1n1(g)Dj2

m2n2
(g) =

1

dj
δj1j2δm1m2δn1n2 , (2.2.11)

where dg is the SU(2) Haar measure which in fact solves the coefficients f jmn via

f jmn =

∫
SU(2)

dg f(g)Dj
mn(g) . (2.2.12)

Since the space CylΓ is essentially a tensor product of the spaces Cyle over all the edges
e ∈ Γ, it follows that an orthonormal basis on CylΓ is formed by products of

fΓ,{je},{me},{ne}(g1 , · · · , gE) =
∏
e∈Γ

√
djeD

je
mene(ge) . (2.2.13)

This allows a useful generalization: consider a node v ∈ Γ withN inward edges (e1 , · · · , eN)
carrying spins (j1 , · · · , jN), andN ′ outward edges (e′1 , · · · , e′N ′) carrying spins (j′1 , · · · , j′N ′).
We then associate a set of tensors of the form

[Rv]
ne′1
···ne′

N′
me1 ···meN
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to the node v at which forms an orthonormal basis of the space

Rv ∈ H∗j1 ⊗ · · · ⊗ H
∗
jN
⊗Hj′1

⊗ · · ·Hj′
N′
. (2.2.14)

It actually defines a map

Rv : Hj1 ⊗ · · · ⊗ HjN −→ Hj′1
⊗ · · ·Hj′

N′
, (2.2.15)

i.e. mapping the incoming tensor representation space Hj1⊗· · ·⊗HjN to outgoing tensor
representation space Hj′1

⊗ · · ·Hj′
N′
. After assigning tensor at each node of the graph, it

defines the function in the form of

[
fΓ,{je},{Rv}

]me′1 ···me′N′
ne1 ···neN

(g1 , · · · , gE) =

∏
v∈Γ

[Rv]
ne′1
···ne′

N′
me1 ···meN

∏
e∈Γ

√
djeD

je
mene(ge)

 .

(2.2.16)
Functions defined so form a subset of CylΓ. As seen later, a set of particular tensors Rv

will solve the quantum Gauss constraints. Before solving them, we are going to introduce
the elementary operators in kinematical Hilbert space of loop quantum gravity.

2.3 Operators on Kinematical Hilbert Space

In this section we will introduce the elementary operators on the kinematical Hilbert
space Hkin — the operators corresponding to holonomies and fluxes.

2.3.1 Holonomy Operators

The spin-` holonomy operator acts on cylindrical functions by multiplication

D̂`
ab(ge)ΨΓ[A] = D`

ab(ge)ψ(g1 , · · · , gE) . (2.3.1)

Note that the definition does not depend on whether the edge e belongs to graph Γ or
not. If e /∈ Γ, then the right-hand side of Eq.(2.3.1) is a cylindrical function on the graph
Γ ∪ e. That is, the holonomy operator Dj

mn(ge) adds a new edge e making the original
graph Γ to be the new graph Γ ∪ e. On the other hand, if e ∈ Γ, then the function in
Eq.(2.3.1) is still an element of CylΓ. In this case, recalling Eq.(2.2.13), the holonomy
operator D̂`

ab(ge) acts on any basic cylindrical function by tensoring the representation,
which can be decomposed in terms of recoupling via Clebsch-Gordan coefficients of SU(2):

D`
ab(ge)D

je
mene(ge) =

J+∑̀
J=|j−`|

J∑
M,N=−J

C`jeJ
ameM

C`jeJ
bneN

DJ
MN(ge) . (2.3.2)

Here |j − `| ≤ J ≤ j + ` is the triangle condition due to the recoupling V` ⊗ Vj =⊗j+`
J=|j−`| VJ . The remaining cases that e partially overlaps or multiples edges of Γ, can be

legitimized by cutting or gluing the piecewise edges due to the property of composition
ge1 [A] · ge2 [A] = ge1◦e2 [A] of holonomies.
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2.3.2 Flux Operators

The holonomy operator is defined as a multiplicative operator on Hkin. Correspond-
ingly, the flux operator would be defined as a differential operator onHkin. Since holonomies
are group elements of SU(2), the corresponding differential operators are the so-called left-
and right-invariant vector fields,

Liψ(g) = i
d

dt
ψ
(
getτi

) ∣∣∣
t=0

, Riψ(g) = i
d

dt
ψ
(
e−tτig

) ∣∣∣
t=0

, (2.3.3)

where {τi , i = 1, 2, 3} form an orthonormal basis of su(2). Any element ξ ∈ su(2) can be
decomposed into ξ = ξiτi hence it generalizes above actions via

Lξψ(g) = i
d

dt
ψ
(
getξ

) ∣∣∣
t=0

, Rξψ(g) = i
d

dt
ψ
(
e−tξg

) ∣∣∣
t=0

. (2.3.4)

Furthermore, using the left- and right-invariant vector fields, we define the momentum
operators on Hkin, which are denoted by Ĵ (x,e)

i labeled by a point x and an edge e such
that either x = s(e) or x = t(e), together with the su(2) vector index i. The action of
these operators on cylindrical functions is defined in the following way:

Ĵ
(x,e)
i ΨΓ[A] =


i

d

dt
ψ
(
ge1 , · · · , geketτi , · · · , geE

) ∣∣∣
t=0

, if e = ek and x = s(e) ,

i
d

dt
ψ
(
ge1 , · · · , e−tτigek , · · · , geE

) ∣∣∣
t=0

, if e = ek and x = t(e) ,

0 , if e /∈ Γ or x ∈ V (Γ) ,

(2.3.5)
where V (Γ) stands for the set of nodes of Γ. The momentum operator Ĵ (x,e)

i form a su(2)
Lie algebra [

Ĵ
(x,e)
i , Ĵ

(x′,e′)
j

]
= δx,x′δe,e′εijkĴ

(x,e)
k . (2.3.6)

Therefore it is ready to discuss the flux operator. As mentioned earlier, the flux
operator should be represented as the differential operator due to the quantization rule
Ea
i → −i δ

δAia
. To be more precise, its action on a cylindrical function is expressed as

Ei(S)ψΓ

(
ge1 , · · · , geE

)
= −i8πβG

∫
S

d2σ na(σ)
δ

δAia
ψΓ

(
ge1 , · · · , geE

)
. (2.3.7)

Then the action of flux operator can be formulated as

Ei(S)ΨΓ[A] = 8πβG
∑
x∈S

∑
e3x

1

2
κ(S, e)Ĵ

(x,e)
i ΨΓ[A] , (2.3.8)

where the factor κ(S, e) is defined as

κ(S, e) =


+1 , if e lies above S ,
−1 , if e lies below S ,

0 , if e ∩ S = ∅ or e lies in S ,
(2.3.9)



Chapter 2. Loop Quantum Gravity 34

Since the surface S is oriented with normal na, “above” means na
(
∂
∂t

)a
|x > 0, and ‘below’

means na
(
∂
∂t

)a
|x < 0, where the

(
∂
∂t

)a
|x is the tangent vector of e at x.

So Eq.(2.3.8) shows flux operators momentum operators and satisfying (2.3.6), i.e.,
forming su(2) Lie algebra. In meanwhile, the holonomy is naturally viewed as the con-
figuration variables as already known. An interesting question arises from the non-
commutativity between the momentum operators since they are viewed as momentum
variables and they Poisson bracket should have vanished at first glance. The answer is
prescribed by noticing that flux operator is obtained by smearing on a surface instead of
3d region. One could think of flux as a 3d smearing if consider Gaussian constraint [93]

E(S,Λ) =

∫
Int[S]

dAΛi ∧ Ei (2.3.10)

by some proper extension, where Ei
ab is the dual 2-form of vectorial Ea

i . Therefore the
Poisson bracket between two fluxes is given by{

E(S,X) , E(S, Y )
}

=

∫
Int[S]

∫
Int[S]

d3xd3y
{
dXi ∧ Ei + εijkA

j ∧Xj ∧ Ek , dYl ∧ El + εlmnA
m ∧ Y n ∧ En

}
= −8πβGE(S, [X , Y ]) , where [X , Y ]i = εijkXjYk . (2.3.11)

This prescription provides an interpretation that flux is a kind of ‘quasi-local’ charge,
or called ‘gravitational edge mode’ [45, 46, 47, 48, 49] arisen from the introduction of
non-empty boundary.

2.4 Gauge-Invariant Hilbert Space: Spin Networks

We are now going to solve the quantum Gauss constraint. Given a cylindrical function
ΨΓ, Ĝi(Λ

i) acts as

Ĝi(Λ
i)ΨΓ[A] = 8πβG

∑
v∈Γ

∑
e3v

1

2
Λi(v)Ĵ

(x,e)
i ΨΓ[A] . (2.4.1)

This operator is densely defined and essentially self-adjoint on Hkin. We can first look
at the simplest case that the quantum Gauss constraint but defined locally at single
node v, and only concern the arguments around the node. Suppose the node v ∈ Γ
with N incoming edges (e1 , · · · , eN) carrying spins (j1 , · · · , jN), and N ′ outgoing edges
(e′1 , · · · , e′N ′) carrying spins (j′1 , · · · , j′N ′). According to the implementation (2.3.6), the
quantum Gauss constraint equation Ĝ(v)

i (Λi)Ψv[A] = 0 amounts to asking the solution for

ψv(ge′1e
tτi , · · · , ge′

N′
etτi , e−tτige1 , · · · , e−tτigeN ) = ψv(ge′1 , · · · , ge′N′ , ge1 , · · · , geN ) (2.4.2)

for any value of parameter t, and e−tτi ∈ SU(2) could be generalized to arbitrary hv ∈
SU(2). Let us express the gauge invariant transformation by hv .ψv hence above equation
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is in fact hv . ψv = ψv. Note that the invariance of Haar measure, which implies∫
SU(2)

dhv ψv(hvge′1 , · · · , hvge′N′ , ge1h
−1
v , · · · , geNh−1

v ) = ψv(ge′1 , · · · , ge′N′ , ge1 , · · · , geN ) .

(2.4.3)
For instance, we suppose a trivalent node v with two incoming edges e1, e2 and one
outgoing edge e3. Then we take the basic cylindrical function in the form of Eq.(2.2.13),

Dj1
m1n1

(ge1)Dj2
m2n2

(ge2)Dj3
m3n3

(ge3) . (2.4.4)

The gauge invariant equation is then expressed as∫
SU(2)

dhvD
j1
m1n1

(hvge1)Dj2
m2n2

(hvge2)Dj3
m3n3

(ge3h
−1
v ) = Dj1

m1n1
(ge1)Dj2

m2n2
(ge2)Dj3

m3n3
(ge3) .

(2.4.5)
On the left-hand side, the group element hv contained in every Wigner matrices can be
extracted due to the group multiplication

Dj1
m1s1

(hv)D
j2
m2s2

(hv)D
j3
s3n3

(h−1
v )Dj1

s1n1
(ge1)Dj2

s2n2
(ge2)Dj3

m3s3
(ge3) . (2.4.6)

All the Wigner matrices with argument hv turn out to be integrated into two Clebsch-
Gordan coefficients∫

SU(2)

dhvD
j1
m1s1

(hv)D
j2
m2s2

(hv)D
j3
s3n3

(h−1
v ) =

1

2j3 + 1
Cj1j2j3
m1m2n3

Cj1j2j3
s1s2s3

. (2.4.7)

By using the following orthogonality for Clebsch-Gordan coefficients

j1∑
m1=−j1

j2∑
m2=−j1

Cj1j2j3
m1m2m3

Cj1j2k3
m1m2n3

= δj3k3δm3n3 (2.4.8)

we solve the basic cylindrical function (2.4.5) for the vertex v with the two incoming edges
and one outgoing edge as∑

m1,m2,n3

Cj1j2j3
m1m2n3

Dj1
m1n1

(ge1)Dj2
m2n2

(ge2)Dj3
m3n3

(ge3) , (2.4.9)

whose gauge invariance can be verified straightforwardly.

The key to solve the quantum Gauss constraint equation is to solve the tensor Rv

defined in Eq.(2.2.15) and Eq.(2.2.16). Now we denote Iv the gauge invariant solutions
distinguished from arbitrary tensor Rv. Let us focus on the cylindrical function at node
v which amounts to considering a single node graph associated with tensor Iv,

[
fv,{je},Iv

]me′1 ···me′N′
ne1 ···neN

(g1 , · · · , gE) = [Iv]
ne′1
···ne′

N′
me1 ···meN

∏
e3v

√
djeD

je
mene(ge)

 . (2.4.10)
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A gauge transformation local at node v transforms the function in this way:[
fv,{je},Iv

]me′1 ···me′N′
ne1 ···neN

({
ge h

−1
v

}
s(e)=v

, {hv gẽ}t(ẽ)=v
)

= [Iv]
ne′1
···ne′

N′
me1 ···meN D

je′1
pe′1

ne′1
(h−1

v ) · · ·D
je′
N′

pe′
N′
ne′
N′

(h−1
v )D

je1
me1pe1

(hv) · · ·D
jeN
meN pe1

(hv)∏
s(e)=v

√
dje D

je
mepe(ge)

∏
t(ẽ)=v

√
djẽD

jẽ
pẽnẽ

(gẽ) . (2.4.11)

Then the requirement of gauge invariance implies the equation

[Iv]
pe′1
···pe′

N′
pe1 ···peN = [Iv]

ne′1
···ne′

N′
me1 ···meN D

je′1
pe′1

ne′1
(h−1

v ) · · ·D
je′
N′

pe′
N′
ne′
N′

(h−1
v )D

je1
me1pe1

(hv) · · ·D
jeN
meN peN

(hv) ,

(2.4.12)
which is rewritten further via multiplying the number of inward many respect D(hv) from
left on both sides

D
je′1
ne′1

pe′1
(hv) · · ·D

je′
N′

ne′
N′
pe′
N′

(hv) [Iv]
pe′1
···pe′

N′
pe1 ···peN = [Iv]

ne′1
···ne′

N′
me1 ···meN D

je1
me1pe1

(hv) · · ·D
jeN
meN peN

(hv) .

(2.4.13)
Note that Iv is a linear map as stated in Eq.(2.2.15), i.e. sending N many of inward
representations to N ′ many of outward representations, since the Wigner matrices on
both sides form two tensor representations for hv , Eq.(2.4.13) is essential the definition
of intertwining map (or called equivariant) in the language of representation theory

hv Iv = Iv hv , ∀hv ∈ G . (2.4.14)

The intertwining map satisfies the commutativity is the so-called intertwiner, defining a
map

Iv : Hj1 ⊗ · · · ⊗ HjN −→ Hj′1
⊗ · · ·Hj′

N′
(2.4.15)

commutative between group actions (gauge transformations) and representation transfor-
mations. It is free to make the intertwining map as

Iv : H∗j1 ⊗ · · · ⊗ H
∗
jN
⊗Hj′1

⊗ · · ·Hj′
N′
−→ C , (2.4.16)

All intertwines form a SU(2)-invariant space with respect to spins {je}e3v

Hv,{je} = InvSU(2)


⊗
s(e)=v

Hje

⊗
⊗
t(ẽ)=v

H∗jẽ


 , (2.4.17)

and one can allow the spins to be superposed thus define SU(2)-invariant space associated
to node v

Hv = InvSU(2)


⊗
s(e)=v

He

⊗
⊗
t(ẽ)=v

H∗ẽ


 . (2.4.18)



Chapter 2. Loop Quantum Gravity 37

Moreover, since C is the trivial representation of SU(2) corresponding to singlet (spin-0
state), one can understand an intertwining map (2.4.16) as a spin-coupling that couples
spins {je} into singlet, or equivalently, interpret intertwining map (2.4.15) as recoupling
between spins systems {je}t(e)=v and {je}s(e)=v.

In general, there are degeneracies in the program of spin-couplings. As Eq.(2.4.16),
the input is a reducible tensor product of representations so it allows gauge-invariant
subspaces. In the language of spin-coupling, given three spins, say {j1, j2, j3}, one can
couple the first of two spins, then the total spin j12 should be bounded by triangle condition
|j1 − j2| ≤ j12 ≤ j1 + j2. The next step is to couple j12 to the third spin j3. In order to
obtain a singlet, j12 has to be j3. In the case of coupling three spins, there is no degeneracy.
While in the cases of coupling four or more spins, there are indeed degeneracy because one
can couple j1, j2 to j12 and j3, j4 to j34, then singlet requires j12 = j34. The only restriction
on the value of j12 is due to two triangle conditions, i.e. max{|j1 − j2|, |j3 − j4|} ≤ j12 ≤
min{j1 + j2, j3 + j4}. This four spins coupling corresponds to a four-valent node, so we
say the degeneracy results from the high valency (higher than 4) of a node.

It may be useful to present how to obtain the expression of an intertwiner associated
with a higher valency node. Let |je,me〉 ∈ Hje be the usual SU(2) representation for
the edge. The basis |Iv〉 of intertwiner space can be given in terms of Clebsch–Gordan
recoupling,∣∣∣{je}e3v , I({je}e3v)

v

〉
=

je∑
me=−je

(
je1 je2 · · · jen
me1 me2 · · · men

)(I) ⊗
e3v

|je,me〉 , (2.4.19)

where I stands for the alleviation I ≡ (j12 , j123 , · · · , j1···(n−2)), and(
je1 je2 · · · jen
me1 me2 · · · men

)(I)

:=

j12∑
m12=−j12

· · ·
j1···(n−2)∑

m1···(n−2)=−j1···(n−2)

(
je1 je2 j12

me1 me2 −m12

)
(−1)2j12−m12

√
2j12 + 1

(
j12 je3 j123

m12 me3 −m123

)
· · · (−1)2j1···(n−2)−m1···(n−2)

√
2j1···(n−2) + 1

(
j1···(n−2) jen−1 jen
m1···(n−2) men−1 men

)
, (2.4.20)

where we use Wigner 3j-symbols to express the recoupling. The simplest cases are biva-
lent and trivalent intertwiner, both of which is unique when spins are given. For higher
valent intertwiner, extra indices are required, here we simply denote them by I, which is
actually a series of recoupling spins j12 , · · · , j1···(n−2) labeled by intermediate spins (in-
ternal, or invisible spins) via unfolding intertwiner in terms of trivalent tree intertwiners,
e.g., fig.2.1b.

Following the logic, one is able to solve the quantum Gauss constraint via associating
each node v an intertwiner, which defines a spin network state. We can understand a
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•
Iv

>

|j1,m1〉

<

|j2,m2]

>

|j5,m5〉

<|j3,m3〉

>
|j4,m4]

(a) An five-valent intertwiner Iv at vertex v.

••

•

<
j12

>j45 >

|j1,m1〉

<

|j2,m2]

>

|j5,m5〉

<|j3,m3〉

>|j4,m4]

(b) Unfolding the five-valent intertwiner with
trivalent virtual vertices.

Figure 2.1: The notation for a higher valent intertwiner Iv in terms of virtual spins.

spin network as being obtained via gluing intertwiners as illustrated in Fig.2.2 where each
intertwiner is viewed as an open spin spin network with single node for the building block
of the larger spin network. In particular, a spin network basis state is a spin network state
with given spins at every edges and intertwiners at every nodes, i.e. no superposition with
respect to spins or intertwiners. More explicitly, a spin network basis state has the form
of

ψΓ,{je},{Iv}({gei}ei∈Γ) =

∏
v∈Γ

Iv

 ·
∏
e∈Γ

√
djeD

je
mene(ge)

 . (2.4.21)

Moreover, the orthogonality between spin network basis states is expressed as

〈ΨΓ,{je,Iv}|Ψ′Γ′,{j′
e′ ,I
′
v′}
〉 = δΓ,Γ′δ{je},{j′e}δ{Iv},{I′v} . (2.4.22)

Equivalently, we can also understand that the solution is obtained by gluing the solutions
at every individual node by putting holonomies along the interfacing edges. That is, we
are going to form a larger spin network by gluing open spin networks -spin network with
one node.

2.5 Diffeomorphism Constraint: Abstract Spin Networks

From now on, we note an embedded spin network basis given by the triple (Γ, {je, Iv}).
It defines a quantum state |Γ, {je, Iv}〉, represented in terms of the connection by a func-
tional, a spin network state ΨΓ[A] such that ψΓ[A] is in HG

kin, i.e. ĜiψΓ[A] = 0. The
next step is to implement the spatial diffeomorphisms, namely V̂ aψΓ[A] = 0, constructing
HDiff.

The imposition of the diffeomorphism constraint is a crucial step in the quantization
program of loop quantum gravity, since it is at this point that the essential requirement of
background independence becomes fully introduced into the formalism. At the technical
level, although the process of solving the diffeomorphism constraint contains a couple
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Figure 2.2: A spin network is obtained via gluing intertwiners where each intertwiner
is a building block for the spin network.

of complications which were absent in the case of the Gauss constraint, an analogous
technique to group averaging — the one used to obtained HG

kin can be applied. However,
one should bear in mind that the diffeomorphism invariant states are not contained in the
original Hkin. They have to be regarded as distribution states.

Let us break the issue down. We first clarify the diffeomorphism operations. Let Γ be
any graph, there are three classes of diffeomorphism operations on Γ :

1. The trivial diffeomorphism operations TΓ that do not change the graph at all (in-
cluding the orientations of edges). For instance, a re-parameterization of an edge.

2. The slight diffeomorphism operations DΓ but still mapping Γ into Γ . For instance,
reversing the orientation of an edge.

3. The diffeomorphism operations Diff/DΓ preserving the relations between edges and
vertices. For instance, moving the graph around in Σ.

The first complication is that, due to the nature of the scalar product on the kine-
matical Hilbert space, the infinitesimal generator of diffeomorphisms does not exist as a
well-defined operator onHkin. If the infinitesimal generator did exist, it could be extracted
from the operator of diffeomorphisms by considering a limit of the kind

lim
ε→0

Û(ϕε)|ΨΓ〉 − |ΨΓ〉
ε

. (2.5.1)

However, this limit does not exist in general, because the states U(ϕε)|ΨΓ〉 and |ΨΓ〉
are orthogonal to each other if the diffeomorphism ϕε moves the graph Γ even by an
infinitesimally small amount. For this reason it is not possible to solve the diffeomorphism
constraint by constructing a constraint operator on Hkin and looking for the states which
are annihilated by the operator. Instead, the diffeomorphism invariant states must be
sought by using an appropriately constructed group averaging procedure.
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The other difficulty is that since diffeomorphisms act on the graph of a cylindrical
function, the diffeomorphism invariant states cannot be proper, normalizable elements
of the kinematical Hilbert space. In fact, the only diffeomorphism invariant element of
Hkin is the constant function (which can be viewed as a cylindrical function on a graph
consisting of no edges and no nodes). Therefore non-trivial diffeomorphism invariant
states should be searched for in the dual space Cyl∗ (i.e. the space of linear functionals
on Cyl).

After these preliminary remarks, let us move on to the construction of the group
averaging map. To get rid of infinity of T , define the quotient group DΓ/TΓ. Then
averaging of a cylindrical function ΨΓ with respect to the symmetries of the graph is
achieved via projection operator PΓ in the following way,

PΓ|ΨΓ〉 =
1

NDΓ/TΓ

∑
ϕ∈DΓ/TΓ

U(ϕ)|ΨΓ〉 , (2.5.2)

where NDΓ/TΓ is the number of members in DΓ/TΓ.
It is remain to average the state with respect to diffeomorphisms belonging to Diff/DΓ,

which move the graph around in the spatial manifold Σ (as illustrated in Fig.2.3). While
Diff/DΓ is an uncountably infinite group, so the result of the averaging will not be a
proper cylindrical function, but only an element of Cyl∗. Hence we define the averaging
PDiff with respect to diffeomorphism operations Diff/DΓ,

PDiff : Cyl −→ Cyl∗ , PDiff [ΨΓ] =
∑

ϕ∈Diff/DΓ

〈U(ϕ)PΓΨΓ| , ∀ΨΓ ∈ HΓ . (2.5.3)

This is an uncountable sum on the right-hand side, but it is a well-defined element of
Cyl∗, because when acting on a cylindrical function, only a finite number of terms in the
sum will be non-vanishing, due to the graph orthogonality. Note that the operator PDiff

is very like a projector, but it is not a true projector, because PDiff maps elements of Cyl
into elements of Cyl∗. The PDiff is a so-called rigging map.

Along with the same logic as group averaging, it is straightforward to see

PDiff

[
U(ϕ)ΨΓ

]
= PDiff [ΨΓ] , ∀ϕ ∈ Diff/DΓ . (2.5.4)

On the other hand, even though the diffeomorphism invariant state are unnormalizable in
the scalar product on Hkin, a nature scalar product on HDiff can be nevertheless defined
by

〈PDiff [ΨΓ] |PDiff [ΨΓ′ ]〉 := PDiff [ΨΓ]
(
|Ψ′Γ′〉

)
, (2.5.5)

where the right-hand side is defined by Eq.(2.5.3) and the scalar product on Hkin. The
scalar product defined via Eq.(2.5.5) also leads to the definition of diffeomorphism in-
variant operators. Let Okin : Hkin −→ Hkin be any diffeomorphism invariant operator on
Hkin. Analogous to the construction of intertwiner, it naturally defines a corresponding
diffeomorphism invariant operator ODiff : HDiff −→ HDiff on HDiff via

ODiffPDiff = PDiffOkin (2.5.6)
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Figure 2.3: Diffeomorphism invariance in loop quantum gravity. The graph on
right-hand side is obtained by moving the edges on left-hand side. Due to the
diffeomorphism invariance, the two spin networks are gauge-equivalent with respect

to HDiff .

in the spirit of Eq.(2.4.14) which means

〈PDiff [Ψ′Γ′ ]|ODiffPDiff [ΨΓ]〉 = 〈PDiff [Ψ′Γ′ ]|PDiffOkin[ΨΓ]〉 =
(
PDiff [Ψ′Γ′ ]

)
(Okin|Ψ′Γ′〉) . (2.5.7)

The definition is consistent with the scalar product on HDiff in the sense that the operator
ODiff is self-adjoint with respect to HDiff if Okin is self-adjoint with respect to Hkin.

It is accessible to apply the operation PDiff to all cylindrical function for the sake of
constructing the space of all diffeomorphism invariant cylindrical functionals, i.e. Cyl∗.
The simultaneous solutions of the Gauss and diffeomorphism constraints are obtained by
restricting the set of initial cylindrical functions to the gauge invariant subspace CylG.
Therefore the diffeomorphism invariant Hilbert space of loop quantum gravity is defined
as

HDiff = PDiff

(
HG

kin

)
= PDiff (CylG) . (2.5.8)

Solving the diffeomorphism constraint is the key step in realizing the crucial require-
ment of background independence in loop quantum gravity. Loosely speaking, one should
think of a state in diffeomorphism invariant Hilbert space as a spin network based on an
“abstract” graph, instead of a graph embedded in Σ. Each state has the form of Eq.(2.4.21)
and is labeled by an equivalent class of graphs (abstract graph) under diffeomorphisms,
which is not localized anywhere in Σ. There are still two points of view to look at the
graph: one is the ‘semi-abstract graph’ perspective that still remains some diffeomorphism
invariant information from the original embedded graph (such as the possible knottedness
of the graph and the differential structure of the edges at each node), while another one is
pure ‘abstract graph’ perspective that discards the notion of embedded graphs and con-
siders algebraic graphs instead, underlying the foundation of algebraic quantum gravity
(AQG) [94, 95, 96, 97]. In the framework of AQG, the graph is treated as an algebraic
graph [98], which is simply a labeling set consisting of abstract points (vertices) together
with information on how many abstract arrows (edges) point between points. There is no
information about the knotting and braiding of those edges or about the location of the
points.

The two different perspectives are both legitimate so far, but they diverge significantly
when comes to Hamiltonian constraint.
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2.6 The Hamiltonian Constraint

So far, the structure that gives the quantum states of the gravitational field at the
kinematical level is, therefore, well understood. It then remains to consider the Hamilto-
nian constraint, which encodes the dynamics. The physical states of loop quantum gravity
should lie in the kernel of the quantum Hamiltonian constraint operator. Although the
traditional canonical point of view is to attempt to discretize, regularize and quantize the
Hamiltonian constraints [99, 100], this often leads to anomalies. Besides, it turns out that
there are many candidate constructions for the Hamiltonian constraint operator.

Laying aside these issues, we outline the program as the following three steps: (1) quan-
tizing/constructing the Hamiltonian constraint operator; (2) implementing the quantum
Hamiltonian on Hkin; (3) solving the quantum Hamiltonian constraint operator. Addi-
tionally, one would check whether the solutions or evolutions admit suitable semi-classical
limits, or whether it is anomaly-free or anomalous, etc. The dynamics topic, involved in
the Hamiltonian constraint is rather big and is still an open question. Here I will only
give a brief review.

As mentioned in the previous section, there are two inequivalent manners to define
the implementation of the Hamiltonian constraint operator,

• Graph-changing. For instance, Thiemann’s Hamiltonian [101, 99, 14] and Warsaw
Hamiltonian [102, 103].

• Graph-preserving. For instance, algebraic quantum gravity (AQG) [94, 95, 96, 97].

In both manners, the Hamiltonian operator is constructed by summing the actions at
every individual vertex

Ĥ =
∑

v∈V (Γ)

Ĥv , (2.6.1)

and it can be decomposed into the Euclidean part ĤE
v and Lorentzian part ĤL

v ,

Ĥv = ĤE
v + ĤL

v . (2.6.2)

Precisely, the ĤE
v and ĤL

v should be symmetrized because of the requirement of hermitic-
ity. Denote Ĉ(N), the operator that is obtained via quantizing Hamiltonian constraint,
which is non-hermitian in general. Thus, symmetrization would be necessary. If the ad-
joint operator Ĉ†(N) is available, then a symmetric Hamiltonian could be constructed as
1
2

(
Ĉ(N) + Ĉ†(N)

)
, or

√
Ĉ(N)†Ĉ(N), or any other symmetric combination of Ĉ(N) and

its adjoint Ĉ†(N). Moreover, in the cases of quantization in reduced phase space, e.g.
gravitational field coupled with matter fields, the suitable symmetrization relies on some
extra considerations [104]. For instance, if the gravitational field is coupled to scalar field,

then symmetrization
√
Ĉ(N)†Ĉ(N) could be adopted since the reduced Hamiltonian is

necessary to be positive definite, while if the gravitational field is coupled to dust field,
then symmetrization 1

2

(
Ĉ(N) + Ĉ†(N)

)
could be adopted since the reduced Hamilto-

nian can be positive or negative. The symmetrization issue should be considered in both
graph-changing and graph-preserving manners.
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(a) The implementation of Thiemann Euclidean Hamiltonian constraint operator. The Ashtekar-
Barbero curvature is represented by the loop holonomy along the path (blue).
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(b) The implementation of Warsaw Euclidean Hamiltonian constraint operator. The Ashtekar-Barbero
curvature is represented by the loop holonomy along the loop (blue).

Figure 2.4: The implementations of graph-changing Euclidean Hamiltonian con-
straint operator.

In Thiemann’s Hamiltonian, the Lorentzian part is quantized via alteration extrinsic
curvature in terms of commutator

K =
1

i~

[
ĈE(1) , V̂

]
, (2.6.3)

where ĈE(1) is the operator quantized from the Euclidean part with a fixed lapse func-
tion, and V̂ is the volume operator. While in Warsaw Hamiltonian, the Lorentzian part
is quantized via 3d Regge calculus [105]. One of the remarkable differences is that the
Lorentzian part of Thiemann’s Hamiltonian changes the graph while the Warsaw Hamilto-
nian only acts on intertwiner space; hence it does not change the graph. The two programs
correspond to semi-classical meanings in a different sense. The Thiemann proposal corre-
sponds to the classical KK-term when one considers Thiemann’s coherent state in cube
graph. The Warsaw proposal corresponds to Regge calculus with respect to tetrahedron
when one considers Livine-Speziale coherent state.

On the other hand, the Euclidean part of the Hamiltonian operator can be constructed
as a graph-changing operator, both in Thiemann’s Hamiltonian and Warsaw Hamiltonian.
The two distinct constructions can be also constructed as a graph-preserving operator.

The reason of the graph-changing versus graph-preserving distinction for the Euclidean
part construction, originates from the associative perspectives for the regularization of
Ashtekar-Barbero curvature. We first look at the graph-changing manner. If the graph
is somehow embedded in the manifold Σ, then the quantization requires some suitable
regularization by which the Ashtekar-Barbero curvature could be defined. Loosely speak-
ing, in order to quantize the curvature, one has to consider small loops attaching to



Chapter 2. Loop Quantum Gravity 44

vertex at which the Ashtekar-Barbero curvature F i
ab could be defined. The infinitesimal

Ashtekar-Barbero connection Aia and its associative curvature F i
ab are expressed in terms

of discretized variables as following

ge = 12 − εėaAia
τi
2

+O(ε2) , gα = 12 − ε′2F i
abė

aėb
τi
2

+O(ε′3) , (2.6.4)

where ε > 0 and ε′ > 0 are respectively the coordinate sizes of a curve e and a closed loop
α. The coordinate size will play the role of regulator in quantization: one first introduces
a triangulation of the hypersurface Σ into tetrahedra, characterized by a coordinate size
ε. In Thiemann’s Hamiltonian, these loops are realized by adding so-called extraordinary
edges, and a loop can be defined around a pair of edges at the vertex. In other words, the
Euclidean part of Thiemann’s Hamiltonian creates extraordinary edges thus changes the
graph, as illustrated in Fig. 2.4a. In Warsaw Hamiltonian, the Euclidean part creates self-
loop that is attached to vertex and is sandwiched between the pair of edges, as illustrated
in Fig. 2.4b.

Along with the graph-changing manner, the last step in defining the operator is to take
the limit of regulator ε → 0. The natural regularization of the constraint involves small
loops that are attached to the vertices of a given graph which shrink towards the vertex
as the regulator is removed. However, the shrinking process can be compensated for by a
spatial diffeomorphism, and since the limit is taken in an operator topology that involves
spatial diffeomorphism invariant states, the loops actually do not completely shrink to
the vertex.

On the other hand, in graph-preserving manner, on a given algebraic graph, the
Ashtekar-Barbero curvature is quantized only along the so-called minimal loops [106],
where the curvature can be represented by loop holonomy operator. The regularization
used in graph-changing manner is then fulfilled by the minimal loops, thus it is needless
to create any new edge onto the graph.

As pointed out in [94], for graph-changing operators such as the Hamiltonian con-
straints, it turns out to be extremely difficult to define coherent (or semi-classical) states
[107, 108, 109]. Graph-changing operators add degrees of freedom to the state on which
they act, and the fluctuations of those are, therefore, no longer suppressed. In contrast,
graph-preserving operators can be defined directly on the kinematical Hilbert space, thus
still allowing the existing semi-classical tools for analysis. The graph-preserving Hamilto-
nian operator would be anomalous, but this problem can be cured by invoking the master
constraint method [110, 111, 112, 113, 114].

A promising exploration of the loop quantum gravity’s dynamics is to look for the co-
variant quantization. The Lagrangian formalism based on tetradic Palatini action (1.1.16)
naturally evolved towards a path integral formulation. The resulting spin foam models,
constructed from (extended) topological quantum field theories (TQFTs) with defects,
define transition amplitudes for histories of spin networks [18, 19, 115, 20] (see [23, 24, 25]
for reviews). The formalism then evolves in a third quantization, where so-called “group
field theories” define non-perturbative sums over random spin network histories in a simi-
lar way to matrix model partition functions define sums over random 2d discrete surfaces
[28, 116, 29] (see [30, 31, 33] for reviews).
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The canonical loop quantum gravity is a quantum theory that follows Dirac’s canon-
ical quantization program. Its framework is basically well-established, even though the
existing description is incomplete, in particular the aspects of Hamiltonian dynamics. In
the later chapters, we will define spin networks as bulk-to-boundary maps, which are,
more or less, motivated by the spin form approaches for the sake of tacking loop quantum
gravity’s dynamics. Moreover, we will define dual boundary Hilbert space comprising the
set of bulk-boundary maps, equipping with the scalar product of spin networks, which is,
again, more or less, motived by the definition of diffeomorphism invariant Hilbert space.
In the context of entanglement, we will also study the action of holonomy operator, which
is a basic building block for the quantum Hamiltonian constraint operator.





Chapter 3

Quantum Information Theory

The birth of quantum mechanics at the beginning of the 20th century has shaken
many intuitions underlying classical physics. One of its most crucial aspects comes from
the fact that quantum mechanical states induce, in general, probabilistic outcomes in-
stead of definite outcomes. Besides this statistical aspect, the superposition principle and
entanglement represent more counter-intuitive features of quantum theory than classical
physics. With the recent rise of quantum information theory, topics in quantum foun-
dations, such as non-locality, contextuality, and steering, found ways to challenge and
advance information theory.

Our current understanding of quantum physics still needs to be completed because of
the elusive quantum theory of gravitation. Historically, tentative explorations interfacing
quantum information and gravity have been fruitful in exposing internal paradoxes in the
standard modern physics framework based on quantum field theory and general relativity.
The milestone observation and conjecture between black hole entropy and area questioned
the degrees of freedom of gravitation [117, 118]. The surprising study on Rindler observer
dug the link between reference frames, entanglement, and horizon [119]. The well-known
information loss paradox [120] or the more recent firewall paradox relies [121] on quan-
tum information and entanglement properties. In the quantum gravity community, from
the AdS/CFT to the loop quantum gravity approaches, a major research program is to
use entanglement to understand the quantum nature of space-time [122, 123], includ-
ing Ryu-Takayanagi formula that links entanglement entropy and minimal area [124] by
AdS/CFT, and the recent EP=EPR proposal [125] that tries to establish a link between
wormhole geometry (Einstein-Rosen bridges) and entanglement properties between two
regions (Einstein-Podolski-Rosen).

The goal is then to understand the notions of locality and relations between subsystems
or reference frames and eventually to reconstruct the space-time as a manifestation of
entanglement and correlations of fundamental degrees of freedom. Before embarking on
the quantum theory of gravitation, we present a brief overview of quantum information
theory containing the concepts that will be encountered later.

This chapter aims to introduce two crucial concepts in quantum information theory.
Section 3.1 is dedicated to quantum entanglement, the cornerstone of quantum infor-
mation theory. We begin the section with a rather general mathematical definition of

47
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quantum entanglement. Then we introduce bipartite entanglement, the most well-studied
type of entanglement in physics. Meanwhile, we also pay attention to the notion of pu-
rification, i.e., reconstructing the pure state from the mixed state by utilizing the notion
of bipartite entanglement. In the following subsection, we go from bipartite entangle-
ment to multipartite entanglement. This is a topic needed to be fully understood, and
contains much richer structure than bipartite entanglement. The first section ends with
introducing entanglement measures, i.e., the quantities that quantify the entanglement.
This subsection starts with the axioms for entanglement measures. Again, this topic is
still developing since different entanglement measures are generally inequivalent. We only
introduce geometric measure of entanglement that quantifies pure state’s multipartite en-
tanglement, and entanglement of formation that quantifies mixed state’s entanglement.
Section 3.2.1 of this chapter aims to introduce the formalism of quantum operations, es-
pecially the corresponding Choi-Kraus theorem that states that any completely positive
map can be realized by a set of Kraus operators. We start this section with classical
operations, usually called stochastic processes. Then we give a few mathematical details
to show that the convex linear maps (for the space of density operators) can be extended
to linear maps (for the space of operators) naturally. This extension is the key to con-
structing Choi operators as seen immediately. We present a sketch for the proof of the
Choi-Kraus theorem, to emphasize the connection between the notion of entanglement
and completely positive maps. The second section ends with some examples of quantum
operations.

3.1 Quantum Entanglement

In 1935, Einstein, Podolsky, and Rosen (EPR) presented their famous argument
against the completeness of quantum mechanics [126]. In this argument, a two-particle
state is considered, where one party can measure the position or momentum, and the
correlations of the state allow one to predict the results of these measurements on the
other party if the same type of measurement is performed there. The argument was
considered a philosophical question rather than a physical one for a long time until Bell
proposed his famous inequality – Bell inequality [127] based on the assumption that local
hidden variables exist and a revised ideal experiment advocated by Bohm and Aharonov
[128]. As most (or not) physicists expected, the subsequent experiments disproved Bell’s
inequality, thus sentencing the local hidden variables out.

From a purely mathematical perspective, the notion of entanglement is rooted in the
language of quantum mechanics — it manifests the unfactorizability of quantum entangled
states. Let H be Hilbert space composed of subsystems whose Hilbert spaces are Hi

respectively, i.e.,
H =

⊗
i

Hi , (3.1.1)

then a state ψ is entangled if it can not be factorized with respect to Hilbert spaces of
subsystems, i.e.,

|ψ〉 6=
⊗
i

|ψi〉 . ∀ |ψi〉 ∈ Hi . (3.1.2)
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A famous example of entangled state is the so-called Bell states for two qubits system.
One of four Bell states is

|01〉+ |10〉√
2

,

where |0〉 and |1〉 could stand for spin-up and spin-down state, respectively. The expression
of the Bell state is just one possible decomposition. One can decompose the state along
any axis, which implies the correlation between measurements done by Alice and Bob:
if Alice measures the first qubit along a certain axis, then the second qubit after Alice’s
measurement must be along the same axis even though Bob could measure the qubit
along other axes! Alice’s measurement seems to be able to affect Bob’s qubit remotely
and instantaneously, which seems to be “spooky” from Einstein’s viewpoint.

It should be pointed out that the distant intervention can not transform any instan-
taneous information according to the no-communication theorem [129].

3.1.1 Bipartite Entanglement and Purification

The most well-known and studied situation in the field of quantum entanglement is
bipartite entanglement. The Bell state is the simplest case of bipartite entanglement. In
general, a bipartite quantum system is defined as a Hilbert space H = HA ⊗ HB whose
subsystems are described by Hilbert space HA and HB respectively, in which any pure
state is in the form of

|ψ〉 =
∑
i,j

ψij|iA〉 ⊗ |jB〉 (3.1.3)

where
{
|iA〉
}
and

{
|iB〉

}
are orthonormal basis with respect toHA andHB. Note that it is

probable to have dimHA 6= dimHB. The correlated coefficients ψij characterizes the state
|ψ〉 in terms of a dimHA×dimHB matrix and thanks to the Schmidt decomposition, one
is able to find two unitary matrices U, V such that ψij =

√
pkUikδklVlj with non-negative

pk and the |ψ〉 is rewritten into the form of

|ψ〉 =
∑
k

√
pk|ψkA〉 ⊗ |ψkB〉 , where |ψkA〉 =

∑
i

Uik|iA〉 , |ψkB〉 =
∑
j

Vkj|jB〉 .

(3.1.4)
The

{
|ψkA〉

}
and

{
|ψlB〉

}
are orthogonal basis as U, V are unitary matrices. Note that in

this form the correlations between the two subsystems are fully displayed. For example, if
HA is found in the state |ψkA〉, then the state of HB is |ψkB〉. The state |ψ〉 is unfactorized
unless only one nonzero pi = 1. The Schmidt rank is defined as the number of nonzero
pi. It is better to describe the entanglement with density matrix

ρ =
∑
k,l

√
pkpl|ψkA〉〈ψlA| ⊗ |ψkB〉〈ψlB| . (3.1.5)

The reduced density matrix ρA for HA is induced via partial tracing over HB,

ρA = TrBρ =
∑
l

〈ψlB|ρ|ψlB〉 =
∑
k

pk|ψkA〉〈ψkA| . (3.1.6)
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The reduced density matrix is in general a mixed state, i.e. rank greater than 1. If OA
is any operator on HA, then then the corresponding operator on H is OA ⊗ IB, and its
expectation value can be worked out by reduced density matrix Tr (ρAOA). Furthermore,
the partial trace is the unique operation which gives rise to the correct description of
observables quantities for subsystems of a composite system [130].

In the formalism of density matrices, the factorizability of bipartite system is translated
into the Schmidt rank, or equivalently, the rank of reduced density matrix. But note that
reduced density matrix with rank greater than 1 is not sufficient to deduce the bipartite
state entangled — the rank criterion only works for reduced density matrix induced from
pure state. More general, a state ρ is a separable (unentangled) state if

ρ =
∑
k

pkρ
k
A ⊗ ρkB , where

∑
k

pk = 1 , (3.1.7)

otherwise ρ is an entangled state.

Given any mixed state, it can be purified into pure state, meaning that the mixed state
can be thought as the reduced density matrix of some pure state on certain bipartite sys-
tem. To be precise, ∀ ρA ∈ HA, which allows spectrum decomposition ρ =

∑
i pi|iA〉〈iA|,

then one can take

|ψAB〉 =
∑
i

√
pi|iA〉 ⊗ |iB〉 , such that ρA = TrB

(
|ψAB〉〈ψAB|

)
. (3.1.8)

In other words, we reconstruct a pure state from the mixed state. Note that the purifica-
tion |ψAB〉 of a ρA is far from unique, even if the auxiliary system HB is specified, say, it
is free to implement a local unitary U with respect to HB such that the

(
U |iB〉

)
are used

to purify ρA.
The existence of purifications is a nice property of quantum mechanics that has no

classical analog: the classical analog of a density matrix is a probability distribution, and
there is no notion of purifying a probability distribution [130, 131].

3.1.2 Multipartite Entanglement

Multipartite entanglement has richer structure than bipartite entanglement. Indeed,
only rarely multipartite pure states admit the generalized Schmidt decomposition. For
instance in tripartite system, one may usually encounter

|ψABC〉 6= (UA ⊗ UB ⊗ UC)
d∑
i=1

√
λi|iA〉 ⊗ |iB〉 ⊗ |iC〉 .

We take tripartite system as example for the sake of illustration. Let us first look at pure
three-qubit states. A pure tripartite state is said to be fully separable if it is factorized
with respect to the three subsystems, i.e., product state |ψfs〉 = |αA〉 ⊗ |β〉B ⊗ |γ〉C .
An entangled three-qubit state is said to be biseparable, denote as |ψbs〉, if there is a
bipartition in which the two subsystems are unentangled, e.g. |αA〉 ⊗ |δ〉BC where |δ〉BC
is entangled. An entanglement is said to be genuine tripartite entangled if is neither full
separable or biseparable. Similar to the case of bipartite entanglement, the classification
can be generalized to mixed states [132, 133, 134]:
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• fully separable: ρ =
∑

i pi|ψfs
i 〉〈ψfs

i |.

• biseparable: ρ =
∑

i pi|ψbs
i 〉〈ψbs

i |.

• genuine tripartite entangled: neither fully unentangled nor biseparable.

The genuine entangled three-qubit states can be further divided into two inequivalent
classes, the so-called GHZ state and W state

|GHZ3〉 =
1√
2

(|000〉+ |111〉) , |W3〉 =
1√
3

(|100〉+ |010〉+ |001〉) .

They can not be transformed into another by stochastic local operations and classical
communication (SLOCC). The GHZ state is maximally entangled, while W state is more
robust against partial trace [134], that is, if one partition is lost, say C, then reduced
state TrC(|W 〉〈W |) is separable, while TrC(|W 〉〈W |) is still entangled.

For bipartite and multipartite entanglement, it is crucial to quantify how much entan-
glement is contained in a quantum state. Naturally, one may anticipate that the field of
multipartite entanglement permits and has bred various and diverse probable entangle-
ment measures to quantify the entanglement of multipartite states. In the next subsection
we will have a closer look.

3.1.3 Entanglement Measures

For the purpose of reconstructing geometry from entanglement and correlations, a cru-
cial question is to quantify the entanglement, especially in multipartite quantum system.
The quantity that quantifies entanglement is called entanglement measure. In the case of
pure bipartite state, reduced von Neumann entropy quantifies entanglement in a rather
information-theoretic way. However, due to the failure of generalized Schmidt decompo-
sition in most of cases of mixed states and multipartite states, the von Neumann entropy
of reduced density matrix is not a suitable entanglement measure anymore, meanwhile it
is far from unique to quantify entanglement unequivocally 1.

On the other hands, it has been approval that some features should be presented in
an entanglement measure [137, 136, 138].

Definition 3.1 (Axioms of entanglement measures). Any good entanglement measure E
should, at least, satisfy the following criteria:

• (a) E(ρ) ≥ 0; (b) E(ρ) = 0 if ρ is unentangled.

• Local unitary transformations do not change E. That is, for instance for any three-
qubit state, the entanglement measure E has to satisfy

E (ρ) = E
(
UA ⊗ UB ⊗ UC ρU †A ⊗ U

†
B ⊗ U

†
C

)
. (3.1.9)

1It should be noted that the attempts for seeking superior entanglement measure, or asking whether
superior entanglement measure exists, has been answered negatively from quantum resource theory [135].
From the perspective of quantum resource theory, entanglement is encoded as a partial-order relation in
non-local resource, whereas each entanglement measure is a total-order relation defined by an entangle-
ment monotone [136], thus it is expected that the apparent inequivalence exists.
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• Monotonicity under local operation: If either of the parties sharing the pair in the
state ρ performs the operation leading to state σi with probability pi, then the
expected entanglement cannot increase

E(ρ) ≥
∑
i

piE(σi) . (3.1.10)

• Convexity (monotonicity under discarding information), i.e.,

∑
i

piE(ρi) ≥ E

∑
i

piρi

 . (3.1.11)

Around the axioms for entanglement measure, there are many proposals proposed
for quantifying the entanglement of mixed states and multipartite states. As expected,
they are inequivalent at all. Still, a valid and universal entanglement measure is under
exploration.

For the cases of multipartite entanglement, there are many measures to quantify the
entanglement. We would like to introduce the geometric measure of entanglement (GME),
or called geometric entanglement. The definition is based on the Hilbert-Schmidt norm
on Hilbert space. For any Hilbert space H, we denote {φ} the set of pure product states
(unentangled states). Any product state is in the form of

|φ〉 =
⊗
i

|φ(i)〉 , where |φ(i)〉 =
∑
αi

C(i)
αi
|e(i)
αi
〉 , (3.1.12)

where
{
|e(i)
αi 〉
}
stands for the orthonormal basis associated with Hilbert space Hi, and C

(i)
αi

are superposition coefficients for state |φ(i)〉 ∈ Hi. Then given any pure state |ψ〉 ∈ H, its
distance to a product state |φ〉 is given by

d = ‖|ψ〉 − |φ〉‖ =
√

2− 〈φ|ψ〉 − 〈ψ|φ〉 . (3.1.13)

Thus the minimization amounts to maximizing 〈φ|ψ〉+〈ψ|φ〉. One then applies variational
method to solve the extreme values problem [139], under the constraints 〈φ(i)|φ(i)〉 = 1.
Then we obtain two equations as follow:⊗

j 6=i

〈φj|

 |ψ〉 = Λ|φi〉 , and 〈ψ|

⊗
j 6=i

|φj〉

 = Λ〈φi| . (3.1.14)

The eigenvalue Λ is associated with the Lagrange multiplier enforcing the constraint
〈φ(i)|φ(i)〉 = 1. It is clear that Λ is a real number bounded by [−1, 1]. Note that asking
minimal distance dmin is equivalent to asking maximal Λ, i.e.,

Λmax = max
φ
|〈φ|ψ〉| . (3.1.15)
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Eventually, the geometric measure of entanglement is defined as the logarithmic maximal
projection [134]:

Sg(ψ) = − ln max
φ
|〈φ|ψ〉|2 . (3.1.16)

One may realize that the definition coincides with the Hilbert-Schmidt scalar product for
density matrices, since

|〈φ|ψ〉|2 = Tr
(
σ†ρ
)
, (3.1.17)

where σ = |φ〉〈φ| and ρ = |ψ〉〈ψ| are density matrices.

For the cases of mixed states, we would like to introduce the entanglement of formation.
The notion is based on the fact that any mixed state is some ensemble of pure states, i.e.,

∀ ρ ∈ D (H) , ρ =
∑
n

Wn|ψn〉〈ψn| , |ψn〉 ∈ H , (3.1.18)

where D (H) stands for the space of density operators associated with Hilbert space H.
The Wn is the probability distribution with respect to pure states |ψn〉〈ψn|. While note
that the decomposition is not unique, namely, there may be many ensembles corresponding
to one mixed state. The essence is a minimization over all possible decompositions. The
entanglement of formation is then defined as

E(ρ) = min
{Wn,ψn}

{∑
n

WnE(|ψn〉〈ψn|)

}
, (3.1.19)

where the subscript (Wn, ψn) under min presents the ensemble to be taken into account.
That is to say, one decomposes a mixed state into pure states and then averages the
entanglement measure of pure states, and the entanglement of formation is defined as the
minimal average of entanglement measure among all possible decompositions. Here we
didn’t specify which entanglement measure is used on |ψn〉〈ψn|. For the cases of bipartite
system, it is nature to adopt reduced von Neumann entropy as the entanglement measure
for pure states. For the cases of multipartite entanglement, the entanglement measure
can be taken as geometric measure of entanglement Sg [139].

3.2 Mathematical Formalism of Quantum Operations

This section aims to introduce a prevalent framework in the field of quantum infor-
mation theory — the mathematical formalism of quantum operations. The quantum
operation formalism enables us to describe noisy quantum theory and open quantum sys-
tem. It generalizes the unitary time evolution or symmetry transformations of isolated
systems, providing a power set of tools handling the effects of measurement and tran-
sient interactions with an environment. Thus it nevertheless has something to do with
our goal that aspires to put quantum gravity with non-empty boundaries into a rigorous
mathematical framework.

In addition, quantum operation formalism is conventionally used by physicists to de-
scribe and address a wide range of physical scenarios, such as quantum Liouvillian equa-
tions (or called Lindbladian equations) [140], quantum process tomography, decoherence,
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Einselection, and the quantum origins of the classical, quantum reference frames [141, 142],
etc.

3.2.1 Classical Operations: Stochastic Process

The formalism of quantum operation is usually viewed as the quantum-mechanical
generalization of classical stochastic process that allows a realization of discrete state
changes [130]. Suppose a classical system described by states with label {n} for which
the corresponding probability distribution is described by respect p(n) for the nth state.
Then suppose a process p1(n)→ p2(n)→ · · · → pi(n)→ · · · for the nth state where the
i = 1, 2, · · · are adopted for labeling time instants.

We can collect all pi(m) at ith discrete instant to form a column vector ~pi. The proba-
bility distributions at ith and (i+ 1)th instants can be then related ~pi+1 = T (i)~pi by some
matrix T of transition probabilities that presents the classical conditional probabilities
T

(i)
nm := pi(n |m).
Obviously, the transition matrix M has to satisfies the following conditions ∀ i:

positivity: T (i)
nm ≥ 0 , ∀ i , (3.2.1)

completeness:
∑
n

T (i)
nm = 1 , ∀ i . (3.2.2)

One could attribute the positivity to the conditional probability. If there were not this
condition, the probability of some n for the next step of the process would probably
have been negative. The second condition is the normalization of probability due to∑

n pi+1(n) = 1, defining a stochastic matrix. Thus the equation ~pi+1 = T (i)~pi defines a
Markov process. The matrix T is also referred to as the evolution matrix, since it relates
the probability distributions with respect to adjacent instants. Overall, the final state of
the system is linearly related to the initial state.

3.2.2 Quantum Operations: Choi-Kraus Theorem and Kraus Op-
erators

We now move to the concept of quantum operations for which an axiomatic approach
is accessible. In order to formulate it, it is better to clarify the following extension from
space of density operators to space of arbitrary operators: let HA be the Hilbert space to
be considered, then

• D (HA) : the space of density operators acting on Hilbert space HA.

• L (HA) : the space of square linear operators acting on Hilbert space HA.

• L (HA,HB) : the space of linear operators taking a Hilbert space HA to a Hilbert
space HB.

Obviously, D (HA) ⊂ L (HA). The word “quantum operations” is used for density op-
erators, the square operator with three conditions: unit trace, Hermitian, positive semi-
definite. But the notion of that quantum operation can be extended to L (HA) by ex-
ploiting the convex linearity [143] for quantum operations with respect to D (HA). Let N
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be any quantum operation with respect to D (HA), then the convex linearity is defined as

N
(
λρ+ (1− λ)σ

)
= λNA (ρ) + (1− λ)NA (σ) , ρ , σ ∈ D (HA) and λ ∈ [0, 1] .

(3.2.3)
Now we are going to promote the domain of Ñ from D (HA) to L (HA), which will also
promotes the convex linearity to linearity. It turns out that these following rules are
required

Ñ (XA) := Tr(XA)N
(

XA

TrXA

)
, (3.2.4)

Ñ (XA) := Ñ
(
X+
A

)
− Ñ

(
X−A
)
, (3.2.5)

Ñ (XA) := Ñ
(
XR
A

)
+ i Ñ

(
XI
A

)
. (3.2.6)

The Eq.(3.2.4) requirement works for non-unit trace operators. Indeed it is easy to check
that Ñ (sX) = s Ñ (XA) for any scaling factor, meanwhile it promotes convex linear-
ity to linearity. The Eq.(3.2.5) aims to extend the domain from positive semi-definite
Hermitian to arbitrary Hermitian operator, where both X+

A and X−A are positive semi-
definite Hermitian operator but all nonzero eigenvalues of X−A are negative eigenvalues
of XA. The Eq.(3.2.6) extends the domain from Hermitian operators to non-Hermitian
operators, since any operator can be decomposed into the combination of two Hermitian
operators, i.e. XA = XR

A + iXI
A where XR

A = 1
2

(
XA +X†A

)
and XI

A = 1
2i

(
XA −X†A

)
.

Therefore, any convex linear map N for D (HA) can be extended to linear map Ñ for
L (HA). From now on, we denote the extended linear map by N instead of Ñ for the sake
of simplicity.

Quantum operations are defined as linear maps with complete positivity, namely, com-
pletely positive (CP) maps. We list the axioms for CP maps as follow:

Definition 3.2 (Linearity). Map N : L (HA) −→ L (HB) is linear if

N (αXA + β YA) = αN (XA) + βN (YA) , ∀XA , YA ∈ L (HA) , ∀α , β ∈ C .
(3.2.7)

Definition 3.3 (Complete Positivity). A linear map N : L (HA) → L (HB) is said to
be positive if N (XA) is positive semi-definite for all positive semi-definite XA ∈ L (HA).
More restrictive, a linear map N : L (HA)→ L (HB) is completely positive if IR ⊗N is a
positive map for an arbitrary reference system R.

It is worth to emphasize the notion of ‘complete positivity’. The positivity is to
ensure the positivity of density operators. But what about the positivity of any larger
quantum system in which the original quantum system is a subsystem? A well-known
counterexample for positive map but not completely positive map is presented as follow
[130]: consider transpose operation on a single qubit,(

a b
c d

)
T→

(
a c
b d

)
,
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which is a linear, positive and trace preserving map. While it is not completely because
for entangled state |00〉+|11〉

2
, one has


1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1

 I2⊗T→


(

1 0
0 0

)T (
0 1
0 0

)T

(
0 0
1 0

)T (
0 0
0 1

)T

 =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 .

The counterexample is then illustrated by the non-positivity of the matrix on the right-
hand side.

Moreover, if a CP map is trace preserving, it is called complete positivity trace pre-
serving (CPTP) map. The tracing preserving condition is usually taken into account due
to the normalization for probability, unless some situations e.g. the statistic of outcomes
is not complete, or the system to be studied is dissipative.

The extension allows to represent any completely positive map in terms of Kraus
operators.

Definition 3.4 (Trace Preserving). A linear map M is trace preserving if Tr (XA) =
Tr
(
M (XA)

)
,∀XA ∈ L (HA).

A CP map is a linear, completely positive map. A CPTP Map is a CP map with
additional trace preserving condition.

Choi-Kraus theorem states that any linear completely positive map can be realized by
some Kraus operators. To be precise, let N : L (HA)→ L (HB) be a CP map, then there
exists a Choi-Kraus decomposition as follows [143]:

NA→B (XA) =
d∑
l=1

KlXAK
†
l , Vl ∈ L (HA ,HB) , d ≤ dim (HA) dim (HB) , (3.2.8)

∀XA ∈ L (HA). Moreover, if the map is a CPTP map, then the set of operators {Kl | l =
1, · · · , d } satisfies

d∑
l=1

K†l Kl = IA . (3.2.9)

The proof of Choi-Kraus theorem can be achieved by essentially exploiting the notion of
entanglement. Let us first sketch the proof in a short sentence before moving into more
details:

• We construct a maximally entangled state on which the Choi operator with respect
to CP map can be constructed. The Kraus representation with respect to the Choi
operator is then induced from the projection and linearity [143].
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Let
{
|iA〉
}dA
i=1

be an orthonormal basis for HA where dA the dimension of Hilbert space
HA. Likewise, let

{
|iR〉
}dR
i=1

be an orthonormal basis for reference system R. Note that
the reference system R is total arbitrary.

For any operator XA ∈ L (HA), linear map N acts on it as following manner:

XA =

dA∑
iA=1

dA∑
jA=1

X iAjA
A |iA〉〈jA| , NA→B (XA) =

dA∑
iA=1

dA∑
jA=1

X iAjA
A NA→B

(
|iA〉〈jA|

)
.

(3.2.10)
One of key steps is to construct an unnormalized maximally entanglement state

|ΓRA〉 =

dA∑
i=1

|iR〉 ⊗ |iA〉 . (3.2.11)

The map IR ⊗NA→B : HR ⊗HA −→ HR ⊗HB defines a so-called Choi operator [144]

(IR ⊗NA→B)
(
|ΓRA〉〈ΓRA|

)
=

dA∑
i=1

dA∑
j=1

|iR〉〈jR| ⊗ NA→B
(
|iA〉〈jA|

)
(3.2.12)

=
d∑
l=1

|ψlRB〉〈ψlRB| , (3.2.13)

from which the Kraus representation NA→B
(
|iA〉〈jA|

)
is derived by projection

NA→B
(
|iA〉〈jA|

)
=
(
〈iR| ⊗ IB

) [
(IR ⊗NA→B)

(
|ΓRA〉〈ΓRA|

) ] (
|jR〉 ⊗ IB

)
. (3.2.14)

This matrix completely describes the action of the map because it describes the action of
it on every operator |iA〉〈jA|, from which we can construct any other operator on which
the map acts, due to the fact that NA→B is linear. Eventually, the Kraus operator is
defined as

(Kl)A→B |iA〉 :=
(
〈iR| ⊗ IB

)
|ψlRB〉 =

dB∑
mB=1

ψlmB ,i|mB〉 , (3.2.15)

thus representing

NA→B
(
|iA〉〈jA|

)
=

d∑
l=1

Kl |iA〉〈jA|K†l , (3.2.16)

and finally the Eq.(3.2.8) is proved.

Therefore, one is able to represent a given CP map via a set of Kraus operators. But
note that the set of Kraus operators is not unique. However, it turns out that these
different Kraus representations are equivalent up to unitary transformations. To be more
precise, let {Ki | i = 1, · · · , dm } and {Fi | i = 1, · · · , dn } be sets of Kraus operators
giving rise to quantum operations N1 and N2, respectively. By appending zero operators
to the shorter list of operators such that dm = dn, then the following statement is true
[130]: N1 = N2 if and only if ∃Uij such that

Ki =
dm∑
j=1

Uij Fj , where
dm∑
k=1

Uik Ujk = δij , i, j = 1, · · · , dm . (3.2.17)



Chapter 3. Quantum Information Theory 58

3.2.3 Examples of Quantum Operations

Let us look at some concrete examples of quantum operations. The first obvious and
trivial example is the unitary transformation or unitary evolution, i.e. the state ρ is
manipulated by a unitary operator U ,

ρ→ UρU−1 . (3.2.18)

The U is the single Kraus operator in this CPTP map. An interesting remark is to put a
state ρ in H into a larger system HR ⊗H, say if one initializes the extended system with
the density matrix ρ̃ = |1〉〈1| ⊗ ρ in the extended Hilbert space where |1〉 is an arbitrary
referent state, then ρ′ = TrHR(Uρ̃U †) =

∑
lKlρK

†
l is automatically expressed in terms of

Choi-Kraus theorem, which illustrates why quantum operation formalism is vital in the
topic of open quantum system.

Just formally, another well-known example is the notion of general measurement, which
formalizes quantum measurements by a collection of {Mm} of measure operators labeled
with measurement outcomes m, satisfying completeness relation∑

m

M †
mMm = I . (3.2.19)

It is unnecessary to have Mm = M †
m and MmMm′ = 0 for any m 6= m′, otherwise the

measurement is said to be a projective measurement. However, it should be very careful
to view general measurement as a kind of quantum operation for the reason of “collapse
of the quantum state”. In other words, a post-measurement state with outcome m should
be normalized as

MmρM
†
m

Tr
(
ρM †

mMm

) , (3.2.20)

instead of summing all possible m. One can still define a quantum operation that would
change quantum states in the manner of

∑
mMmρM

†
m without the normalization but the

result of the measurement is lost.
A slight different formalism of measurement is the positive operator-valued measure

(POVM) where the set of measurement operators is {Fm} satisfying
∑

m Fm = 1 and
each Fm positive semi-definite, so one still has the chance to set

√
Fm as Kraus operators.

In addition, as already mentioned, the Kraus representation can be used to prove the
no-communication theorem [129].

The last example slightly departs the framework presented earlier. A G-twirling oper-
ation is defined as follow [141, 142]: Let G be a compact Lie group (if G is a finite group,
the definition is to be revised slightly), and any state ρ in H, then we define G-twirling
operation as following

G[ρ] :=

∫
G

dg T (g)ρT †(g) (3.2.21)

where T (g) is a unitary representation of g on H, and dg the Haar measure measure
associated with G. Note that ∀ g ∈ SU(2), T †(g)T (g) = I, so it seems that summing over
g will spoil the trace-preserving condition (3.2.9), but one can take into weight dg into
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account and assign it to fulfill the unit-trace condition. For the same reason, if G is a
finite group, one can assign 1

|G| as the normalized factor to fulfill the unit-trace condition.
Due to the group-invariant property of Haar measure dg, G[ρ] is a G-invariant state in the
sense of G[ρ] = T (g)G[ρ]T †(g) for any g ∈ G. Since we especially concern about the case
G = SU(2), we will employ following lemma when comes to induced boundary density
matrix [142].

Lemma 3.5. A normalized SU(2)-invariant density matrix ρ has the following form:

ρ =
⊕
J

p(J)
IVJ

2J + 1
⊗ ρNJ , TrρNJ = 1 , Trρ =

∑
J

p(J) = 1 . (3.2.22)

The coefficients p(J) define the probability distribution over the total spin J . The operator
IVJ =

∑J
M=−J |J,M〉〈J,M | is the identity on VJ and ρNJ is an arbitrary density matrix

in the multiplicity space NJ .

Proof. It is always possible to decompose ρ into an ensemble of pure states {ψ1, ψ2 · · · }

ρ =
∑
n

Wn|ψn〉〈ψn| , (3.2.23)

where Wn is the probability with respect to |ψn〉. For every pure state ψn ∈ H, it admits
decomposition

|ψn〉 =
∑

J,M,I(J)

C
(n)

JMI(J) |J,M〉 ⊗ |J, I(J)〉 . (3.2.24)

Here C(n)

JMI(J) are the superposition coefficients, I(J) are multiplicity indices. The integra-
tion over SU(2) leads to

∫
G

gρg−1 dg =
∑
J

IJ
2J + 1

⊗

∑
n

Wn

∑
M

∑
I(J),Ĩ(J)

C
(n)

JMI(J)C
(n)

JMĨ(J)
|J, I(J)〉〈J, Ĩ(J)|

 ,

(3.2.25)

from which the probability distribution is defined as

p(J) =
∑
n

Wn

∑
M,I(J)

|C(n)

J,M,I(J) |2 (3.2.26)

and the density matrix for the part of intertwiners as

ρNJ =
1

p(J)

∑
n

Wn

∑
M

∑
I(J),Ĩ(J)

C
(n)

JMI(J)C
(n)

JMĨ(J)
|J, I(J)〉〈J, Ĩ(J)| . (3.2.27)
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These examples are just a small part of the application of quantum operations and
Kraus operators. Retaking the G-twirling operation, it actually defines a quantum refer-
ence frame by the randomness of the corresponding unitaries [141, 142]. Moreover, we can
restrict the quantum operations on the quantum reference frame: they should preserve
the G-invariance property. In this way, implementations such as dynamics are easier to
be defined.

At the end of the day, we have looked the topics of entanglement and quantum op-
erations. They are significant in the field of quantum information theory. We can not
phrase too much on that, but we want to point out that the two topics relate to each
other through the idea of purification that will be encountered in Chapter 6. Moreover,
in Chapter 7 and Chapter 8, we will focus on exploring quantum entanglement in the
context of loop quantum gravity. In a word, entanglement is the essential cornerstone of
quantum information theory. By appealing to entanglement, the relation between Hilbert
spaces is established in the sense of unfactorizability, thus providing the non-locality from
the perspective of pure algebraic data. In the later chapters, we would like to reveal the
manifestation of the connection of non-locality, boundaries, and entanglement.





Chapter 4

Two-body Entanglement in Newtonian
Gravity

In this chapter, we look at the quantum theory of Newtonian gravity. Through the
well-established but non-relativistic dynamics, we hope the presented study provides hints
to future studies on gravitational entanglement in full dynamics of quantum gravity. We
restrict ourselves to two-body entanglement, i.e., the bipartite entanglement of two parti-
cles, as a prototype for multipartite entanglement between many particles. Furthermore,
we investigate how geometry gets reflected in entanglement and correlations.

This chapter starts with the well-known background for the two-body state under
Newtonian potential in non-relativistic quantum mechanics. To study two-body entan-
glement, we present the reduced density matrix from a two-body pure state in subsection
4.2.1 Two-body entanglement depends on both the barycenter and interaction states.
We then focus on the entanglement originating from the interaction state by setting the
barycenter state as a plane wave. In subsection 4.2.2 we prove a simple relation (Result
4.3) between the dispersion (an entanglement quantifier), and eigen-energy. In subsec-
tion 4.3.1 we compute two-body entanglement entropy for particular eigenstates. In the
following subsection 4.3.3 we present a discussion about interaction, geometry, and entan-
glement, from which we show that entanglement can reflect more geometric information,
not only relative distance. This discussion motivates further exploration of entanglement-
geometry reconstruction in the context of quantum gravity.

4.1 Quantum theory of Newtonian gravity

4.1.1 Two-body states

We start by remembering classical mechanics. Let (x, y, z) be a Cartesian coordi-
nates system. We study two spinless particles A,B, which are coordinated by posi-
tion vectors ~rA ≡ (rAx, rAy, rAz) and ~rB ≡ (rBx, rBy, rBz), respectively. Correspondingly,
~pA ≡ (pAx, pAy, pAz) and ~pB ≡ (pBx, pBy, pBz) stand for their conjugate momenta. The
generalized position of the two-body system is then characterized by six parameters for
(~rA, ~rB), and likewise, generalized momentum by (~pA, ~pB). The two-body Hamiltonian is

62
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the sum of kinetic energies plus interaction potential. We only consider central poten-
tial which only depend on the distance between two particles, i.e., V (|~rA − ~rB|). So the
two-body Hamiltonian is read

H =
~p2
A

2mA

+
~p2
B

2mB

+ V (|~rA − ~rB|) . (4.1.1)

A more usual way to the study is to work with barycenter-relative coordinates, characteriz-
ing the two-body system with the following bijective and linear canonical transformation:

barycenter part: ~R =
mA~rA +mB~rB
mA +mB

, ~P = ~pA + ~pB ,

relative part: ~r = ~rA − ~rB , ~p =
mB~pA −mA~pB
mA +mB

.

, (4.1.2)

where ~R ≡ (Rx, Ry, Rz), ~r are barycenter’s position, relative position, respectively, and
~P , ~p are barycenter’s momentum, relative momentum, respectively. Under the transfor-
mation, we rewrite the two-body Hamiltonian as

H =
~P 2

2M
+
~p2

2µ
+ V (r) , with M = mA +mB , µ =

mAmB

mA +mB

, (4.1.3)

whereM and µ are total mass and reduced mass of the two particles, respectively, and r =√
~r · ~r ∈ (0,∞) is the radial distance. The barycenter only contributes kinematic energy

to the two-body Hamiltonian, while relative part is viewed as a one-body Hamiltonian.
We then move to the quantization based on position representation that promotes

~P , ~p to vectorial differential operators −i~∇~R, −i~∇~r, defining two-body Hamiltonian
operator and Schrödinger equation as

Ĥ = − ~2

2M
∇2

~R
− ~2

2µ
∇2
~r + V (r) , ĤΨ(~R,~r) = EtolΨ(~R,~r) . (4.1.4)

The eigenstates Ψ(~R,~r) associated to the Hamiltonian can be solved separately: the
barycenter part is easily solved by plane waves, and relative part is to be solved as an
one-body problem with reduced mass µ The eigenstate of Schrödinger equation is in the
form of

Ψ~P ,Elm(~R,~r) = φ~P (~R)ψElm(~r) =
1√
VR
e

i
~
~P ·~RREl(r)Ylm(θ, ϕ) . (4.1.5)

The eigenstate is labeled by six numbers: three ~P = (Px, Py, Pz) for barycenter’s momen-
tum within continuous spectral, and three E, l,m for relative energy E, orbital angular
momentum l, and azimuthal angular momentum m boundeed by −l ≤ m ≤ l. We
denote the basic solution for relative part by ψElm(~r), associated to (interaction) eigen-
energy E. Moreover, due to the spherical symmetry of the central potential, we have
ψElm(~r) = REl(r)Ylm(θ, ϕ) where Ylm(θ, ϕ) is spherical harmonic

Ylm(θ, ϕ) = (−1)m

√
(2l + 1)

4π

(l −m)!

(l +m)!
Pm
l (cos θ) eimϕ (4.1.6)
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with orbital angular momentum l and azimuthal angular momentum m in terms of polar
angle θ ∈ [0, π) and azimuth angle ϕ ∈ [0, 2π). The Pm

l (cos θ) is associated Legendre
polynomial. The solution Rnl(r) of radial equation (4.1.10) depends on the form of central
potential V (r) and asymptotic behavior [145]. The next subsection will focus on the
solutions under Coulomb potential.

Notice that plane wave is δ-normalization, but one could introduce the volume of
position space

VR = (2π~)3δ(3)(~P − ~P ) (4.1.7)

to tame the divergence [146, 147, 148]. The taming factor can be understood as the
replacement in the manner of Eq.(8.32) in Page 180, [149]

lim
VR→∞

∑ (2π~)3

VR
f(~P ) =

∫
R3

f(~P ) d3 ~P . (4.1.8)

The two-body wave function (4.1.5) is expressed in terms of coordinates (~R,~r). This
expression naturally admits the substitution of variables Eq.(4.1.2). That is, for any wave
function in terms of barycenter-relative coordinates (~R,~r), we can define the wave function
in terms of two-body coordinates (~rA, ~rB) via evaluation,

ΨAB(~rA, ~rB) := Ψbr(~R =
mA~rA +mB~rB
mA +mB

, ~r = ~rA − ~rB) . (4.1.9)

This substitution will reveal the entanglement between the two particles. We will have a
closer look in the section 4.2.

4.1.2 Solutions of bound states and SO(4) symmetry

This part offers a brief review of the solutions of Newtonian quantum gravity, which is
described by an attractive Coulomb potential V (r) = −b/r with constant b = GmAmB.
We need to solve the Schrödinger equation to obtain the solutions REl(r) for the relative
part. Then due to the Eq.(4.2.11), we also need to know the Fourier transformation for
these solutions REl(r), for the sake of having a diagonal reduced state. In fact, for the
case of attractive Coulomb potential, the bound state solutions are the representations of
SO(4).

We still start by looking at the position representation. The relative part is a one-body
problem with reduced mass µ. Call (r, θ, ϕ) the spherical coordinates for relative position
~r. Then the Schrödinger equation via variables separation ψnlm(~r) = Rnl(r)Ylm(θ, ϕ)
presents as follows:− ~2

2µ

(
d2

dr2
+

2

r

d

dr

)
+

~2 l(l + 1)

2µ r2
− b

r

Rnl(r) = EnRnl(r) , (4.1.10)

∆S2 Ylm(θ, ϕ) = −l(l + 1)Ylm(θ, ϕ) , (4.1.11)

where ∆S2 is Laplacian operator on S2, solved by spherical harmonics (4.1.6). Azimuthal
m is bounded by −l ≤ m ≤ l. The solution Rnl(r) of radial equation (4.1.10) depends
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on the asymptotic behavior [145]. The bound states are solved by Laguerre polynomial
Lνµ(x),

Rnl(r) =

√( 2

na

)3 (n− l − 1)!

2n · (n+ l)!
e−

r
na

( 2r

na

)l
L2l+1
n−l−1

( 2r

na

)
, (4.1.12)

where a = ~2

µb
is reduced Bohr radius with respect to reduced mass µ. The energy spectrum

En = − µb2

2n2~2 is discrete with integers n = 1, 2, · · · , called principal quantum numbers,
which bounds the orbital quantum numbers l with 0 ≤ l ≤ n− 1.

The wave function ψnlm(~p) expressed in terms of momentum coordinates can be ob-
tained via Fourier transformation for ψnlm(~r) up to a phase [150]:

ψnlm(~p) = il−m22l+2

√
2n4a3

π~3

√
(n− l − 1)!

(n+ l)!

l! plpl+4
0

(p2 + p2
0)l+2

C l+1
n−l−1

(
p2 − p2

0

p2 + p2
0

)
Ylm(θ, ϕ) ,

(4.1.13)
where C l+1

n−l−1 is Gegenbauer polynomial of degree n− l− 1, whose definition is presented
as following.

Definition 4.1. A Gegenbauer polynomial Cν
a of degree a (non-negative integer) with

parameter ν > −1/2 , ν 6= 0, is defined by

Cν
a (s) =

[a
2

]∑
k=0

Γ(a+ ν − k)

Γ(ν)k!(a− 2k)!
(2s)a−2k . (4.1.14)

It is convenient to define the normalized Gegenbauer polynomial C̃ν
a (s) [151] associated

to the measure wν(s),

C̃ν
a (s) =

√
a!(a+ ν)Γ(2ν)

νΓ(a+ 2ν)
Cν
a (s) , wν(s) =

Γ(ν + 1)√
πΓ(ν + 1

2
)
(1− s2)ν−

1
2 , (4.1.15)

where 0 ≤ a ∈ N, then the orthogonality is written as∫ 1

−1

C̃ν
a (s) C̃ν

a′(s)wν(s) ds = δaa′ . (4.1.16)

Remarkably, the solutions ψnlm(~p) for bound states, belong to the representations of
SO(4), i.e., they can be expressed in terms of S3-spherical harmonics through Fock’s
method [152]. This additional symmetry - from SO(3) to SO(4), is sometimes called
accident symmetry, and it is due to the Laplace-Runge-Lenz vector, a constant of motion
particularly given by Coulomb potential.

Fock’s method can be extended to scattering solutions [153]. It turns out that the irre-
ducible representation of SO(4, 2) spans the solution space, where SO(4, 1) irreducible rep-
resentation spans the bound states (varying principal quantum number n), and SO(3, 2)
irreducible representation spans scattering states. The SO(4) irreducible representation
spans bound states with given binding energy - fixed principal number n.
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Let R4 = R3 × R where R3 is the momentum space, and R is defined by a unit
vector ~n orthogonal to R3. Every bound state is labeled by 4-vector (~p, p0) where p0 =√
−2µEn is the fourth component, presenting binding energy En. Here we require n

(energy) to be fixed. By means of stereographic projection, one defines a 4-dimensional
unit dimensionless vector ~w = (~u, u0) by

~w := ~u+ u0~n , ~u =
2p0

p2 + p2
0

~p , u0 =
p2 − p2

0

p2 + p2
0

, (4.1.17)

where p =
√
~p · ~p the length of ~p and ~w · ~w := ~u · ~u + u2

0 = 1. The unit vector ~w points
toward S3 ⊂ R4 from origin and is parameterized by angular coordinates on S3:

ux = 1
p2+p2

0
(2p0px) = sinα sin θ cosϕ ,

uy = 1
p2+p2

0
(2p0py) = sinα sin θ sinϕ ,

uz = 1
p2+p2

0
(2p0pz) = sinα cos θ ,

u0 = 1
p2+p2

0
(p2 − p2

0) = cosα .

(4.1.18)

Call dΩS3 the measure of S3, the relation between dΩS3 and d3~p is given by

dΩS3 = sin2 α sin θ dα dθ dϕ , d3~p =
p3

0

(1− cosα)3
dΩS3 =

(p2 + p2
0)3

8p3
0

dΩS3 . (4.1.19)

The solutions ψ(~p) are mapped onto wave functions ψ̃(~w) on S3 via the following trans-
formation:

ψ̃(~w) =
1

4
p
− 5

2
0 (p2 + p2

0)2ψ(~p) , ψ(~p) = p
− 3

2
0 (1− cosα)2ψ̃(~w) , (4.1.20)

where the relation 〈p̂2〉 = p2
0 for Coulomb potential is used [152]. Let us decompose

ψnlm(~p) = Fnl(p)Ylm(θ, ϕ), then the corresponding ψ̃nlm(~w) can be also decomposed into
the form

ψ̃nlm(~w) = F̃nl(cosα)Ylm(θ, ϕ) . (4.1.21)

The coordinate α is supported in interval [0, π]. Denote s = cosα bounded by interval
[−1, 1]. The F̃nl can be factorized further: a polynomial part and weight function part.
The wave function ψ̃(~w) turns out to be a S3-spherical harmonic, built up by Gegenbauer
polynomials.

Fock’s method shows that the solutions of Coulomb potential are S3-spherical har-
monics Ynlm(~w) (cf. [151, 154]), i.e.,

ψ̃nlm(~w) = Ynlm(~w) = F̃nl(α)Ylm(θ, ϕ) (4.1.22)

where both functions F̃nl(s) and Ylm(θ, ϕ) can be factorized into normalized Gegenbauer
polynomials together with weight function:

F̃nl(s) = (1− s2)−
1
4 C̃ l+1

n−l−1(s)
√
wl+1(s) , (4.1.23)
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Ylm(θ, ϕ) =

√
1

2π
eimϕ · C̃ |m|+

1
2

l−|m| (cos θ)
√
w|m|+ 1

2
(cos θ) . (4.1.24)

The orthogonality is consistently checked as,∫ π

0

F̃n′l′(cosα)F̃nl(cosα) sin2 α dα

∫ π

0

sin θ dθ

∫ 2π

0

Yl′m′(θ, ϕ)Ylm(θ, ϕ) dϕ = δn′nδl′lδm′m .

(4.1.25)
To close this part, we have seen the representation of the bound state in momentum

space, which gives the diagonal entries of the reduced state, and contains the informa-
tion for two-body entanglement. Moreover, the SO(4) symmetry reveals a mathematical
relation to loop quantum gravity, due to the well-known SO(4) ∼= SU(2)L × SU(2)R.

4.2 Two-body entanglement in non-relativistic theory

4.2.1 Reduced state for two-body state

Bipartite entanglement is better to be characterized by the formulation of reduced
density matrix, in which the entanglement entropy is defined by von Neumann entropy of
reduced state. However, there are infinite eigenvalues, which would cause issues involv-
ing the volume factor. This subsection will suggest a prescription that emphasizes the
difference between the entropies of states rather than the entropy of individual states.

Consider a pure two-body state Ψ. We can express it in terms of variables for
Hbcm ⊗ Hrel, for instance, Ψ(~R,~r) in terms of position representation, but it is free to
use momentum representation by means of Fourier transformation. Now the wave func-
tion admits bijective substitution (~R,~r)→ (~rA, ~rB) in the manner of Eq.(4.1.5), supported
by Eq.(4.1.2). Now we view the barycenter coordinates ~R and ~r, or two-body coordinates
~rA, ~rB as the resemblance of matrix indices. That is, recalling a pure state density ma-
trix, whose entry at mth row nth column can be expressed by ρmn = vmvn, the pure state
density matrix entry of two-body state, is expressed as

ρbr(~R,~r;
~̃R, ~̃r) = Ψbr(~R,~r)Ψcr(

~̃R, ~̃r) = ΨAB(~rA, ~rB)ΨAB(~̃rA, ~̃rB) = ρAB(~rA, ~rB; ~̃rA, ~̃rB) ,
(4.2.1)

where the variables without ‘∼’ over head are analogies to row indices, and the variables
with ‘∼’ over head analogies to column indices. The second step is done by (~R,~r) →
(~rA, ~rB) and ( ~̃R, ~̃r)→ (~̃rA, ~̃rB) with respect to Eq.(4.1.2). Overall, this ΨΨ is a continuous
analogy to finite dimensional matrix, and the semicolon ‘;’ in ρ is designed to separate
the ‘row’ and ‘column’ indices. The reduced state ρA for HA is then defined by partial
trace over HB, that is, integrating ~rB and ~̃rB with delta function δ(3)(~rB − ~̃rB):

ρA(~rA; ~̃rA) =

∫
R3

ρAB(~rA, ~rB; ~̃rA, ~̃rB)d3rB =

∫
R3

Ψbr(~R,~r) Ψbr(
~̃R, ~r)d3rB (4.2.2)

=

∫
R3

Ψbr

(mA

M
~rA +

mB

M
~rB, ~rA − ~rB

)
Ψbr

(mA

M
~̃rA +

mB

M
~rB, ~̃rA − ~rB

)
d3rB ,

(4.2.3)



Chapter 4. Two-body Entanglement in Newtonian Gravity 68

In general, the ρA(~rA, ~r
′
A) is not diagonal. Diagonalization for the ρA amounts to asking

the solutions of Fredholm integral equation [146, 148]:∫
R3

ρA(~rA; ~̃rA)ψλ,m(~̃rA) d3r̃A = λψλ,m(~rA) . (4.2.4)

Here m labels the multiplicity in case various linear-independent solutions have common
eigenvalue λ.

Similarly to the situations in finite-dimensional density matrix, the entanglement is
encoded in the eigenvalues of the reduced state. To be more precise, if the solution space
of non-zero λψλ,m has dimension greater than 1, then the two-body state is entangled.
Moreover, the entropy is computed based on non-zero eigenvalues λ.

It turns out that the barycenter state matters to the diagonalization of the reduced
density matrix, then it does matter to the two-body entanglement. However, finding a
general formulation for diagonalization is a formidable task.

In this work, we focus on the case whose barycenter state has a definite momentum
~P , and we can solve the diagonalization easily. Another easy diagonalization case is that
barycenter state has a definite position ~R. In this work, we do not consider the case with
a definite position since its barycenter state is not an eigenstate of the free Schrödinger
equation.

The barycenter state with definite momentum ~P0 is given by delta function

φ(~P ) =
(2π~)

3
2

√
VR

δ(3)(~P − ~P0) (4.2.5)

where VR is the volume factor for position space [146, 147, 148]. The solution for diago-
nalization is easier done in momentum representation than in position representation. To
do this, we start by two-body state in terms of momenta coordinates (~P , ~p),

Ψbr(~P , ~p) = φ(~P )ψ(~p) =
(2π~)

3
2

√
VR

δ(3)(~pA + ~pB − ~P0)ψ(
mB~pA −mA~pB
mA +mB

) , (4.2.6)

where the wave function ψ(~p) is obtained from Fourier transformation from ψ(~r),

ψ(~p) =
1

(2π~)
3
2

∫
R3

e−
i
~ ~p·~rψ(~r) d3r . (4.2.7)

Now, the two-body pure state density matrix ρAB is expressed in terms of momenta
coordinates (~P , ~p) as below,

ρAB(~pA, ~pB; ~̃pA, ~̃pB) (4.2.8)

=
(2π~)3

VR
δ(3)(~pA + ~pB − ~P0)δ(3)(~̃pA + ~̃pB − ~P0)ψ

(mB

M
~pA −

mA

M
~pB

)
ψ
(mB

M
~̃pA −

mA

M
~̃pB

)
,

then as the similar procedure in Eq.(4.2.3), it is straightforward to show the reduced state
ρA obtained from partial tracing HB,

ρA(~pA; ~̃pA) =

∫
R3

ρAB(~pA, ~pB; ~̃pA, ~pB) d3pB =
(2π~)3

VR

∣∣∣ψ(~pA − mA

M
~P0

)∣∣∣2δ(3)(~pA − ~̃pA) .

(4.2.9)
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It is clear a diagonal reduced state with respect to coordinates ~pA and ~̃pA, since the
entries vanish whenever ~pA 6= ~̃pA. However, the diagonal matrix admits infinite number
of diagonal elements. The diagonal entries are just the probabilities in the distribution
|ψ(~p)|2 up to a translation. In accord with Eq.(4.1.8), we verify the normalization of ψ(~r),

lim
VR→∞

∑
~p

(2π~)3

VR
|ψ(~p)|2 =

∫
R3

|ψ(~p)|2 d3p = 1 . (4.2.10)

Hence, for simplicity, we write the reduced state by

ρA(~p; ~̃p) =
(2π~)3

VR
|ψ(~p)|2δ(3)(~p− ~̃p) . (4.2.11)

The Fredholm equation (4.2.4) is solved automatically. The entanglement gets reflected
on the probability distribution |ψ(~p)|2. The two-body state is entangled provided that
|ψ(~p)|2 has multiply numbers of ~p that |ψ(~p)|2 6= 0. In particular, we conclude:

Proposition 4.2. If the barycenter state of a two-body state is a plane wave

φ~P (~R) =
1√
VR
e

i
~
~P ·~R , or equivalently φ(~P ) =

(2π~)
3
2

√
VR

δ(3)(~P − ~P0) , (4.2.12)

then the two-body state is unentangled if and only if the relative state has the form

ψ(~p) =
(2π~)

3
2

√
Vr

δ(3)(~p− ~p0) (4.2.13)

up to some global phase, where Vr is the volume factor like VR. That is to say, the relative
part of an unentangled two-body state has to be a plane wave, which is the solution for
Hamiltonian with free potential V = 0.

This is not surprising, and the proposition means that the entanglement emanates from
the interaction potential. What we want to emphasize here, is the converse statement,
namely, the logic that the interaction could be deduced from entanglement. This is one of
main motivations of the thesis since the purpose is to reconstruct gravitational interaction
from entanglement in case the description of dynamics is incomplete, so we wish the study
on Newtonian gravity could provide some hints.

To do so, we emphasize that the entanglement-interaction deduction holds under the
precondition that barycenter state is a plane wave. For the cases that barycenter state
is not a plane wave, the two-body state is entangled even though the interaction V = 0.
For instance, consider the relative state |ψ〉 to be a momentum eigenstate |~q〉 = e

i
~~q·~r, and

the barycenter state being in superposition 1√
2
(|~P0〉 + eiγ| ~Q0〉) where ~P0 and ~Q0 are two

plane waves in different directions with same kinetic energy. So the normalized two-body
state reads 1√

2VRVr
(|~P0〉+ eiγ| ~Q0〉 ⊗ |~q〉, giving the density matrix of two-body state:

σq =
1

2VRVr
(|~P0〉+ eiγ| ~Q0〉)(〈~P0|+ e−iγ〈 ~Q0|)⊗ |~q〉〈~q| . (4.2.14)
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The reduced state of HA reads:

σqA(~pA; ~̃pA) =
δ(3)(~pA − ~̃pA)

2VRVr
δ(3)
(
~pA−

mA
~P0

M
−~q
)2

+
δ(3)(~pA − ~̃pA)

2VRVr
δ(3)
(
~pA−

mA
~Q0

M
−~q
)2

.

(4.2.15)
The normalization reads Tr(σqA) = 1, and it exhibits two nonzero eigenvalues when
~pA = ~q + mA

~P0/M and ~pA = ~q + mA
~Q0/M . Thus σq is entangled, which shows that

the two-body entanglement could exist due to the superposition in barycenter part even
though the interaction vanishes. A similar situation would happen in the case that relative
part is in superposition such that free Hamiltonian admits entanglement again. But recall
that the propose is to reconstruct the relational information from entanglement, this
superposition still encodes these information such as relative distance and relative angles
with respect to axes.

4.2.2 Correlation functions of two-body operators

We define the correlation function of operator Ô1Ô2 with respect to two-body state
|Ψ〉 as following,

∆(Ô1Ô2) =
〈Ψ|Ô1Ô2|Ψ〉
〈Ψ|Ψ〉

− 〈Ψ|Ô1|Ψ〉
〈Ψ|Ψ〉

〈Ψ|Ô2|Ψ〉
〈Ψ|Ψ〉

. (4.2.16)

This definition coms from the variation or dispersion. The denominator |Ψ〉 is meant to
remove the δ-normalizable from barycenter part. Let us look at the correlation functions
of fundamental momentum and position operators,

~̂pA =
mA

M
~̂P + ~̂p = −i~

mA

M
∇~R − i~∇~r ,

~̂pB =
mB

M
~̂P − ~̂p = −i~

mB

M
∇~R + i~∇~r ,


~̂rA = ~̂R +

mB

M
~̂r ,

~̂rB = ~̂R− mA

M
~̂r ,

(4.2.17)

for any one of probable directions i chosen from i = x, y, z. Consider the correlations of
two-body momentum operator and position operator with respect to direction i,

∆(p̂Aip̂Bi) =
µ

M
∆(P̂ 2

i )−∆(p̂2
i ) +

mB −mA

M

(
〈p̂iP̂i〉 − 〈p̂i〉〈P̂i〉

)
, (4.2.18)

∆(r̂Air̂Bi) = ∆(R̂2
i )−

µ

M
∆(r̂2

i ) +
mB −mA

M

(
〈r̂iR̂i〉 − 〈r̂i〉〈R̂i〉

)
, (4.2.19)

where the ∆(R̂2
i ), ∆(r̂2

i ), ∆(P̂ 2
i ) and ∆(p̂2

i ) are correlation functions defined by Eq.(4.2.16),
by viewing them as particular Ô1Ô2 with Ô1 = Ô2, which return to the definition of
dispersion. Since wave function is assumed to be factorized by Ψ(~R,~r) = φ(~R)ψ(~r), the
last terms on right hand side vanish, i.e., 〈p̂iP̂i〉 − 〈p̂i〉〈P̂i〉 = 〈r̂iR̂i〉 − 〈r̂i〉〈R̂i〉 = 0. If a
two-body state is unentangled, then above correlation functions vanish.

Both two correlation functions have translation invariance in the sense of, for instance
∆[(p̂Ai + ai)(p̂Bi + ai)] = ∆(p̂Aip̂Bi), where ai is the i-component of an arbitrary vector ~a
for the translation. The correlation function of individual component, e.g. ∆(p̂Aip̂Bi), is
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not rotational invariance, but we can construct rotational invariant correlation functions
via dot product:

∆(~̂pA · ~̂pB) =
µ

M
∆(P̂ 2)−∆(p̂2) , ∆(~̂rA · ~̂rB) = ∆(R̂2)− µ

M
∆(r̂2) , (4.2.20)

i.e., summing ∆(p̂Aip̂Bi) and ∆(r̂Air̂Bi) over i = x, y, z. In addition, the corresponding
components ∆(p̂2

i ) and ∆(r̂2
i ) can be computed: since the relative wave function is fac-

torized by ψ(~r) = Rnl(r)Ylm(θ, ϕ) or ψ(~p) = Fnl(r)Ylm(θ, ϕ), the dispersions of these
components can be computed as follows:

〈ψnlm|p̂2
x|ψnlm〉 = 〈ψnlm|p̂2

y|ψnlm〉 =
l2 + l +m2 − 1

(2l − 1)(2l + 3)
〈ψnlm|p̂2|ψnlm〉 ,

〈ψnlm|p̂2
z|ψnlm〉 =

2l2 + 2l − 2m2 − 1

(2l − 1)(2l + 3)
〈ψnlm|p̂2|ψnlm〉 ,

〈r̂2
x〉 = 〈ψnlm|r̂2

y|ψnlm〉 =
l2 + l +m2 − 1

(2l − 1)(2l + 3)
〈ψnlm|r̂2|ψnlm〉 ,

〈ψnlm|r̂2
z |ψnlm〉 =

2l2 + 2l − 2m2 − 1

(2l − 1)(2l + 3)
〈ψnlm|ψnlm|r̂2|ψnlm〉 .

(4.2.21)

That is, knowing 〈p2〉 and (l,m) is enough to know 〈p̂2
i 〉, because the expectations of the

spherical harmonics only depend on the angular quantum numbers (l,m) [148]

〈Ylm| sin2 θ cos2 ϕ|Ylm〉 = 〈Ylm| sin2 θ sin2 ϕ|Ylm〉 =
l2 + l +m2 − 1

(2l − 1)(2l + 3)
,

〈Ylm| cos2 θ|Ylm〉 =
2l2 + 2l − 2m2 − 1

(2l − 1)(2l + 3)
,

(4.2.22)

then we only need to compute the dispersion 〈p̂2〉. In fact, it is easy to compute if the
interaction potential is a monomial potential (d 6= 2).

Result 4.3. Given any d 6= −2 monomial potential V (r) = −b rd where b is a cou-
pling constant, consider energy eigenstate |ψn〉 satisfy Ĥ|ψn〉 = E|ψn〉 and normalization
〈ψn|ψn〉 = 1, then 〈ψn|p̂2|ψn〉 only depends on the energy eigenvalue, i.e.,

V (r) = −b rd (d 6= −2) : 〈ψn|p̂2|ψn〉 =
2µd

d+ 2
E . (4.2.23)

The proof is easy by applying virial theorem:

2〈T 〉 = 〈~r · ∇V (~r)〉 . (4.2.24)

For a monomial potential, it implies 〈V 〉 = 2〈T 〉/d. Due to 〈T 〉+ 〈V 〉 = E, one can solve
the 〈ψn|p̂2|ψn〉 in terms of eigen-energy when d 6= −2.

The dispersion 〈p̂2〉 can be used as an entanglement quantifier in [146], portraying
the ‘width’ of probability distribution with respect to the reduced state. We re-explain
the entanglement quantifier in terms of correlation function associated to two-body mo-
mentum operator p̂A · p̂B, and give the relation (4.2.23) that extends the entanglement
quantifier [146] to any monomial potential d 6= −2 and any energy eigenstate.
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Whereas for the viewpoint of correlation functions, one should keep in mind about
which two-body operators and barycenter states are to be considered. To be more specific,
for the case that barycenter state is a plane wave, the correlation function ∆(~̂pA · ~̂pB) =

−〈p̂2〉 since ∆(P̂ 2) = 0, while the correlation function ∆(~̂rA · ~̂rB) is divergent because of
∆(R̂2) =∞. So in this case we do not say ∆(~̂rA·~̂rB) a proper entanglement quantifier. The
divergence could be explained by Heisenberg uncertainty principle: ∆(P̂ 2) = 0 implies
∆(R̂2) =∞.

It is remarkable that Result 4.3 shows a simple relation between the entanglement
quantifier 〈ψn|p̂2|ψn〉 and eigen-energy. This is an encouragement for the project that
relates gravitational dynamics and entanglement. On the other hand, the entanglement
quantifier 〈ψn|p̂2|ψn〉 does not look the angular quantum number at all. While the angular
quantum numbers indeed make some difference in the two-body entanglement as to be
seen in the next subsection.

4.2.3 Expectations of relative momentum and relative distance for
Newtonian gravity

The expectation values for suitable powers α of p̂ and r̂ are presented as following. But
note that ~̂p and ~̂r are vectorial operators, the expectation value of odd exponent always
vanishes due to the parity. In order to include the odd exponent, we define and give the
expectations as follows [155, 156]:

〈ψnlm|pα|ψnlm〉 =

∫
R3

pα|ψnlm(~p)|2 d3p

=

(
µb

n~

)α √
πnΓ(n+ l + 1)

22l+1(n− l − 1)!

Γ(l + α+3
2

)Γ(l + 5−α
2

)

Γ(l + 2)Γ(l + 5
2
)Γ2(l + 3

2
)

× 5F4

 −n+ l + 1, n+ l + 1, l + 1, l + α+3
2
, l + 5−α

2

2l + 2, l + 3
2
, l + 2, l + 5

2

∣∣∣∣∣ 1
 (4.2.25)

converges for −2l − 3 < α < 2l + 5, and

〈ψnlm|rα|ψnlm〉 =

∫
R3

rα|ψnlm(~r)|2 d3r

=
1

2n

(
n~
µb

)α
Γ(2l + α + 3)

2αΓ(2l + 2)
3F2

 −n+ l + 1, −α− 1, α + 2
2l + 2, 1

∣∣∣∣∣ 1
 (4.2.26)

converges for α > −2l − 3. In particular, the expectations 〈ψnlm|rα|ψnlm〉 for integer α
can be also computed by Kramers-Pasternack relations (c.f. [157])

4(α + 1)

n2
〈ψnlm|rα|ψnlm〉+a2α[(2l+1)2−α2]〈ψnlm|rα−2|ψnlm〉 = 4a(2α+1)〈ψnlm|rα−1|ψnlm〉

(4.2.27)
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In particular, the dispersions of relative momentum and distance, are related to correlation
functions of two-body operators p̂Aip̂Bi and r̂Air̂Bi respectively,

〈ψnlm|p̂2|ψnlm〉 = −2µEn =
µ2b2

n2~2
=

~2

n2a2
, (4.2.28)

and the dispersion of relative distance, we have

〈ψnlm|r̂2|ψnlm〉 = a2n
2(5n2 − 3l(l + 1) + 1)

2
. (4.2.29)

where a = ~2

µb
is the reduced Bohr radius. The dispersion of relative momentum can be

also computed easily by Proposition 4.3, and it does not depend on orbital angular mo-
mentum l. As the argument is subsection 4.2.2, the dispersion of relative momentum is an
entanglement quantifier with respect to the well-defined correlation function p̂Aip̂Bi, while
the dispersion of relative position corresponding to the two-body operator r̂Air̂Bi diverges
due to the spreading-out of barycenter position R̂. Note that the dispersion 〈ψnlm|r̂2|ψnlm〉
still makes sense since it is convergent and characterizes the relative distance between two
particles, with dependency on both principal quantum number n and angular quantum
number l.

An obvious question is whether the relative distance gets reflected on two-body entan-
glement. Indeed, the entanglement is weakened as the principal number n increases. In
turn, the relative distance increases as principal number n increases, which seems to be
explained by the weakening entanglement. In fact, Eq.(4.2.29) shows the negative depen-
dency between relative distance and orbital momentum l. If we followed the logic that
relative distance implies the strength of two-body entanglement, we would have deduced
that the higher l state is more entangled than the lower l state. However, as we will see
later, this deduction is incorrect when we look at the entanglement entropy in Section
4.3.2. Therefore, the answer should be that relative distance is reflected in two-body en-
tanglement, but two-body entanglement contains more relative information than relative
distance. In other words, entanglement allows us to read more geometric information, not
just distance.

4.3 Two-body entanglement entropy

4.3.1 Two-body momentum entropy

The reduced state (4.2.11) gives von Neumann entropy

SVR(ρA) = − lim
VR→∞

∑
~p

(2π~)3|ψ(~p)|2

VR
ln

(2π~)3|ψ(~p)|2

VR

= ln
VR

(2π~)3
−
∫
R3

|ψ(~p)|2 ln |ψ(~p)|2 d3p . (4.3.1)

When VR →∞, the von Neumann entropy entails logarithmic divergence. But the integral

S = −
∫
R3

|ψ(~p)|2 ln |ψ(~p)|2 d3p (4.3.2)
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can be finite. The S is the Shannon entropy associated with the probability distribution
|ψ(~p)|2, and is called momentum entropy [158]. Note that the momentum entropy could
be negative because the probability distribution admits |ψ(~p)|2 > 1 at some points. In
the rest of this part, we will focus on momentum entropy.

Usually, the momentum entropy S is finite. Then the von Neumann entropy will
ineluctably diverge as VR → ∞, which means that the volume divergence will suppress
any other contributions. We can not see eigenstates from the diverging entropy. A similar
argument was shown in [148], where they computed the linear entropy of reduced state
that turned out to be trivial due to the volume divergence.

We consider the difference between entropies: given two reduced states ρA and ρ′A,
the difference between von Neumann entropies equals the difference between Shannon
entropies

SVR(ρA)− SVR(ρ′A) = S(ρA)− S(ρ′A) (4.3.3)

since VR is a constant. For instance, we could set ρA and ρ′A as reduced states from two
eigenstates. In this prescription, we no longer have volume divergence; meanwhile, the
triviality disappears.

The diverging volume factor is because the barycenter state is δ-normalizable. It is
possible to avoid the divergence by considering a Gaussian wave-packet [159, 148]. How-
ever, such a barycenter state is not an eigen-solution for the free Schrödinger equation.
Moreover, the two-body state can get entangled due to the barycenter state, as the exam-
ple in Eq.(4.2.14), which has nothing to do with two-body interaction. Since we want to
reconstruct gravitational interaction from entanglement, it is natural to pay immediate
attention to the contribution from the relative part. Thus we are only interested in the
plane wave barycenter state.

4.3.2 Momentum entropy for Newtonian gravity bound states

We now look at the entanglement entropy of the two-body Newtonian gravity state.
In this part, we express the integral (4.3.2) for momentum entropy in terms of quantum
numbers (n, l,m) as explicitly as possible. The expression will contain two Gegenbauer
entropies. However, we do not have an effective expression for them, in the cases of
arbitrary (n, l,m). But it is enough for us to consider two particular cases, i.e., l = m = 0
and l = m = n − 1. By means of analyzing the two particulars, we can re-inspect the
question in the previous subsection.

Let us start with arbitrary eigenstate ψnlm(~p) = Fnl(p)Ylm(θ, ϕ), then the momentum
entropy (4.3.2) can be factorized further

Snlm = −
∫ ∞

0

p2|Fnl(p)|2 ln |Fnl(p)|2 dp−
∫
S2

|Ylm(θ, ϕ)|2 ln |Ylm(θ, ϕ)|2 dΩS2 . (4.3.4)

Calling the transformation (4.1.20), the momentum entropy (4.3.4) is factorized further

Snlm =
3

2
ln(−2µEn) + STnl + SRnl + SYlm , (4.3.5)
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where STnl, SRnl and SYlm are integrals

STnl = −
∫ 1

−1

4|F̃nl(s)|2(1− s2)
1
2 ln(1− s) ds , (4.3.6)

SRnl = −
∫ 1

−1

(1− s2)
1
2 |F̃nl(s)|2 ln |F̃nl(s)|2 ds , (4.3.7)

SYlm = −
∫
S2

|Ylm(θ, ϕ)|2 ln |Ylm(θ, ϕ)|2 dΩS2 , (4.3.8)

where we have used the fact that Gegenbauer polynomial has parity — is either odd or
even function, thus |F̃nl(s)|2 must be an even function. The STnl is given by Theorem 4 in
[155]. The integrals SRnl and SYnl consist of two parts, expressed as follows:

SGaν = −
∫ 1

−1

wν(s)[C̃
ν
a (s)]2 ln[C̃ν

a (s)wν(s)]
2 ds = S(C̃ν

a ) + I(C̃ν
a ) . (4.3.9)

The S(C̃ν
a ) is the so-called Gegenbauer entropy,

S(C̃ν
a ) = −

∫ 1

−1

wν(s)[C̃
ν
a (s)]2 ln[C̃ν

a (s)]2 ds , (4.3.10)

which is formidable to compute [160, 161, 162, 163, 164, 165, 166]. A practical expres-
sion for generic Gegenbauer entropies with respect to arbitrary a and ν is still under
investigation. It is known to compute particular Gegenbauer entropies [158]

S(C̃ν
0 ) = 0 , and S(C̃1

a) =
1

a+ 1
− 1 . (4.3.11)

Even the expression S(C̃2
a) is rather complicated and lengthy [163]. As for the integral

I(C̃ν
a ), it is computed by Theorem 3 in [155],

I(C̃ν
a ) = −

∫ 1

−1

wν(s)[C̃
ν
a (s)]2 lnwν(s) ds

=(ν − 1

2
)

(
2 ln 2 +

1

a+ ν
+ 2Γ(1)(a+ ν)− 2Γ(1)(a+ 2ν)

)
+ ln

√
πΓ(ν + 1

2
)

Γ(ν + 1)
. (4.3.12)

Now, STnl, SRnl and SYlm are listed as follows:

STnl =− 2n

(
2

n

[
1− ln 2 + Γ(1)(n+ l + 1)− Γ(1)(n)

]
− 4(2l + 1)

4n2 − 1
− 1

n2

)
, (4.3.13)

SRnl =S(C̃ l+1
n−l−1) + l

(
2 ln 2 +

1

n
+ 2Γ(1)(n)− 2Γ(1)(n+ l + 1)

)
+ ln

√
πΓ(l + 3

2
)

Γ(l + 2)
,

(4.3.14)

SYlm =S(C̃
|m|+ 1

2

l−|m| ) + |m|

(
2 ln 2 +

1

l + 1
2

+ 2Γ(1)(l +
1

2
)− 2Γ(1)(l + |m|+ 1)

)



Chapter 4. Two-body Entanglement in Newtonian Gravity 76

+ ln

√
πΓ(|m|+ 1)

Γ(|m|+ 3
2
)

+ ln 2π , (4.3.15)

where Γ(1)(z) = Γ′(z)/Γ(z) denotes digamma function. Putting them together, the mo-
mentum entropy (4.3.5) is determined except for two Gegenbauer entropies

Snlm =
3

2
ln(−2µEn) +

(
4
[

ln 2− 1 + Γ(1)(n)− Γ(1)(n+ l + 1)
]

+
8n(2l + 1)

4n2 − 1
+

2

n

)
+ l

(
2 ln 2 +

1

n
+ 2Γ(1)(n)− 2Γ(1)(n+ l + 1)

)
+ ln

√
πΓ(l + 3

2
)

Γ(l + 2)

+ |m|

(
2 ln 2 +

1

l + 1
2

+ 2Γ(1)(l +
1

2
)− 2Γ(1)(l + |m|+ 1)

)

+ ln

√
πΓ(|m|+ 1)

Γ(|m|+ 3
2
)

+ ln 2π + S(C̃ l+1
n−l−1) + S(C̃

|m|+ 1
2

l−|m| ) . (4.3.16)

4.3.3 An observation about entanglement reconstruction for in-
teraction and geometry

Now we consider the two particular cases l = m = 0 and l = m = n − 1, their
momentum entropies are given as the following:

Sn00 =
3

2
ln(−2µEn) +

2

n(4n2 − 1)
− n− 1

n
+ 4(ln 2− 1) + ln(2π2) , (4.3.17)

Sn,n−1,n−1 =
3

2
ln(−2µEn)− lnn− 4

2n+ 1
+
n+ 1

n
+ 2
(

Γ(1)(n)− Γ(1)(n+
1

2
)
)

+ ln(2π2) .

(4.3.18)

Here Sn00 and Sn,n−1,n−1 are expressed exactly, due to the exact expressions (4.3.11) for
Gegenbauer entropy.

From the two expressions, we compare them by fixing the principle quantum number n,
then, we do not need to look at the first term, but the rest of the terms make a difference.
When n → 0, the Sn,n−1,n−1 has negative logarithmic divergence, so Sn,0,0 > Sn,n−1,n−1,
which means ψn00(~r) is more entangled than ψn,n−1,n−1(~r). However, recall the dispersion
(4.2.29), the state ψn00(~r) has longer relative distance than ψn,n−1,n−1(~r), which goes
against the naive intuition that more entangled state implies a shorter relative distance.
Meanwhile, the relative distance reflects the strength of the central interaction between the
two particles, so gravitational interaction behaves differently from two-body entanglement
in this case.

A reasonable explanation will be: that the two-body entanglement reflects more infor-
mation about the geometry, such as distance, shape, etc. Due to the result, the relative
distance only reflects part of the information of two-body entanglement. Although the
gravitational interaction is considered the entanglement source, the entanglement con-
tains more information. For instance, entanglement reflects the shape information about
wave function: the quantum number m does not matter to the relative distance at all,
but it does matter to the projective dispersions (4.2.21). In particular, when l = m,
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the azimuthal quantum number m minimizes the projection on the z-axis, which clearly
outlines the information about the shape of spherical harmonic Yll. The spherical harmon-
ics and quantum angular momenta are the manifestations of space quantization. Hence
this information reveals more quantum properties of geometry than the crude picture of
aligning interaction of gravitational force.
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This chapter is to study the two-body entanglement in Newtonian gravity and, more
important, sees the possibility of entanglement-geometry reconstruction in the context of
quantum gravity. Since Newtonian gravity is believed to be a limit for general relativity,
and the dynamics of the non-relativistic quantum theory are well-known, we embarked
on the study to seek some hints.

One of the hints is that the entanglement can be partially encoded in the correlation
function of the two-body local operator ~̂pA · ~̂pB, and more important, this correlation
function can be simply expressed in terms of eigen-energy. That means energy gets
reflected in the entanglement of quantum gravity. At the same time, it is well-known
that the energy is defined quasi-locally in general relativity instead of being defined as a
local energy density. Does it imply that quantum gravity entanglement can get reflected
entirely on the boundary?

Another hint is about the possibility of entanglement-geometry reconstruction. We
have encountered a case in which some correlation operator goes again the usual intuition
about geometry and entanglement. In there, for instance, we considered the correlation
function of two-body ~̂rA · ~̂rB, which turns out to be reflected in the dispersion of rela-
tive distance. Moreover, we show that the relative distance sometimes goes against the
strength of two-body entanglement, i.e., the higher orbital l bound state has a shorter
relative distance. However, it is less entangled than the lower orbital l bound state. In
other words, one kind of geometric notion only reflects partial information from entangle-
ment, and conversely, entanglement includes various geometric notions. In this Newtonian
gravity case, the classical picture is that the relative distance reflects the most important
data for the gravitational interaction, which was believed to be the source of entangle-
ment. However, entanglement tells us more: two-body entanglement not just reflects
the relative distance for determining gravitational force but also other information about
geometry, e.g., the geometric distribution of quantum state, which is relevant to space
quantization.

In Chapter 6, we will explore quantum information on boundary Hilbert space. More-
over, in later Chapter 7, we will explore the entanglement-geometry reconstruction fur-
ther, beyond the distance-reconstruction (c.f. [167]), and embark on the reconstruction
for curvature.





Part II

Entanglement and Bulk-Boundary Map
in Quantum Gravity





Chapter 5

Bulk-Boundary Maps

In this chapter, we take a trip back to the foundations of loop quantum gravity to
describe (spatial) boundaries. In spin foam approaches, the transition amplitude is defined
for initial and final spin network states, which are boundary states in the sense of histories
of spin networks. Inspired by the spin foam approaches, given boundary Hilbert spaces,
the spin network wave-functions can be viewed as maps from inward states to outward
states or equivalently as maps from bulk to the boundary. Following the logic, our program
can be understood as studying ‘spatial’ spin foam in some sense [168]. Moreover, as we
will see, the bulk holonomies resemble the topological defects in extended topological field
theories [169].

This chapter is based on [52] and some supplements in [54]. It is organized as follows:
Section 5.1 starts with the setting of space-time corner. The following subsection is to de-
fine boundary Hilbert space corresponding to the space-time corner. Based on the bound-
ary Hilbert space, we define bulk-boundary map with spin network wave-function. Section
5.2 introduces a coarse-graining procedure implemented by gauge-fixing bulk holonomies.
By this coarse-graining procedure, we define coarse-grained states obtained via gauge-
fixing. Moreover, the scalar product associated with the boundary Hilbert space can give
the bulk probability. We then show in Proposition 5.2 that the configuration of flat bulk
holonomies is always a stationary point for the bulk probability function. Section 5.3
introduces recoupled spin basis for boundary Hilbert space, decomposing tensor product
state in terms of total spin and multiplicity. It turns out to be useful in Chapter 6. We
also refer to it as closure defect. In Section 5.4, we equip the dual boundary Hilbert space
with the scalar product of spin network Hilbert space, meaning that we can compute
spin network scalar product from the viewpoint of dual boundary Hilbert space. This
viewpoint does not construct anything new, but it allows us to define the unitary trans-
formation with respect to the entire spin network, as presented in Proposition 5.4, which
will be helpful in Chapter 7 and Chapter 8.

82
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5.1 Spin Networks as Bulk-Boundary Maps

5.1.1 Corners

To be more concrete, the geometrical setting we wish to study is a cylinder in space-
time: we consider a bounded region of space R, with the topology of a 3-ball, whose
boundary S = ∂R has the topology of a 2-sphere; the space-time structure is then the
cylinder R × [ti, tf ] whose time-like boundary is the 2+1-dimensional ST = S × [ti, tf ],
such that the space boundary can be considered as the corner of space-time S = ST ∩R,
as illustrated on fig.5.1. A canonical framework describes the evolution in time of the
state of the 3d geometry of the space slice R. In this context, the question of holography
amounts to identify the degrees of freedom of the boundary geometry on the corner S - the
gravitational edge modes1 - which will generate the boundary conditions on ST for the bulk
geometry, study how the dynamics of those edge modes propagate into the bulk and, as a
consequence, understand to which extent boundary observables reflect the bulk geometry’s
evolution and fluctuations. From this perspective, the study of holography is intimately
intertwined with the renormalization flow à la Wilson, where the coarse-graining of the
dynamics of the bulk geometry in R induces effective dynamics and boundary theory on
S, in a bulk-to-boundary process which should ultimately be dual to the boundary-to-
bulk reconstruction intended by holography (see e.g. [44] for an early attempt to realize
this scenario in loop quantum gravity).

t

ti

tf

ST = S × [ti, tf ]

R
S = ∂R

Figure 5.1: Boundary and corner: we consider the evolution in time of a bounded
region of space R whose spatial boundary S = ∂R defines what is called the two-
dimensional corner of space-time; the evolution of the corner defines the 2+1-d

boundary of the region of space-time, ST = S × [ti, tf ].

To implement this in quantum gravity, we follow a logic paralleling the hierarchy of
4d/3d/2d/1d defects and their algebraic description in a 4d TQFT, the introduction of
quantum states on the boundary forces to go one level higher algebraically and define
bulk states as operators (linear forms) acting on boundary states: bulk states will not

1For recent works on classical edge modes for general relativity in its first order formulation in terms
of connection-vierbein variables, the interested reader can see [46, 47, 48, 49].
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simply be wave-functions valued in C but valued in Hilbert space of boundary states. To
make things explicit, we call the boundary Hilbert space HB with boundary states |ΦB〉
living on the space-time corner S = ∂R. A wave-function ψ is a function of the bulk
fields ϕbulk valued in the (dual of the) boundary Hilbert space, ψ[ϕbulk] ∈ H∗B, and thus
defines a linear form on the boundary Hilbert space:

ψ : ϕbulk 7→ Ψ[ϕbulk] ∈ H∗B , 〈ψ[ϕbulk] |ΦB〉 ∈ C . (5.1.1)

We interpret these bulk wave-functions as defining a probability distribution for the bulk
observables dependant on the choice of boundary states (i.e. quantum boundary condi-
tions): once ΦB is fixed, the function

〈ΦB|ψ[·]〉 : ϕbulk 7→ 〈ΦB|ψ[ϕbulk]〉 ∈ C (5.1.2)

is a standard C-valued wave-function for the bulk fields. As we explain in the present
chapter, this can done in a natural way in loop quantum gravity since spin networks
can be geometrically interpreted as aggregates of area quanta, glued together to create 3d
spaces from 2d excitations, and can thus be naturally extended to include the area quanta
on the 2d boundary S. A spin network wave-function on an open graph then naturally
defines a linear form on the Hilbert space of spin states living on the open edges of the
graph, as illustrated on fig.5.3 and thus induces a boundary density matrix.

•
•

•

••

•
• •

••

Figure 5.2: Spin network with a boundary: on each spatial slice, the embedded graph
Γ punctures the boundary surface of the bounded region of space R; we distinguish
the boundary edges e ∈ ∂Γ in red and the bulk edges e ∈ Γo in green; the spin
network defines a wave-function for the holonomies living on the bulk edges valued

in the Hilbert space attached to the open ends of the boundary edges.

5.1.2 Boundary States and Maps

We consider introducing spin networks on a bounded spatial slice similar to taking a
bounded subset of a spin network state. As illustrated on fig.5.3, this means considering
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a graph Γ with open edges e ∈ ∂Γ puncturing the boundary surface. We do not endow
the boundary with extra structure, representing the 2d boundary intrinsic geometry as in
[170, 171, 46] or locality on the boundary as in [172], but discuss the minimal boundary
structure.

e1 ∈ ∂Γ

e5
e4

e3
e2

•
•

•

••

•
• •

••

Figure 5.3: On each spatial slice, the boundary states consist in the tensor product of
spin states living on the boundary edges of the spin network: H∂Γ =

⊗
e∈∂Γ

⊕
je
Vje .

Each boundary edge e ∈ ∂Γ carries a spin je and a vector in the corresponding
representation ve ∈ Vje . This defines the boundary Hilbert space as:

H{je}e∈∂Γ

∂Γ =
⊗
e∈∂Γ

Vje . (5.1.3)

One does not need to fix the spins carried by the boundary edges and can consider the
larger boundary Hilbert space 2:

H∂Γ =
⊕
{je}

H{je}e∈∂Γ

∂Γ =
⊗
e∈∂Γ

Ve with V =
⊕
j

Vj . (5.1.4)

Using the Schwinger realization of the su(2) Lie algebra in terms of a pair of quantum
oscillators, the Hilbert space V is the tensor product of two copies of the harmonic oscilla-
tor Hilbert space, which can be understood as (holomorphic) wave-functions of a spinor,
i.e. a complex 2-vector [173, 174, 175, 176, 177, 178, 179, 180].

Calling Γo = Γ \ ∂Γ the bulk or interior of the graph Γ, a spin network wave-function
on the graph Γ with boundary is still a function of group elements living on bulk edges
e ∈ Γ \ ∂Γ, but is not anymore valued in the field C but into the boundary Hilbert space
H∂Γ:

ψ({ge}e∈Γo) ∈ H∂Γ . (5.1.5)
2In fact, ∂Γ = B, so H∂Γ

∼= HB. But we sometimes adopt ∂Γ to accent that we are considering
the boundary of graph Γ. We use B usually for the cases that the bulk of the graph is unspecified or
unnecessary to be specified.
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The scalar product between wave-functions is inherited from the inner product between
boundary states:

〈ψ|ψ̃〉 =

∫ ∏
e∈Γo

dge 〈ψ({ge}e∈Γo)|ψ̃({ge}e∈Γo)〉 , (5.1.6)

with the normalization of wave-functions reading as:

〈ψ|ψ〉 =

∫ ∏
e∈Γo

dge 〈ψ({ge}e∈Γo)|ψ({ge}e∈Γo)〉 = 1 . (5.1.7)

To be more precise, it should actually be considered as a linear form on the boundary
Hilbert space and thus live in the dual Hilbert space, ψ({ge}e∈Γo) ∈ (H∂Γ)∗. This means
that it defines a distribution on boundary states depending on the group elements, or
holonomies, living in the bulk:

∀Φ ∈ H∂Γ , 〈ψ({ge}e∈Γo) |Φ〉 ∈ C . (5.1.8)

In simpler words, a spin network state is now a map on boundary states (or corner states),
which we will loosely refer to as a boundary map.

The statement of gauge invariance also has to take into account the boundary: the
wave-function will be invariant with respect to bulk gauge transformations while it will be
covariant under gauge transformations on the boundary. More precisely, we distinguish
bulk vertices v ∈ V o that are not connected to any boundary edge and boundary vertices
v ∈ V∂ that are attached to at least one boundary edge. The wave-function is assumed
to be invariant under SU(2) transformations acting at bulk vertices, while SU(2) trans-
formations acting at boundary vertices will act on the spin states dressing the boundary
edges:

|ψ({ht(e)geh−1
s(e)})〉 =

⊗
e∂Γ

h
εve
v(e)

 |ψ({ge})〉 (5.1.9)

where v(e) for e ∈ ∂Γ denotes the vertex to which the boundary edge is attached and
εve = 1 is the boundary edge is outgoing (v(e) = s(e)) while εve = −1 is the boundary edge
is incoming (v(e) = t(e)).

The definition of the spin network basis states can then be adapted to the case with
boundary:

Ψ{je,Iv}({ge}e∈Γo)

=
∑
mt,se

∏
e∈Γo

√
2je + 1 〈jemt

e|ge|jems
e〉
∏
v

〈
⊗

e∈Γo| v=s(e)

jem
s
e| Iv |

⊗
e∈Γo| v=t(e)

jem
t
e〉 (5.1.10)

∈
⊗
e∈∂Γ
t(e)∈Γ

V∗je ⊗
⊗
e∈∂Γ
s(e)∈Γ

Vje .

We sum over the magnetic indices m’s only for the bulk edges, in contrast to what (??)
does, where boundary magnetic indices had been summed. One might analogously think
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above formalism as components of a vector with boundary magnetic indices, meanwhile
chooses a basis in boundary Hilbert space (amounts to choose a boundary condition)
thence puts vector components into a true “vector” in geometrical sense. To be more
precise, the spin states on the boundary edges are not contracted, so that the wave-
function Ψ{je,Iv} is valued in the boundary Hilbert space H∂Γ. This can be made more
explicit by writing the wave-function ψ as a tensor by evaluating on a basis of boundary
states,

ψ{je,me}e∈∂Γ = 〈⊗e∈∂Γje,me |ψ〉 . (5.1.11)

Assuming that boundary edges are outgoing for the sake of simplicity, this gives for spin
network basis states:

Ψ{je,Iv}({ge}){je,m
s
e}e∈∂Γ

= 〈⊗e∈∂Γje,m
s
e |Ψ{je,Iv}({ge})〉 (5.1.12)

=
∑
mt,se

∏
e∈Γo

√
2je + 1 〈jemt

e|ge|jems
e〉
∏
v

〈
⊗

e∈Γ| v=s(e)

jem
s
e| Iv |

⊗
e∈Γo| v=t(e)

jem
t
e〉

The scalar product between those wave-functions is given by the scalar product of the
bulk intertwiner as for the no-boundary case:

〈Ψ{je,Iv}|Ψ{j̃e,Ĩv}〉 =
∑
{ke,me}

Ψ{je,Iv}({ge}){ke,me}Ψ{j̃e,Ĩv}({ge})
{ke,me}e∈∂Γ

=
∏
e

δje,j̃e

∏
v

〈Iv|Ĩv〉 . (5.1.13)

5.1.3 Spin Network Maps as Quantum Circuits

We would like to build on the interpretation of spin network wave-functions as valued
in the space of linear forms on the boundary Hilbert space, or boundary maps. This can
be translated operationally as spin networks defining quantum circuits on the boundary
data.

Let us fix the spins on the boundary edges and distinguish their orientation. Then a
spin network wave-function for the bulk graph defines a family of maps, between the spins
on the incoming boundary edges to the spins on the outgoing boundary edges, labeled by
the holonomies living on the bulk links:

ψ({ge}e∈Γo) :
⊗
e∈∂Γ
t(e)∈Γ

Vje 7−→
⊗
e∈∂Γ
s(e)∈Γ

Vje . (5.1.14)

Of course, we could unfix the boundary spins and more generally attach the larger Hilbert
space V =

⊕
j Vj to each boundary edge. As illustrated on fig.5.4, the spin network graph,

with its link and node structure, already carries the natural structure of a circuit. The
holonomies, or SU(2) group elements, on the graph links are interpreted as unitary one-
spin gates, while the intertwiners, or SU(2)-invariant maps, naturally define multi-spins
gates.
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Incoming edges
Spin |j2,m2〉

>

Spin |j1,m2〉
>

Spin |j3,m3〉
> >

IA
IB

IC
g2< >g3

>

g1 > >

Outgoing edges

Figure 5.4: Spin network as a quantum circuit: holonomies become unitary one-spin
gates while intertwiners are multi-spin gates; the circuit can contains loops.

The spin network state is not a process in itself. There are two important points to
keep in mind. First, a spin network is a spatial construct, and not directly a space-time
structure. A spin network is not a (quantum) causal history (see e.g. [181, 182] for
a presentation and discussion on quantum causal histories). The maps that it defines
between the boundary spins are thus possible processes that might occur if the spin
network state itself (i.e. the quantum state of 3D geometry) does not evolve. In that
sense, it is truly a circuit, to which we haven’t yet sent an input and on which we can still
adjust some parameters. Indeed, the second important remark is that the holonomies are
not fixed. The spin network defines a whole family of boundary maps, which vary in the
individual one-spin gates defined by the holonomies {ge}e∈Γo along the bulk edges. From
the point of view of the boundary, these holonomies are not fixed, they should either be
averaged over or some other criteria should be found to determine them. For instance, the
holonomies, or more precisely their quantum probability distribution, should ultimately be
determined by the dynamics of quantum gravity. Nevertheless, even without exploring the
issue of defining the dynamics of loop quantum gravity, either by a Hamiltonian constraint
operator or by spinfoam transition amplitudes, this quantum circuit perspective allows to
formulate interesting questions:

• Working with a given spin network state, with a fixed graph, fixed spins and in-
tertwiners, can we characterize the resulting subset of boundary maps induced
by allowing for arbitrary holonomies along the edges? Or vice-versa, how much
does a boundary state (for both incoming and outgoing boundary spins) fixes the
holonomies in the bulk? Could this be used to formulate a holographic principle for
loop quantum gravity?

• Going further, looking at the spin network state as a black box, with access solely
to the boundary spins, if we know the subset of boundary maps that it defines, how
much of the bulk graph and intertwiners can we re-construct? Could one think of
the diffeomorphism constraints of loop quantum gravity as identifying spin network
states which lead to same set of boundary maps? This would be an holographic
implementation of the dynamics through bulk-to-boundary coarse-graining, along
the lines of [44].

• The issue of defining the dynamics or the coarse-graining of the theory is actu-
ally equivalent to the problem of defining a physical inner product or a flow of
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inner products from the microscopic theory to a coarse-grained macroscopic the-
ory. The quantum circuit perspective offers a possible approach. The microscopic
inner product between quantum circuit is defined as the loop quantum gravity kine-
matical inner product, reflecting the scalar product between intertwiners, i.e. the
basic multi-spin gates. As we coarse-grain or sparsify the quantum circuit (while
possibly not affecting the boundary maps), we reduce the bulk structure of the
circuit by encompassing subsets of holonomies and intertwiners into single larger
multi-spin gates, thus leading to a scalar product between those multi-spin gates.
The ultimate stage is the fully coarse-grained state, directly provided with the inner
product between boundary maps. Studying this in more details would reveal the
coarse-graining flow of spin network states in loop quantum gravity.

Although these topics are very likely essential to the understanding of the renormaliza-
tion flow, holographic behavior and semi-classical regime of loop quantum gravity, they
are broad questions out of the scope of the present work and are postponed to future
investigation.

5.2 Coarse-graining via Gauge-fixing

5.2.1 Coarse-grained States

This part shows how the gauge invariance takes into account the boundary: the gauge
invariance of wave-function with respect to bulk gauge transformations leads to covariant
gauge transformations on the boundary. This leads to the definition of coarse-graining
via gauge-fixing.

Consider local gauge transformations at vertices, which leads to gauge transformation
along bulk edges in this way: ge 7→ ht(e)geh

−1
s(e). The boundary state determined by

wave-function transformed covariantly via dressing the boundary edges with boundary
holonomies [52]:

|ψ∂Γ({ht(e)geh−1
s(e)}e∈Γo)〉 =

⊗
e∈∂Γ

h
εve
v(e)

 |ψ∂Γ({ge}e∈Γo)〉 , (5.2.1)

where v(e) for e ∈ ∂Γ denotes the vertex to which the boundary edge is attached, and
εve = −1 is for the outward boundary edge v(e) = s(e) while εve = 1 is for the inward
boundary edge v(e) = t(e).

The gauge-fixing is based on the covariance. Following the earlier work on spin net-
works [183] and subsequent works [38, 184, 169, 52, 40, 43, 185], we choose an arbitrary
root vertex u ∈ Γ and a maximal tree in the bulk graph T ⊂ Γo. A tree is a set of edges
that never form any cycle (or loop). A maximal tree T has (V − 1) edges. Furthermore,
for any vertex v ∈ Γ, it defines a unique path of edges P [u → v] ⊂ T along the tree
linking the root vertex u to the vertex v. This allows to gauge-fix all the group elements
along tree edges to the identity, ge∈T 7→ I, by choosing gauge transformations hv at every
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vertex but the root vertex as:

hv =

←−−−−∏
`∈P [u→v]

g`

−1

, (5.2.2)

where the product of group elements is taken from right to left over g` if the edge ` is
oriented in the same direction than the path P [u→ v] and over its inverse g−1

` otherwise.
This maps all the group elements on tree edges to the identity, ht(e)geh−1

s(e) = I for e ∈ T .
The remaining edges, which do not belong the tree actually correspond to a minimal
generating set of loops (or cycles) on the bulk graph Γo. Indeed, each non-tree edge
defines a loop from the root vertex to the edge and back,

L = {e|e ∈ Γo \ T} , e ∈ L : u→
T
s(e)→

e
t(e)→

T
v0 .

The number of loops is L = Eo − V + 1 where Eo is the number of bulk edges. One can
show that every cycle on the bulk graph Γo can generate from those cycles. For e ∈ L,
the gauge transformation built above does not map the group element ge to the identity
anymore but maps it to the holonomy around the corresponding loop,

∀e ∈ L , ht(e)geh
−1
s(e) =

←−−∏
`∈Le

g` ≡ Ge .

As a consequence, we obtain the gauge-fixed boundary state in line with eq.(5.2.1)

|ψ∂Γ({ge}e∈Γo)〉 =

⊗
e∈∂Γ

h
εve
v(e)

 |ψ∂Γ({Ge}e∈L, {I}e∈T )〉 . (5.2.3)

That is, we glue boundary edges along the maximal tree T such that the spin network
transforms to a loopy spin network Υ to which L of loops are attached, i.e.,

Υ = ∂Γ t L t u , ∂Υ = ∂Γ , Υo = L t u . (5.2.4)

This is one of definitions for coarse-graining procedure [38]. The graph after the coarse-
graining procedure is visualized as a vertex plus boundary edges and self-loops. We refer
to the single vertex as loop vertex (even there is not self-loop at all), since it likely has
some self-loop. We also refer to the graph with single loopy vertex as loop spin network,
even though the work ‘network’ was usually phrased the cases of multi-node.

Note that nothing is changed by the gauge-fixing procedure, since every vertex is
assumed to be gauge invariant. Then it is free for us to think of the |ψ∂Γ({Ge}e∈L, {I}e∈T )〉
in Eq.(5.2.3) providing an identical bulk-boundary map as a loopy spin network based
on Υ. That is to mean, a bulk-boundary is actually defined by an equivalent class whose
members can be related by gauge-fixings.

Conversely, we can consider the transformation between the members within equivalent
class. We will explain this point more in Section 5.4. Before it, let us look at the notion
of bulk probability.
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5.2.2 Bulk Probability

Now that the bulk wave-function has been promoted to a map from bulk degrees of
freedom to boundary state, in a logic following topological field theories, the corresponding
probability distribution for the bulk fields is given by the boundary space scalar product
instead of the mere squared modulus:

ψ({ge}e∈Γo) ∈ H∂Γ , P({ge}e∈Γo) = ∂〈ψ({ge}e∈Γo)|ψ({ge}e∈Γo)〉∂ , (5.2.5)

where we use ‘∂〈 | 〉∂’ to denote the scalar product for boundary Hilbert space H∂Γ, which
is the nature extension of usual SU(2) scalar product to tensor product Hilbert space, i.e.,
P({ge}e∈Γo) is evaluated by usual SU(2) scalar product for spin states |{j,m}〉 ∈ H∂Γ.

j1

j2
j3

j4

gluing its copy•

• •
•

j1

j2

j3

j4

•

•

•

•

•

•

•

•

Figure 5.5: Gluing the two copies of the spin network into the boundary density
matrix: boundary edges (red lines) are glued together using the boundary space
scalar product, and for each copy; the maximal tree for the bulk gauge fixing consist
in the green edges, while the remaining edges, in black, define the independent loops

of the bulk graph .

To have wave-function’s squared modulus, we are gluing two copies of the spin network
with trivial holonomies along the open edges on the boundary, for instance, as illustrated
in fig.5.5. This yields a totally gauge-invariant probability distribution, despite the gauge
covariance of the wave-function under boundary gauge transformations:

P({ge}e∈Γ) = P({ht(e)geh−1
s(e)}e∈Γ) ∀hv ∈ SU(2)V , (5.2.6)

with no difference between bulk and boundary vertices or edges.

With the gauge-fixing technique, we can prove below proposition:

Proposition 5.1. Let ψΓ and φΓ be any two spin networks on same graph Γ. The cor-
responding boundary states are |ψ∂Γ({ge}e∈Γo)〉 and |φ∂Γ({ge}e∈Γo)〉, respectively. Then
the scalar product for boundary Hilbert space is a function depending only on L of group
elements, i.e.,

∂〈ψ∂Γ({ge}e∈Γo)|φ∂Γ({ge}e∈Γo)〉∂ = Fψφ(G1, · · · , GL) . (5.2.7)

Moreover, the function is invariant under conjugation:

Fψφ(G1, .., GL) = Fψφ(hG1 h
−1, · · · , hGL h

−1) , ∀h ∈ SU(2) . (5.2.8)
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Proof. Since spin networks ψΓ and φΓ based on same graph Γ, we repeat the gauge-fixing
implementation for ψΓ to φΓ. The gauge-fixing leads to identical boundary holonomies
with respect to eq.(5.2.3). As a consequence, the scalar product for H∂Γ depends only on
these L of group elements,

∂〈ψ∂Γ({ge}e∈Γo)|φ∂Γ({ge}e∈Γo)〉∂ =∂〈ψ∂Γ({Ge}e∈L, {I}e∈T )|φ∂Γ({Ge}e∈L, {I}e∈T )〉∂
≡Fψφ(G1, · · · , GL) ,

(5.2.9)
since for every boundary edges, the boundary holonomies are undone by the scalar product
for H∂Γ: ∂〈jeme|h†h|j′em′e〉∂ = ∂〈jeme|j′em′e〉∂ = δjej′eδmem′e .

For spin networks ψΓ, φΓ̃ based on different graphs, the boundary holonomies cannot
be undone by scalar product ∂〈 | 〉∂. But thanks for graph orthogonality, the scalar
product for (HB)∗ simply vanishes after integrating holonomies.

Particularly, for the cases that ψΓ = φΓ, one could define the probability with respect
to bulk holonomies,

P({ge}e∈Γ) := ∂〈ψ∂Γ({ge}e∈Γo)|ψ∂Γ({ge}e∈Γo)〉∂ = Fψψ(G1, · · · , GL) . (5.2.10)

As a consequence of Proposition 5.1, the bulk probability distribution depends only on
those L group elements:

P({ge}e∈Γ) = P({Ge}e/∈T , {I}e∈T ) ≡ PGF (G1, .., GL) . (5.2.11)

Putting aside the gauge-fixed group elements living on the tree edges and focusing on the
non-trivial loop holonomies, this gauge-fixed bulk probability PGF is still invariant under
gauge transformation at the root vertex v0:

PGF (G1, .., GL) = PGF (hG1 h
−1, · · · , hGL h

−1) , ∀h ∈ SU(2) . (5.2.12)

This directly implies two simple results:

Proposition 5.2. The configuration G1 = · · · = GL = I, representing a flat SU(2)
connection, is always a stationary point for the bulk probability function P({ge}) =
〈ψ({ge}e∈Γo)|ψ({ge}e∈Γo)〉.

We leave the proof in Appendix B. According to the proposition, we can interpret
SU(2) Ponzano-Regge model (c.f. [186]) as a particular configuration with flat holonomies.

Proposition 5.3. If the bulk graph Γo is a tree, i.e. does not contain any loop, then the
bulk probability function P({ge}) is constant and does not depend on the bulk holonomies
ge.

Proof. If bulk graph Γo doesn’t contain loop, the bulk probability function P({ge}) doesn’t
have dependency on Gi as (5.2.11), thus it is a constant.
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5.3 The closure defect basis

In the framework of the coarse-graining of spin networks introduced in [43], the total
spin J is the tag and the multiplicity states I ∈ N {je}J are tagged intertwiners. We
would like to introduce the closure defect basis for boundary states, which amounts to
decompose them according to the total boundary spin, since the SU(2) gauge invariance
is enforced by the closure constraint, which is a discretization of the Gauss law of the
first order formulation of general relativity [40, 187]. Assuming that the boundary edges
are all outward (or all inward) to simplify the orientation conventions, we recouple all the
boundary spins je into their total spin J :

H∂Γ =
⊕
{je}e∈∂Γ

⊗
e

Vje =
⊕
{je}e∈∂Γ

⊕
J

VJ ⊗N {je}J , (5.3.1)

where the multiplicity spaces (or degeneracy spaces) N {je}J consist in the spaces of inter-
twiners (i.e. SU(2)-invariant states) in the tensor product of the total spin Hilbert space
VJ with the individual spins

⊗
e Vje ,

N {je}J := InvSU(2)

VJ ⊗⊗
e∈∂Γ

Vje

 . (5.3.2)

Here, due to the bulk spin network structure, the total spin J is necessary an integer.
Instead of the decoupled basis |{je,me}e〉, we use the recoupled basis, as illustrated on
fig.5.6:

H∂Γ =
⊕
{je}e∈∂Γ

⊕
J,M

⊕
I(J,{je})

C|J,M〉 ⊗ |(J, {je}), I〉 =
⊕
J,M

⊕
{je}

⊕
I(J,{je})

C|J,M〉 ⊗ |(J, {je}), I〉 ,

(5.3.3)
where the I(J,{je}) = |(J, {je}), I〉’s are a basis of intertwiners in the multiplicity space
N {je}J . We might write I(J) instead of I(J,{je}) whenever we don’t need to explicitly
specify the value of the boundary spins. These intertwiner states not only encode the
recoupled total spin J , but also how the individual spins je are weaved together.

∼|{je,me}e∈∂Γ〉 ∈ H∂Γ •
I

J,M |J,M〉︸ ︷︷ ︸
∈

VJ

⊗ |(J, {je}), I〉︸ ︷︷ ︸
∈

Inv(VJ⊗
⊗
e Vje)

Figure 5.6: Recoupled basis for boundary states in terms of the total boundary spin
(or closure defect) J .
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5.4 Boundary Hilbert Space and Dual Boundary Hilbert
Space

5.4.1 Scalar Products of Dual Boundary Hilbert Space

In principle, it is free to view bulk-boundary maps as spin network wave-functions.
This subsection is meant to clarify some details for establishing the Hilbert space of bulk-
boundary maps. We especially deal with the scalar products of boundary Hilbert space
and bulk Hilbert space separately.

We first clarify the scalar product for boundary Hilbert space H∂Γ or HB. Now H∂Γ

is the tensor product of spin states living on the boundary edges. Suppose {|jeme〉} basis
states for a Vje , then ∂〈jeme|j′em′e〉∂ = δjej′eδmem′e . We adopt ‘∂〈 | 〉∂’ to denote the scalar
product for the HB as in subsection 5.2.2.

Bulk-boundary maps are considered as linear form living in dual Hilbert space (H∂Γ)∗.
To see this, consider any boundary state |ΦB〉. The boundary Hilbert space’s scalar
product for |ΦB〉 and |ψ∂Γ({ge}e∈Γo)〉 defines a distribution on boundary states depending
on the group elements, or holonomies,

∀ |ΦB〉 ∈ HB , ∂〈ΦB|ψ∂Γ({ge}e∈Γo)〉∂ ∈ C . (5.4.1)

One does not need to integrate any bulk holonomies. The complex number is evaluated
by assigning every ge. To illustrate, there are three situations:

• Assume |ΦB〉 does not depend on any holonomies at all (i.e. quantum boundary
condition). That is, |ΦB〉 allows for a linear combination in terms of the basis
vectors HB. In that case, the coefficients of the linear combination are complex
numbers without dependency of holonomies, thus

|ΦB〉 =
⊗
e∈∂Γ

|jeme〉 , ∂〈ΦB|ψ∂Γ({ge}e∈Γo)〉∂ ∈ F
[
SU(2){e∈Γo}] , (5.4.2)

i.e., the dependency of holonomies are all due to |ψ∂Γ({ge}e∈Γo)〉.

• Assume |ΦB〉 = |φ∂Γ({ge}e∈Γo)〉 is a boundary state that corresponds to another
spin network wave-function φΓ based on the same graph. Again, the |ΦB〉 allows
for a linear combination in terms of the basis vectors HB. In that case, the linear
combination coefficients depend on holonomies, thus

|ΦB〉 = |φ∂Γ({ge}e∈Γo)〉 , ∂〈φ∂Γ({ge}e∈Γo)|ψ∂Γ({ge}e∈Γo)〉∂ ∈ F
[
SU(2){e∈L}

]
,

(5.4.3)
where the L is the set of loop edges, with less number of holonomies than the number
of bulk edges. We will explain this in the next subsection.

• Assume |ΦB〉 = |φ∂Γ̃({gẽ}ẽ∈Γ̃o)〉 is a boundary state that corresponds to spin net-
work wave-function φΓ̃ based on a different graph Γ̃, i.e., Γ̃ 6= Γ. The number of
holonomies is more than the number of Γo or Γ̃o, i.e.,

|ΦB〉 = |φ∂Γ̃({gẽ}ẽ∈Γ̃o)〉 , ∂〈φ∂Γ̃({gẽ}ẽ∈Γ̃o)|ψ∂Γ({ge}e∈Γo)〉∂ ∈ F
[
SU(2){e∈Γo∪Γ̃o}] .

(5.4.4)
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The quantum boundary condition |ΦB〉 in the first situation is considered as ‘no bulk
degree of freedom at all’, while the |ΦB〉 in the second and third situations are considered
as carrying bulk degrees of freedom.

Overall, the scalar product for HB gives a distribution depending on holonomies. We
can define the scalar product thus to establish the dual boundary Hilbert space (HB)∗ via
integration over holonomies. We denote |ψ∂Γ〉 the member of (HB)∗. A |ψ∂Γ〉 corresponds
to a boundary state |ψ∂Γ({ge}e∈Γo)〉 ∈ H∂Γ depending on holonomies, or equivalently,
corresponds to spin network wave-function ψΓ({ge}e∈Γo). For any two |φ∂Γ̃〉 , |ψ∂Γ〉 ∈
(HB)∗, the scalar product for the dual boundary Hilbert space (HB)∗ is:

〈
φ∂Γ̃

∣∣ψ∂Γ

〉
=


∫ ∏

e∈Γo

dge ∂〈φ∂Γ({ge}e∈Γo)|ψ∂Γ({ge}e∈Γo)〉∂ , Γ = Γ̃ ,

0 , ∂Γ = ∂Γ̃ , Γo 6= Γ̃o .

(5.4.5)
The first equation of eq.(5.4.5) is equivalent to the scalar product for HΓ defined by
eq.(2.2.5)

〈φ∂Γ|ψ∂Γ〉 =

∫ ∏
e∈Γo

dge ∂〈φ∂Γ({ge}e∈Γo)|ψ∂Γ({ge}e∈Γo)〉∂

=

∫ ∏
e∈Γ

dge φΓ({ge}e∈Γ)ψΓ({ge}e∈Γ) = 〈φΓ|ψΓ〉 . (5.4.6)

Note that the integrals for boundary holonomies in the second line are equivalent to
the scalar product for H∂Γ in the first line. In fact, it does not matter to add bound-
ary holonomies for the first line since they are boundary unitary transformations and
∂〈jm|g†g|j′m′〉∂ = ∂〈jm|j′m′〉∂ = δjj′δmm′ . The second equation of eq.(5.4.5) is due to
the graph orthogonality in LQG. One could confirm this orthogonality from spin network
wave-function form Eq.(2.4.21) or Eq.(2.2.16): If Γo 6= Γ̃o, and let us suppose e ∈ Γo but
e /∈ Γ̃o, then ge appears only once in the integration. Due to Peter-Weyl theorem (2.2.11),
the spin carried by e must be j = 0, meaning that the edge e is degenerate.

Therefore, we define dual boundary Hilbert space (HB)∗ via decomposition

(HB)∗ =
⊕

Γ| ∂Γ=B

(H∂Γ)∗ . (5.4.7)

The normalization of |ψ∂Γ〉 is expressed as

〈ψ∂Γ|ψ∂Γ〉 =

∫ ∏
e∈Γo

dge ∂〈ψΓ({ge}e∈Γo)|ψΓ({ge}e∈Γo)〉∂ = 1 . (5.4.8)

Up to now, we have defined the scalar product for dual boundary Hilbert space (HB)∗.
Let us close this subsection by summing up the three scalar products:

• The scalar product ‘∂〈 | 〉∂’ for boundary Hilbert space H∂Γ does not integrate bulk
holonomies, so insensitive to the bulk’s graph structure.
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• The scalar product ‘
〈
φΓ̃

∣∣ψΓ

〉
’ for spin network Hilbert space and scalar product

‘
〈
φ∂Γ̃

∣∣ψ∂Γ

〉
’ for dual boundary Hilbert space are always equal, i.e.,〈

φΓ̃

∣∣ψΓ

〉
=
〈
φ∂Γ̃

∣∣ψ∂Γ

〉
. (5.4.9)

In principle, the scalar product forH∂Γ can also be defined by the scalar product forHΓ

by considering boundary holonomies [188]. The advantage of using bulk-boundary maps
method is that we analyze the boundary holonomies and bulk holonomies separately. For
instance, evaluating 〈φ∂Γ|ψ∂Γ〉 requires less number of integrals to holonomies, leading to
coarse-graining. Let us explain in more details.

5.4.2 Unitary transformations underlying dual boundary Hilbert
spaces

This subsection is to read the boundary holonomies and channel transformations as
unitary maps for (HB)∗. Thus the coarse-graining via gauge-fixing is viewed as a conse-
quence of the unitarity of (HB)∗. It will be useful when comes to entanglement topic.

Following the analysis below eq.(5.2.3), there exists a loopy spin network state mapping
identically as the gauge-fixed spin network state, i.e.

|ψ∂Γ({Ge}e∈L, {I}e∈T )〉 = |ψ∂Υ({Ge}e∈L)〉 . (5.4.10)

So eq.(5.2.9) can be written as

∂〈ψ∂Γ({ge}e∈Γo)|φ∂Γ({ge}e∈Γo)〉∂ = ∂〈ψ∂Υ({Ge}e∈L)|φ∂Υ({Ge}e∈L)〉∂ , (5.4.11)

and the scalar product for (H∂Γ)∗ ⊂ (HB)∗,

〈ψ∂Γ|φ∂Γ〉 =

∫ ∏
e∈Γo

dge ∂〈ψ∂Γ({ge}e∈Γo)|φ∂Γ({ge}e∈Γo)〉∂

=

∫ ∏
e∈Υo

dGe ∂〈ψ∂Υ({Ge}e∈L) |φ∂Υ({Ge}e∈L)〉∂ = 〈ψ∂Υ|φ∂Υ〉 .
(5.4.12)

From the second equality to the third, only L number of integrals will be taken account,
since the rest of integrals are trivial

∫
SU(2)

dge = 1.

Notably, the correspondence between |ψ∂Γ({ge}e∈Γo)〉 and |ψ∂Υ({Ge}e∈L)〉 is one-to-
many, since there are many doable implementations for gauge-fixing. But the wanted
relation 〈ψ∂Γ|φ∂Γ〉 = 〈ψ∂Υ|φ∂Υ〉 is not affected by how to gauge-fix.

Eq.(5.4.12) sheds light on the unitary maps for (HB)∗. Given a spin network state,
we implement gauge-fix to obtain a loopy spin network state such that the two states
provides identical bulk-boundary maps up to boundary holonomies, i.e., from |ψ∂Γ〉 to
|ψ∂Υ〉,

|ψ∂Γ({ge}e∈Γo)〉 =

⊗
e∈∂Γ

h
εve
v(e)

 |ψ∂Υ({Ge}e∈Υo)〉 ≡ GB . |ψ∂Υ({Ge}e∈Υo)〉 , (5.4.13)
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where GB denotes the operation of boundary holonomies. The reverse problem, i.e., how
to recover |ψ∂Γ〉 from |ψ∂Υ〉 is worth studying, which may appear elsewhere. At the
present stage, one should remember that the reverse procedure is doable and related to
manipulating boundary holonomies.

In the present work, we also consider another type of unitary transformation. The HΥ

is the intertwiner space for the loopy vertex, and is defined according to (2.4.18),

HΥ := InvSU(2)

 ⊗
e∈∂Υ|u=s(e)

Vje ⊗
⊗

e∈∂Υ|u=t(e)

V∗je ⊗
⊗
e′∈L

(
Vje′ ⊗ V

∗
je′

) . (5.4.14)

Then we denote UΥ, the channel transformation for the loopy intertwiner. UΥ is just for re-
definition of internal labels for the intertwiner (e.g. Fig.5.7). To see this more specifically,
for instance in Fig.5.7b, we can gauge fix the holonomy g5. After the gauge-fixing, the
nontrivial holonomies are either along boundary edges or loop edges in bulk. For the next,
we temporarily disregard the boundary holonomies, since one can counterbalance them
with boundary holonomies. For holonomy along the loop edge (here is the edge associated
to j6), we can cut it into three piecewise edges, where the middle of the three is carrying the
nontrivial loop holonomy g−1

5 g6, and the other two (the two ends of the original edge) are
carrying trivial holonomies. Now we temporarily do not look at the piecewise edge carrying
nontrivial holonomy. The remain spin network (without loop) turns out to be represented
by a 3nj-symbol, which is a unitary transformation in the loopy intertwiner space. Finally,
we retrieve back the piecewise edge carrying nontrivial holonomies g−1

5 g6, and acquire the
right-hand side in Fig.5.7b. The analysis can be generalized straightforwardly to the cases
with many loop edges.

In order to study the coarse-graining via gauge-fixing in later chapters, we list the two
classes of unitary transformations for the dual boundary Hilbert space (HB)∗:

(a) Boundary holonomies for boundary unitary transformation GB : HB −→ HB.

(b) Channel transformation for loopy intertwiner unitary transformation UΥ : HΥ −→
HΥ.

Both particular GB and UΥ never change the boundary representations, i.e. change the
boundary spins. Moreover, they are mutually commutative, i.e., GB ◦ UΥ = UΥ ◦ GB.

Let us close the subsection by summing up the above discussions:

Proposition 5.4. Let B be boundary of spin network and HB be the boundary Hilbert
space associated to B, a unitary map for the dual boundary Hilbert space (HB)∗ preserves
the scalar product 〈

φ∂Γ̃

∣∣ψ∂Γ

〉
=

{
〈φ∂Υ|ψ∂Υ〉 , Γ = Γ̃ ,

0 , Γ 6= Γ̃ .
(5.4.15)

Here Υ is the coarse-grained graph (loopy spin network) induced from Γ. We can compose
boundary holonomies GB : HB −→ HB and channel transformation UΥ : HΥ −→ HΥ to
define the unitary map UB : (HB)∗ −→ (HB)∗ via UB = GB ◦ UΥ.
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>

j5[g5]>j1[g1]

>j2[g2]

>
j4[g4]

>
j3[g3]

=
∑
j6

{6j} <

j6[I]

>
j1[g1]

>

j4[g4g5]

>
j2[g2]

>

j3[g3g5]

(a) The 6j-symbol represents the unitary matrix for the channel transformation.

>

j5[g5]

>

j6[g6]

>j1[g1]

>j2[g2]

>
j4[g4]

>
j3[g3]

=
∑
{6j} >

I

>

I>j1[g1]

>j2[g2]

>
j4[g4g5]

>
j3[g3g5]

I

>

j6[g−1
5 g6]

(b) The 6j-symbol represents the unitary matrix for the channel transformation. The right hand side
is equivalent to a loopy spin network in the sense of bulk-boundary map.

Figure 5.7: Channel transformations for spin networks with tree and loop.

In particular, suppose |ψ∂Γ({ge}e∈Γo)〉 ∈ (H∂Γ)∗ and |ψ∂Υ({Ge}e∈Υo)〉 ∈ (H∂Υ)∗. Let{
|ΨΓ,{Iv}〉

}
be orthonormal basis for HΓ and

{
|ΨΥ,Iu〉

}
be orthonormal basis for HΥ. Then

according to eq.(5.4.10), they are related by:

|ψ∂Γ({ge}e∈Γo)〉 =
[
UB
]†
. |ψ∂Υ({Ge}e∈Υo)〉 , (5.4.16)

|Ψ∂Γ,{Iv}({ge}e∈Γo)〉 =
∑
Iu

[
UB
]Iu
{Iv}v∈Γ

. |Ψ∂Υ,Iu({Ge}e∈Υo)〉 . (5.4.17)

The first line expresses the Schrödinger picture for the unitary transformation, and the
second line expresses the Heisenberg picture for the unitary transformation.

We have clarified the unitary transformation for dual boundary Hilbert space. It is
beneficial in clarifying the local unitary transformation with respect to loop spin network,
as in Chapter 8.
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In the quest to understand the holographic nature of gravitational interaction and
quantum gravity, it is essential to investigate the bulk-boundary relation and interplay.
It goes both ways: on the one hand, we need to understand the boundary modes and
dynamics induced by the bulk degrees of freedom, and on the other hand, we need to
understand how boundary conditions propagate within and throughout the bulk at both
classical and quantum levels. Such holographic mapping between bulk and boundary
theories needs to be achieved at multiple levels: the symmetry groups, the dynamics, the
quantum states, and the algebra of observables.

In this chapter, to start analyzing the potential holographic behavior of loop quantum
gravity, we introduced explicit 2d boundaries to the 3d space, i.e., space-time corners.
This 2d boundary admits a Hilbert space of boundary states, understood as quantum
boundary conditions. Then loop quantum gravity’s spin network states for the bulk
geometry become bulk-boundary maps, wave-functions still depending on bulk fields or
degrees of freedom but valued in the boundary Hilbert space (instead of C for standard
quantum mechanics). In some sense, bulk wave-functions can be interpreted as quantum
circuits acting on the boundary states. In other words, bulk-boundary map emphasizes the
relation between input and output, defining a coarse-graining in the sense that the bulk
graph structure is now behind the scenes. Via gauge-fixing, the coarse-graining meaning
is illustrated further. The bulk degrees of freedom for spin network states are the SU(2)
holonomies of the Ashtekar-Barbero connection along the graph links. In contrast, the
boundary states are the spin states living on the spin network open edges puncturing the
2d boundary surface. As expected, the squared norm of the bulk wave-function using the
scalar product of the boundary Hilbert space gives the probability distribution for the
bulk holonomies.

At the end of the chapter, we define dual boundary Hilbert space by equipping it
with the scalar product of spin network Hilbert space. We claim that the definition is
analogous to the manner for solving diffeomorphism. The advantage of defining dual
boundary Hilbert space is two-fold: (i) in Chapter 6 it gives induced boundary density
matrix via tracing over bulk holonomies, which is another coarse-graining procedure beside
via gauge-fixing; (ii) In Chapter 8 it facilitates the partial trace for spin sub-networks.





Chapter 6

Boundary Density Matrices and
Reconstructed Bulk States

In Chapter 5, Eq.(5.1.1) and Eq.(5.1.2) are interpreted as probability distribution for
the bulk observables dependent on the choice of boundary states, i.e. quantum boundary
conditions: once ΦB is fixed, the function

〈ΦB|ψ[·]〉 : ϕbulk 7→ 〈ΦB|ψ[ϕbulk]〉 ∈ C

is a standard C-valued wave-function for the bulk fields. In this chapter, we reverse this
logic and look at the probability distribution for the boundary observables after integration
over the bulk fields. In that case,

ρ∂[ψ] =

∫
[Dϕbulk] |ψ[ϕbulk]〉〈ψ[ϕbulk]| ∈ End[HB] (6.0.1)

is the density matrix induced on the boundary by the bulk state ψ. The goal of this
chapter is to study the latter case in the framework of loop quantum gravity and clearly
define this bulk-to-boundary coarse-graining (via tracing-bulk) from bulk spin networks
to boundary density matrix. This entails extending the spin network states of the 3d bulk
geometry in R to include the boundary degrees of freedom on the corner S. As we will
explain in the present chapter, this can be done in a natural way in loop quantum gravity
since spin networks can be geometrically interpreted as aggregates of area quanta, glued
together to create 3d spaces from 2d excitations, and can thus be naturally extended to
include the area quanta on the 2d boundary S. A spin network wave-function on an open
graph then naturally defines a linear form on the Hilbert space of spin states living on
the open edges of the graph, as illustrated on fig.5.3 and thus induces a boundary density
matrix.

This chapter is based on [52]. Section 6.1 starts with the definition of the coarse-
graining procedure via tracing-bulk from which an induced boundary density matrix is
obtained. The most important result in this chapter is presented in Result 6.2 in Section
6.2. It states a universal bulk reconstruction procedure: starting from a gauge-invariant
density matrix on the boundary Hilbert space, we show that one can always obtain it as
the induced boundary density matrix of a spin network state on the bulk graph with a

101
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single vertex connected to all the boundary edges and to a single bulk loop. This can be
understood as a purification result since it shows how an arbitrary gauge-invariant mixed
state on the boundary can be lifted to a pure bulk spin network state. In Section 6.3,
we investigate the finer structure of the induced boundary density matrices in terms of
boundary vertices and bouquets of boundary edges. Section 6.4 finally presents explicit
examples with the candy graphs, made of two vertices connected with bulk links, with
four boundary edges, and then with six boundary edges. This illustrates the various levels
of mixed states one can obtain on the boundary in loop quantum gravity.

6.1 Boundary Density Matrices: Coarse-Graining via
Tracing-Bulk

We would like to shift the focus from the bulk to the boundary and investigate in
more details the boundary state induced by the bulk spin network state defined as the
density matrix obtained by integrating over the group elements, or in other words, taking
the partial trace over bulk holonomies:

ρ∂Γ[ψ] =

∫ ∏
e∈Γo

dge |ψ({ge}e∈Γo)〉〈ψ({ge}e∈Γo)| ∈ End(H∂Γ) , (6.1.1)

Tr ρ∂Γ[ψ] =

∫
[dge] 〈ψ({ge}e∈Γo)|ψ({ge}e∈Γo)〉 =

∫
[dge]P({ge}e∈Γo) .

This mixed state on the boundary can be considered as a coarse-graining of the bulk spin
network state [38, 189]. For this reason, we particularly refer it as coarse-graining via
tracing-bulk, in order to distinguish the procedure coarse-graining via gauge-fixing. The
goal of this paper is to compare the data encoded in the bulk wave-function ψΓ and in
the induced boundary density matrix ρ∂Γ.

•
•
•

•
•

•
•
•

•
•

∫ ∏
e∈Γo

dge
• •

• •

Figure 6.1: Boundary density matrix for spin network basis states. The two copies
of the spin networks are the bra 〈ψ| and ket |ψ〉 which are glued together by the

Haar integration over the bulk holonomies
∫ ∏

dge∈Γo .

Let us start by looking at normalized pure spin network basis states, i.e. with fixed
spins je and fixed normalized intertwiners Iv. They are factorized states in the sense that
the intertwiners are decoupled so that there is no intertwiner entanglement as discussed
in [190]. As a result, the boundary state only depends on the intertwiners living on the
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boundary vertices (i.e. the vertices with at least one boundary edge) and not on the bulk
intertwiners. Let us insist that “boundary vertices” are still in the bulk, the adjective
“boundary” refers to the fact that they are connected to boundary edges. Indeed, the
orthonormality of the Wigner matrices implies that that each bulk edge is cut in half and
both half-edges are glued with their counterparts on the second copy of the wave-function,
as illustrated on fig.6.1. We get the norm of every bulk intertwiner, normalized to 1, times
the contribution from boundary intertwiners which gives the boundary density matrix:

〈{k̃e, m̃e} |ρ∂Γ[Ψ{je,Iv}]|{ke,me}〉
=

∏
e

δke,jeδk̃e,je

∏
v∈∂Γ

〈
⊗
e∈∂Γ
v∈e

jem̃e ⊗
⊗
e∈Γo

v=s(e)

jem
s
e| Iv |

⊗
e∈Γo

v=t(e)

jem
t
e〉

〈
⊗
e∈∂Γ
v∈e

jeme ⊗
⊗
e∈Γo

v=s(e)

jems
e| Iv |

⊗
e∈Γo

v=t(e)

jemt
e〉 . (6.1.2)

Assuming that each boundary edge is attached to a different vertex, i.e. each boundary
vertex connects to a single boundary edge, this tremendously simplifies. Indeed, as illus-
trated on fig. 6.2, the self-gluing of an intertwiner on itself leads to the identity matrix
on the open edge. As a consequence, the density matrix is the totally mixed state with
fixed spin on each boundary edge:

ρ∂Γ[Ψ{je,Iv}] =
⊗
e∈∂Γ

Ije
(2je + 1)

. (6.1.3)

This boundary density matrix, for a spin network basis state, clearly does not allow to
see the bulk structure!

In the slightly more general case of boundary vertices connected to several boundary
edges, the boundary density matrix reflects the first layer of the bulk and “sees” the total
recoupled spin of the boundary edges for each boundary edge. We will analyze this case
in more details in the later section 6.3.

>
e ∈ ∂Γ

je,me

• <

je, m̃e

• •

= >

je,me

• <

je, m̃e

•

v

•

v

∝
∑
J

CI0 [J ] J
• •

Figure 6.2: Boundary vertex contribution to the boundary density matrix from the
self-gluing of intertwiners: single boundary edge vs many boundary edges.

Spin network basis states are actually very peculiar and are a very special case for the
bulk quantum geometry. They are eigenstates for geometrical observables, such as areas
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and volumes, but there are not coherent states with minimal spread on both connection
and triad (i.e. on parallel transport and metric) and they do not commute with the
Hamiltonian constraints. More generally, physically relevant states will be superposition
of such spin network basis states, thus superposition of spins and intertwiners, leading to
correlation and entanglement between bulk vertices, in which case the boundary density
matrix will become non-trivial. Before analyzing in more details the structure of the
boundary density matrix, let us underline the main two features of the boundary state as
compared to the bulk state:

• The boundary state ρ∂Γ is typically mixed even if the bulk spin network state is pure
[38, 189]. Thus a coarse-graining via tracing-bulk procedure trading the bulk states
for the boundary state irremediably creates entropy. In particular, endowing the
bulk states with a unitary dynamics would naturally lead to a decoherence process
(and possibly re-coherence) for the boundary states [191, 172].

• The boundary state ρ∂Γ does not decompose onto intertwiners between the boundary
spins, even though the bulk spin network is made out of individual intertwiners, as
pointed out in [38, 40, 44]. Indeed, the density matrix is invariant under the action
by conjugation of the SU(2) group,

∀h ∈ SU(2) , 〈{k̃e, m̃e} |h−1ρ∂Γ[ψ]h | {ke,me}〉 = 〈{k̃e, m̃e} |ρ∂Γ[ψ]|{ke,me}〉
(6.1.4)

where the SU(2) transformation acts simultaneously on all the boundary edges.
It is however not invariant under gauge transformations acting on left or right,
ρ∂Γ 7→ h−1ρ∂Γ or ρ∂Γ 7→ ρ∂Γh. This means that the total spin of the boundary state
does not vanish. In fact the boundary defines an intertwiner between the two copies
of the wave-function, the bra 〈ψ({ge}e∈Γo)| and the ket |ψ({ge}e∈Γo)〉, as illustrated
on fig.6.1. The recoupled spin (closure defect) J between the boundary edges defines
the overall channel between the bra and the ket. The J = 0 component is the
component with vanishing total boundary spin - in usual jargon, the intertwiner
component. It represents the “closed” or flat component, while the components with
J 6= 0 can be interpreted as bulk curvature. From the viewpoint of coarse-graining,
it reflects that curvature builds up when gluing flat blocks -the intertwiners- together
[40]. The gauge symmetry breaking at the boundary, due to allowing J 6= 0, can
be also understood as responsible for the entropy of isolated horizon (and thus
black holes) in the loop quantum gravity framework [192, 193, 190] (see [194, 45]
for a more general discussion of gauge symmetry and symmetry breaking on the
boundary of gauge field theories). At the end of the day, the closure defect, or total
spin, provides a very useful basis to study the structure of boundary states and of
induced boundary density matrices.

6.1.1 Bulk state to boundary density matrix

6.1.2 SU(2)-invariance of the boundary density matrix

As introduced in Section 5.3, in the framework of the coarse-graining of spin networks
introduced in [43], the total spin J is the tag and the multiplicity states I ∈ N {je}J are
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tagged intertwiners. From a physical standpoint, the multiplicity spaces N {je}J for spin
recoupling give the black hole horizon micro-states in a naïve leading order approach
to black hole (micro-canonical) entropy and holography in loop quantum gravity, e.g.
[195, 196, 197, 198, 199, 200].

Let us focus on the case with fixed boundary spins {je}, although this is a mere
alleviation of the notations, since the spins je can be implicitly absorbed in the definition of
the recoupling intertwiner I(J,{je}). The bulk wave-function evaluated on bulk holonomies
is a boundary state and can thus be decomposed onto the recoupled basis:

|ψ({ge}e∈Γo)〉 =
∑
J

∑
M

∑
I(J)

CJMI({ge}e∈Γo)|J,M〉 ⊗ |J, I(J)〉 , (6.1.5)

where the coefficients CJMI({ge}e∈Γo) reflect the internal bulk structure of the wave-
functions and depend on the bulk spins and intertwiners. SU(2) gauge transformations
act non-trivially on the wave-function by the group action on the boundary spins. Now,
as we have seen earlier, the density matrix ρ∂ =

∫
dge |ψ(ge)〉〈ψ(ge)| is invariant under

conjugation by the simultaneous SU(2) action on all the boundary spins
⊗

eD
je(h). This

is a direct consequence of the bulk SU(2) gauge invariance,

∀h ∈ SU(2) , ρ∂Γ[ψ] =

∫ ∏
e

dge |ψ({ge}e∈Γo)〉〈ψ({ge}e∈Γo)|

=

∫ ∏
e

dge |ψ({h ge h−1}e∈Γo)〉〈ψ({h ge h−1}e∈Γo)|

=

∫ ∏
e

dge h|ψ({ge}e∈Γo)〉〈ψ({ge}e∈Γo)|h−1 (6.1.6)

= h ρ∂Γ[ψ]h−1 . (6.1.7)

This SU(2) action on the boundary boils down to the SU(2) action on the recoupled spin
DJ(h) and does not touch the multiplicity sector,

h . |ψ({ge}e∈Γo)〉 =
∑
J

∑
M,N

∑
I(J)

CJMI({ge}e∈Γo)D
J
M̃M

(h) |J, M̃〉 ⊗ |J, I〉 . (6.1.8)

This means that the invariance of the boundary density matrix, h ρ∂ h† = ρ∂ for all group
elements h ∈ SU(2) implies it is necessarily totally mixed on each subspace at fixed total
spin J and that all the information is encoded in the multiplicity subspaces. Recalling
Lemma 3.5, the case here is expressed more precisely by the following lemma (here J
must be integer):

Lemma 6.1. A normalized SU(2)-invariant density matrix ρ, thus satisfying h ρ h† =
ρ ,∀h ∈ SU(2), has the following form:

ρ =
⊕
J∈N

p(J)
IVJ

2J + 1
⊗ ρNJ , Trρ =

∑
J

p(J) = 1 . (6.1.9)

The coefficients p(J) define the probability distribution over the total spin J . The operator
IVJ =

∑
M |J,M〉〈J,M | is the identity on VJ and ρNJ is an arbitrary density matrix in

the multiplicity space NJ .
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The SU(2) invariance is a key property of the boundary density matrix, which de-
scends directly from the gauge invariance of the bulk wave-functions under local SU(2)
transformations. Let us stress the important point that this is a statistical invariance
under the SU(2) action, at the level of the density matrix. This does not amount to the
invariance of pure quantum states on the boundary. Indeed strict SU(2) invariance of
the wave-function (i.e. h ρ = ρ h† = ρ) would require J = 0, while we can have here an
arbitrary distribution over all (allowed) values of the total spin J .

6.2 Universal bulk reconstruction from the boundary
density matrix

The natural question is how much can we know about the bulk structure from the
boundary density matrix. For instance, does the combinatorial structure of the bulk
graph deeply affect the type of boundary density matrix one gets? Here, we show a
universal reconstruction procedure. As hinted by the work in [44], a single bulk loop is
enough to get arbitrary boundary density matrices. More precisely, any arbitrary SU(2)-
invariant density matrix on the boundary Hilbert space can be induced from a pure bulk
state on the single loop bulk graph. We prove this powerful result below. This can be
understood as a boundary-to-bulk purification theorem.

Result 6.2. A mixed state ρ on the boundary Hilbert space HB is SU(2)-invariant,
h ρ h† = ρ, if and only if it is an induced boundary density matrix (IBDM) from a pure
(gauge-invariant) bulk state |ψ({ge}e∈Γo)〉 for some bulk graph Γo connecting the boundary
edges.

Proof. We already know that induced boundary density matrices are SU(2)-invariant. We
have to show the reverse statement. Let us consider an arbitrary SU(2)-invariant density
matrix,

ρ =
⊕
J

p(J)
IVJ

2J + 1
⊗ ρNJ ,

and let us diagonalize the density matrices for each multiplicity subsector,

ρNJ =

RJ∑
r=1

W
(J)
Ir
|J, I(J)

r 〉〈J, I(J)
r | , (6.2.1)

where RJ is the rank of ρNJ and the intertwiners I(J)
r are orthonormal states in the

multiplicity space NJ .
Let us consider the bulk graph, as [44], with a single vertex tying all the boundary

edges to a single loop as drawn on fig 7.8. Then a spin network state is a superposition of
intertwiners between the boundary spins and the (pair of) spin(s) carried by the loop. We
can unfold this intertwiner with a (virtual) link between the boundary edge and the loop.
This (virtual) intermediate link carries the total boundary spin J . For each value of J , we
need to specify the spin k carried by the loop and the two intertwiners at the nodes. The
three-valent intertwiner recoupling the loop spin k to the total spin J is unique (when it
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exists), while the intertwiner recoupling the boundary spins {je} into J will naturally be
the intertwiners I(J)

r .

ρ∂

j1j2

j3
?

J

• >

k g

j1

j2
j3

•

Figure 6.3: The universal reconstruction procedure purifying a SU(2)-invariant
boundary density matrix into a pure spin network superposition for a bulk made

of a single vertex and single loop.

Indeed, for each value of the total spin J , we choose RJ distinct spins k(J)
r for the loop

with J ≤ 2kr(J), so that VJ ⊂ Vk ⊗ Vk, i.e. the loop spin can recouple to J , i.e. there
exists a 3-valent intertwiner (given by the corresponding Clebsh-Gordan coefficients). We
then define the following pure spin network for the 1-loop graph, in terms of a single bulk
holonomy g on the loop,

|ψ(g)〉 =
∑
J,M

√
p(J)|J,M〉 ⊗

RJ∑
r

k
(J)
r∑
m,n

(−1)k
(J)
r +m

√
2k

(J)
r + 1Dk

(J)
r
nm (g)

×

(
J k

(J)
r k

(J)
r

M −m n

) √
W

(J)
Ir
|J, I(J)

r 〉 . (6.2.2)

It is straightforward to check this boundary pure state leads back to the wanted SU(2)-
invariant density matrix (6.2.1) upon integration over the bulk holonomy g.

It is quite remarkable that the superposition of loop spins and bulk intertwiners nat-
urally leads to mixed boundary density matrices.

6.3 Probing the first layer of the bulk: bouquets of
boundary edges

Up to now, we have defined the boundary density matrix induced by a bulk spin
network state, underlined the fact that the resulting boundary density matrix is typically
mixed for a pure spin network state and showed how to construct such a pure bulk state
on a graph with at least one loop given a (suitably gauge invariant) boundary density
matrix. This universal reconstruction procedure, given above in the proof of Result 6.2,
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with a bulk graph made of a single vertex and a single bulk loop, should be understood
as a purification of the boundary density matrix into a bulk state. There are nevertheless
many possible bulk states on possibly complicated graphs inducing the same boundary
state, leading to many ways to purify a given mixed boundary state. In light of this fact,
we wish to understand better how the bulk graph structure and potential correlations
between the spins and intertwiners within the bulk possibly get reflected in the boundary
density matrix.

In this section, we would like to start diving into the bulk, or at least start probing
the first layer of the bulk beyond the boundary edges. More precisely, we would like to
see the “boundary vertices”, i.e. the vertices to which are attached boundary edges, and
understand if a finer study of the boundary density matrix allows to extract the informa-
tion about whether bunches of boundary edges are attached to the same boundary vertex.
Indeed, although a rather natural assumption is that each boundary edge connected to
a different vertex in the bulk, this is not a generic configuration. A more general config-
uration involves boundary edges regrouped into bouquets, each attached to a vertex, as
illustrated on Fig.6.4.

J1J2

J3 J4

••

• •

••

• •

••

• •

Figure 6.4: Bouquets of boundary edges attached to boundary vertices v ∈ V ∂ and
the chicken feet basis labeled by the recoupled spin Jv for each bouquet.

This leads us to introduce a “chicken feet” basis where we recouple the spin of the
boundary edges of each bouquet separately instead of only considering the total recoupled
spin J . We thus introduce the bouquet spin Jv for each boundary vertex v. Writing V ∂

for the set of boundary vertices, the boundary Hilbert space decomposes as:

HB =
⊕
{je}e∈∂

⊗
e∈∂

Vje =
⊕

{Jv}v∈V ∂

⊗
v∈V ∂
VJv ⊗N{Jv} , (6.3.1)

N{Jv} =
⊗
v∈V ∂

⊕
{je}e |v∈∂e

Inv
[
VJv ⊗

⊗
e |v∈∂e

Vje
]
, (6.3.2)

leading to the chicken feet basis states |{Jv}v∈V ∂ , {je}e∈∂, {IJv{je}}v∈V ∂〉 labelled by the
boundary edge spins je, the boundary bouquet spins Jv and the intertwiners recoupling
them, as depicted on fig.6.4.

As for the bulk, we similarly unfold the intertwiner states living on the boundary
vertices and decompose them into two intertwiners, one “boundary” component which
recouples all the boundary spins into Jv and one “bulk” component which recouples the
spins on the remaining bulk edges attached to the vertex to Jv, as illustrated on fig.6.5.
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•
Iv

v ∈ V ∂

je ∈ ∂Γo je ∈ ∂Γo
Jv

je ∈ ∂Γo je ∈ ∂Γo• •

∂I
(Jv)
v

oI
(Jv)
v

Figure 6.5: Unfolding intertwiners on boundary vertices: the decomposition into
boundary and bulk intertwiner components.

Decomposed intertwiner basis states are then labeled by the boundary and bulk spins
attached to the (boundary) vertex, the bouquet spin Jv and the two boundary and bulk
intertwiner, |{je}e∈∂, Jv, ∂I(Jv)

v , oI
(Jv)
v 〉.

The reconstruction of the first layer of the bulk from the boundary density matrix
simply reflects the fact that the boundary component of the intertwiners Iv at a ver-
tex attached to some boundary edges matches the boundary intertwiner recoupling the
boundary spins to their bouquet spins, i.e. IJv{je} = ∂I

(Jv)
v for a boundary vertex v ∈ V ∂

and for all values of the bouquet spin Jv. Let us see more precisely how this gets encoded
into the boundary density matrix.

To alleviate the notations, let us fix the spins je on the boundary edges e ∈ ∂Γ,
although it is straightforward to allow arbitrary superpositions of the boundary spins. In
light of the SU(2) gauge transformations at the vertices and the resulting SU(2) gauge
invariance of the boundary density matrix at each boundary vertex, a boundary density
matrix necessarily reads:

ρ∂ =
∑

{Jv}v∈V ∂

⊗
v∈V ∂

IJv
(2Jv + 1)

⊗ ρ{Jv} , (6.3.3)

where, for each value of the bouquet spins {Jv}, we have the totally mixed state on the spin
states and a possibly non-trivial density matrix ρ{Jv} on the corresponding multiplicity
space,

ρ{Jv} ∈ End[N{Jv}] , N{Jv} =
⊗
v∈V ∂

Inv
[
VJv ⊗

⊗
e |v∈∂e

Vje
]
, (6.3.4)

since we are working at fixed boundary spins je∈∂.
For spin network basis state, a straightforward calculation leads to the multiplicity

matrices ρ{Jv} simply given by the boundary components of the intertwiners living at the
boundary vertices:

Lemma 6.3. For a spin network basis state Ψ{je,Iv} with given spins je on all bulk and
boundary edges, as well as chosen intertwiner states Iv at each vertex, we decompose the
intertwiner states living on boundary vertices in the bouquet spin basis separating their
“boundary” component from their “bulk” component,

∀v ∈ V ∂ , Iv =
∑
Jv

Cv(Jv) |Jv, ∂I(Jv)
v , oI(Jv)

v 〉 , (6.3.5)



Chapter 6. Boundary Density Matrices and Reconstructed Bulk States 110

with normalized intertwiners ∂I(Jv)
v and ∂I

(Jv)
v , respectively between the boundary spins and

the bouquet spin, then between the bouquet spin and the bulk spins attached to the vertex
v. Then the induced boundary density matrix reads:

ρ∂[Ψ{je,Iv}] =
∑

{Jv}v∈V ∂

⊗
v∈V ∂

IJv
(2Jv + 1)

⊗ ρ{Jv} , where |∂I(Jv)
v 〉 ∈ Inv

[
VJv ⊗

⊗
e |v∈∂e

Vje
]
.

(6.3.6)
The multiplicity matrices ρ{Jv} have rank-one:

ρ{Jv} = |ι{Jv}〉〈ι{Jv}| , ι{Jv} =
⊗
v∈V ∂

Cv(Jv)|∂I(Jv)
v 〉 ∈ N{Jv} . (6.3.7)

This rank-one property obviously extends to possible spin network superposition states
with correlation between bouquet spins, i.e. with coefficients C({Jv}) generalizing the
factorized ansatz

∏
v Cv(Jv) of basis states, but is ruined as soon as there is non-trivial

superpositions of the bulk components of the boundary intertwiners or more generally
non-trivial intertwiner correlations between the bulk vertices. Indeed, let us consider a
generic spin network state:

ψ =
∑

{je},{Iv}

C
{je}e∈∂Γ,{je}e∈Γo

{Jv}v∈V ∂
({∂I(Jv)

v , oI(Jv)
v }v∈V ∂ , {Iw}w/∈V ∂ )

⊗
v∈V ∂

(
∂I(Jv)
v ⊗ oI(Jv)

v

)
⊗
⊗
w/∈V ∂

Iw

∈ HΓ , (6.3.8)

where we use the notation v for the boundary vertices and w for the remaining vertices
of the bulk graph. We have chosen an arbitrary orthonormal basis of intertwiners Iw for
bulk vertices while using explicitly the bouquet spin basis for the boundary vertices. A
straightforward calculation yields the following induced boundary density matrix:

ρ∂[ψ] =
∑

{Jv}v∈V ∂

⊗
v∈V ∂

IJv
(2Jv + 1)

⊗ ρ{Jv} , (6.3.9)

ρ{Jv} =
∑

∂Iv ,∂̃Iv

∑
je,oIv ,Iw

C
{je}
{Jv}({

∂̃I
(Jv)
v , oI(Jv)

v }, {Iw})C{je}{Jv}({
∂I

(Jv)
v , oI

(Jv)
v }, {Iw})

⊗
v∈V ∂
|∂̃I(Jv)

v 〉〈∂I(Jv)
v | . (6.3.10)

The integration over the bulk holonomies amounts in the end to the partial trace over
the bulk intertwiners (i.e. the intertwiner states at the vertices not connected to any
boundary edge), over the bulk component of the intertwiners at the boundary vertices,
and over the spins of the graph edges. This partial trace naturally leads to mixed states
on the multiplicity spaces N{Jv} with higher rank multiplicity matrices ρ{Jv}. This means
that non-trivial bulk correlations (between bulk intertwiners and bulk spins) get reflected
in the rank of the multiplicity matrices ρ{Jv}. This is a much finer witness of the bulk
structure than the overall closure defect.

This hints towards a natural layer-by-layer reconstruction of the bulk from the bound-
ary density matrix. Starting from ρ∂, one can try the various partitions of the boundary,
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grouping the boundary edges, and check which partition leads to a multiplicity matrix
with the lowest rank, and thus with the least correlation between boundary vertices. Once
the first layer of the bulk graph, one would thank follow the same logic to reconstruct
the second layer of the bulk, grouping the bouquets together so that the second layer
intertwiners are the least correlated possible. We would pursue this onion-like reconstruc-
tion until we reach the inner loop of the universal reconstruction procedure described in
the previous section. It would be enlightening if one could translate this idea of a bulk
with the least correlation between graph vertices into an action principle whose extrema
would determine the bulk structure from the quantum boundary data fixed by the chosen
boundary density matrix.

6.4 Examples: Boundary Density Matrix for Candy Graphs

We would like to conclude this paper with explicit examples of the bulk-to-boundary
procedure, from bulk spin networks to boundary density matrices. We will consider the
case of a bulk graph with two boundary vertices. The deeper bulk structure does not
matter and it is enough to consider a single loop to which the bulk edges connect. We
consider the two examples of boundary vertices each with two boundary edges, and then
each with three boundary edges, as drawn on fig.6.6.

bulk• • bulk• •

Figure 6.6: Candy graphs.

6.4.1 The four-qubit candy graph

Let us describe the graph with two vertices linked by a single loop and each with two
boundary edges, as drawn on fig.6.7. We assume that the spin on the four boundary
edges are fixed to j1 = j2 = j3 = j4 = 1

2
and we also fix the spin around the loop to

an arbitrary value k. The bulk Hilbert space thus consists in the tensor product of the
spaces of intertwiners living at the two vertices α and β:

Hbulk = Hα ⊗Hβ , Hα = Hβ = Inv[V 1
2
⊗ V 1

2
⊗ Vk ⊗ Vk] . (6.4.1)

For each vertex, v = α or v = β, we recouple the two boundary spins, leading to the
bouquet spin basis. Here the bouquet spin Jv can take two values, 0 or 1, and entirely
determines the intertwiner state:

Hv = Inv[V 1
2
⊗ V 1

2
⊗ Vk ⊗ Vk] = C|J = 0〉 ⊕ C|J = 1〉 , dimHv = 2 , (6.4.2)
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Figure 6.7: 4-qubit candy graph: spin and intertwiner decomposition.

so that bulk spin network basis states are labelled by the two bouquet spins1:

Hbulk =
⊕

Jα,Jβ∈{0,1}

C|Jα, Jβ〉 , dimHbulk = 4 . (6.4.3)

The boundary Hilbert space consists in the tensor product of the four spin-1
2
spaces, i.e.

it is made of four qubits,

HB =
(
V 1

2

)⊗4
, dimHB = 24 . (6.4.4)

Let us consider an arbitrary spin network state,

ψ =
∑
Jα,Jβ

CJα,Jβ |Jα, Jβ〉 ∈ Hbulk . (6.4.5)

The corresponding wave-function defines a boundary map, mapping the bulk holonomy
along the two links of the inner loop to a boundary state in HB:

|ψ(g1, g2)〉
=

∑
ai,bi

(−1)k−a1(−1)k−a2Dk
a1b1

(g1)Dk
a2b2

(g2)〈(k,−a1)(k,−a2)|Jα〉〈(k, b1)(k, b2)|Jβ〉

∈ HB . (6.4.6)

The boundary density matrix is obtained by integrating over the bulk holonomy:

ρ∂[ψ] =

∫
dg1dg2 |ψ(g1, g2)〉〈ψ(g1, g2)| ∈ End[HB] . (6.4.7)

The integration over the SU(2) group elements is straightforward to compute and yields:

ρ∂[ψ] =
∑
Jα,Jβ

|CJα,Jβ |2
IJα

2Jα + 1
⊗

IJβ
2Jβ + 1

, (6.4.8)

1It might seem awkward that the dimension of the bulk Hilbert space is here (much) smaller than
the dimension of the boundary Hilbert space: it would be weird to talk about a bulk-to-boundary coarse-
graining in that situation. This is due to the extremely simple structure of the bulk graph. In fact, the
dimension of the bulk Hilbert space increases exponentially with the number of bulk vertices (actually,
more precisely, the number of independent cycles in the bulk graph as shown in [184]). For instance,
merely pinching the loop to create an extra bulk vertices would increase the dimension of the bulk Hilbert
space to dimHbulk = 2 × (2k + 1) × 2, which would be larger from dimHB = 24 as soon as the spin j
around the loop is larger than 2.
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where IJ , for J = 0 and J = 1, is the projector on the subspace of total spin J in
the tensor product of two qubits (V 1

2
)⊗2. This confirms that a pure bulk spin network

state leads naturally to a mixed boundary state, indicating bulk-boundary entanglement.
Moreover, due to the simple structure of the boundary in the present example, multiplicity
matrix only has rank one for each Jα, Jβ, the induced boundary density matrix carries no
entanglement between the pair of boundary edges attached to the vertex α and the pair
attached to the vertex β. A bit more complicated case will be given latter, which has
higher rank for multiplicity matrix.

6.4.2 The six-qubit candy graph

We can upgrade the previous example by enriching the structure of the boundary
intertwiner thereby allowing for the possibility of non-trivial entanglement between the
boundary edges attached to the two vertices. Instead of attaching two boundary edges to
each vertex, we now connect three boundary edges to each vertex. We still fix the spins
on the boundary edges to j1 = .. = j6 = 1

2
, as well as on the inner loop to k and k + 1

2

(with the half-integer shift to account for the extra half-spin on the boundary) for k > 0.

k

•

k + 1
2

•

1
2
e∂1

e∂21
2

1
2e∂3

1
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• •
Jβ
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ιβ ••

Figure 6.8: The one-loop 6-qubit candy graph and intertwiner basis.

The bulk Hilbert space thus consists in the tensor product of the spaces of intertwiners
living at the two vertices α and β:

Hbulk = Hα ⊗Hβ , Hα = Hβ = Inv
[
(V 1

2
)⊗3 ⊗ Vk ⊗ Vk+ 1

2

]
. (6.4.9)

For each vertex, v = α and v = β, we unfold the intertwiner space by recoupling the
three spins 1

2
together into the bouquet spin Jv, as drawn on fig.6.8. Since the 3-valent

intertwiner between the spins k, k + 1
2
and 1

2
is unique (and given by the corresponding

Clebsh-Gordan coefficients), we can put aside this bulk component of the intertwiner and
focus on the boundary component of the intertwiner. Then, since the tensor product of
three spins 1

2
decomposes as

(V 1
2
)⊗3 = V 3

2
⊗ 2V 1

2
, (6.4.10)

the intertwiner space is three-dimensional:

Hv = C|Jv =
3

2
〉 ⊕ C|Jv =

1

2
, ιv = 0〉 ⊕ C|Jv =

1

2
, ιv = 1〉 . (6.4.11)

The extra index ι ∈ {0, 1} when the three qubits recouple to the bouquet spin J = 1
2

label the degeneracy in the decomposition of the tensor product. As depicted on fig.6.8,
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we can simply take it as the spin recoupling for the first two qubits (boundary edges 1
and 2 for the vertex α and boundary edges 4 and 5 for the vertex β). In that case, we
can extend the convention for the intertwiner basis state |J, ι〉 even to J = 3

2
, in which

case the extra label is allowed to take a single value ι = 1.
Bulk spin network basis states are then defined by the choice of the two intertwiner

basis states at v = α and v = β:

Hbulk =
⊕
{Jv ,ιv}

C|Jv, ιv〉 , dimHbulk = 3× 3 = 9 . (6.4.12)

The boundary Hilbert space simply consists in 6 qubits, from which we also use the
bouquet spin basis:

HB =
(
V 1

2

)⊗6
= H∂

α ⊗H∂
β , H∂

α = H∂
β =

(
V 1

2

)⊗3
=
⊕
J= 1

2
, 3
2

VJ ⊗NJ , (6.4.13)

with NJ = Inv
[
VJ ⊗

(
V 1

2

)⊗3
]
, where dimN 1

2
= 2, dimN 3

2
= 1, dimH∂

α = dimH∂
β =

2 × 2 + 4 × 1 = 23. Let us consider a general spin network state (with fixed spins as we
have assumed so far) on this candy graph with six boundary edges:

ψ =
∑

{Jv ,ιv}v=α,β

C
Jα,Jβ
ια,ιβ |(Jα, ια) (Jβ, ιβ)〉 . (6.4.14)

The induced boundary density matrix, obtained after integration over the bulk holonomies,
is:

ρ∂[ψ] =
∑
Jα,Jβ

IJα
2Jα + 1

⊗
IJβ

2Jβ + 1
⊗ ρJα,Jβ , (6.4.15)

where the multiplicity matrix encodes the data about the intertwiners:

ρJα,Jβ =
∑
{ιv ,̃ιv}

C
Jα,Jβ
ι̃α ,̃ιβ

C
Jα,Jβ
ια,ιβ

∣∣∣(Jα, ι̃α)(Jβ, ι̃β)
〉〈

(Jα, ια)(Jβ, ιβ)
∣∣∣ ∈ End

[
NJα ⊗NJβ

]
.

(6.4.16)
This is always a rank-one matrix and does not lead to entanglement between the boundary
edges (1,2,3) and (4,5,6).

If we want to obtain non-trivial multiplicity matrices, i.e. of higher rank, one has
to allow for non-trivial bulk components of the intertwiners. To this purpose, we must
consider a (slightly) more complicated bulk graph with three bulk edges connecting the
two vertices. We can assume that the spins on all the edges, both on the boundary and
in the bulk, are fixed to, say, j1 = .. = j9 = 1

2
. If we look at the vertex v, which can be α

or β, the 6-valent intertwiner can be unfolded into the bouquet spin basis. As depicted
on fig.6.9, an intertwiner basis state is now labeled by the bouquet spin Jv, a multiplicity
index ι∂v ∈ {0, 1} for the boundary component of the intertwiner (which can be taken as
the recoupled spin of the edges 1 and 2) and a multiplicity index ιov ∈ {0, 1} for the bulk
component of the intertwiner (which can be taken as the recoupled spin of the edges 4
and 5).
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Figure 6.9: The triple link 6-qubit candy graph and intertwiner basis.

The main consequence of adding bulk structure is to increase the dimension of the
bulk Hilbert space:

Hbulk = Hα⊗Hβ , Hv = Inv
[
(V 1

2
)⊗6
]

=
⊕
Jv ,ι∂v ,ι

o
v

C|Jv, ι∂v , ιov〉 dimHbulk = (1+2×2)2 = 25 .

(6.4.17)
On the other hand, the boundary Hilbert space is left unchanged. This much higher
dimensionality of the bulk Hilbert space allows for finer structure of the bulk state and
induced entanglement on the boundary. Indeed, a generic spin network state decomposes
as:

ψ =
∑

{Jv ,ιv}v=α,β

C
Jα,Jβ

ι∂α,ι
o
α,ι

∂
β ,ι

o
β

∣∣∣(Jα, ι∂α, ιoα) (Jβ, ι
∂
β, ι

o
β)
〉
. (6.4.18)

Compared to the previous case of the one-loop candy graph, the bulk part of the inter-
twiners ιov is not seen by the boundary state. This bulk data “hidden” from the boundary
creates entanglement between the two bouquets of boundary edges. Indeed the induced
boundary density matrix can be computed as:

ρ∂[ψ] =
∑
Jα,Jβ

IJα
2Jα + 1

⊗
IJβ

2Jβ + 1
⊗ ρJα,Jβ , (6.4.19)

where the multiplicity matrix encodes the data about the intertwiners:

ρJα,Jβ =
∑
{ι∂v ,̃ι∂v}

∑
{ιov}

C
Jα,Jβ

ι̃∂α,ι
o
α ,̃ι

∂
β ,ι

o
β

C
Jα,Jβ

ι∂α,ι
o
α,ι

∂
β ,ι

o
β

 ∣∣∣(Jα, ι̃∂α)(Jβ, ι̃
∂
β)
〉〈

(Jα, ι
∂
α)(Jβ, ι

∂
β)
∣∣∣ (6.4.20)

∈ End
[
NJα ⊗NJβ

]
.

The partial trace over the bulk components of the intertwiners lead to a higher rank of
the multiplicity matrix, reflecting the induced entanglement between the boundary edges
attached to α and the ones attached to the vertex β. A simple example is, choosing that
both intertwiners have support exclusively on the bouquet spins Jα = Jβ = 1

2
, and form

a Bell-like state:

ψBell =
1√
2

(
|(1

2
, 0, 0)(

1

2
, 1, 1)〉 − |(1

2
, 1, 1)(

1

2
, 0, 0)〉

)
, (6.4.21)
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leading to the induced density matrix:

ρ∂[ψBell] =
I 1

2

2
⊗

I 1
2

2
⊗ ρN , ρN = |(1

2
, 0)(

1

2
, 1)〉〈(1

2
, 0)(

1

2
, 1)|+ |(1

2
, 1)(

1

2
, 0)〉〈(1

2
, 1)(

1

2
, 0)| ,

(6.4.22)
where the multiplicity matrix now has rank two. Then it is clear to see the ensemble of
pure states as the definition of Eq.(3.1.18), and to read the entanglement of formation
E(ρ∂[ψBell]) = ln 2 as defined by (3.1.19) where we take the ensemble of pure states as

ρ∂[ψBell] =
∑
+,−

∑
mA,mB

p(mA,mB)|ψmA,mB ,±〉〈ψmA,mB ,±| (6.4.23)

for magnetic quantum numbers mA = ±1
2
and mB = ±1

2
with probability p(mA,mB) = 1

4

and

|ψmA,mB ,+〉 = |mAmB〉 ⊗
|(1

2
, 0)(1

2
, 1)〉+ |(1

2
, 1)(1

2
, 0)〉

√
2

, (6.4.24)

|ψmA,mB ,−〉 = |mAmB〉 ⊗
|(1

2
, 0)(1

2
, 1)〉 − |(1

2
, 1)(1

2
, 0)〉

√
2

. (6.4.25)

This perfectly illustrates how tracing out the bulk degrees of freedom leads to a mixed state
on the boundary, or in more physical terms, how correlations between bulk intertwiners
leads to entanglements between boundary edges.
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In this chapter, the new feature is that one can trace over the bulk by integrating over
the bulk holonomies and obtaining a density matrix for the boundary states. This bound-
ary density matrix encodes all that we can know about the quantum state of geometry
from probing the boundary if we do not have access to any bulk observable. For a pure
bulk state, we typically obtain a mixed boundary state. This realizes a bulk-to-boundary
coarse-graining via tracing-bulk.

Our main result 6.2 is proof that any gauge-covariant boundary density matrix for an
arbitrary number of boundary edges can be induced from a pure spin network state on
a simple bulk graph consisting from a single vertex connecting all the boundary edges to
a single bulk loop. In quantum information jargon, this universal reconstruction process
purifies arbitrary mixed boundary states into pure bulk states. This purification process is,
of course, not unique, and one can build infinitely many pure bulk spin networks on more
complicated graphs, which still lead to the same boundary density matrix. The relevant
question is whether these bulk states could be understood as physically equivalent under
to-be-determined gauge transformations. Such gauge transformations, deeply intertwined
with the refinement and coarse-graining of the quantum geometry, would immediately be
at the heart of loop quantum gravity and have to be compared to a concept of spacetime
diffeomorphisms at the discrete quantum level.

We further analyzed the algebraic structure of induced boundary density matrices,
more precisely, how intertwiner correlations, i.e., entanglement between bulk volume ex-
citations, get reflected by the boundary density matrix. This should be considered part of
the larger program of bulk tomography through boundary observables in loop quantum
gravity. Hopefully, the basic tools introduced here should allow a more systematic study
of how far one can see into the bulk and how much one observer on the boundary can know
about the bulk spin network graph. For instance, we would like to study in more detail
the relation between boundary edge entanglement and bulk intertwiner entanglement and
quantify their difference in a precise and explicit manner.

These questions are at the kinematical level. We want to tackle the spin network
dynamics and reformulate it in light of the bulk-boundary relation. This means projecting
the bulk dynamics onto the boundary and writing it in terms of boundary evolution
operators. Loop quantum gravity’s dynamics would then read in terms of completely
positive maps (CP map) already mentioned in Chapter 3 [143], which admits an operator-
sum representation in terms of Kraus operators {Ek, k = 1, 2, · · · }, which leave invariant
the trace of quantum states. We wish to describe boundary evolution and measurements in
loop quantum gravity in terms of CPTP maps, taking Kraus operators as representations
for boundary dynamics.

Furthermore, the induced boundary density matrix can also be understood as obtained
via G-twirling operation defined by Eq.(3.2.21), meaning that the boundary Hilbert de-
fines a quantum reference frame for loop quantum gravity. In this sense, the measurements
are accessible quasi-locally. A more promising picture may be realized by assigning an
induced boundary matrix to each vertex. The advantage is that the assignment has con-
sidered coarse-graining automatically. The SU(2)-invariance holds but in the sense of
ρ = gρg−1, with probable nontrivial closure defect.





Chapter 7

Intertwiner Entanglement Excitation

In this chapter, we focus on intertwiner entanglement1 carried by a spin network state,
and study the entanglement created by the holonomy operator, which is recognized as a
discretized measure of curvature in loop quantum gravity and as the basic building block
of the Hamiltonian operator. We wish to understand how the excitation of curvature is
related to the excitation of entanglement on spin network states. This is part of the larger
line of research toward answering the question: what is the relation between geometry
and entanglement? Can one understand the dynamics of quantum geometry directly in
terms of the evolution of entanglement and quantum information?

Furthermore, since the spin network is viewed as a many-body quantum system, it
is necessary to introduce the notion of multipartite entanglement (c.f. Chapter 3.1, or
[139, 201, 134]). It is still an ongoing topic in the field of quantum information. There
are many candidates for quantifying the entanglement of multipartite system. These
entanglement measures generally are not equivalent. In order to explore the entanglement
structure for LQG, it is required to find a suitable entanglement measure. Our work shows
that the notion of the geometric measure of entanglement may be a good one, and justify
the geometric measure since it admits a straightforward generalization from bipartite to
multipartite spin network.

This chapter is based on [53] and is organized as follows: Section 7.1 starts with an
introduction to a gauge-invariant holonomy operator defined on a loop that acts on all
the intertwiner states living at the nodes of the spin network. We represent its action
in Proposition 7.1. At the end of the section, Corollary 7.2, we give its behavior in
a semi-classical regime. Section 7.2 views spin network states as many-body quantum
systems living in the tensor product of the space of intertwiners attached to each node
of the network. We classify the entangled and separable spin network states in Result
7.7. In particular, spin network basis states, with fixed spins on the links and fixed
intertwiners on the nodes, are separable and carry no entanglement. We explore the
notion of multipartite entanglement [139, 201, 134] and define the notion of geometric

1As shown in [190], boundary state entanglement typically involves the gauge symmetry breaking and
is defined with respect to gauge-variant physical measurements and the corresponding choice of boundary
reference frame. On the other hand, intertwiner entanglement is gauge-invariant, and can be argued to
quantify genuine spin network entanglement.
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entanglement for spin networks. Our main result of this chapter is presented in Result
7.9 in subsection 7.2.3, giving the computation of the growth of entanglement due to the
action of the holonomy on a spin network basis state. Finally, sections 7.3 and 7.4 apply
this general result to the simplest network structures: the 2-vertex graph with boundary
-or candy graph- consisting of two nodes and a triangular graph consisting of three nodes.
These simple settings allow for explicit computations of the evolution (generated by the
holonomy operator) of both the bipartite entanglement and the geometric multipartite
entanglement, showing that they match in the leading order.

7.1 Loop holonomy operator on spin networks

The dynamics of spin network states implement the flow generated by the Hamiltonian
constraints on the embedded geometry of the canonical hypersurface. At the quantum
level, the Hamiltonian constraint operators involve the holonomy operator and geometric
observables, such as areas and volumes. The holonomy operator is analogous to the
Wilson-loop in QCD. It corresponds to the quantization of the curvature in the polymer
quantization scheme used in loop quantum gravity, where one does not access to point-like
excitations, but only to gauge-invariant observables smeared along 1d structures. Let us
analyze the action of the holonomy operator on spin network basis states, along the lines
of [202, 203].

Let us look at the holonomy operator with spin ` acting on a single edge e. This
operator takes the tensor product of the spin-` with the spin ke carried by the edge,
and its action can be expressed in terms of Clebsch-Gordan coefficients decomposing this
tensor product ` ⊗ ke into irreducible representations. Indeed the Wigner matrices for
the SU(2) group element ge carrying the holonomy along the edge e satisfies the following
algebraic relations:

D̂`
aebe

.
[
Dke
mene(ge)

]
= D`

aebe(ge)D
ke
mene(ge) , D` ⊗Dke =

ke+⊕̀
Ke=|ke−`|

DKe , (7.1.1)

D`
aebe(ge)D

ke
mene(ge) =

ke+∑̀
Ke=|ke−`|

Ke∑
Me,Ne=−Ke

(−1)Me−Ne(2Ke + 1)

(
` ke Ke

ae me −Me

)
(
` ke Ke

be ne −Ne

)
DKe
MeNe

(ge) ,

(7.1.2)

where the recoupled spinKe is bounded by the triangular inequalities |ke−`| ≤ Ke ≤ ke+`.

The holonomy operator along a single edge spoils the gauge invariance. In order to
produce a gauge-invariant holonomy operator, one must consider a closed loop on the
graph Γ underlying the spin network state. Consider a loop W ⊆ Γ with n edges, and
assume the simplifying condition that it does not go through a vertex more than that
once. The oriented loop W can be described as the path W [v1

e1→ · · · en−1→ vn
en→ v1] such
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that the edge ei links the vertex vi to vi+1, with i = 1, · · · , n and the implicit convention
n + 1 ≡ 1. The loop holonomy operator is defined as a multiplicative operator on the
wave-functions:

(χ̂` .W ψΓ) ({ge}e∈Γ) = χ`(GW )ψΓ({ge}e∈Γ) , with GW =
←−−−−∏
ei∈W

gei , (7.1.3)

where χ`(g) = TrD`(g) is the character of the spin-` representation. The notation “←−”
is assigned to indicate the order of group multiplication. We take the inverse of a group
element if the edge is oriented in the opposite direction than the loop. Since the factor
χ`(GW ) is a gauge invariant function, the resulting wave-function is still gauge-invariant.
Thus the map χ̂` .W acts legitimately on the Hilbert space HΓ and we can write its action
on the spin network basis:

χ̂` .W |ΨΓ,{Iv}〉 =
∑
{I′v}

[
Z(Γ)χ` .W

]{I′v}
{Iv}
|ΨΓ,{I′v}〉 , (7.1.4)

where the matrix elements Z(Γ)χ` .W are given by the following integrals:[
Z(Γ)χ` .W

]{I′v}
{Iv}

=

∫ ∏
e∈Γ

dge ΨΓ,{I′v}({ge}e∈Γ)χ`(GW ) ΨΓ,{Iv}({ge}e∈Γ) . (7.1.5)

This matrix Z(Γ)χ` .W satisfies a composition rule:

∑
{I′v}

[
Z(Γ)χ`1 .W

]{I′′v }
{I′v}

[
Z(Γ)χ`2 .W

]{I′v}
{Iv}

=

`1+`2∑
s=|`1−`2|

[
Z(Γ)χs .W

]{I′′v }
{Iv}

(7.1.6)

=
[
Z(Γ)(χ`1

·χ`2 ) .W

]{I′′v }
{Iv}

, (7.1.7)

which is inherited from the character recoupling formula χ`1χ`2 =
∑`1+`2

s=|`1−`2| χs. An
interesting fact to keep in mind is that the matrices Z(Γ)χ`1 .W

and Z(Γ)χ`2 .W
commute

with each other with arbitrary spins `1 and `2.

The transition matrix Z can be expressed in terms of the {6j} symbols of spin recou-
pling. To this purpose, we recall bouquet spins for the vertices along the loopW following
the previous Chapter 6 as Fig.6.4. The bouquet spin is a recoupled spin used to define
a convenient intertwiner basis. As illustrated on Fig.7.1, we distinguish at each vertex v
the two edges belonging to the loop {e ∈ W} and we recouple all the spins carried by
the other edges {e /∈ W} into a spin Jv. If a vertex around the loop is 3-valent, then
the bouquet spin is obvious simply the spin carried by the third edge, not belonging to
the loop. In general, the definition of the bouquet spin allows to consider all the inter-
twiners around the loop as 3-valent for all matters of operators acting on the loop edges.
This convenient unfolding of the intertwiners allows to write the action of the holonomy
operator in terms of the spins along the loop and the bouquet spins:
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J1J2

J3J4

∑
{Ji}

∑
{Ji}

J1J2

J3 J4

••

• •

••

• •

••

• •

Figure 7.1: The red circle is the pathW to be acted by holonomy operator (left). The
boundary edges green recouple with bulk edges blue into bouquet spins J1, J2, J3, J4

at respect vertices (middle). Note that bouquet spins have superposition due to
recoupling. The consequence of the loop holonomy operator amounts to acting on

a trivalent graph (right).

Proposition 7.1. Given an oriented loop W [v1
e1→ · · · en−1→ vn

en→ v1] on the graph Γ, the
loop holonomy operator χ̂` .W acts on the spin network basis, labeled by the spins ki on
the loop edges and the bouquet spins Ji on the loop vertices (e.g. Fig.7.2), by the following
transition matrix:[
Z(Γ){Ji}χ` .W

]{Ki}
{ki}

= (−1)
∑n
i=1(Ji+ki+Ki+`)

n∏
i=1

{
Ji Ki Ki+1

` ki+1 ki

}
n∏
i=1

√
(2Ki + 1)(2ki + 1) .

(7.1.8)

Proof. The proof is a straightforward spin recoupling computation. One can use graphical
calculus to establish the expressions [204, 205, 206, 207]. We split the character χ`(GW )
into local Wigner D-matrices for each edge of the loop,

χ`(GW ) =

←−−−−−−−−−−
n∏
i=1

D`
mimi+1

(gi) , cycling n+ 1 ≡ 1 , (7.1.9)

then apply the formula (7.1.2) for the holonomy operators. As illustrated on fig.7.2, the
bulk spins ki undergo a spin shift ki → Ki with the output spins Ki are bounded by
triangular inequalities |ki − `| ≤ Ki ≤ ki + `, while the boundary spins ji and thus the
recouped bouquet spins Ji are left unchanged. Hence we use spins the {ji, Ji} , {ki} to
label the initial intertwiners {Iv} and {ji, Ji}, {Ki} to label the final intertwiners {I ′v},[

Z(Γ){ji,Ji}χ` .W

]{Ki}
{ki}
≡
[
Z(Γ)χ` .W

]{I′v}
{Iv}

.

As drawn on fig.7.2a, the action of a holonomy operator on an edge amounts to creating
two open edges with weight factor (2Ki + 1). Summing over the magnetic indices of the
character formula (7.1.9) amounts to linking those open edges and closing the corners all
around the loop. This leads to a 6j-symbol factor for each corner/vertex as shown on
fig.7.2d, leading to the overall amplitude for the loop holonomy operator χ̂` .W given by[

W(Γ){ji,Ji}χ` .W

]{Ki}
{ki}

= (−1)
∑n
i=1(Ji+ki+Ki+`)

n∏
i=1

{
Ji Ki Ki+1

` ki+1 ki

}
n∏
i=1

(2Ki + 1) ,

(7.1.10)
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k[g]

D`
ab

⊗
=

k+∑̀
K=|k−`|

(2K + 1)

k[I] K[g] k[I]
•

`[I]
b

•

`[I]
a

(a) The graphical illustration for the operation of holonomy operator. The red nodes are virtual
vertices introduced by D`.

ki+1

ki
•
vi χ̂`

∑
Ji Ji

ki+1

ki•
•

χ̂`

(b) For a vertex vi living along the W , its attached spins around either acted by, or not acted by the
loop holonomy operator. For the spins which are not acted, they recouple into spin-Ji attached to

the vertex vi.

•

•

•

• •

•

••

•

•

•
• •
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• Tr
•

•

•
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(c) The graphical illustration for loop holonomy operator. The D` amounts to generates bubbles
around the corners.

J1 •
k2

K2

k
3

K3

•
`
•

= J1 •

K2

K3

×
J1

k3 k2

`

K3 K2

(d) Each corner brings a 6j-symbol to wave function.

Figure 7.2: The graphical representations for holonomy and loop holonomy operator
respectively.

with n+ 1 ≡ 1, which leads to the desired Z’s representation (7.1.8).

The proposition shows that the dynamics generated by the loop holonomy operator
depends at each vertex on three spins: the two spins living on the edges attached to the
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vertex on the loop and the bouquet spin encoding the recoupling of the spin living on all
the other edges attached to the considered vertex.

We can provide the action of the loop holonomy operator with geometrical meaning
in the semi-classical regime at the large spin limit. This is provided by the asymptotic
behavior of Z, which can be expressed in terms of the angles of the triangles dual to the
spin network graph, as shown on figure 7.3a. More precisely, considering that the spins
{ji, ki} of spin network are much larger than the spin-` of holonomy operator, we employ
Edmonds’s asymptotic formula and get the following corollary of the previous proposition:

Corollary 7.2. If the bulk spins {ki} and boundary spins {ji} much larger than `, i.e.,
{ji , ki} � `, matrix Z has following asymptotic formula in terms of Wigner d-matrices:

[
Z(Γ){ji}χ` .W

]{Ki}
{ki}

≈
←−−−−−−−−−
n∏
i=1

d`εiεi+1
(θi) , with εi = Ki − ki , (7.1.11)

and cos θi =
ki(ki + 1) + ki+1(ki+1 + 1)− ji(ji + 1)

2
√
ki(ki + 1)ki+1(ki+1 + 1)

.

Proof. Using Edmonds’s asymptotic formula (see equations (3.6) and (3.7) in [208]) for
6j-symbols, {

c a b
` b+ ε2 a+ ε1

}
≈ (−1)a+b+c+`+ε2√

(2a+ 1)(2b+ 1)
d`ε2ε1(θ) , (7.1.12)

with cos θ =
a(a+ 1) + b(b+ 1)− c(c+ 1)

2
√
a(a+ 1)b(b+ 1)

,

where d` is the reduced Wigner d-matrix for spin-`,

d`mn(θ) =
√

(`+m)!(`−m)!(`+ n)!(`− n)!
∑
s

(−1)m−n+s
(

cos θ
2

)2`−m+n−2s(
sin θ

2

)m−n−2s

(`+ n− s)!s!(m− n+ s)!(`−m− s)!
.

(7.1.13)
Inserting this asymptotic approximation of the Wigner d-matrices in the expression (7.1.8)
of the 6j-symbols, we get the wanted formula (7.1.11) up to a pre-factor

√
2Ki+1
2ki+1

, which
actually goes to 1 when ki, Ki are large compared to `.

This approximation expresses the arguments {ji ki, Ki} in terms of corner angles θi
and spin shiftings εi = Ki − ki, as illustrated in fig. 7.3b. In addition, one can check the
large spin approximation (7.1.11) inherits the same exact composition rule as the exact
amplitude (7.1.6).

For instance, in the case n = 2, to ease the notations, the composition rule (7.1.6) for
the Z-matrix elements reads∑

K1,K2

(−1)k1+k2−k̃1−k̃2+2`1−2`2

{
j1 k1 k2

`1 K2 K1

}{
j2 k1 k2

`1 K2 K1

}{
j1 k̃1 k̃2

`2 K2 K1

}
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•

•

•

• •

• θ1

θ2
θ3

θ4 θ5

(a) The brown lines portray the dual triangulation of spin
network. The angles θi are arguments of Wigner d-matrices

d` in asymptotic formula (7.1.11).

a b

c

•

θ

(b) The angle variable in Ed-
monds’s asymptotic formula
(7.1.12), where a, b, c are spins.

Figure 7.3: The illustration for asymptotic formula.

×

{
j2 k̃1 k̃2

`2 K2 K1

}√
(2k1 + 1)(2k2 + 1)(2k̃1 + 1)(2k̃2 + 1)(2K1 + 1)(2K2 + 1)

=

`1+`2∑
s=|`1−`2|

(−1)j1+j2+k̃1+k̃2+k1+k2+2s

{
j1 k1 k2

s k̃2 k̃1

}{
j2 k1 k2

s k̃2 k̃1

}

×
√

(2k1 + 1)(2k2 + 1)(2k̃1 + 1)(2k̃2 + 1) , (7.1.14)

which is equivalent to Biedenharn–Elliott identity (see e.g. [202]). For large spins
{ji , ki} � `, one can apply Edmonds’s asymptotic formula for 6j-symbols to get:

∑
ε1,ε2

d`1ε1ε2(θ1) d`1ε2ε1(θ2) d`2ε1+∆1,ε2+∆2
(θ1) d`2ε2+∆2,ε1+∆1

(θ2) ≈
`1+`2∑

s=|`1−`2|

ds∆1,∆2
(θ1) ds∆2,∆1

(θ2) .

(7.1.15)
Below we show that this approximative composition rule actually holds exctaly.

Proposition 7.3. Suppose there is n vertices along loop W , then the composite rule for
eqn.(7.1.11) is

∑
{εi}

←−−−−−−−−−−−−−−−−−−−−−−−
n∏
i=1

d`1εi,εi+1
(θi) d

`2
εi+∆i,εi+1+∆i+1

(θi) =

`1+`2∑
s=|`1−`2|

←−−−−−−−−−−
n∏
i=1

ds∆i,∆i+1
(θi) , cycling n+ 1 ≡ 1 .

(7.1.16)

Proof. Let us consider the simplest case n = 2. The proof is straightforward to generalize
to arbitrary n. We would like to prove the following composition rule:

∑
ε1,ε2

d`1ε1ε2(θ1) d`1ε2ε1(θ2) d`2ε1+∆1,ε2+∆2
(θ1) d`2ε2+∆2,ε1+∆1

(θ2) =

`1+`2∑
s=|`1−`2|

ds∆1,∆2
(θ1) ds∆2,∆1

(θ2) .

(7.1.17)
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This equation can be proven by means of recoupling Wigner d-matrices. Firstly, we flip
the sign of magnetic indices in d`1 by equation djmn(θ) = (−1)m−ndj−m,−n(θ). The overall
phase has to be 1 because every εi appears twice. We then recouple Wigner d-matrices
d`1 and d`2 with argument θ1

d`1−ε1,−ε2(θ1) d`2ε1+∆1,ε2+∆2
(θ1) =

`1+`2∑
s=|`1−`2|

(−1)∆1−∆2(2s+ 1)

(
`1 `2 s
−ε1 ε1 + ∆1 −∆1

)

×

(
`1 `2 s
−ε2 ε2 + ∆2 −∆2

)
ds∆1,∆2

(θ1) , (7.1.18)

where tensor product d`1 ⊗ d`2 are decomposed into Wigner d-matrices labeled by s.
Repeat the step d`1 ⊗ d`2 for argument θ2, and label the Wigner d-matrices by ds′ . Now
fixing s and s′, we take all 3j-symbols into account, and deal with them by orthogonality
of 3j-symbols so

δss′

(2s+ 1)(2s′ + 1)
=

∑
ε1,ε2

(
`1 `2 s
−ε1 ε1 + ∆1 −∆1

)(
`1 `2 s
−ε2 ε2 + ∆2 −∆2

)

×

(
`1 `2 s′

−ε2 ε2 + ∆2 −∆2

)(
`1 `2 s′

−ε1 ε1 + ∆1 −∆1

)
.(7.1.19)

The orthogonality eliminates all the 3j-symbols appearing in the spin recoupling, and we
finally we recover composite rule (7.1.17).

The sum of corner angles defines a deficit angle around a dual vertex in triangulation
by δ = 2π−

∑
i θi, which is interpreted as the discretization of Ashtekar-Barbero curvature

[6]. At the end of the day, we have shown how to define and represent the action of loop
holonomy operator on spin networks. The dynamics of the operator is encoded in the
spins along loop and bouquet spins around. In the semi-classical regime defined in the
large spin limit, the operator relates to the corner angles along the loop.

Now that we have clarified the geometrical interpretation of the loop holonomy op-
erator, we are interested in the entanglement it creates, in the purpose of exploring the
relation between quantum geometry and quantum information in the framework of loop
quantum gravity.

7.2 Multipartite entanglement and geometric measure
of entanglement

In order to investigate and quantify the entanglement structure in loop quantum grav-
ity, the notion of multipartite entanglement is required. Indeed, bipartite entanglement,
such as the entanglement between two vertices, is understood to reflect the distance be-
tween parts of the quantum state of geometry [167]. General operators, such the loop
holonomy, will inevitably create multipartite entanglement between the vertices it acts
upon. Since the loop holonomy operator creates curvature excitations, we wish to shed
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light on the relation between geometric curvature and multipartite entanglement, in order
to open the door to the possibility of defining curvature at the quantum level directly in
quantum information terms.

7.2.1 Separable and entangled spin network states

The quantum entanglement between spin sub-networks, is quantified as the intertwiner
entanglement [190] where spin networks are understood as a many-body quantum sys-
tem. In order to study multipartite entanglement, we employ the geometric measure of
entanglement, which requires us to classify the set of states and distinguish fully separable
states [134], i.e., product states as for instance ρABC = ρA⊗ ρB ⊗ ρC . In a fully separable
state, subsystems are unentangled.

The present work’s purpose is to investigate bulk entanglement on spin network and
not to focus on the boundary structures. The difference between bulk and boundary
entanglement is described in [190]. We thus look at the Hilbert space of bulk spin network
states HΓo as the tensor product of the intertwiner Hilbert spaces at every vertex,

HΓo =
⊕
{je}e∈Γ

⊗
v∈Γ

H{je}e3vv ⊂
⊗
v∈Γ

Hv , (7.2.1)

where the vertex Hilbert spaces are defined as

H{je}e3vv = InvSU(2)

[ ⊗
e| v=s(e)

Vje ⊗
⊗

e| v=t(e)

V∗je
]

and Hv =
⊕
{je}e3v

H{je}e3vv . (7.2.2)

We consider spin networks as states in the larger Hilbert space
⊗

v∈Γ Hv of tensor prod-
ucts of intertwiners without imposing the spin matching constraints along the bulk edges
e ∈ Γo. The advantage with this starting point is that we are directly looking at correla-
tions and entanglement between SU(2)-gauge invariant excitations -the intertwiners- and
that we do not have to worry about gauge breaking and correlations between non-gauge
invariant observables (see e.g. [192, 45, 190] for a discussion on this issue).

A general spin network state can be decomposed as a superposition over spin network
basis states:

|ψΓ〉 =
∑
{Iv}

CΓ({Iv})
⊗
v∈Γ

|Ψv,Iv〉 , where |ΨΓ,{Iv}〉 =
⊗
v∈Γ

|Ψv,Iv〉 . (7.2.3)

Here the intertwiner basis state |Ψv,Iv〉 ∈ Hv have definite spins and intertwiner, with
spins and internal intertwiner indices packaged in the labels Iv. Then the coefficients
CΓ({Iv}) for a general state allows for superpositions of both spins and intertwiners, thus
leading to correlation between intertwiner states located at different vertices.

To define multipartite entanglement and understand how spin sub-networks are en-
tangled, we need to identify the set of fully separable spin network state. Then we will
define the geometric entanglement carried by a state as its distance to the set of sep-
arable states. Let us thus describe the hierarchy of potential ways to entangle a spin
network state. To start with, fully separable (pure) states are states with definite values
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of spins and intertwiners, that is spin network basis states (up to the choice of a local ba-
sis of intertwiner at each vertex). Then entanglement amounts to non-locally factorizable
coefficients CΓ({Iv}). We distinguish three sources of entanglement:

1. Entanglement resulting from the correlation between intertwiner states at different
vertices for fixed spins on the edges;

2. Entanglement resulting from spin superpositions on edges and thereby creating en-
tanglement between the intertwiners living at the vertices linked by edges carrying
such spin superpositions;

3. Entanglement resulting from spin correlations between different edges.

Below, we characterize these three levels in more details.

Let us start by considering two adjacent vertices linked by a certain number of edges.
We assume no spin-superposition over these edges. As long as the intertwiners at the two
vertices remain uncorrelated (i.e. the coefficient C(Iv1 , Iv2) = C(Iv1)C(Iv2) factorizes), no
matter the intertwine superposition at each vertex, the state remains unentangled. Ex-
plicitly, this type of uncorrelated but superposed v1, v2 state (with no spin-superposition)
reads as:

|ψ〉 = · · ·

 ∑
I

({je}e3v1 )
v1

C(I
({je}e3v1 )
v1 )|{je}e3v1 , I

({je}e3v1 )
v1 〉



⊗

 ∑
I

({je}e3v2 )
v2

C(I
({je}e3v2 )
v2 )|{je}e3v2 , I

({je}e3v2 )
v2 〉

 · · · . (7.2.4)

In other words, the uncorrelated intertwiner superposition is simply a change of local
intertwiner basis at each vertex.

A

j1 = 1/2

j2 = 1/2

B

j3 = 1/2

j4 = 1/2k1 = 1/2

•

k2 = 1/2

•

Figure 7.4: Labeling by internal indices, spin network state is written as∑
IA,IB

C(IA, IB)|IA, IB〉. It has intertwiner-correlation via internal indices through
nontrivial correlation coefficient C(IA, IB), for example, C(j12 = 0, j34 = 0) =
C(j12 = 1, j34 = 1) = 1/

√
2 and C(j12 = 0, j34 = 1) = C(j12 = 1, j34 = 0) = 0.

On the other hand, if we still keep spins fixed but consider non-factorizable coefficients
C(Iv1 , Iv2) 6= C(Iv1)C(Iv2), then v1 and v2 are automatically entangled. A simple example
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is shown in fig. 7.4. Note that the cases only happen when v1 and v2 both have higher
valency than three. This is encapsulated by the following definition:

Definition 7.4 (Entangled states of intertwiner-correlation via internal indices). A spin
network state is said to carry intertwiner correlation between vertices v1 and v2 via internal
indices if the correlation coefficient of internal indices is nontrivial (i.e., unfactorizable).
That is,

|ψ〉 = · · ·

( ∑
I

({je}e3v1 )
v1

,I
({je}e3v2 )
v2

C(I
({je}e3v1 )
v1 , I

({je}e3v2 )
v2 )|{je}e3v1 , I

({je}e3v1 )
v1 〉

⊗ |{je}e3v2 , I
({je}e3v2 )
v2 〉

)
· · · . (7.2.5)

The set of such states is denoted by SCI(Γo).

This type of intertwiner correlation is only possible due to the non-trivial structure
of the intertwiner space for vertices with valence strictly larger than 3. Nevertheless,
it turns out possible to correlate two adjacent vertices, even 3-valent ones, and create
entanglement by unfreezing the spins and allowing for spin superpositions on the edges
linking the two vertices :

Definition 7.5 (Entangled states of bulk spin-superposition). A spin network state has
intertwiner-correlation between vertices v1 and v2 via bulk spin-superposition if there
exists at least one edge e ∈ Γo that links two distinct vertices v1 and v2 (v1 6= v2), the
associated spin ke has spin-superposition. Let e′ ∈ {e}e3v1 ∩ {ẽ}ẽ3v2 be a common edge
linked v1 and v2, and C(ke′) be the spin-superposition coefficient, then any state in the
form of

|ψ〉 = · · ·

∑
ke′

C(ke′) |{je}e3v1 , I
({je}e3v1 )
v1 〉 ⊗ |{jẽ}e3v2 , I

({jẽ}ẽ3v2 )
v2 〉

 · · · (7.2.6)

is entangled. Then we denote the set of such states by SSj(Γo).

A simple example is shown in fig. 7.5. Indeed, as long as two vertices have one common
edge with spin-superposition, their intertwiners are entangled, since the spin is a common
index for intertwiners at v1 and v2.

Finally, the vertices v1 and v2 can be entangled if their have spin-correlation, i.e., there
exists nontrivial correlation coefficient C(j1, j2, · · · ) for spins where j1 and j2 are two spins
attached to two different vertices.

Definition 7.6 (Entangled states of spin-correlation). A spin network state has intertwiner-
correlation between vertices v1 and v2 via spin-correlation if there exists spin-correlation
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A

j1 = 1/2

j2 = 1/2

B

j3 = 1/2

j4 = 1/2

•
k = 0, 1

•

Figure 7.5: Spin network state is written as
∑

k C(k)|j1, j2, k〉 ⊗ |j3, j4, k〉. The
intertwiners |j1, j2, k〉 and |j3, j4, k〉 are entangled if k has superposition, e.g., C(k =

0) = C(k = 1) = 1/
√

2.

between two edges e1, e2 that e1 3 v1, e2 3 v2 and v1 6= v2. Let C(je1 , je2) be the
correlation coefficient, then any state in the form of

|ψ〉 = · · ·

∑
je1 ,je2

C(je1 , je2) |{je}e3v1 , I
({je}e3v1 )
v1 〉 ⊗ |{jẽ}e3v2 , I

({jẽ}ẽ3v2 )
v2 〉

 · · · (7.2.7)

is entangled. The set of such states is denoted by SCj(Γ).

We look at an example shown in fig. 7.6. Consider below two spin network states

|φ〉 =

∑
j1

C(j1) |j1, k1, k2〉

⊗
∑

j2

C(j2) |j2, k1, k2〉

 , (7.2.8)

|ψ〉 =
∑
j1,j2

C(j1, j2) |j1, k1, k2〉 ⊗ |j2, k1, k2〉 . (7.2.9)

Both states have boundary spin-superposition. The distinction is that |ψ〉 has spin-
correlation while |φ〉 has not, thus |ψ〉 is entangled (e.g., fig.7.6) while |φ〉 is unentangled.

A
j1

B
j2

k1 = 1

•

k2 = 1

•

Figure 7.6: Spin network state is written as
∑

j1,j2
C(j1, j2)|j1, k1, k2〉 ⊗ |j2, k1, k2〉

which has boundary spin correlation via unfactorizable correlation coefficient
C(j1, j2), for example, C(j1 = 1, j2 = 1) = C(j1 = 2, j2 = 2) = 1/

√
2 and

C(j1 = 1, j = 2) = C(j1 = 2, j1 = 1) = 0.

Let us summarize the structures described above in the following statement:
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A

⊕
Vj1

j2

B

j3

⊕
j4
Vj4

•
k

•

(a) Illustration for spin network state whose
boundary spins are in superposition but inter-

twiners are still uncorrelated.

⊕
j1
Vj1 A

⊕
j2
Vj2B

•
k

•

(b) Illustration for spin network state whose
loop spins are in superposition but intertwin-

ers are still uncorrelated.

Figure 7.7: The examples for separable states which are not spin network basis
states.

Result 7.7. In the spin network Hilbert space HΓ for a graph, possibly with a boundary,
the set of fully separable states is defined as the set of states which do not carry intertwiner
correlation, bulk spin superposition or spin correlations:

Sseparable(Γ) = HΓ \ (SCI(Γo) ∪ SSj(Γo) ∪ SCj(Γ)) . (7.2.10)

Separable states are thus states which might have boundary spin superpositions, as long as
the boundary spins remain uncorrelated, and that for each set of boundary spins, the bulk
spins and intertwiners are fixed.

In particular, spin network basis states are unentangled,

Sbasis(Γ) ⊂ Sseparable(Γ) . (7.2.11)

It is interesting to characterize the separable states which are not spin network basis
states. First, we put aside the possibility of uncorrelated intertwiner superpositions, since
these are still spin network basis states up to a mere change of intertwiner basis locally
at each vertex. We are then left with two possibilities:

• (uncorrelated) superpositions of boundary spins;

• (uncorrelated) superpositions of spins on a self-loop, i.e. an edge linking a vertex to
itself.

Result 7.8 (Unentangled states on trivalent spin network). For spin network states on
trivalent graphs without any self-loop, if we restrict to study a subspace of spin network
with fixed boundary spins, then the set of fully separable states is the set of spin network
basis states (with fixed spins on every bulk edges).

In the present work, for the sake of simplicity, we focus on the entanglement carried
by trivalent spin networks, in which the above result 7.8 applies. In fact, we could easily
extend the analysis to higher valent vertices since the loop holonomy operator does not
affect the internal space of intertwiner and can be understood as acting as on 3-valent
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vertices obtained by unfolding the vertices in terms of bouquet spins, as explained earlier.
This would simply complicate notations.

Knowing what fully separable states are in loop quantum gravity, we are able to
adopt the geometric measure of entanglement (c.f. Chapter 3 [139, 201]) as a witness of
multipartite entanglement. It quantifies entanglement of a pure state through the minimal
distance of the state from the set of pure fully separable states

Sg(Ψ) = − ln max
Φ
|〈Φ|Ψ〉|2 , (7.2.12)

where the maximum is on the set of fully separable states Φ. Via variational method,
it turns out that 〈Φ|Ψ〉 is a real number when it reaches the extremal value [139]. The
maximal value of |〈Φ|Ψ〉|2 is called entanglement eigenvalue. In particular for bipartite
system, the entanglement eigenvalue is the maximal Schmidt eigenvalue of reduced density
matrix, and moreover, each Schmidt eigenvalue is an extremal value for |〈Φ|Ψ〉|2.

Usually, the maximal projection is probably not easy to find. For the situation the
Proposition 7.8 concerns, to obtain the maximum, what we need to do is to project the
considered possibly entangled state onto the spin network basis states, then identify the
most probable basis state. The projection determines the entanglement eigenvalue, so
determines the geometric measure of entanglement.

So far we have discussed the classification of unentangled spin networks and entangled
spin networks, and definition of geometrical measure of entanglement. The next ques-
tion is how the entanglement evolves under dynamics, for instance generated by a loop
holonomy operator.

7.2.2 The leading order evolution of geometric entanglement

In this part, we investigate how geometrical measure of entanglement evolves under
dynamics driven by a given hamiltonian. Assume that |Ψ0〉 is the initial state and that the
evolution is generated by the exponential map e−iĤt with respect to a hermitian operator
Ĥ. We will show that at least the 1st- and 2nd- order derivative of geometric measure
of entanglement with respect to time parameter t can be expressed in a simple fashion in
terms of the hermitian operator.

The state |Ψ0〉 evolves as |Ψ(t)〉 = e−iĤt|Ψ0〉 with |Ψ(t = 0)〉 = |Ψ0〉. Expanding it up
to the 2nd order around the initial time reads

|Ψ(t)〉 = e−iĤt|Ψ0〉 = |Ψ0〉 − itĤ|Ψ0〉 −
t2

2
Ĥ2|Ψ0〉+O(t3) . (7.2.13)

The definition of the geometric measure of entanglement involves the fully separable state
|Φ(t)〉 corresponding to |Ψ(t)〉, which maximizes the probability |〈Φ(t)|Ψ(t)〉|2 at every
instant t, i.e., |〈Φ(t)|Ψ(t)〉|2 = maxΦ′ |〈Φ′|Ψ(t)〉|2 for any t where |Φ′〉 runs over the set of
fully separable states. As we are not dealing with a rigged Hilbert space which may allow
diverging distribution, the scalar product reamins bounded, 0 ≤ |〈Φ′|Ψ(t)〉|2 ≤ 1.

However, notice that the definition of the optimal separable state {|Φ(t)〉} might be
ambiguous. We provide two simple, hopefully helpful, examples A.1 and A.2 in appendix.
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Nevertheless, the geometric entanglement value is always continuous. This follows from
the continuity of dynamics. For instance, thinking of a bipartite system, the dynamics of
the Schmidt eigenvalues λ(t) of the reduced density matrix can be described by a master
equation, which relates the 1st-order derivative of the Schmidt eigenvalues with respect to
t, to the commutator [Ĥ, ρ]. Since Ĥ and ρ are assumed to be well-behaved operators, the
dλ(t)/dt is also well-behaved. One possible concern is that entanglement eigenvalue λmax

might be discontinuous. Indeed starting with the maximal eigenvalue λ1(t) at time t1, it
is possible that it is not anymore the maximal eigenvalue at a later time t2. Namely, such
a discontinuity happens when the order of the eigenvalues switches, i.e. if λ1(t) > λ2(t)
when t ≤ t2 while λ1(t) < λ2(t) when t > t2: the maximal eigenvalue would jump from
the branch λ1 to the branch λ2. However, even in that case, the entanglement eigenvalue
is still continuous: since λ1(t) and λ2(t) are both continuous, there exists a transition
time t such that λ1(t) = λ2(t). The example A.1 is an example for the case where the
entanglement eigenvalue switches the branches at t = π/4 while remaining continuous.

Let us look more closely at the evolution of the entanglement close to the initial time
(keeping in mind that one can arbitrarily swift the initial choice). Let us expand the
scalar product |〈Φ(t)|Ψ(t)〉|2 in a Taylor series in t:

|〈Φ(t)|Ψ(t)〉|2 = |〈Φ(t)|e−itĤ |Ψ0〉|2 (7.2.14)

=
∣∣〈Φ(t)|Ψ0〉

∣∣2 + it
[
〈Φ(t)|Ψ0〉〈Ψ0|Ĥ|Φ(t)〉 − 〈Φ(t)|Ĥ|Ψ0〉〈Ψ0|Φ(t)〉

]
+
t2

2

[
2〈Φ(t)|Ĥ|Ψ0〉〈Ψ0|Ĥ|Φ(t)〉 − 〈Φ(t)|Ĥ2|Ψ0〉〈Ψ0|Φ(t)〉

−〈Φ(t)|Ψ0〉〈Ψ0|Ĥ2|Φ(t)〉
]

+O(t3) . (7.2.15)

This is not exactly a full Taylor expansion since Φ(t) still depends on time. The first term∣∣〈Φ(t)|Ψ0〉
∣∣2 actually reaches its maximal value at t = 0, by definition of the state Φ(t),

and thus has vanishing first derivative:∣∣〈Φ(t)|Ψ0〉
∣∣2 =

∣∣〈Φ0|Ψ0〉
∣∣2 +O(t2) . (7.2.16)

But there is a priori no obvious further simplification.

Let us make a first assumption:

• The initial state is separable, thus Φ0 = Ψ0.

We can then prove that the first derivative of |〈Φ(t)|Ψ(t)〉|2 vanishes and that the leading
order of the geometric entanglement ln |〈Φ(t)|Ψ(t)〉|2 is in O(t2). Let us assume that the
separable projection is smooth in a neighbourhood of the initial time and expand it in a
Taylor series up to second order for t > 0:

Φ(t) = Ψ0 + tΦ(1) + t2Φ(2) + . . . (7.2.17)

The normalization condition on that state reads:

1 = 〈Φ(t)|Φ(t)〉
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= 1 + t
[
〈Ψ0|Φ(1)〉+ 〈Φ(1)|Ψ0〉

]
︸ ︷︷ ︸

=0

+t2
[
〈Φ(1)|Φ(1)〉+ 〈Ψ0|Φ(2)〉+ 〈Φ(2)|Ψ0〉

]
︸ ︷︷ ︸

=0

+ . . .

(7.2.18)

This allows us to expand the terms in the scalar product |〈Φ(t)|Ψ(t)〉|2:∣∣〈Φ(t)|Ψ0〉
∣∣2 = 1 + t

[
〈Ψ0|Φ(1)〉+ 〈Φ(1)|Ψ0〉

]
︸ ︷︷ ︸

=0

+t2
[
〈Ψ0|Φ(1)〉〈Φ(1)|Ψ0〉+ 〈Ψ0|Φ(2)〉+ 〈Φ(2)|Ψ0〉

]
︸ ︷︷ ︸

=〈Ψ0|Φ(1)〉〈Φ(1)|Ψ0〉−〈Φ(1)|Φ(1)〉

+O(t3) .(7.2.19)

Similarly, the second term,
[
〈Φ(t)|Ψ0〉〈Ψ0|Ĥ|Φ(t)〉 − 〈Φ(t)|Ĥ|Ψ0〉〈Ψ0|Φ(t)〉

]
, vanishes at

t = 0 and its first order depends on Ψ0 and Φ(1). As a consequence, the scalar product has
a vanishing first derivative and is trivial up to second order, |〈Φ(t)|Ψ(t)〉|2 = 1 + O(t2),
thus

Sg = − ln |〈Φ(t)|Ψ(t)〉|2

= t2
[
〈Ψ0|Ĥ2|Ψ0〉 − 〈Ψ0|Ĥ|Ψ0〉2 + 〈Φ(1)|Φ(1)〉 − 〈Ψ0|Φ(1)〉〈Φ(1)|Ψ0〉+ i(〈Ψ0|Φ(1)〉

−〈Φ(1)|Ψ0〉)〈Ψ0|Ĥ|Ψ0〉+ i(〈Φ(1)|Ĥ|Ψ0〉 − 〈Ψ0|Ĥ|Φ(1)〉)
]

+O(t3) , (7.2.20)

with the t2-coefficient depending explicitly on the linear deviation Φ(1) of the separable
projection.

Let us then make a further assumption, which is tailor-suited to the present case of
study and allows us to determine exactly Φ(1) :

• the set of separable states is discrete, i.e. separable states are isolated points in the
Hilbert space.

This happens for trivalent spin networks, since the spin network basis states are entirely
determined by the spin labels on the edges and there is no local degrees of freedom at
the vertices once the spins are fixed. This leads to a countable set of isolated separable
states. The deep consequence is that Φ(t) is a step function, jumping from separable
state to separable state. Let us keep in mind that, although Φ(t) is discontinuous, the
scalar product |〈Φ(t)|Ψ(t)〉|2 and resulting entanglement remain continuous functions of
the time t. Therefore, Φ(t) is constant in a neighbourhood of the initial time, it is equal
to the initial state Ψ0 and its first derivative Φ(1) vanishes. The scalar product,

|〈Φ(t)|Ψ(t)〉|2 =
t∼0
|〈Ψ0|Ψ(t)〉|2 , (7.2.21)

reduces to the projection of the evolving state Ψ(t) onto the initial set and geometric en-
tanglement’s leading order is simply given by the dispersion of the Hamiltonian operator:

Sg(t) = t2
[
〈Ψ0|Ĥ2|Ψ0〉 − 〈Ψ0|Ĥ|Ψ0〉2

]
+O(t3) (7.2.22)
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This will simplify all the entanglement calculations, as we will see in explicit examples
in the next sections. It will be validated to the comparison to the linear entanglement
entropy (for bipartitions), which will give exactly the same leading order in t2. One
should nevertheless remember that, if we consider spin networks with four-valent or higher-
valent vertices, the leading order will remain in t2 but the precise factor will probably
acquire corrections to the Ĥ-dispersion depending on the precise dynamics of the separable
projection and its linear deviation Φ(1).

7.2.3 Entanglement excitation and closure defect distribution

Let us apply the results from the previous section to the action of the loop holonomy
operator. We consider an unentangled initial state |Ψ0〉, given by a spin network basis
state. Its separable projection is itself, |Φ(t = 0)〉 = |Ψ0〉. We would like to know the
entanglement excitation created by the loop holonomy operator. Applying the formula
(7.2.22) derived above to the holonomy operator leads to the following result:

Result 7.9. Let |Ψ0〉 be any trivalent spin network basis state, and χ̂` .W be a loop
holonomy operator where W is loop through more than one vertex (i.e., W is not a self-
loop). The |Ψ(t)〉 is the state driven by χ̂` .W from initial state |Ψ0〉. Then the 1st-order
and 2nd-order derivative of geometric measure of entanglement at t = 0 are given by

dSg[Ψ(t)]

dt

∣∣∣
t=0

= 0 ,
1

2

d2Sg[Ψ(t)]

dt2

∣∣∣
t=0

= 〈Ψ0| (χ̂` .W )2 |Ψ0〉−〈Ψ0|χ̂` .W |Ψ0〉2 . (7.2.23)

Let us apply this to a spin network made of a single loop with boundary edge insertions,
as drawn in fig.7.8. This case illustrates an interesting relation between the leading order
entanglement evolution, as given by equation (7.2.23), and the closure defect, defined
as the recoupled spin of the boundary spins . This relation is realized by relating the
dispersion of loop holonomy operator χ̂` .W , which gives the 2nd-order derivative of the
entanglement, to the probability distribution of the closure defect.

We use the techniques introduced in Chapter 5. The wave-function of spin network (on
left hand side of fig.7.8) can be thought as a bulk-boundary map mapping bulk holonomies
(on the edges along the loop) to vectors in the boundary Hilbert space

⊗
e∈∂Γ Vje . Using

the gauge-invariance property of spin networks and proceeding to a gauge-fixing of all
but one edges around the loop, we can reduce the the one-loop spin network to its gauge-
fixed counterpart, drawn on the right hand side of fig.7.8). This allows to write the spin
network functional as a function of a single group element G, representing the holonomy
around the loop:

|ψ∂Γ(G)〉 =
∑
J

eiϕk(J)
√
pk(J)

k∑
a,b=−k

√
2k + 1(−1)k−aDk

ab(G)

(
J k k
M b −a

)
|J,M〉

(7.2.24)

∈
⊗
e∈∂Γ

Vje .
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Figure 7.8: The left hand side is a trivalent spin network where all bulk edges lie
along a circle. We can choose a maximal tree such that all of bulk edges except
the blue one form a path where all the holonomies can be set into identity element
of SU(2). By means of contracting the maximal tree, the blue edge with spin-k
becomes a loopy edge with same spin-k and holonomy G. The spin-J is recoupled

from boundary spins

The spin-J is the recoupled spin of all the boundary spins and is called the closure defect.
The probability amplitude

√
pk(J) eiϕk(J) is a function of the spin k living on the gauge-

fixed loop (the blue edge on fig.7.8). It fully characterizes the gauge-fixed spin network
state and reflects the spins dressing the edges around the loop before gauge-fixing. In
particular, if one were to choose another edge as the loopy edge, the resulting probability
amplitude would be a priori different, though gauge equivalent. The modulus square of
the probability amplitude gives the probability distribution pk(J) for the closure defect,
which satisfies the normalization

∑
J pk(J) = 1.

Now let us look at the loop holonomy operator. It acts on the spin network state.
But since the operator and state are both gauge invariant, one can legitimately look
at the holonomy operator acting on gauge-fixed spin network states. One should be
careful: the entanglement structures are totally different on the two graphs, because the
gauge-fixing procedure involves the procedure of contracting vertices, thus changes the
number of vertices on graph. Nevertheless, if one is interested in the dispersion of the
loop holonomy operator, then the gauge-fixing does not change anything. So let us apply
the loop holonomy operator on the self-loop of the gauge-fixed state, depicted on the right
hand side of fig.7.8. Its action involves both spins k and J . Applying the general formula
(7.1.8) to this simple setting yields the following wave-function:

χ̂` .W |ψ∂Γ(G)〉 = χ`(G) |ψ∂Γ(G)〉 (7.2.25)

=
∑
J

eiϕk(J)
√
pk(J)

k+∑̀
K=|k−`|

(2K + 1)(−1)J+`+k+K

{
J K K
` k k

}

×
K∑

a,b=−K

√
2k + 1(−1)K−aDK

ab(G)

(
J K K
M b −a

)
|J,M〉 .
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We compute the mean value and deviation of the operator on the quantum state:

〈 (χ̂` .W )2 〉 =

∫
SU(2)E

∏
e∈E

dge 〈ψ∂Γ(G)|(χ̂` .W )2|ψ∂Γ(G)〉

=
∑
J

pk(J)
2∑̀

s=0(1)

(−1)J+s+2k

{
J k k
s k k

}
(2k + 1) , (7.2.26)

〈 χ̂` .W 〉 =

∫
SU(2)E

∏
e∈E

dge 〈ψ∂Γ(G)|χ̂` .W |ψ∂Γ(G)〉

=
∑
J

pk(J)(−1)J+`+2k

{
J k k
` k k

}
(2k + 1) . (7.2.27)

Here the notation s = 0(1) below the summation means the spin s starts from 0 ascending
with step 1. The expectation 〈 χ̂` .W 〉 automatically vanishes when ` ∈ N + 1

2
, due to

the triangle condition on 6j-symbol. Here we have employed the recoupling formula
χ̂` .W ◦χ̂` .W =

∑2`
s=0 χ̂s .W to compute the expectation 〈 (χ̂` .W )2 〉. This gives the

2nd-order derivative of the geometric entanglement at the initial time:

1

2

d2Sg
dt2

∣∣∣
t=0

=
∑
J

pk(J)
2∑̀

s=0(1)

(−1)J+s+2k

{
J k k
s k k

}
(2k + 1)

−

∑
J

pk(J)(−1)J+`+2k

{
J k k
` k k

}
(2k + 1)

2

. (7.2.28)

This gives the excitation of entanglement created by the loop holonomy operator. We
should emphasize that eventhough the probability the pk(J) might depend on the choice
of gauge-fixing (through the choice of the loopy edge), these averages are gauge invariant
and do not depend on the gauge-fixing.

Recalling the triangle condition on 6j-symbols, there are two points observed from
above expression: (i) if ` ∈ N + 1

2
, the second term vanishes. (ii) if s > 2k, then the

contribution from

{
J k k
s k k

}
vanishes. So there is a critical value `c = 2k + 1

2
such that

once ` grows beyond this critical value `c, the 2nd-order derivative is a constant with
respect to `. The plateau value is easily computed using a standard identity on the {6j}-
symbols2 and is a simple averaging of the probability distribution of the closure defect:

` ≥ 2k +
1

2
:

1

2

d2Sg
dt2

∣∣∣
t=0

=
∑
J

pk(J)

2J + 1
(2k + 1) . (7.2.29)

This quantifies the amount of multibody entanglement created by the action of loop holon-
omy operator when acting on a pure spin network basis state. The holonomy operator

2We employ
∑2k

s=0(1)(−1)J+s+2k

{
J k k
s k k

}
= 1

2J+1 .
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entangles all the vertices around the loop with an entanglement growing in t2 and its
acceleration is directly related to the distribution of the closure defect -or, in other words,
the recoupled boundary spin.

7.3 Example: Bipartite entanglement on candy graph

In this section we look at the example of entanglement excitation on candy graph as
fig.7.9. This is a graph with a single loop and a pair of boundary spin insertions. The very
simple structure of the graph allows us to study in full details the entanglement between
the two vertices of the graph.

7.3.1 Entanglement entropy excitation on candy graph with trun-
cated dynamics

We consider the holonomy operator acting on the loop of the candy graph. We compute
explicitly the bipartite entanglement between the two vertices, defined as the entropy of
the reduced density matrix after tracing over one of the two vertices. Actually, we compute
both the von Neumann entropy and the linear entropy, but we prefer to use the linear
entropy as measure of entanglement due to the non-differentiability of the von Neumann
entropy at initial time for an initial separable state. Then we show that this measure of
bipartite entanglement fits exactly with the geometric entanglement formula derived in
the previous section up to 2nd order, thereby providing a relevant consistency check of
that previous analysis.

A
j1

B
j2

k1

•

k2

• A
j1

∑
K1,K2

B
j2

K1

•

K2

•

Figure 7.9: Loop holonomy operator acts on candy graph spin network, which leads
to the spin-superposition over bulk spins.

As illustrated on fig.7.9, the Hilbert space of spin networks on the candy graph for
fixed boundary spins j1 and j2 is the tensor poroduct of the two intertwiner spaces sitting
at the graph vertices:

HA =
⊕
K1,K2

InvSU(2)

(
Vj1⊗VK1⊗VK2

)
, HB =

⊕
K1,K2

InvSU(2)

(
Vj2⊗VK1⊗VK2

)
. (7.3.1)

Spin network states can involve superpositions of the bulk spins K1 and K2 (while keeping
the boundary spins j1 and j2 fixed). Such bulk spin superposition naturally induces a
superposition of intertwiners. If this superposition carries correlations between the two
vertices, this will be reflected in the entanglement between the two vertices.
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Starting with an initial spin network basis state |Ψcan,{ji,ki}〉 = |ji, k1, k2〉A⊗|j2, k1, k2〉B,
we consider the evolution generated by the loop holonomy operator χ̂`,

χ̂` : InvSU(2)

(
Vj1 ⊗ Vk1 ⊗ Vk2

)
⊗ InvSU(2)

(
Vj2 ⊗ Vk1 ⊗ Vk2

)
−→

⊕
K1,K2

InvSU(2)

(
Vj1 ⊗ VK1 ⊗ VK2

)
⊗ InvSU(2)

(
Vj2 ⊗ VK1 ⊗ VK2

)
,

For infinitesimal time t → 0, the unitarity evolution operator is e−it χ̂` = I − it χ̂` −
1
2
t2χ̂` χ̂` +O(t3), which acts as

e−it χ̂` |Ψcan,{ji,ki}〉 = e−it χ̂` |j1, k1, k2〉A ⊗ |j2, k1, k2〉B

=

ki+∑̀
Ki=|ki−`|

(
δK1
k1
δK2
k2
− it[Z(can)j1,j2` ]K1,K2

k1,k2
− 1

2
t2[Z(can)`Z(can)j1,j2` ]K1,K2

k1,k2

)
|j1, K1, K2〉A ⊗ |j2, K1, K2〉B︸ ︷︷ ︸

|Ψcan,{ji,Ki}〉

+O(t3) , (7.3.2)

where |ji, K1, K2〉A ∈ HA and |j2, K1, K2〉B ∈ HB denote the intertwiners living at respect
trivalent vertex. According to equation (7.1.8), the transition matrix Z(can)` is given by

[Z(can)j1,j2` ]K1,K2

k1,k2
= (−1)j1+j2+k1+k2+K1+K2+2`

{
j1 k1 k2

` K2 K1

}{
j2 k1 k2

` K2 K1

}

×
2∏
i=1

√
(2ki + 1)(2Ki + 1) . (7.3.3)

The matrix elements are all real numbers. We take special care in properly normalizing
the truncated state:

|Ψcan,{ji,ki}(`, t)〉

=
(
|j1, k1, k2〉A ⊗ |j2, k1, k2〉B − it

∑
{Ki}

[Z(can)j1,j2` ]K1,K2

k1,k2
|j1, K1, K2〉A ⊗ |j2, K1, K2〉B

−1

2
t2

2∑̀
s=0

∑
{Ki}

[Z(can)j1,j2s ]K1,K2

k1,k2
|j1, K1, K2〉A ⊗ |j2, K1, K2〉B

)
× 1√

Ncan,{ji,ki}(`, t)
.

(7.3.4)

where the normalization factor is computed up to fourth order

Ncan,{ji,ki}(`, t) = 1 +O(t4) . (7.3.5)

We now compute the entanglement entropy from the truncated state (7.3.4). Since the
initial state is unentangled, this entanglement entropy is entirely created by the process.
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The reduced density matrix ρcanA ∈ End(HA) is obtained via partial tracing over HB, the
reduced density matrix ρcanA(t) then reads:

ρcanA(t)

=
1

Ncan,{ji,ki}(`, t)

((
1− t2

2∑̀
s=0

[Z(can)j1,j2s ]k1,k2

k1,k2

)
|j1, k1, k2〉〈j1, k1, k2|A

+t2
∑
{Ki}

(
[Z(can)j1,j2` ]K1,K2

k1,k2

)2

|j1, K1, K2〉〈j1, K1, K2|A +O(t4)

)
. (7.3.6)

The eigenvalues of ρcanA(t) can be read off directly from this formula since the reduced
density matrix is diagonal in the |j1, K1, K2〉A basis,

λρcanA [K1, K2] =
(

1− t2
2∑̀
s=0

[Z(can)j1,j2s ]k1,k2

k1,k2

)
δK1
k1
δK2
k2

+t2

{
j1 k1 k2

` K2 K1

}2{
j2 k1 k2

` K2 K1

}2 2∏
i=1

(2ki + 1)(2Ki + 1) +O(t4) .

(7.3.7)

We have a diagonal reduced density matrix of the type:

ρA ≈ diag
[
(1− Λε), a1ε, a2ε, . . . ] +O(ε2) , TrρA = 1⇒ Λ =

∑
m≥1

am , (7.3.8)

at linear order in the infinitesimal parameter ε, which is to be identified to the squared
time, ε = t2. If one considers the von Neumann entropy as the measure of entanglement,
one gets:

SvN(ρA) = −Tr(ρA ln ρA) ≈ −Λε ln ε+ ε(Λ−
∑
m≥1

am ln am) , (7.3.9)

which looks regular at first glance but actually has a divergent derivative at ε = 0 due
to the ε ln ε term. This is simply traced back to the vanishing eigenvalues at initial time,
i.e. our choice of initial separable state. Although we could go on working with the von
Neumann entropy, it appears simpler to turn to the linear entropy (or quadratic Tsallis
entropy), which is one minus the fidelity:

Slin(ρA) = 1− Tr(ρ2
A) ≈ 2Λε . (7.3.10)

The leading order coefficient is the same as the coefficient in front of the divergent deriva-
tive term ε ln ε of the von Neumann entropy, so they are understood to reflect the same
growth rate of entanglement. Furthermore, one should realize that the largest eigenvalue
is actually the projection of the the density matrix onto the initial separable state, which
gives directly, in our case, the geometric entanglement at leading order:

Sg ≈ − ln(1− Λε) ≈ Λε, (7.3.11)
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which once again gives the coefficient Λ as the growth factor of the entanglement at
leading order in ε = t2.

Coming back to the expression of the eigenvalues λρcanA [K1, K2] in terms of 6j-symbols,
one extract the growth factor Λ from the Taylor expansion of the largest eigenvalue,
obtained for (K1, K2) = (k1, k2),

λρcanA [k1, k2] ≈ 1− Λt2 +O(t3) , (7.3.12)

which gives the leading order linear entropy:

1

2
Slin(ρcanA , t) = t2

2∏
i=1

(2ki + 1)
2∑̀
s=0

(−1)j1+j2+2k1+2k2+2s

{
j1 k1 k2

s k2 k1

}{
j2 k1 k2

s k2 k1

}

−t2
{
j1 k1 k2

` k2 k1

}2{
j2 k1 k2

` k2 k1

}2 2∏
i=1

(2ki + 1)2 +O(t4) . (7.3.13)

Let us first point out that the second term vanishes automatically when the holonomy
operator spin is not an integer, ` ∈ N + 1

2
. Then this bipartite entanglement exhibits

the same plateau behavior as the geometric entanglement studied in the previous section:
beyond the critical value `c = min{2k1, 2k2}+ 1

2
, the entropy S(ρcanA , t) (at second order)

does not depend on ` ≥ `c. The origin of this plateau is simply the triangle condition of the
spins: the {6j}-symbols do not vanish only if s ≤ 2k1 and s ≤ 2k2. A consequence is that
the factor of the first term becomes constant (with respect to `) as soon as `≥min{k1, k2}
while the second term similarly does not depend on ` as soon as ` > min{2k1, 2k2}.
Hence this confirms the critical value analysis for the geometric entanglement as given by
equation (7.2.29) in the previous section.

To conclude this section, we remark that, on top of this similar plateau behavior of
the linear entropy for large spins `, this entanglement entropy looks also very close to the
geometric entanglement (7.2.28) computed previously. Indeed, comparing the formulas, it
appears that the geometric entanglement at 2nd order in t corresponds to the eigenvalue
λρcanA [K1, K2] with no spin shift, (K1, K2) = (k1, k2). We look into the relation between
these two measures of entanglement in more details below and show that they are indeed
equal at 2nd order.

7.3.2 Geometric entanglement and holonomy operator dispersion

In this subsection we compare the holonomy operator dispersion (7.2.28), which gives
the 2nd term coefficient of the geometric entanglement, with the reduced density matrix
entropy computed above. It turns out that the geometric entanglement and the bipartite
entanglement entropy are equal at 2nd-order of t, which is a neat consistency check of our
approach in the simple example of the candy graph.

In order to compute the geometric entanglement via the holonomy operator dispersion
formula (7.2.28), we first need to gauge-fix the bulk spin network and derive the closure
defect distribution. Here, in the case of the candy graph, there are two possible gauge-
fixing choices: either we gauge-fix the holonomy along the second egde k2 to the identity
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as in fig.7.10a, or we gauge-fix the first edge k1 to a trivial holonomy as in fig.7.10b.
These two gauge-fixings lead to different closure defect probability distributions pk1(J)

A
j1

B
j2

k1

•

k2

•• •
gauge-fixing J

•

k1

G1

j1∑
J j2

•

(a)

A
j1

B
j2

k1

•

k2

•• •
gauge-fixing J

•

k2

G2

j1∑
J j2

•

(b)

Figure 7.10: The gauge-fixings on candy graph. The green labels the maximal tree.

and pk2(J), explicitly given by

pk1(J) = (2k2+1)(2J+1)

{
J k1 k1

k2 j1 j2

}2

, pk2(J) = (2k1+1)(2J+1)

{
J k2 k2

k1 j1 j2

}2

.

(7.3.14)
Both distributions are normalized,

∑
J pk1(J) =

∑
J pk2(J) = 1. The inequality pk1(J) 6=

pk2(J) reflects the fact that different choices of gauge-fixing path translate into different
boundary maps from bulk holonomies onto boundary states.

Although the closure defect probability distribution depends on the gauge-fixing, the
loop holonomy operator is gauge-invariant, and thus its dispersion computed from either
gauge-fixing choice turns out to be the same. Using pk1(J) we have explicitly:

1

2

d2Sg
dt2

∣∣∣
t=0

=
∑
J

(2k2 + 1)(2J + 1)

{
J k1 k1

k2 j1 j2

}2 2∑̀
s=0(1)

(−1)J+s+2k1

{
J k1 k1

s k1 k1

}
(2k1 + 1)

−

∑
J

(2k2 + 1)(2J + 1)

{
J k1 k1

k2 j1 j2

}2

(−1)J+`+2k1

{
J k1 k1

` k1 k1

}
(2k1 + 1)

2

.

(7.3.15)

We can prove that the formula above is actually equal to the linear entropy (7.3.13). More
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precisely, what we need to prove is:{
j1 k1 k2

s k2 k1

}{
j2 k1 k2

s k2 k1

}
(7.3.16)

= (−1)j1+j2+2k1+2k2+2s
∑
J

(2J + 1)

{
J k1 k1

k2 j1 j2

}2

(−1)J+s+2k1

{
J k1 k1

s k1 k1

}
,

which is simply a particular case of the general Biedenharn-Elliot identity (see e.g. [202]){
j h g
k a b

}{
j h g
f d c

}
(7.3.17)

=
∑
l

(−1)a+b+c+d+f+k+h+g+j+l(2l + 1)

{
k f l
d a g

}{
a d l
c b j

}{
b c l
f k h

}
.

Summing over the spin J , one recovers exactly the formula for the 2nd order coefficient
of the reduced density matrix linear entropy (7.3.13). This is not only a check that the
two measures of entanglements -the bipartite entanglement between the two candy graph
vertices and the multipartite geometric entanglement- are equal at leading order in the
time t, but it also confirms that the geometric entanglement does not depend on the choice
of gauge-fixing tree.

7.3.3 Geometric interpretation of the entanglement in the semi-
classical regime

We would like to provide the entanglement calculations with a geometric interpreta-
tion, for instance understand the extrema of the entanglement in terms of the geometry
represented by the spin network states. To this purpose, we work in the semi-classical
regime of spin networks at large spins, ji, ki � 1. The spin network geometry can be
interpreted in terms of the dual triangulation as illustrated on fig.7.11a. It turns out
the entanglement excitation can be described in terms of the dual triangulation angles.
Moreover, we find the maximal growth rates of the entanglement corresponds either to
flat bulk geometry or maximally curved bulk geometry.

We will look at two cases: small loop holonomy operator spin ` and large loop holonomy
operator spin `. Let us first look into the case of small loop holonomy operator spin, for
which we have `� {ji, ki}. We use the Racah’s approximation for s ∈ N and s� a, b, c
(cf. [208]):{
c a b
s b a

}
≈ (−1)a+b+s+`√

(2a+ 1)(2b+ 1)
Ps(cos θ) , with cos θ =

a(a+ 1) + b(b+ 1)− c(c+ 1)

2
√
a(a+ 1)b(b+ 1)

.

(7.3.18)
At the large spins a, b, c regime, the θ ranges from 0 to π. The Ps’s are the Legendre
polynomials, while θ is the angle opposite of the edge of length c in the triangle with
edge lenghts a, b, c, as drawn in fig.7.11b. By plugging the Racah’s approximation into
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(a) The triangulation for the candy graph. The two tri-
angles of respect length j1, k1, k2 and j2, k1, k2 are glued
by matching bulk spins k1, k2. Loop holonomy operator
changes the height of the cone. The bulk geometry can

be viewed from the shape of the cone.
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•
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(b) The triangle given by three
spins. The spin-c opposes to

angle θ.

Figure 7.11: The triangulation for candy graph spin network.

the linear entropy formula (7.3.13), we derive an approximation in terms of the triangle
angles:

` ∈ N +
1

2
:

1

2
Slin(ρcanA , t)

≈ 1

2
Slin(ρθcanA , t) = t2

2∑̀
s=0

Ps(cos θ1)Ps(cos θ2) +O(t4) (7.3.19)

` ∈ N :
1

2
Slin(ρcanA , t)

≈ 1

2
Slin(ρθcanA , t) = t2

2∑̀
s=0

Ps(cos θ1)Ps(cos θ2)

− t2[P`(cos θ1)P`(cos θ2)]2 +O(t4) . (7.3.20)

The trivial case with vanishing spin ` = 0 excites no entanglement as expected. The
two expressions for half-integer spins and integer-spins would be exactly the same if one
assumed the convention that half-integer Legendre polynomials vanish. The plots fig.7.12
show the growth rate of intertwiner entanglement provided by the approximation. The
fig.7.13 compares above approximation with entropy (7.3.13).

The approximation Slin(ρθcanA , t) now allows us to study how the entanglement excita-
tion depends on the initial state |{ji, ki}〉. More precisely, the angles θ1,2 encapsulates the
relevant initial data and we would like to determine the extremal initial configurations,
i.e. that maximize or minimize the leading order entanglement entropy given by the 2nd
order coefficient. It turns out that:

• (i) the balanced configurations θ1 = θ2 are stationary points of the entanglement
excitation with respect to variations of the difference (θ1 − θ2);
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(a) ` = 1
2 . (b) ` = 1.

(c) ` = 3
2 . (d) ` = 2.

(e) ` = 5
2 . (f) ` = 3.

Figure 7.12: The plots of approximation (7.3.19,7.3.20) with low spin-`. The x and
y axis presents corner angle θ1 and θ2 respectively. Here we have extended the θ1, θ2

domains from [0, π] to [0, 2π] for the sake of illustrating the shape.
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(a) Spins j1 = 500, j2 = 400, k1 = 700, k2 =

600, corner angles cos θ1 = 1502
√
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and cos θ2 = 329
2

√
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(b) Spins j1 = 100, j2 = 120, k1 = 500, k2 =
510, corner angles cos θ1 = 50101
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√
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√
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(c) Spins j1 = 20, j2 = 30, k1 = 200, k2 =
190, corner angles cos θ1 = 7607
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√
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and

cos θ2 = 1889√
3647145

.

(d) Spins j1 = 11, j2 = 17, k1 = 141, k2 =

142, corner angles cos θ1 =
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√
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√
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(e) Spins j1 = 10, j2 = 14, k1 = 100, k2 =
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and
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√

2/1111
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(f) Spins j1 = 5.5, j2 = 8.5, k1 = 70.5, k2 =
71, corner angles cos θ1 = 0.996503 and

cos θ2 = 0.992071.

Figure 7.13: The relative difference |S−Sapprox|
S

between eq.(7.3.13) and eqs.(7.3.19),
(7.3.20) for showing the accuracy of the approximation. The spin ` ranges from 0
to 100 with step 1

2
. The approximation behaves well if ` is sufficiently smaller than
{j, k}, otherwise it behaves not so good.
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• (ii) both extremally curved and totally flat geometry maximize the entanglement
excitation.

Let us start with (i). We introduce the total angle α = θ1 + θ2 and relative angle
β = θ1 − θ2. Let us keep α fixed and let the entanglement vary in terms of the difference
β. Differentiating3 Ps(cos θ1)Ps(cos θ2) = Ps(cos α+β

2
)Ps(cos α−β

2
) with respect to β gives

the stationarity equation:

0 =
∂

∂β

(
Ps(cos

α + β

2
)Ps(cos

α− β
2

)
)

=
s

2

− sin β

sin α+β
2

sin α−β
2

Ps(cos
α + β

2
)Ps(cos

α− β
2

)

+
s

2 sin α−β
2

Ps(cos
α + β

2
)Ps−1(cos

α− β
2

)

− s

2 sin α+β
2

Ps−1(cos
α + β

2
)Ps(cos

α− β
2

) , 0 ≤ α, β ≤ 2π .

The extremal angles β = 0 and β = π are both clear solutions. Similarly differentiating
with respect to α, we get stationary points α = 0 and α = π when β is kept fixed.

The configurations θ1 = θ2 = 0 and θ1 = θ2 = π, in the β = 0 branch, give the
maximal entanglement excitation. A vanishing relative angle β = 0 corresponds to equal
triangle angles θ1 = θ2, which means that the boundary spins are equal j1 = j2. This
is interpreted as the flat connection configuration. Indeed, the flat constraint operator
δ(g) =

∑
`(2`+1)χ`(g), imposing that the loop holonomy be trivial, annihilates initial spin

network state |Ψcan,{ji,ki}〉 = |j1, k1, k2〉A ⊗ |j2, k1, k2〉B as soon as j1 6= j2. Thus imposing
the flatness of the connection imposes that j1 = j2. For such β = 0 configurations, the
entanglement evaluates to:

β = 0 ⇒ 1

2
Slin(ρθcanA , t) = t2

2∑̀
s=0

[
Ps(cos

α

2
)

]2

− t2
[
P`(cos

α

2
)

]4

+O(t4) (7.3.21)

with α = θ1 + θ2. As plotted on fig.7.14, the entanglement first decreases then increases
but it never vanishes. Recalling that the deficit angle given by δ = 2π−θ1−θ2 = 2π−α at
the cone summit provides a measure of the bulk curvature in fig.7.11a, we can interpret the
optimal angle confugirations in terms of discrete bulk geometry. The two maximal points
correspond to dramatically different bulk geometries. Indeed, the angular-configuration
θ1 = θ2 = 0 has a maximal deficit angle; it corresponds to the spin configurations j1, j2 �
k1, k2 and k1 ≈ k2, with extremely elongated triangles, creating an extremely spiky bulk
with maximal bulk curvature. On the other hand, the angle configuration θ1 = θ2 = π
has a vanishing deficit angle; it corresponds to spin configuratiosn j1 ≈ k1 + k2 ≈ j2, with
flatten triangles and flat bulk geometry.

3The derivative on Legendre polynomial is given by the recursion relation:

dPn(x)

dx
=

n

x2 − 1
[xPn(x)− Pn−1(x)] .
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Figure 7.14: When θ1 = θ2, the entanglement (7.3.21) for various spin values`
plotted in terms of the total angle α = θ1 + θ2 ∈ [0, 2π]. Each color corresponds to

a value of spin-`.

The β = π branch lead to a minimal entanglement, with a vanishing leading order
in t2, Slin(ρθcanA , t) = O(t4). It corresponds to the maximal difference between the two
triangle angles θ1 and θ2.Geometrically, this corresponds to unbalanced configuration,
with j1 � j2 or j2 � j1, with one flatten triangle and one elongated triangle.

Now that we have looked into the small holonomy operator spin ` � {ji, ki}, let us
investigate the large spin regime, ` ∼ {ji, ki}. Since all the spins are assumed of the same
order of magnitude, one can use the Ponzano-Regge asymptotic formula in terms of the
Regge action for a tetrahedron[208, 209, 6]:{
j1 k1 k2

` K2 K1

}
≈ 1√

12πV
cos

∑
ab

(jab +
1

2
)θab +

π

4

 =
1

2
√
−12iπV

eiI +
1

2
√

12iπV
e−iI .

(7.3.22)
The tetrahedron’s edge lengths are given by the spins `, j1, k1, k2, K1, K2. Its volume is V
and θab is the dihedral angle along the edge of length jab, where a, b label the tetrahedron’s
vertices and then every ab presents the segment linking a and b. The Regge action is given
by I =

∑
ab(jab + 1

2
)θab, which is understood to be the discretization of Einstein-Hilbert

action (or more precisely of the Hartle-Hawking boundary term when the bulk curvature
vanishes on-shell). This allows to rewrite (7.3.13) as:

` ∈ N +
1

2
:

1

2
Slin(ρcanA , t) ≈

1

2
Slin(ρ(Regge)

canA
, t)
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= t2(−1)ϕ
2∑̀
s=0

cos(IA[s]− IB[s])− sin(IA[s] + IB[s])

24π
√
VA[s]VB[s]

2∏
i=1

(2ki + 1)

+O(t4) , (7.3.23)

` ∈ N :
1

2
Slin(ρcanA , t) ≈

1

2
Slin(ρ(Regge)

canA
, t)

= t2(−1)ϕ
2∑̀
s=0

cos(IA[s]− IB[s])− sin(IA[s] + IB[s])

24π
√
VA[s]VB[s]

2∏
i=1

(2ki + 1)

−t2 [1− sin(2IA[`])][1− sin(2IB[`])]

576π2VA[`]VB[`]

2∏
i=1

(2ki + 1)2 +O(t4) .(7.3.24)

The Regge actions IA[s] and IB[s] corresponds respectively to the two tetrahedra dual to
the vertices A and B, with edge lengths (ji, k1, k2, s, k2, k1) respectivelk with i = 1 and
i = 2. The phase ϕ = j1 + j2 + 2k1 + 2k2 and face amplitude factor (2k1 + 1)(2k2 + 1)
both depend on the bulk spins.

Let us conclude this section with a brief summary of our results on the example of
the candy graph. The candy graph is the simplest graph with a non-trivial bulk. It is a
special case of the 2-vertex graph [203, 174, 210, 211] where the two vertices are linked
by a couple of edges forming a loop in the bulk. This configuration allows to define non-
trivial dynamical operators acting on the bulk geometry, for instance the loop holonomy
operator, and to study the entanglement between the two bulk vertices generated by such
dynamics.

In this context, we have explicitly computed the entanglement excitation created by
the loop holoonomy operator acting on a pure spin network basis state at leading order in
time, that is in t2. We have considered and compared two measures of entanglement: the
geometric entanglement studied in the the previous section and the bipartite entanglement
entropy shared between the two vertices (given by the linear entropy of the reduced
density matrix). We have shown that these two notions of entanglement match exactly
a leading order, thus leading to a consistent picture of the entanglement excitation on
the spin network state. Furthermore, in the semi-classical regime at large spins where
spin networks can be provided with a discrete geometry interpretation in terms of dual
triangulations, we have identified the initial configurations that optimize the excitation
of entanglement by the loop operator as the (discrete) geometries with either maximal
curvature or vanishing curvature.

7.4 Example: Tripartite entanglement on triangle graph

The triangle graph, as drawn on fig.7.15, is the direct extension of the candy graph
to a bulk made of three vertices arranged around a single loop. The spin network Hilbert
space on this triangle graph consists in the tensor product of three 3-valent intertwiner
spaces, similarly to the candy graph,

Htri =
⊗
v∈tri

Hv = HA ⊗HB ⊗HC , HA =
⊕
K2,K3

InvSU(2)

(
Vj1 ⊗ VK2 ⊗ VK3

)
,
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•C

j3

•
Aj1

B

j2

k3 •

k1

•k2

•

•C

j3

•
Aj1

B

j2

j1
∑

K1,K2,K3

K3 •

K1

•K2

•

Figure 7.15: The action of loop holonomy operator on triangle graph: it endows
spin-superposition along the bulk edges.

and similarly for HB and HC .
We wish to study the action of the loop holonomy operator on an arbitrary spin

network basis state chosen as our initial state,

|Ψtri,{ji,ki}〉 = |j1, k2, k3〉A ⊗ |j2, k3, k1〉B ⊗ |j3, k1, k2〉C ∈ HA ⊗HB ⊗HC .

The loop holonomy operator affects the bulk spins {Ki}, but not boundary spins {ji},

χ̂` : InvSU(2)

(
Vj1 ⊗ Vk2 ⊗ Vk3

)
⊗ InvSU(2)

(
Vj2 ⊗ Vk3 ⊗ Vk1

)
⊗ InvSU(2)

(
Vj3 ⊗ Vk1 ⊗ Vk2

)
−→

⊕
K1,K2,K3

InvSU(2)

(
Vj1 ⊗ VK2 ⊗ VK3

)
⊗ InvSU(2)

(
Vj2 ⊗ VK3 ⊗ VK1

)
⊗ InvSU(2)

(
Vj3 ⊗ VK1 ⊗ VK2

)
.

Following the same logic as with the candy graph, we compute the evolution of the state,
truncated to leading order and properly normalized,

|Ψtri,{ji,ki}(`, t)〉 =
1√

Ntri,{ji,ki}(`, t)

(
|Ψtri,{ji,ki}〉 − it

∑
{Ki}

[Z(tri)
{ji}
` ]

{Ki}
{ki}|Ψtri,{ji,Ki}〉

−1

2
t2

2∑̀
s=0

∑
{Ki}

[Z(tri){ji}s ]
{Ki}

{ki}|Ψtri,{ji,Ki}〉
)
, (7.4.1)

where the normalization factor is computed up to fourth order

Ntri,{ji,ki}(`, t) = 1 +O(t4) . (7.4.2)

The transition matrix Z is expressed in terms of 6j-symbols according to the general
formula (7.1.6) for the action of the loop operator χ̂`,

[Z(tri)
{ji}
` ]

{Ki}
{ki} = (−1)

∑3
i=1(ji+ki+Ki+`)

{
j1 k2 k3

` K3 K2

}{
j2 k3 k1

` K1 K3

}{
j3 k1 k2

` K2 K1

}
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×
3∏
i=1

√
(2ki + 1)(2Ki + 1) . (7.4.3)

The initial spin network state is a basis state, thus is fully separable with vanishing
entanglement. Via tracing over HB ⊗HC , the reduced density matrix is read

ρtriA(t) = TrBCρtriABC (t) ∈ End(HA)

=
1

Ntri,{ji,ki}(`, t)

((
1− t2

2∑̀
s=0

[Z(tri){ji}s ]
{Ki}

{ki}

)
|j1, k2, k3〉〈j1, k2, k3|A

+ t2
∑

K1,K2,K3

(
[Z(tri)

{ji}
` ]K1K2K3

{ki}

)2

|j1, K2, K3〉〈j1, K2, K3|A +O(t4)

)
. (7.4.4)

This is a diagonal matrix with respect to basis |j1, K2, K3〉 ∈ HA, thus the eigenvalues of
ρtriA(t) can be directly read off from the expression above:

λρtriA [K2, K3] (7.4.5)

=

(
1− t2

2∑̀
s=0

(−1)
∑3
i=1(ji+2ki+s)

{
j1 k2 k3

s k3 k2

}{
j2 k3 k1

s k1 k3

}{
j3 k1 k2

s k2 k1

}

×
3∏
i=1

(2ki + 1)

)
δK2
k2
δK3
k3

+t2
k1+∑̀

K1=|k1−`|

{
j1 k2 k3

` K3 K2

}2{
j2 k3 k1

` K1 K3

}2{
j3 k1 k2

` K2 K1

}2 3∏
i=1

(2Ki + 1)(2ki + 1)

+O(t4) .

The eigenvalues are labeled by the two spins K2 and K3. This gives us the bipartite
entanglement entropy of HA|HB ⊗HC up to second order in t:

1

2
Slin(ρtriA) =

1

2

1−
∑
K2,K3

λρtriA [K2, K3]2

 (7.4.6)

= t2
( 2∑̀

s=0

(−1)j1+j2+j3+2k1+2k2+2k3+3s

{
j1 k2 k3

s k3 k2

}{
j2 k3 k1

s k1 k3

}{
j3 k1 k2

s k2 k1

}

×
3∏
i=1

(2ki + 1)

−
k1+∑̀

K1=|k1−`|

{
j1 k2 k3

` k3 k2

}2{
j2 k3 k1

` K1 k3

}2{
j3 k1 k2

` k2 K1

}2

× (2K1 + 1)(2k1 + 1)(2k2 + 1)2(2k3 + 1)2

)
+O(t4) .
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As for the candy graph, no 1st-order of t appears at all and the leading order is directly
in t2.

One gets the linear entropies for the vertices B and C by a straightforward cyclic
permutation of the labels. Generally, the three bipartite entanglement entropies have
different values due to the a priori different values of the initial spins. Nonetheless, when
` ∈ N + 1

2
, all three bipartite entanglement entropies are equal to each other at the

leading order in t2. We trace this back to the triangle condition on the {6j}-symbols,
which eliminates the second term in the entropy formula above. Hence we conclude

Result 7.10. For an half-integer holonomy spin ` ∈ N + 1
2
, the bipartite entanglement

entropies on triangle graph satisfy Slin(ρtriA) = Slin(ρtriB) = Slin(ρtriC ) at leading order
in t2. This common leading order term is given

1

2
Slin(ρtriA) ∼ t2

( 2∑̀
s=0

(−1)j1+j2+j3+2k1+2k2+2k3+3s

{
j1 k2 k3

s k3 k2

}{
j2 k3 k1

s k1 k3

}

×

{
j3 k1 k2

s k2 k1

}
3∏
i=1

(2ki + 1)

)
. (7.4.7)

Those triangle inequalities further implies that that Slin(ρtriA) = Slin(ρtriB) = Slin(ρtriC )
reach the same plateau value when the holonomy operator spin is larger than its critical
value, ` > min{2k1, 2k2, 2k3}, no matter whenever ` is half-integer or integer.

We now compare the bipartite entanglement to the tripartite entanglement, defined
as the geometric entanglement.

7.4.1 Tripartite entanglement

In order to quantify the multipartite entanglement on the triangle graph, we use the
geometric entanglement. We can compute the geometric measure of entanglement as
explained previously: the geometric entanglement is given by the maximal projection of
the evolving state onto the spin network basis, which is, at very early times t, its projection
onto the initial spin network basis state, that is by the contribution K1,2,3 = k1,2,3:

λmax =
∣∣〈Ψtri,{ji,ki}(`, 0)|Ψtri,{ji,ki}(`, t)〉

∣∣2
=

1

Ntri,{ji,ki}(`, t)

[
1 + t2

(
[Z(tri)

{ji}
` ]

{ki}
{ki}

)2

− t2
2∑̀
s=0

[Z(tri){ji}s ]
{ki}
{ki}

− 1

4
t4
( 2∑̀
s=0

[Z(tri){ji}s ]
{ki}
{ki}

)2
]
. (7.4.8)

Hence it leads to the geometric measure of entanglement on triangle graph:

Sg[Ψtri,{ji,ki}(`, t)]

= t2
3∏
i=1

(2ki + 1)
2∑̀
s=0

(−1)
∑3
i=1(ji+2ki+s)

{
j1 k2 k3

s k3 k2

}{
j2 k3 k1

s k1 k3

}{
j3 k1 k2

s k2 k1

}
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−t2
3∏
i=1

(2ki + 1)2

{
j1 k2 k3

` k3 k2

}2{
j2 k3 k1

` k1 k3

}2{
j3 k1 k2

` k2 k1

}2

+O(t4) . (7.4.9)

This is a straightforward extension of the formula (7.3.13) derived for the candy graph,
where we’ve added the relevant {6j}-symbols. As earlier, the geometric entanglement
excitation reaches a plateau, due to the triangle inequalities on the spins, when the holon-
omy operator spin grows beyond a critical value, ` > min{2k1, 2k2, 2k3}. Moreover, when
the spin is half-integer, ` ∈ N+ 1

2
, the second term in (7.4.9) vanishes, as for the bipartite

entanglement in last subsection.
The plots 7.16 compare the bipartite entanglement entropies and geometric entangle-

ment:

• (i) they are equal when the holonomy spin is half-integer, ` ∈ N + 1
2
;

• (ii) for small spins `, those measures of entanglement are clearly distinct, but they
tend to converge as the spin ` increases, and they are eventually constant and equal
beyond the critical value ` > min{2k1, 2k2, 2k3}.

One could also have computed the geometric entanglement by gauge-fixing and work-
ing out the closure defect’s probability distribution. Since the bulk graph consists in a
single loop made of three edges, there are three ways to gauge-fix: choosing k1 as the
“loopy spin”, i.e. the edge which is not gauge-fixed and gauge-fixing the edges associated
with k2 and k3, plus the two other possibilities of choosing k2 or k3 as the “loopy spin”.

For instance, contracting the edges carrying k2 and k3 and keeping k1, we obtain the
probability distribution of the closure defect as

pk1(J) = (2J + 1)(2k2 + 1)(2k3 + 1)
∑
L

(2L+ 1)


j3 j2 L
k1 k1 J
k2 k3 j1


2

, (7.4.10)

with the normalization
∑

J pk1(J) = 1. This probability distribution gives the 2nd-order
time derivative of geometric entanglement:

1

2

d2Sg
dt2

∣∣∣
t=0

=
∑
J,L

(2J + 1)(2L+ 1)(2k1 + 1)(2k2 + 1)(2k3 + 1)


j3 j2 L
k1 k1 J
k2 k3 j1


2

×
2∑̀
s=0

(−1)J+s+2k1

{
J k1 k1

s k1 k1

}

−

(∑
J,L

(2J + 1)(2L+ 1)(2k1 + 1)(2k2 + 1)(2k3 + 1)


j3 j2 L
k1 k1 J
k2 k3 j1


2

×(−1)J+`+2k1

{
J k1 k1

s k1 k1

})2

. (7.4.11)
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(a) Spins j1 = 3, j2 = 4, j3 = 5, k1 = 6, k2 =
8, k3 = 7.

(b) Spins j1 = 5/2, j2 = 7/2, j3 = 4, k1 =
6, k2 = 8, k3 = 11/2.

(c) Spins j1 = 6, j2 = 9, j3 = 7, k1 =
12, k2 = 11, k3 = 10.

(d) Spins j1 = 9/2, j2 = 11/2, j3 = 7, k1 =
12, k2 = 16, k3 = 27/2.

Figure 7.16: The comparison between bipartite entanglement entropies and geo-
metric measure of entanglement, where blue point is for 1

2
S(ρtriA), orange point for

1
2
S(ρtriB), green point for 1

2
S(ρtriC ) and red point for Sg.

It is straightforward to check that these results does not actually depend on the choice of
gauge-fixing and that it gives the same expression for the leading order entanglement com-
puted above in eqn.(7.4.9). This can be shown by using the Biedenharn-Elliott identity.
More precisely, we need to prove the following relation:{

j1 k2 k3

` k3 k2

}{
j2 k3 k1

` k1 k3

}{
j3 k1 k2

` k2 k1

}

= (−1)
∑3
i=1(ji+2ki+`)

∑
J,L

(2J + 1)(2L+ 1)


j3 j2 L
k1 k1 J
k2 k3 j1


2

(−1)J+`+2k1

{
J k1 k1

` k1 k1

}
. (7.4.12)

Starting from the left side, we use the Biedenharn-Elliot identity twice: we first recouple
the first two 6j-symbols via the Biedenharn-Elliot identity, which results in three 6j-
symbols, then we take one of them and recouple it to the third 6j-symbol of the original
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prooductone via the Biedenharn-Elliot identity again. This gives:{
` k3 k3

j1 k2 k2

}{
` k1 k1

j2 k3 k3

}{
` k2 k2

j3 k1 k1

}
(7.4.13)

=
∑
L′,J

(−1)j1+j2+j3+2k1+2k2+2k3+`(−1)J+`+2k1

{
k1 k1 J
k1 k1 `

}
(2J + 1)(2L′ + 1)

×

{
j1 j2 L′

k1 k2 k3

}2{
J j3 L′

k2 k1 k1

}2

,

Finally, we deal with the two squared 6j-symbols by the contraction formula of Racah
coefficients (see [204], page 143)

(−1)2h+2d
∑
c

(2c+ 1)

{
a i k
f b c

}
a b c
d e f
g h i

 =

{
a i k
h d g

}{
b f k
d h e

}
, (7.4.14)

which allows to write

∑
L′

(2L+ 1)

{
j1 j2 L′

k1 k2 k3

}2{
J j3 L′

k2 k1 k1

}2

=
∑
L,L′′

(2L+ 1)(2L′′ + 1)

{
j1 j2 L′

j3 J L

}{
j1 j2 L′

j3 J L′′

}
j1 J L
k2 k1 j3

k3 k1 j2



j1 J L′′

k2 k1 j3

k3 k1 j2


=


j1 J L
k2 k1 j3

k3 k1 j2


2

, (7.4.15)

By symmetry of 9j-symbol, this proves the wanted eqn.(7.4.12).

Finally, we can look at the semi-classical regime at large spins {ji, ki}, in which the
spin network has a clear interpretation in terms of dual triangulation: the triangle graph
is dual to a open tetrahedron to which one has removed one triangle, as drawn on fig.7.17.
This missing triangle corresponds to the the boundary edge of the graph, decorated with
the spins (j1, j2, j3). For large spins, assuming that ` � {ji, ki}, one can apply Racah’s
approximation (7.3.18) for 6j-symbols to the geometric entanglement formula (7.4.9) and
write it in terms of Legendre polynomials in the cosine of the triangle angles, as illustrated
on figure 7.17:

Sg[Ψtri,{ji,ki}(`, t)] ∼ t2
2∑̀
s=0

Ps(cos θ1)Ps(cos θ2)Ps(cos θ3)

−t2[Ps(cos θ1)Ps(cos θ2)Ps(cos θ3)]2 +O(t4) (7.4.16)
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with the convention that half-integer Legendre polynomials P`(x) vanish, for ` ∈ N + 1
2
.

The angles are given in terms of the spins by

cos θ1 =
k2(k2 + 1) + k3(k3 + 1)− j1(j1 + 1)

2
√
k2(k2 + 1)k3(k3 + 1)

,

cos θ2 =
k3(k3 + 1) + k1(k1 + 1)− j2(j2 + 1)

2
√
k3(k3 + 1)k1(k1 + 1)

,

cos θ3 =
k1(k1 + 1) + k2(k2 + 1)− j3(j3 + 1)

2
√
k1(k1 + 1)k2(k2 + 1)

.

(7.4.17)

This expression allows us to study how the entanglement varies with respect to the spin
network initial data.

•

j3

•
j1

j2

•

•

•
k1

k2

k3

•
θ3

θ1

θ2

Figure 7.17: The dual triangulation (brown lines) on triangle graph. The angles are
given by (7.4.17).

As for the bipartite system defined on the candy graph, the extremal configurations for
the entanglement excitation by the holonomy operator are given by extremal geometries:
spiky tetrahedral geometries with flatten triangles and maximal curvature. More precisely,
to start with, vanishing angles θ1 = θ2 = θ3 = 0 maximizes the multipartite entanglement
excitation, as for the candy graph geometry. It corresponds to the asymptotic limit of
spiky tetrahedron, as drawn on fig.7.18, where the summit is sent to infinity, which is
interpreted as an extremal bulk curvature. Similarly, angular configurations θ1 = 0, θ2 =
θ3 = π, and its two other permutations, also produce a maximal entanglement growth.
In terms of spins and thus of edge lengths, this corresponds to j1 � k2, k3, j2 ≈ k1 + k3,
j3 ≈ k1 + k2, which satisfy the triangular inequalities for (j1, j2, j3).

On the contrary, the angle configurations θ1 = θ2 = 0, θ3 = π and its other two
permutations, as well as θ1 = θ2 = θ3 = π, all lead to a minimal entanglement, i.e.
vanishing entanglement excitation at leading order in t2. Translating in terms of spins
and edge lengths, the former case corresponds to j1, j2 � k1, k2, k3, j3 ≈ k1 + k2, which
doesn’t satisfy the triangular inequalities for (j1, j2, j3), and thus is not an allowed spin
network configuration. The latter case, with equal angles θ1 = θ2 = θ3 = π , corresponds
to j1 ≈ k2 + k3, j2 ≈ k3 + k1, j3 ≈ k1 + k2, which is allowed by the triangular inequalities.

To conclude this section, we extended to the triangular graph our analysis of the en-
tanglement excitation by the loop holonomy operator on a spin network basis state. This
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Figure 7.18: A spike triangulation.

has confirmed our general analysis of the geometric entanglement for an arbitrary graph.
More precisely, we have computed analytically and numerically both the linear entangle-
ment entropies for bipartitions of the graph and the geometric entanglement and checked
that they match at leading order in the time t. Since the initial state is unentangled,
the evolution starts with a vanishing entanglement then grows in t2. Moreover, we have
identified the spin network configurations with extremal entanglement excitations, which
unsurprisingly correspond to discrete geometries with extremal curvature. This is a pos-
itive step towards establishing a more thorough and precise dictionary between quantum
entanglement, quantum geometry and its dynamics in the framework of loop quantum
gravity.
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This chapter is dedicated to the study of entanglement in loop quantum gravity. More
precisely, we looked into the evolution of entanglement under the action of the holonomy
operator. Intuitively, the holonomy operator acting on a loop of a spin network state will
act at once on all the intertwiners living at the nodes on the loop and will entangle them.
More precisely, we studied the unitary evolution generated by a holonomy operator on
an initial state given by a spin network basis state. Such an initial state has fixed spins
and intertwiners. It is thus a separable state carrying absolutely no entanglement. The
evolution will naturally create entanglement between the vertices of the spin network and
our goal was to compute the excitation of entanglement by the holonomy operator. The
holonomy around a loop representing a discretized measure of curvature, this leads to a
relation between excitations of the geometry - “quanta of curvature” - and excitations of
the information -multipartite entanglement- over spin network basis states. This fits in
the larger program of interpreting and reconstructing the quantum geometry of space-time
from quantum information concepts.

At the technical level, we introduced geometric entanglement to measure the multi-
partite entanglement carried by a spin network state, defined as the distance between
that state and the set of separable states, identified (up to minor subtleties) to the set of
spin network basis states. This is understood as a witness of how much the intertwiners
of a spin network are entangled. Starting from an initial spin network basis state, thus
with vanishing entanglement, we find that the first order time derivative at the initial
time always vanishes, so the leading order behavior is a quadratic growth of the entangle-
ment. We show that the second-order derivative is simply given by the dispersion of the
holonomy operator, which can, in turn, be computed from the probability distribution of
the “closure defect” around the loop (i.e., the total spin recoupling the spins of all the
edges attached to the loop). Considering holonomy operators with arbitrary spin ` ∈ N/2,
we find that this entanglement excitation grows with the spin ` and exhibits a plateau
behavior: the entanglement excitation saturates and reaches its maximal value when the
spin ` becomes larger than all the spins around the loop.

We illustrate this analysis through its application to the simplest spin networks with
non-trivial bulk and boundary: the candy graph, consisting of two vertices linked by a
single loop, and the triangle graph, consisting of three vertices linked by a single loop,
both with arbitrary number of boundary edges poking out of the bulk vertices. These
configurations allow studying of explicitly the correlation and entanglement between the
intertwiners living at the graph vertices. We compute the geometric entanglement and
express it in terms of 6j-symbols from spin recoupling, which allows for studying its
low-spin and large-spin regimes. We further compute the bipartite entanglement created
by the holonomy operator, defined as the entropy of the reduced density matrix, and
show that it fits exactly at leading order with the notion of geometric entanglement we
introduced.

Since holonomy operators are the basic building blocks of the Hamiltonian dynamics
of loop quantum gravity, this work gives a first hint of the effect of the dynamics on the
quantum information carried by spin network states.

Note that in this chapter we only consider the partition with respect to every indi-
vidual node. The next chapter 8 we will consider a more general partition that admits a
subsystem comprising multi-node.





Chapter 8

Spin Network Entanglement:
Coarse-graining

The chapter follows the question at the end of the previous chapter, i.e., what about
the case that admits a more arbitrary partition on a spin network. Following the question,
we explore the entanglement between spin sub-networks, referred to as spin network en-
tanglement, which is a direct generalization for intertwiner entanglement. Then we study
spin network entanglement in the context of coarse-graining (via gauge-fixing). Indeed,
once the relation between sub-networks is involved, it inevitably introduces boundaries
that admit coarse-graining procedures.

The key function now played by the holographic principle as a guide for quantum grav-
ity has put a great emphasis on the role of boundaries. It pushes us to include (spatial)
boundaries in the description of quantum geometries, not just as mere classical boundary
conditions but as legitimate quantum boundary states. This translates a shift of perspec-
tive from a global description of space(-time) as a whole to a quasi-local description where
any bounded region of space(-time) is considered an open quantum system. Following the
idea, the question — where are the quantum gravity degrees of freedom, could be phrased
to be a snapshot of the interlaced issues: the coarse-graining of quantum geometry states
from the Planck scale to larger scales, the definition of quantum dynamics consistent with
the holographic principle, and the implementation of (discretized) diffeomorphism at the
quantum level as the fundamental gauge symmetry of the theory (or, in other words, the
implementation of a relativity principle for quantum geometry) [44].

This chapter is based on [54], aiming at exploring the relation between coarse-graining
and holography, with the notion of spin network entanglement. Partitioning spin network
inevitably introduces boundaries (e.g., Fig.8.1a), and every spin sub-network is a spin
network with nonempty boundary evolving along time (e.g., Fig.8.1b). On the other
hand, we can coarse-grain sub-network into a simpler graph-structure, presenting the sub-
network with a single vertex and boundary edges (e.g., Fig.8.1a). The coarse-grained spin
network state can be defined based on the coarse-grained graph. We want to answer the
questions: (a) Can we study spin network entanglement from the coarse-grained graph?
(b) If we can, then will it be effective if we take some evolution into account? The answers
are positive for the cases the loop holonomy operator generates evolution.

160
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(a) An illustration of the partitioning of the
graph in order to coarse-grain the spin network
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(b) Spin sub-network of right-upper Fig.8.1a
evolves along time.

Figure 8.1: Coarse-graining and spin network with non-empty boundary.

Section 8.1 presents the definition of spin network entanglement. The main result of
this part is presented in Result 8.2, stating that spin network entanglement can be coarse-
grained, and the spin network entanglement exactly gets reflected on the coarse-grained
graph. Section 8.2 generalizes the coarse-graining approach for spin network entangle-
ment: we explore the evolution generated by loop holonomy operator, as considered in
the previous chapter. The most important results in this part are two-fold: (a) The exact
transformation is built between the loop holonomy operators on graph and the corre-
sponding coarse-grained graph, as presented in Result 8.3. (b) The coarse-graining for
spin network entanglement still holds under the implementation of the operator, presented
in Result 8.4. In a word, not only can one study the spin network entanglement from
a simpler graph, but one can also study the evolution of the spin network entanglement
from this simpler graph.

Section 8.3 applies these general results of coarse-graining for explicit examples, study-
ing entanglement excitation generated by holonomy operator for the sake of looking evo-
lution of spin entanglement. We present examples with one-loop triangle graph, square
graph, and a simple two-loop graph, where the latter exhibits how the path-dependency
(the path acted by holonomy operator) can be converted to the dependency of self-loop
spin and reveals a deeper relation between entanglement and curvature.

8.1 Entanglement between spin sub-networks

The section aims to define the spin network entanglement and to present how to study
the entanglement under coarse-graining. The goal is to show that the coarse-graining via
gauge-fixing exactly preserves the spin network entanglement at the kinematical level.

8.1.1 Reduced density matrices on spin network

This subsection is meant to define the spin network entanglement. A graph Γ is
partitioned by starting from partitioning the set of vertices. The set of vertices V =
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{v1 , v2 , · · · } is partitioned into subsets

V =
n⊔
i=1

Vi (8.1.1)

such that the vertices of every subset Vi can be connected by a path. Then every Vi
defines a subgraph Γi by this way: (i) For the bulk of Γi, i.e. Γoi , the set of vertices is Vi,
and the set of bulk edges consists of the edges in Γ whose two-end vertices are both in Vi.
(ii) For those edges whose two-end vertices are in different subsets, they are split into two
piecewise. For instance, suppose an edge e whose s(e) ∈ Vi, t(e) ∈ Vj and i 6= j, then e is
split into two piecewise ei, ej such that e = ei t ej. (iii) All one-end edges whose source
vertex or target vertex belongs to Vi, define the boundary of Γi, i.e. ∂Γi. Therefore, the
graph Γ is partitioned by

Γ =
n⊔
i=1

Γi , Γi = Γoi t ∂Γi , ∂Γi ≡ Bi . (8.1.2)

Based on the partition, the spin network Hilbert space satisfies the set-relation

HΓ ⊂
n⊗
i=1

HΓi . (8.1.3)

Every HΓi is the spin sub-network Hilbert space based on the corresponding Γi. Here the
⊂ sign is due to the spin-matching constraint imposed amongst H∂Γi .

Above definition can be viewed as a generalization for the particular situation that
vertices are partitioned into sole vertex as Eq.(7.2.1) and Eq.(7.2.2), i.e. every sole vertex
and its attached edges make up a sub-graph based on single vertex. Here the ⊂ sign is
due to the spin-matching constraint imposed amongst every bulk edge which would likely
introduce entanglement between the vertices or sub-networks to which it connects, as in
previous chapter that entanglement is introduced by spin-superposition.

Up to now we generalize the partition from
⊗

v∈Γ Hv to
⊗n

i=1 HΓi , i.e. from vertices
to sub-networks.

To define the entanglement between sub-networks, we start from entanglement be-
tween vertices. A generic spin network state can be decomposed as a superposition over
spin network basis states:

|ψΓ〉 =
∑
{Iv}

CΓ({Iv})
⊗
v∈Γ

|Ψv,Iv〉 , where |ΨΓ,{Iv}〉 =
⊗
v∈Γ

|Ψv,Iv〉 . (8.1.4)

Here the intertwiner basis state |Ψv,Iv〉 ∈ Hv have definite spins and intertwiner, with
spins and internal intertwiner indices packaged in the labels Iv. Then the coefficients
CΓ({Iv}) for a general state admits superpositions of both spins and intertwiners, thus
leads to correlation between intertwiner states located at different vertices.

Since spin network basis states can be factorized as the tensor product of intertwiner
basis state |Ψv,Iv〉 ∈ Hv, we can group up the intertwiner basis states within every sub-
network, which defines a factorization for spin network basis state |ΨΓ,{Iv}〉 ∈ HΓ with
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respect to spin sub-networks basis states |ΨΓi,{Iv}v∈Γi
〉 ∈ HΓi ,

|ΨΓ,{Iv}〉 =
n⊗
i=1

|ΨΓi,{Iv}v∈Γi
〉 , where |ΨΓi,{Iv}v∈Γi

〉 =
⊗
v∈Γi

|Ψv,Iv〉 . (8.1.5)

It allows to re-group the coefficients CΓ({Iv}) = CΓ([{Iv}v∈Γi ]i) where every square bracket
[, ]i is adopted to cluster the vertices belonging to respect Γi. In this way, the Eq.(8.1.4)
can be also written as

|ψΓ〉 =
∑
{Iv}v∈Γi

CΓ([{Iv}v∈Γi ]i)
n⊗
i=1

|ΨΓi,{Iv}v∈Γi
〉 . (8.1.6)

The entanglement of |ψΓ〉 between sub-graphs is encoded into the unfactorizability with
respect to

⊗n
i=1HΓi , which can be studied via the formalism of density matrix.

Given any pure spin network state |ψΓ〉, it corresponds to pure density matrix ρΓ[ψ] =
|ψΓ〉〈ψΓ|. It is straightforward to generalize the following procedure to the cases of
mixed density matrix ρΓ, since any mixed density matrix admits decomposition ρ =∑

kWk|ψk〉〈ψk|. The reduced density matrix for sub-network Γi is defined via partial
trace over its complementary Γ \ Γi:

ρΓi [ψ] = TrHΓ\Γi
ρΓ[ψ] ∈ End

[
HΓi

]
, Γ \ Γi =

n⊔
j 6=i

Γj . (8.1.7)

This partial trace is implemented by choosing an orthonormal basis for HΓ\Γi ,

|ΨΓ\Γi , {Iv}v/∈Γi〉 =
n⊗
j 6=i

|ΨΓj ,{Iv}v∈Γj
〉 , where |ΨΓj ,{Iv}v∈Γj

〉 =
⊗
v∈Γj

|Ψv,Iv〉 , (8.1.8)

therefore, Eq.(8.1.7) can be expressed by

ρΓi [ψ] =
∑
{Iv}v/∈Γi

〈ΨΓ\Γi , {Iv}v/∈Γi | ρΓ[ψ] |ΨΓ\Γi , {Iv}v/∈Γi〉 ∈ End
[
HΓi

]
. (8.1.9)

According to Eq.(8.1.6), the scalar product 〈ΨΓ\Γi , {Iv}v/∈Γi |ψΓ〉 is presented by

|ψΓ〉 =
∑
{Iv}v∈Γi

∑
{Iv′}v′ /∈Γi

CΓ({Iv}v∈Γi , {Iv′}v′ /∈Γi)|ΨΓi,{Iv}v∈Γi
〉 ⊗ |ΨΓ\Γi , {Iv′}v′ /∈Γi〉 , (8.1.10)

〈ΨΓ\Γi , {Iv′}v′ /∈Γi |ψΓ〉 =
∑
{Iv}v∈Γi

CΓ({Iv}v∈Γi , {Iv′}v′ /∈Γi)|ΨΓi,{Iv}v∈Γi
〉 , (8.1.11)

thus the reduced density ρΓi [ψ] in Eq.(8.1.9) is expressed as

ρΓi [ψ] =
∑

{Iv′}v′ /∈Γi

∑
{Iv}v∈Γi

∑
{Ĩv}v∈Γi

CΓ({Iv}v∈Γi , {Iv′}v′ /∈Γi)CΓ({Ĩv}v∈Γi , {Iv′}v′ /∈Γi)
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|ΨΓi,{Iv}v∈Γi
〉〈ΨΓi,{Ĩv}v∈Γi

| . (8.1.12)

The reduced density matrix ρΓi [ψ] encodes the information about intertwiners located in
Γi, so the spin network entanglement is the generalization for intertwiner entanglement
[190]. We can think that the entirety of the intertwiners located in a subgraph defines a
‘cluster-intertwiner’. In other words, the entanglement between these spin sub-networks
amounts to being entanglement between the corresponding ‘cluster-intertwiner’.

So far we have discussed the entanglement structure of spin networks, and the defini-
tion of reduced density matrices for spin sub-networks. The next subsection is to apply
coarse-graining via gauge-fixing to the spin network entanglement.

8.1.2 Spin network entanglement and cluster intertwiner entan-
glement

In this part, we investigate the coarse-graining for spin network entanglement. Suppose
that Γ is partitioned into Γ =

⊔n
i=1 Γi. We will show that the entanglement between these

sub-graphs {Γi}ni=1, can be reflected in coarse-grained graph Γ(R) made up by loopy graphs
{Υi}ni=1.

Let us apply the viewpoint of dual boundary Hilbert space for this goal. Any partition,
needless to say, introduces boundaries. The dual boundary Hilbert spaces inherit the
entanglement structure Eq.(8.1.3)

(H∂Γ)∗ ⊂
n⊗
i=1

(H∂Γi)
∗ . (8.1.13)

Here every (H∂Γi)
∗ is the dual boundary Hilbert space associative with spin sub-network

Γi. As the correspondence between |ψ∂Γ〉 ∈ (H∂Γ)∗ and |ψΓ〉 ∈ HΓ, the density matrix
ρ∂Γ∗ ∈ End

[
(H∂Γ)∗

]
corresponds to ρΓ ∈ End

[
HΓ

]
in same way (remember the difference

between notations |ψ∂Γ〉 and |ψΓ〉 mentioned in subsection 5.4.1). Due to Eq.(5.4.9), the
information they contain is identical. The next step is to check that the scalar product
for HΓi and the scalar product for (H∂Γi)

∗ are equivalent with respect to partial trace.
This is again expected due to Eq.(5.4.9), but notice the subtlety

HΓi 3 〈ΨΓ\Γi,{Iv}v/∈Γi
|ψΓ〉

!
= GBi . 〈Ψ∂(Γ\Γi),{Iv}v/∈Γi

|ψ∂Γ〉 ∈ (H∂Γi)
∗ . (8.1.14)

The left-hand side is computed from the spin network Hilbert space that all information
can be encoded in spins and intertwiners, and holonomies are absent in the formulation.
But right-hand side is computed from the dual boundary Hilbert space keeping the GBi .
Here sign !

= is adopted to indicate the equivalence and notice the slight subtlety.
Of course, the subtlety can also be understood from spin network wave-function: the

holonomy is split in terms of group multiplication when the edge is cut. Then partial trace
removes one piecewise holonomy without integration. So HΓ and (H∂Γ)∗ perspectives are
entirely equivalent.
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The boundary holonomies do not affect the scalar product for (H∂Γi)
∗, thus they do not

change the Schmidt eigenvalues of the reduced density matrix. Indeed, from the viewpoint
of subsection 5.4.2, the GBi should be understood as a unitary transformation for (H∂Γi)

∗

for the whole sub-network Γi, i.e. GBi is a local unitary transformation associated to Γi.
Therefore, GBi can not affect the entanglement between spin sub-networks.

Proposition 8.1. Let ρΓ ∈ End
[
HΓ

]
be the density matrix for spin network Hilbert space

HΓ, which allows decomposition ρΓ =
∑

kWk|ψ(k)
Γ 〉〈ψ

(k)
Γ |. Since every |ψ(k)

Γ 〉 offers a bulk-
boundary map |ψ(k)

∂Γ 〉, then in the dual boundary Hilbert space (H∂Γ))
∗, the corresponding

density matrix 1is ρ∂Γ∗ =
∑

kWk|ψ(k)
∂Γ 〉〈ψ

(k)
∂Γ | ∈ End

[
(H∂Γ)∗

]
. The density matrices ρΓ

and ρ∂Γ∗ encode identical entanglement between spin sub-networks.

In fact, any bulk-boundary map for ∂Γ can be expressed by ‘gluing’
⋃
× bulk-boundary

maps associative with Γi,

|ψ∂Γ({ge}e∈Γo)〉 =
∑
{Iv}v∈Γi

CΓ([{Iv}v∈Γi ]i)
n⋃
×
i=1
G∂Γi . |Ψ∂Γi,{Iv}v∈Γi

({ge}e∈Γoi
)〉 . (8.1.15)

Here notation
⋃
× means gluing the sub-networks with boundary holonomies G∂Γi along

the interfacing edges. This is how we acquire a boundary state from a spin network state:
every vertex and its edges make up simplest open spin network, then bulk holonomies glue
these vertices together, and the rest of the open edges make up the boundary Hilbert space
(as illustrated in Fig.2.2). In this sense, bulk holonomies and spin-matching constraint
play as ‘glue’, and spin network wave-function then plays as ‘coarse-grainer’ that maps
these ‘glues’ to boundary edges. Moreover, this understanding can be applied to time-like
boundaries. We recommend that interested readers refer to [188].

The advantage of the viewpoint of dual boundary Hilbert is that we can coarse-grain
sub-networks. To see this, let us revisit partial trace Eq.(8.1.9), which requires computing
Eq.(8.1.11), but this time we compute it based on Eq.(8.1.15). Now, for any spin sub-
network, the scalar product can be computed via Eq.(5.4.15), i.e.,

〈φΓi |ψΓi〉 = 〈φ∂Γi |ψ∂Γi〉 = 〈φ∂Υi |ψ∂Υi〉 , (8.1.16)

where the left side is computed from spin sub-network Hilbert space H∂Γi , middle from
dual boundary Hilbert space (H∂Γi)

∗, and right side from loopy dual boundary Hilbert
space (H∂Υi)

∗.

Following the analysis, we coarse-grain spin sub-networks into loopy spin networks via
gauge-fixing. Given graph Γ and partition Γ =

⊔n
i=1 Γi, the coarse-grained graph Γ(R) is

obtained via gauge-fixing every Γi to make every Γi a loopy spin network Υi, then glue
Υi back and acquire the coarse-grained graph (e.g. Fig.8.2)

Γ(R) =
n⊔
i=1

Υi . (8.1.17)

1We use a ‘star’ sign ∗ to emphasize the density matrix associative with dual boundary Hilbert space,
also to reminder readers not to confuse it with the induced boundary density matrix ρ∂Γ in Chapter 6.
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The coarse-grained graph preserves the entanglement between spin sub-networks. In-
deed, one can understand the entanglement preservation from the statement in Proposi-
tion 5.4: gauge-fixing Γi amounts to implementing a local unitary transformation with
respect to (HBi)∗. In general, in Heisenberg picture,

|Ψ∂Γ,{Iv}({ge}e∈Γo)〉 =
∑
{Iui}

n⋃
×
i=1

([
UΥi

]Iui
{Iv}v∈Γi

◦ GBi . |Ψ∂Υi,Iui
({Ge}e∈Υoi

)〉

)

=
∑
{Iui}

 n∏
i=1

[
UΥi

]Iui
{Iv}v∈Γi

 ◦ ( n⋃
×
i=1
GBi . |Ψ∂Υi,Iui

({Ge}e∈Υoi
)〉
)
.

(8.1.18)

Here every UΥi represents channel transformation for loopy intertwiner in HΥ, and every
GBi represents boundary holonomies for H∂Γi . They do not change the boundary spins,
thus all spin-matching constraints hold. Every UΥi and GBi are local unitary transforma-
tion for respect (HBi)∗ so we factorize UΥi and keep GBi in gluing operation. Notably,
boundary holonomies on Bi never change the scalar products for HBi and (HBi)∗. We
then have transformation between density matrices:

ρ∂Γ∗ = U †B1
· · · U †Bn ρ∂Γ∗

(R)
UB1 · · · UBn . (8.1.19)

Again, every UBi is to be interpreted as a local unitary transformations with respect to
(HBi)∗. Therefore, the ρ∂Γ∗ and ρ∂Γ∗

(R)
carry equal spin network entanglement with respect

to the partition, since any entanglement measure is required to be invariant under local
unitary transformations according to Axioms 3.1 [137, 136, 138, 139, 134].

Result 8.2. Let E be any entanglement measure. Given a partition Γ =
⊔n
i=1 Γi. Let

Γ(R) =
⊔n
i=1 Υi be the coarse-grained graph for Γ where Υi are loopy graphs for respect Γi.

For any spin network state based on the Γ, the corresponding coarse-grained state based on
the Γ(R) is defined via gauge-fixing. Then for density matrix ρ∂Γ∗ and the corresponding
density matrix ρ∂Γ∗

(R)
for the coarse-grained state, the reduced density matrices ρ∂Γ∗i

and
ρ∂Υ∗i

are related by

ρ∂Γ∗i
= U †Bi ρ∂Υ∗i

UBi . (8.1.20)

Here UBi is unitary map for (HBi)∗. Moreover, ρ∂Γ∗ and ρ∂Γ∗
(R)

carry equal spin network
entanglement,

E [ρ∂Γ∗ ] = E [ρ∂Γ∗
(R)

] . (8.1.21)

Due to the Proposition 8.1, E [ρΓ] = E [ρΓ(R)
].

At the end of the day, we have shown that spin network entanglement admits to
be coarse-grained, thus one can study the entanglement by studying (loopy) intertwiner
entanglement on coarser graph.
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Figure 8.2: Illustrations for coarse-graining: from fine-graph to coarse-grained graph.
To consider the entanglement between the three dashed sub-networks (left side), we
coarse-grain every sub-networks via gauge-fixing such that they are represented by
loop graphs (middle). Then we glue them back (right side). The spin network entan-
glements on left side and right side are identical, i.e. the coarse-graining preserves

the spin network entanglement.

8.2 Coarse-graining: holonomy operators

One of the goals of this part is to show that the action of loop holonomy operator on
a graph can be exactly represented by the action on its coarse-grained graph, up to some
unitary transformations. We give the transformation rule for the two actions. Based on
that, we show that the loop holonomy dynamics of spin network entanglement can be
studied exactly from the coarse-grained graph.

8.2.1 The transformation between holonomy operators based on
finer and coarser graph

Coarse-graining the loop W is done by keeping the edges that are not coarse-grained,
then by gluing them into loop to be referred to W(R), e.g. Fig.8.3.

Two trivial situations are not to be considered: (i) W is completely isolated in certain
Γi. (ii) Trivial coarse-graining W(R) = W .

According to Proposition 7.1, the evolution on these loopy spin sub-networks {Υi} is
determined by the bouquet spins and the spins on the loop edges. So the transition matrix
Z (7.1.8) can be obtained by studying the type of particular graphs that the bouquet spins
are represented by boundary spins, such as Fig.8.3.

Now consider two evolutions: (a) Evolution |ψΓ〉 → |ψΓ(t)〉 generated by loop holon-
omy operator acting on W ⊂ Γ. (b) Evolution |ψΓ(R)

〉 → |ψΓ(R)
(t)〉 generated by loop

holonomy operator action on W(R) ⊂ Γ(R). Then we arrive at the following result:

Result 8.3. Suppose the oriented loop W [v1
e1→ · · · ep−1→ vp

ep→ v1] is partitioned by n sub-
networks {Γi}ni=1, i.e. W =

⊔n
i=1 Wi where Wi ⊂ Γi. For every Γi, we relabel the bouquet

spins jα and bulk spins kα along the Wi and denote them by

{j(i)
α } ≡ {j

(i)
1 , · · · , j(i)

pi
} , {k(i)

α } ≡ {k
(i)
0 , k

(i)
1 , · · · , k(i)

pi
} = {ko(i)α } t {k∂(i)

α }
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Figure 8.3: The sub-networks Γ1 and Γ2 are coarse-grained to Υ1 and Υ2 for Γ(R) via
gauge-fixing along the maximal trees T1 and T2 (green). The W and coarse-grained

loop W(R) are colored in blue.

with the implicit convention k(i)
pi = k

(i+1)
0 due to the spin-matching constraint, where

{ko(i)α } ≡ {k
(i)
1 , · · · , k(i)

pi−1} , {k∂(i)
α } ≡ {k

(i)
0 , k(i)

pi
} ,

because {ko(i)α } are bulk spins for Γi, and {k∂(i)
α } are part of boundary spins for Γi. Spins

{j(i)
α , k

∂(i)
α } define cluster intertwiners

Iui ∈ InvSU(2)

[
V
k

(i)
0
⊗ V

k
(i)
pi

⊗
pi⊗
α=1

Vjα
]
. (8.2.1)

Now the cluster intertwiner is labeled by {j(i)
α , k

(i)
α }, and recoupling spins {j(i)

α , k
∂(i)
α } leads

to the representation UΥi : HΥi −→ HΥi for channel transformation:[
U{j

(i)
α ,k

∂(i)
α }

Υi

]Ioui
{ko(i)α } = 〈ΨΥi,Iui

|Ψ
Υi,{j

(i)
α ,k

(i)
α }
〉 . (8.2.2)

Here Iui = {j(i)
α , k

∂(i)
α }∪Ioui equivalently labels the cluster intertwiner {j(i)

α , k
(i)
α } (illustrated

as Fig.8.4). Tensoring representations leads to[
UΓ(R)

]{Iu}
{jα,kα}

=
n∏
i=1

[
U{j

(i)
α ,k

∂(i)
α }

Υi

]Ioui
{ko(i)α } . (8.2.3)

Then the transition matrices based on Γ and Γ(R) satisfy[
Z(Γ)χ` .W

]{Jα,Kα}
{jα,kα}

=
∑
{Ioui}

∑
{Ĩoui}

[
UΓ(R)

]{Ĩui}
{Jα,Kα}

[
Z(Γ(R))χ` .W(R)

]{Ĩui}
{Iui}[

UΓ(R)

]{Iui}
{jα,kα}

p∏
α=1

δJαjα , (8.2.4)

where Iui = {j(i)
α , k

∂(i)
α }∪Ioui and Ĩui = {J (i)

α , K
∂(i)
α }∪ Ĩoui, and the transition matrix Z(Γ(R))

is given by[
Z(Γ(R))χ` .W(R)

]{Ĩu}
{Iu}
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Figure 8.4: The illustration for recoupling spins to acquire cluster intertwiner Iui .

=

∫ ∏
e∈W(R)

dge ∂〈Ψ∂Γ(R),{Ĩu}({ge}e∈W(R)
)|χ`(GW(R)

)|Ψ∂Γ(R),{Iu}({ge}e∈W(R)
)〉∂ . (8.2.5)

The proof of the proposition is in Appendix C. One can refer to Fig.8.4 and Fig.8.5
for the outline of the proof. In Fig.8.5, the unitary map UB for dual boundary Hilbert
space is implemented by first gauge-fixing the holonomy along eα+1 such that the holonomy
operator acts trivially on eα+1, then gluing two bouquet edges and switching channel. Thus
the eα+1 is coarse-grained, so it is unseen when the holonomy operator is implemented.

Particularly, a direct corollary of Result 8.3, is that we can compute expectations
Eq.(7.2.26) 〈χ̂2

` .W 〉 and Eq.(7.2.27) 〈χ̂` .W 〉 from loopy spin network.
Now that we can see, the exponential evolution that is generated by loop holonomy

operator χ̂` .W on Γ, is related to the exponential evolution that is generated by loop
holonomy operator χ̂` .W (R) on Γ(R) via the following transformation:

exp
[
−it Z(Γ)χ` .W

]
= U †Υ1

· · · U †Υn exp

[
−it Z(Γ(R))χ` .W(R)

]
UΥ1 · · · UΥn . (8.2.6)

Every UΥi is a unitary transformation for internal space of intertwiner at ui, thus they do
not affect the spin-matching constraints between interfacing edges. Instead, they are to
be interpreted as local unitary transformations at ui, i.e., these unitary transformations
do not affect spin entanglement. Indeed, following transformation Eq.(8.1.19), the density
matrix ρ∂Γ∗ ’s evolution is now given by

ρ∂Γ∗(t) =U †B1
· · · U †Bn ρ∂Γ∗

(R)
(t)UB1 · · · UBn , (8.2.7)

ρ∂Γ∗
(R)

(t) = exp

[
−i(t− t0)Z(Γ)χ` .W(R)

]
ρ∂Γ∗

(R)
(t0) exp

[
i(t− t0)Z(Γ)χ` .W(R)

]
. (8.2.8)

Partial tracing ρΓ over sub-networks Γ\Γi is equivalent to partial tracing ρ∂Γ∗ over (HBci )
∗

where Bci ≡ ∂(Γ \ Γi). It leads to the reduced density matrix for (HBi)∗,

ρ∂Γ∗i
(t) = Tr(HBc

i
)∗

[
ρ∂Γ∗(t)

]
= U †Bi ρ∂Υ∗i

(t)UBi . (8.2.9)
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Figure 8.5: The illustration for unitary transformation on loop holonomy operator:
on the left-hand side one is able to gauge fix the holonomy associated to spin kα+1

into I, then implement channel transformation UB in order to coarse-grain kα+1.

Therefore, the reduced density matrices ρ∂Γ∗i
(t) and ρ∂Υ∗i

(t) are equivalent up to a unitary
transformation for dual boundary Hilbert space (HBi)∗.

Result 8.4. Given a partition Γ =
⊔n
i=1 Γi, and an oriented loop W on Γ. Let the coarse-

grained graph for Γ be Γ(R) =
⊔n
i=1 Υi where Υi are loopy graphs for respect Γi, and the

coarse-grained loop W(R) for W on Γ(R). Let E be any entanglement measure. Consider
evolutions generated by loop holonomy operators χ̂` .W and the corresponding χ̂` .W(R)

.
Then the evolution of spin network entanglement between Γi is identical to the evolution
of intertwiner entanglement between Υi, i.e.,

E [ρΓ(t)] = E [ρΓ(R)
(t)] . (8.2.10)

At the end of the day, we have shown that the evolution of spin network entangle-
ment admits to be coarse-grained at least for the evolution generated by loop holonomy
operator, thus one can study the evolution of entanglement from coarse-grained graph.

8.3 Examples

We would like to conclude this chapter with explicit examples of spin network entan-
glement coarse-graining.

8.3.1 Triangle graph

We consider the holonomy operator acting on the loop of triangle graph Fig.8.6. We
compute explicitly the bipartite entanglement between HA and HB ⊗HC . Then we show
that the bipartite entanglement can be studied from coarse-grained graph.

Start with an initial spin network basis state |Ψtri,{ji,ki}〉 = |j1, k1, k3〉A⊗|j2, k2, k1〉B⊗
|j3, k3, k2〉C , as the case studied in Chapter 7,

χ̂` :
3⊗
i=1

InvSU(2)

(
Vji ⊗ Vki ⊗ Vki−1

)
→
⊕
{Ki}

3⊗
i=1

InvSU(2)

(
Vji ⊗ VKi ⊗ VKi−1

)
.

Now we concern the bipartition HA ⊗ HB ⊗ HB, as what we have done in there, the
transition matrix Z, reduced density matrix ρtriA(t), and its eigenvalues are given by
Eq.(7.4.3), Eq.(7.4.4) and Eq.(7.4.5) respectively.
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Figure 8.6: Coarse-graining triangle graph to candy graph.

Now we look at the entanglement excitation on the coarse-grained graph. For biparti-
tionHA andHB⊗HC , we gauge fix g2 → I, then contract vertices B,C along e2, acquiring
a 4-valent vertex with spins j2, j3, k1, k3 as Fig.8.6. The spin network coarse-grained state
from the triangle graph to the candy graph is given by

|ψtc,{ji,ki}〉 = |j1, k1, k3〉A ⊗
∑
j23

Uk2,j23

{j,k}B′
|{j2, j3, k3, k1}, j23〉B′ . (8.3.1)

As initial spin network state associated to the triangle graph, the initial spin network
state |ψtc,{ji,ki}〉 associated to the coarse-grained graph is a product state. But the later
is not a spin network basis state. The intertwiner at B′ is a superposition of basis states
|{j2, j3, k3, k1}, j23〉B′ with respect to internal spin j23. The unitary matrix

Uk2,j23

{j,k}B′
= (−1)2k2+k3−k1+j2+j3

√
(2k2 + 1)(2j23 + 1)

{
j2 j3 j23

k3 k1 k2

}
(8.3.2)

is account for the channel transformation, and the matrix elements are all real numbers,
and the unitarity is verified by the orthogonality of 6j-symbols,∑

j23

Uk2,j23

{j,k}B′
U k̃2,j23

{j,k}B′
=
∑
j23

√
(2k2 + 1)(2k̃2 + 1)(2j23 + 1)

{
j2 j3 j23

k3 k1 k2

}{
j2 j3 j23

k3 k1 k̃2

}
=δk2k̃2

. (8.3.3)

The unitarity requires the two U having same {j, k} labeling since they are external labels
for the intertwiner. On the other hand, the k2, j23 are internal labels for the intertwiner,
so we also have ∑

k2

Uk2,j23

{j,k}B′
Uk2 ,̃j23

{j,k}B′
= δj23j̃23

. (8.3.4)

The unitary map UB′ links the transition matrices Z(tri) and Z(tc),

[Z(tri)`]
{ji,Ki}

{ji,ki} =
∑
j23,J23

UK2,J23

{j,K}B′
[Z(tc)`]

j1,J23,K1,K3

j1,j23,k1,k3
Uk2,j23

{j,k}B′
, (8.3.5)

where the transition matrix for Z(tc) is given by

[Z(tc)`]
J1,J23,K1,K3

j1,j23,k1,k3
=(−1)j1+j23+K1+k1+K3+k3+2`

{
j1 k1 k3

` K3 K1

}{
j23 k1 k3

` K3 K1

}
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×
√

(2k1 + 1)(2K1 + 1)(2k3 + 1)(2K3 + 1)δj1J1δj23J23 .
(8.3.6)

Explicitly, the transformation is expressed in terms of 6j-symbols:

(−1)
∑3
i=1(ji+ki+Ki+`)

{
j1 k1 k3

` K3 K1

}{
j2 k2 k1

` K1 K2

}{
j3 k3 k2

` K2 K3

}

=
∑
j23

(−1)2`+j1+j23+2K1+2k3+2k2−2K2(2j23 + 1)

{
j2 j3 j23

K3 K1 K2

}{
j1 k1 k3

` K3 K1

}

×

{
j23 k1 k3

` K3 K1

}{
j2 j3 j23

k3 k1 k2

}
. (8.3.7)

This is a manifestation of Result 8.3, describing the holonomy operator coarse-graining in
the triangle graph. Similar to what we have done for Eq.(7.3.17), this identity is related
to Biedenharn-Elliot identity.

Let us compute the Schmidt eigenvalues from |ψtc,{ji,ki}〉. Similarly, starting with
initial coarse-grained spin network state |ψtc,{ji,ki}〉 as Eq.(8.3.1), we consider the evolution
generated by the loop holonomy operator χ̂`,

χ̂` : InvSU(2)

(
Vj1 ⊗ Vk1 ⊗ Vk3

)
⊗ InvSU(2)

(
Vj2 ⊗ Vj3 ⊗ Vk3 ⊗ Vk1

)
→
⊕
K1,K3

InvSU(2)

(
Vj1 ⊗ VK1 ⊗ VK3

)
⊗ InvSU(2)

(
Vj2 ⊗ Vj3 ⊗ VK3 ⊗ VK1

)
.

Following the same logic in bipartition in the triangle graph. Readers should notice that
notation |Ψtc,{ji,Ki}〉 ≡ |Ψsc,{ji,K1,k2,K3}〉, i.e. the spin k2 is now fixed under the action of χ̂`
on the candy graph. The transition matrix is given by Eq.(8.3.6), and the normalization
factor Ntc,{ji,ki}(`, t) = Ntri,{ji,ki}(`, t) due to Eq.(8.3.7).

Repeat the same procedure on spin network state |Ψtc,{ji,ki}〉, as what we have done
for Eq.(7.4.5), then we obtain the eigenvalues of ρtcA(t) read as

λρtcA [K1, K3]

= δK1
k1
δK3
k3

(
1− t2

∑
j23

(−1)2`+j1+j23+2k1+2k3(2j23 + 1)

{
j2 j3 j23

K3 K1 K2

}{
j1 k1 k3

` K3 K1

}

×

{
j23 k1 k3

` K3 K1

}{
j2 j3 j23

k3 k1 k2

})
+ t2

∑
j23

{
j23 j2 j3

k2 k3 k1

}2{
j1 k1 k3

` K3 K1

}2

×

{
j23 k1 k3

` K3 K1

}2 3∏
i=1

(2ki + 1)(2K1 + 1)(2K3 + 1)(2j23 + 1)

)
+O(t4) . (8.3.8)

One can compare the eigenvalue with Eq.(7.4.5), and verify λρtriA [K1, K3] = λρtcA [K1, K3]
by Eq.(8.3.7). Hence the entanglement excitation is preserved under the coarse-graining.
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8.3.2 Square graph

This subsection looks at the holonomy operator acting on the loop of square graph
Fig.8.7. We compute explicitly the bipartite entanglement between Γ1 and Γ2 where Γ1

comprises vertices A,D and their adjacent edges, Γ2 comprises vertices B,C and their
adjacent edges. Then we show that the bipartite entanglement can be studied by its
coarse-grained graph as Fig.8.7. In fact, similar to the previous case, it is enough to check
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Figure 8.7: Coarse-graining square graph to candy graph.

the transformation between representations of holonomy operator on the square graph
and the candy graph (coarse-grained graph of the former).

Considering bipartition HA ⊗ HD and HB ⊗ HC , we gauge fix g2 → I and g4 → I,
then contract vertices A,D along e4 and vertices B,C along e2, to acquire two 4-valent
vertices with respect spins j1, j4, k1, k3 and j2, j3, k1, k3 as Fig.8.7. The coarse-grained spin
network state from the square graph is given by

|ψsc,{ji,ki}〉 =
∑
j14

Uk4,j14

{j,k}A′
|{j1, j4, k1, k3}, j14〉A′ ⊗

∑
j23

Uk2,j23

{j,k}B′
|{j2, j3, k2, k3}, j23〉B′ . (8.3.9)

It has intertwiner superposition for HA′ and HB′ with respect to internal spins j14 and j23.
The |{j1, j4, k1, k3}, j14〉A′ and |{j2, j3, k2, k3}, j23〉B′ are intertwiners for the two respect 4-
valent vertices A′ and B′, and Uk4,j14

{j,k}A′
and Uk2,j23

{j,k}B′
are unitary transformations for respect

HA′ and HB′ ,

Uk4,j14

{j,k}A′
=(−1)2k4+k1−k3+j1+j4

√
(2k4 + 1)(2j14 + 1)

{
j1 j4 j14

k3 k1 k4

}
,

Uk2,j23

{j,k}B′
=(−1)2k2+k3−k1+j2+j3

√
(2k2 + 1)(2j23 + 1)

{
j2 j3 j23

k3 k1 k2

}
.

(8.3.10)

They are real numbers. The unitarity of Uk4,j14

{j,k}A′
and Uk2,j23

{j,k}B′
are verified by the orthogo-
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nality of 6j-symbols,

∑
j14

Uk4,j14

{j,k}A′
U k̃4,j14

{j,k}A′
=
∑
j14

√
(2k4 + 1)(2k̃4 + 1)(2j14 + 1)

{
j1 j4 j14

k3 k1 k4

}{
j1 j4 j14

k3 k1 k̃4

}
=δk4k̃4

,∑
j23

Uk2,j23

{j,k}B′
U k̃2,j23

{j,k}B′
=
∑
j23

√
(2k2 + 1)(2k̃2 + 1)(2j23 + 1)

{
j2 j3 j23

k3 k1 k2

}{
j2 j3 j23

k3 k1 k̃2

}
=δk2k̃2

.
(8.3.11)

As Eq.(8.3.4), the unitarity requires the two U having same {j, k} and for the internal
labels, ∑

k4

Uk4,j14

{j,k}A′
Uk4 ,̃j14

{j,k}A′
= δj14j̃14

,
∑
k2

Uk2,j23

{j,k}B′
Uk2 ,̃j23

{j,k}B′
= δj23j̃23

. (8.3.12)

The unitary transformations UA′ and UB′ link the transition matrices Z(squ) and Z(sc),

[Z(squ)`]
{ji,Ki}

{ji,ki} =
∑
j14

∑
j23

UK4,j14

{j,K}A′
UK2,j23

{j,K}B′
[Z(sc)`]

j14,j23,K1,K3

j14,j23,k1,k3
Uk4,j14

{j,k}A′
Uk2,j23

{j,k}B′
,

(8.3.13)
where the transition matrix for Z(sc) is given by

[Z(sc)`]
J14,J23,K1,K3

j14,j23,k1,k3
=(−1)j14+j23+K1+k1+K3+k3+2`

{
j14 k1 k3

` K3 K1

}{
j23 k1 k3

` K3 K1

}
×
√

(2k1 + 1)(2K1 + 1)(2k3 + 1)(2K3 + 1)δJ14j14δJ23j23 ,
(8.3.14)

or explicitly, the transformation is expressed as below identity in terms of 6j-symbols:

(−1)
∑4
i=1(ji+ki+Ki+`)

{
j1 k1 k4

` K4 K1

}{
j2 k2 k1

` K1 K2

}{
j3 k3 k2

` K2 K3

}{
j4 k4 k3

` K3 K4

}

=
∑
j14

∑
j23

(−1)j14+j23+k1+K1+k3+K3+2`+2k2+2k4−2K2−2K4(2j14 + 1)(2j23 + 1)

{
j1 j4 j14

K3 K1 K4

}

×

{
j2 j3 j23

K3 K1 K2

}{
j14 k1 k3

` K3 K1

}{
j23 k1 k3

` K3 K1

}{
j1 j4 j14

k3 k1 k4

}{
j2 j3 j23

k3 k1 k2

}
.

(8.3.15)

This is a manifestation of Result 8.3 in the case of square graph. Following the same
logic as done in triangle graph, we know that the entanglement is preserved under the
coarse-graining.



Chapter 8. Spin Network Entanglement: Coarse-graining 175

>
j1

<
j2

>

kb

>

ka
j3

•
B

•
C

•A

(a) Holonomy operator acts along path
j1 → ka → j2 or path j1 → kb → j2.

j3

j1

•

j2

•A
B′

kb

j3

j1

•

j2

•A
B′

ka

(b) The coarse-grained graphs for path
choices. Now the path dependency is re-

flected on the spin of self-loop.

Figure 8.8: The illustration for holonomy operator’s path-dependency. The path-
dependency can be converted to spin-dependency via coarse-graining method.

8.3.3 Path-dependency on simplest two-loop graph

This subsection considers an example that appears as a different manner. We act
holonomy operator on the graph Fig.8.8a either along path j1 → ka → j2 or path j1 →
kb → j2. We look at the bipartite entanglement between HA and HB ⊗HC . We show the
entanglement excitation’s dependency on the choices of path along which the holonomy
operator acts. We also study the path-dependency from coarse-grained graph, which
allows us to convert the path-dependency in the case to the spin-dependency of self-loop.

For the sake of simplicity, we consider a simple spin network with spins ka = 1, kb = 1
2

and j1 = j2 = 1
2
, j3 = 1, and set loop holonomy spin ` = 1

2
.

Look at the holonomy acting along the path j1 → ka → j2. The spin network state
can be labeled by spin-shifting |j1j2Kakb〉 ≡ |j1j2Ka〉a, since spin kb is fixed as holonomy
acting along the path. Note that j1 and j2 can not be shifted as spin-0 at the same time.
The shorthand of the initial state is |1

2
1
2
1〉a. Following the same way presented in Section

7.4, the truncated state of exponential evolution (up to 2nd-order) reads,

|ψa(t)〉 =(1− 7

18
t2)|1

2

1

2
1〉a +

it

2
√

3
|01

1

2
〉a +

it

2
√

3
|10

1
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√
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√
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(8.3.16)

Likewise, look at the action acting along the path j1 → kb → j2. The spin network state
can be labeled by spin-shifting |j1j2kaKb〉 ≡ |j1j2Kb〉b, for the same reason that acting on
the path does not change the spin ka. The shorthand of the initial state is |1

2
1
2

1
2
〉b, the

truncated state of exponential evolution (up to 2nd-order) reads,

|ψb(t)〉 =
1− 13t2
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Via partial tracing over HB ⊗HC , it is straightforward to compute the linear entropy up
to 2nd-order of t, and it is easy to see the path-dependency,

Slin(ρaA) =
7t2

9
+O(t3) , (8.3.18)

Slin(ρbA) =
26t2

27
+O(t3) . (8.3.19)

The linear entanglement entropy can also be derived from the coarse-grained graph as
Fig.8.8b. The coarse-grained graph shows that a loopy vertex affects the transition matrix
through bouquet spin recoupling at vertex B′. In this sense, the information regarding
the path is coarse-grained into the information of the 4-valent vertex B′, reflected on the
self-loop spin attached to B′. Hence the path-dependency is translated into the spin-
dependency on the self-loop. The different entanglement excitations are interpreted by
different local curvature excitations carried by the loop-spin.
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This chapter explores the spin entanglement coarse-graining at the kinematical level,
and its entanglement evolution under the action of loop holonomy operator. To be more
specific, given a graph, we study the entanglement between its subgraphs defined by a
partition. Then we show that the entanglement can be exactly reflected upon the coarse-
grained graph where each subgraph is represented by a loop spin network (one vertex
plus some edges). In this sense, we claim that spin network entanglement is preserved
under coarse-graining (via gauge-fixing), as presented in Result 8.2. Furthermore, we show
that the spine network preservation holds under the action of loop holonomy operator,
namely, the evolution of spin network entanglement associated with the graph can be,
again, exactly reflected upon the coarse-grained graph, as presented in Result 8.4. In this
sense, spin network entanglement is perfectly preserved under the coarse-graining.

Here the key is the transformation between representations of holonomy operator on
the graph and the coarse-grained graph, respectively. We present it in the Result 8.3.
At the technical level, we utilize the point of view of bulk-boundary map in Chapter 5,
especially the content in Section 5.4.2, i.e. understanding coarse-graining as local unitary
transformation for dual boundary Hilbert space. Then the coarse-graining (via gauge-
fixing) plays a double-role: (1) to build the relation between the spin network states
based on graph and the coarse-grained graph; (2) to build the transformation between
the holonomy operators on the graph and on the coarse-grained graph. More important,
the coarse-graining is a unitary transformation defined locally with respect to the dual
boundary Hilbert space associated with the subgraph. Hence the conclusion is univer-
sal for any entanglement measure, according to the requirement that any entanglement
measure should be invariant under local unitary transformation.

We wish to shed light on the quantum gravity degrees of freedom. The coarse-graining
feature of spin network entanglement implies that the graphical degrees of freedom can
be considerably reduced.

On the other hand, the coarse-graining feature emphasizes the degrees of freedom
related to interfacing edges and self-loops. More precisely, the entanglement between spin
sub-networks is exactly reflected in the entanglement between loopy spin sub-networks to
which coarse-graining gives rise. Every loopy sub-network is made up of a single vertex
plus boundary edges and self-loops (resulting from gauge-fixing). The bulk topology is
reflected in the number of self-loops. Thus for spin network entanglement, the intertwiner
at the single vertex encodes all the information about the sub-graph, associated with
boundary spins and self-loop spins via recoupling. As already known, the spin along the
self-loop reflects the loop curvature at the node. Thus, according to the coarse-graining
approach, we can claim that entanglement gets reflected in the averaging curvature with
respect to the subregion.

Following the coarse-graining feature of spin network entanglement, we can consider a
simple situation: starting with a closed spin network and partitioning it into a bipartite
system, we then ask for the maximal entanglement entropy between the subsystems. In
line with our result, the entanglement entropy can be studied on the coarse-grained graph
with two loopy vertices, say u and v. Then the maximal entanglement entropy has a
bound, which is determined by the minor dimension of the two loopy intertwiner spaces.
Say N is the number of interfacing edges, and u is the loopy vertex with the number L of
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self-loops. Suppose that the intertwiner space associated with u has a minor dimension.
Then the maximal entanglement entropy could be converted to a U(N + 2L) problem
about computing dimension [173]. In particular, if one further assumes BF dynamics
as considered in [44] such that the self-loops could be removed at all, then it becomes
a 2-vertex model with L = 0 [203, 211]. In this case, it is likely to see the maximal
entanglement entropy in accord with the area-entropy law at a certain limit [173].

Moreover, we extended the result in the previous chapter in some sense. We can
reverse the coarse-graining approach: given a spin network where vertices typically have
high valency. Then we can refine the graph by unfolding the high-valent vertices (as
Fig.2.1b) such that a high-valent vertex is represented by a subgraph where all vertices
are trivalent. According to the coarse-graining approach, the entanglement on a coarser
spin network (typical high-valency) gets reflected in the entanglement on the finer spin
network (trivalency). That is, we reverse the application of the coarse-graining approach
such that we can compute the entanglement for a high-valency graph.

Furthermore, we wish this chapter shed light on non-local degrees of freedom in loop
quantum gravity. Further works will investigate the various operators in loop quantum
gravity, especially taking the full dynamics of loop quantum gravity into account. We
want to characterize them in the sense of correlations and entanglement, i.e., whether the
evolution generated by an operator is preserved under coarse-graining or not. It could
help guide a deeper understanding of dynamics and formulate the precise mathematical
framework for holography and renormalization flows in loop quantum gravity.





Conclusion

The studies of bulk-to-boundary relation and entanglement in the context of loop
quantum gravity are the two cores of the thesis. The two cores aim at orbiting around
the central topics of the field of quantum gravity, the problem of localization, and the
implication of boundaries or holography. They are two interlacing issues worth to be
understood deeply. The problem of localization requires that the physical operators should
be defined relationally, and the implication of boundaries requires that the formulation of
theory should be presented quasi-locally.

A number of topics of equal importance are involved more or less to the two: the topic
of coarse-graining, which amounts to the transition from microscopic scale to macroscopic
scale; the topic of the semi-classical regime, which amounts to recovering the classical
continuum general relativity; the topic of emergence, which amounts to defining geometry
from entanglement and correlation, or revealing diverse phenomena from complex relations
and connectivity.

It is very likely to envision and prospect the exploration of quantum gravity accom-
panied by the development of quantum information. Indeed, this is not a new story and
is still going forwards. Many works and progress have been made in the last decade.
Although we are still far from achieving and understanding everything from diversity and
connectivity in the sense of developing theoretical science, the endeavors are deserved
and worth it. Instead of extracting knowledge from an axiomatic system, we are facing a
partial theory of quantum gravity. Our principal motivation is to shed some light on what
the full theory of quantum gravity should look like and which ingrained notions should
be relaxed. Indeed, we are advocating a coherent approach to these interlacing topics.

The main goal of my work was two-fold: (a) to establish a quasi-local formulation for
loop quantum gravity to explore holography and renormalization flows in the future; (b)
to reconstruct quantum geometry in the formulation of quantum information theory to
explore physical relevant operators in the context of full loop quantum gravity dynamics.
We hope the work can provide some hints for further works, and uncover the physical
picture of quantum gravity, reveal quantum gravity phenomenology from the point of
view of emergence.

The working philosophy in this thesis was to build bulk-to-boundary relation in the
formulation of quantum information theory, and vice versa, to exploit quantum informa-
tion concepts on the bulk-to-boundary relation in the context of loop quantum gravity.
As presented in Chapter 5, considering the potential holographic behavior of loop quan-
tum gravity, we introduced explicit 2d boundaries to the 3d space, i.e., spacetime corners.
This 2d boundary admits a Hilbert space of boundary states, understood as quantum

180



Conclusion 181

boundary conditions.
Then loop quantum gravity’s spin network states for the bulk geometry become what

we call bulk-boundary maps. In this perspective, spin networks are understood as maps
sending bulk data to boundary Hilbert space. This resembles the categorical viewpoint:
spin networks are promoted to morphisms from objects, and morphisms are promoted in
a higher algebraic structure. Bulk wave-functions can be interpreted as quantum circuits
acting on the boundary states. Then we define dual boundary Hilbert space by equipping
the scalar product of spin network Hilbert space where spin network wave-functions (linear
forms) are vectors of the dual space. The idea follows the definition of diffeomorphism
invariant Hilbert space.

In some sense, bulk-to-boundary relation is a coarse-graining procedure: it makes bulk
information reflected on the boundary, transmitting information but with the possibility of
losing some information. Hence our work can be understood as working on coarse-graining
procedures. We study two kinds of coarse-graining procedures, and both procedures reflect
information in a quasi-local way reducing the graphic information of spin networks.

To be specific, let me sum up the work through the line of coarse-graining procedures.
The first coarse-graining procedure explored in the work is presented in Section 5.2.

It defines by gauge-fixing bulk holonomies, reflecting bulk information on self-loops and
boundary holonomies. Two remarks are presented. One is stated that: the configuration of
flat holonomies is always a stationary point for the bulk probability function (Proposition
5.2). A potential meaning from the remark is that the Ponzano-Regge model could be
seen as being a stationary configuration in extended topological quantum field theory.
Another is stated that the coarse-graining via gauge-fixing is a unitary map with respect
to dual boundary Hilbert space (Proposition 5.4), and we will exploit the remark in later
chapters.

The following consequences of the coarse-graining via gauge-fixing are present in Chap-
ter 7 and Chapter 8. In Chapter 7 we studied the unitary evolution generated by holonomy
operator on an initial state given by a spin network basis state. Such an initial state has
fixed spins and intertwiners, thus it is a separable state carrying no entanglement. The
evolution will naturally create entanglement between the vertices of the spin network and
our goal was to compute the excitation of entanglement due to the holonomy operator.
The holonomy around a loop is a discretized version of gauge curvature, leading to a
relation between excitations of the geometry - “quanta of curvature” - and excitations of
the information -multipartite entanglement- over spin network basis states. This fits in
the larger program of interpreting and reconstructing the quantum geometry of spacetime
from quantum information concepts. Our main Result 7.9 was to show that the second
order derivative is simply given by the dispersion of the holonomy operator, which can
in turn, be computed from the probability distribution of the “closure defect” around the
loop (i.e., the total spin recoupling the spins of all the edges attached to the loop).

In Chapter 8, we generalized this approach to the cases in which spin networks are
partitioned into subgraphs, each comprising a multiple number of nodes. The partition
defines boundaries between these subgraphs. Then we implement the procedure of coarse-
graining via gauge-fixing. One main results are Result 8.2 at a purely kinematical level,
stating that spin network entanglement on a graph can get reflected on its coarse-grained
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graph where a loopy spin network represents each subgraph, and Result 8.4 stating that
the coarse-graining approach can be generalized to the situation where the evolution is
generated by loop holonomy operator, namely, the evolution of spin network entangle-
ment still gets reflected on the coarse-grained graph. Following the logic, we are able
to say that, we extended the result in Chapter 7. We can reverse the coarse-graining
approach: given a spin network where vertices typically have high-valency, then we can
study the entanglement on finer spin network (lower-valency) which is equivalent to the
entanglement on coarser spin network (higher-valency).

Since holonomy operators are the basic building blocks of the Hamiltonian dynamics
of loop quantum gravity, the two chapters gave a first hint of the dynamics of the quantum
information carried by spin network states. Further exploration would be stepped into the
issue of loop quantum gravity’s Hamiltonian dynamics. Even though the understanding
of the Hamiltonian dynamics still needs to be improved, we hope the works done here
to provide an information-theoretic guide toward the complete description of dynamics.
Eventually, we wish shed light on the question of the quantum gravity degrees of freedom,
and understand loop quantum gravity in a holographic viewpoint, at least in the sense of
quantum entanglement and correlations.

The second coarse-graining procedure studied in the thesis is presented in Chapter
6, following the perspective of the previous chapter 5. The coarse-graining procedure
is defined via trace over bulk data - bulk holonomies, then obtain a density matrix for
the boundary states. This boundary density matrix encodes all that we can know about
the quantum state of geometry from probing the boundary if we do not have access to
any bulk observable. Our main result, presented in Result 6.2, is proof that any gauge-
covariant boundary density matrix can be induced from a pure spin network state whose
bulk graph comprises a single vertex and a single loop. In quantum information, this
universal reconstruction process purifies arbitrary mixed boundary states into pure bulk
states. Since such a boundary density matrix can correspond to various bulk states, a
relevant question to the non-uniqueness of purification is whether different bulk states
could be seen as physically equivalent under to-be-determined gauge transformations.

From a quantum information-theoretic perspective, this bulk-to-boundary coarse-graining
via tracing-bulk defines a quantum reference frame à la SU(2)-twirling operation and
obtains a SU(2)-invariant density matrix, which is, typically, a mixed state because of
randomization over unitary transformations. We can envisage, similar to what is done in
chapter 8, that the spin sub-networks subordinated to a certain entire spin network can be
coarse-grained via tracing-bulk, respectively. It defines a coarse-grained graph, and there
is no self-loop associated with coarse-grained vertices. In some sense, the coarse-grained
graph now presents as a network with respect to quantum reference frames, and we hope
this picture can clarify the notion of reference frames from a quantum view.

Furthermore, a more ambitious hope is to tackle the spin network dynamics and refor-
mulate it in light of the bulk-boundary relation. This means projecting the bulk dynamics
onto the boundary and expressing evolution in terms of boundary evolution operators.
Loop quantum gravity’s boundary dynamics would then read in terms of completely
positive maps (CP map), admitting an operator-sum representation in terms of Kraus
operators {Ek, k = 1, 2, · · · }, which leave invariant the trace of quantum states. We wish
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to describe boundary evolution and measurements in loop quantum gravity in terms of
CPTP maps, taking Kraus operators as representations for boundary dynamics.

Through all, the further goal is to investigate in depth the implementation of the
holographic principle in loop quantum gravity in the context of full loop quantum gravity
dynamics and move forward in the study of the coarse-graining procedures of the theory
and its renormalization flows from the Planck scale to the macroscopic scale. More-
over, exploring the complete set of physical operators that can be reconstructed from the
boundary is meaningful. Applying quantum information theory will likely be beneficial
in developing and establishing the operator-reconstruction program.

Although we have reached the end of my thesis, there are still plenty of work to be
done regarding the work I have presented here: the relation between boundary entangle-
ment and bulk entanglement, the consistency between various proposals of Hamiltonian
constraint operator, the ability of reconstruction from the boundary, the quantum opera-
tional boundary dynamics, the topological entanglement in loop quantum gravity or spin
foam, the entanglement in Newtonian gravity and general relativity, etc. It is still a long
journey of mathematics, physics, and excitement.





Appendix A

Examples of entanglement evolution

A.1 Time-dependent Bell state

Let |Ψ(t)〉 = cos t|00〉 + sin t|11〉. The Hermitian operator in the case has matrix

representation Ĥ =

(
0 −i
i 0

)
with respect to basis {|00〉, |11〉}. This bipartite state

initiates with the unentangled state |00〉. Within t ∈ [0, π/4), the |Φ(t)〉 is chosen as |00〉,
while within t ∈ (π/4, 3π/4), the |Φ(t)〉 is chosen as |11〉. At the instant t = π/4, there
is ambiguity to define the unique |Φ(t)〉. Also, the |Φ(t)〉 is discontinuous at t = π/4.
However, the maximal projection |〈Φ(t)|Ψ(t)〉|2 is still differentiable along t → s+ and
t → s− where s+ stands for approaching from t > s and s− for approaching from t < s
(the left and right derivative could be different).

A.2 Black hole evaporation toy model

We give another simple example whose maximal projection |〈Φ(t)|Ψ(t)〉|2 is also dif-
ferentiable. Consider a two particles system with the Hamiltonian Ĥ = i(a†b† − ab).
Choosing the initial state to be the unentangled vacuum state |0〉A ⊗ |0〉B, the evolution
produces the entangled quantum state:

|Ψ(t)〉 =
1

cosh t

∞∑
n=0

tanhn t|n〉A ⊗ |n〉B . (A.1)

The Schmidt eigenvalues are labelled by an interger n and read λn = tanh2n t/ cosh2 t.
The bipartite entanglement entropy as a function of the time t is given by:

S(t) = ln cosh2 t− sinh2 t ln tanh2 t , with lim
t→0

dS(t)

dt
= 0 , lim

t→0

d2S(t)

dt2
→∞ .

(A.2)
This entropy evolution function grows asymptotically linearly as 2t. However, the maxi-
mal Schmidt eigenvalue is always given by the 0-mode, for the number of quanta n = 0,
since | tanh2 t| < 1, so that the separable projection is constant, |Φ(t)〉 = |0〉A ⊗ |0〉B for
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all times t. Then the maximal Schmidt eigenvalue λmax(t) = λ0 = 1/ cosh2 t is smooth
and gives the geometric measure of entanglement.



Appendix B

Proof of Proposition 5.2

The proof of Proposition 5.2 is outlined as follows.

Proof. To show PGF (G1, .., GL) stationary at flat SU(2) connection amounts to

∀ i = 1, · · · , L :

PGF (G1, · · · , ~JGi, · · · , GL)|G1=···=GL=I = PGF (G1, · · · , Gi
~J, · · · , GL)|G1=···=GL=I = 0 ,

(B.1)

where ~J are arbitrary left/right (depending on position relative to Gi) invariant vector
with form ~J = Ja · va with some basis Ja ∈ su(2) and 3d-vector va ∈ R3, which is an
analogy to directional derivative in calculus. Let us look at Gi separately now, for the
first order derivative on Gi, we consider function

PGiF (Gi) ≡ PGF (I, · · · , Gi, · · · , I) . (B.2)

As (5.2.12), it inherits PGiF (Gi) = PGiF (hGi h
−1) , ∀h ∈ SU(2), implying that PGiF (Gi)

can be written as a Fourier series of SU(2) class functions χj(G):

PGiF (Gi) =
∑
j∈N

2

Fj χj(Gi) . (B.3)

This can be shown more explicitly: consider kernel δ(g) acting on PGiF (Gi) and insert
δ(g) =

∑
j(2j + 1)χj(g) into it, thus we have

PGiF (Gi) =

∫
SU(2)

∑
j∈N

2

(2j + 1)χj(g)PGiF (Gi g) dg (B.4)

=
∑
j∈N

2

(2j + 1)

∫
SU(2)

χj(G
−1
i g)PGiF (g) dg (B.5)

=
∑
j∈N

2

(2j + 1)Dj
mn(G−1

i )

∫
SU(2)

Dj
nm(g)PGiF (g) dg︸ ︷︷ ︸
≡Fjnm

(B.6)
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=
∑
j∈N

2

(2j + 1)Dj
mn(G−1

i )Fjnm , (B.7)

where the second equal sign uses invariant property of Haar measure, and the third breaks
down the trace of G−1

i g into matrices multiplication. Since PGiF (Gi) = PGiF (hGi h
−1)

for every h ∈ SU(2), consider

PGiF (Gi) =

∫
SU(2)

PGiF (hGi h
−1) dh (B.8)

=
∑
j∈N

2

(2j + 1)Fjnm

∫
SU(2)

Dj
mm′(h)Dj

m′n′(G
−1
i )Dj

n′n(h−1) dh (B.9)

=
∑
j∈N

2

 j∑
m=−j

Fjmm


︸ ︷︷ ︸

≡Fj

χj(G
−1
i ) =

∑
j∈N

2

Fj χj(Gi) , (B.10)

where the first equal sign uses the property of normalized Haar measure, and from second
to third equal sign we employ Peter-Weyl theorem for Wigner D-matrices. Finally, since
PGiF (Gi) has been decomposed in terms of χj(Gi), it is straightforwards to check below
derivatives to complete the proof:

χj( ~J Gi)|Gi=I = χj(Gi
~J)|Gi=I = 0 . (B.11)



Appendix C

Proof of Result 8.3

The proof is outlined by Fig.8.4 and Fig.8.5.

Proof. The transition matrix Z Eq.(7.1.8) can be computed from the type of graph Γ =
W t E∂ where E∂ = ∂Γ is the set of p boundary edges {e∂1 , · · · , e∂p}, and Γo = W . Let us
consider the simplest case n = 2. The proof is straightforward to generalize to arbitrary
n. Suppose bipartition Γ = Γ1 t Γ2,

Γ1 = T1 t {e∂1 , · · · , e∂q , e(1)
p , e(1)

q } , Γ2 = T2 t {e∂q+1, · · · , e∂p , e(2)
p , e(2)

q } . (C.1)

where e(1)
p , e(1)

q , e(2)
p , e(2)

q are due to the partition that splits edges ep and eq with ep =

e
(1)
p te(2)

p and eq = e
(1)
q te(2)

q . The bulks of Γ1 and Γ2 are Γo1 = T1[v1
e1→ · · · eq−2→ vq−1

eq−1→ vq]

and Γo2 = T2[vq+1
eq+1→ · · · ep−2→ vp−1

ep−1→ vp], respectively. In particular,W1 = T1t{e(1)
p , e

(1)
q }

and W2 = T2 t {e(2)
p , e

(2)
q } so W = W1 tW2. An example is illustrated by Fig.8.3. We

start by noticing[
Z(Γ)χ` .W

]{Jα,Kα}
{jα,kα}

=

∫ ∏
e∈W

dge ∂〈Ψ∂Γ,{Jα,Kα}({ge}e∈W )|χ`(GW )|Ψ∂Γ,{jα,kα}({ge}e∈W )〉∂ (C.2)

=

∫ ∏
e∈W\(T1tT2)

dhe ∂〈Ψ∂Γ,{Jα,Kα}({he}e∈W\(T1tT2), {I}e∈T1tT2)|χ`(GW )

|Ψ∂Γ,{jα,kα}({he}e∈W\(T1tT2), {I}e∈T1tT2)〉∂ . (C.3)

Let us break down this step: we start from Eq.(7.1.5). Recall Eq.(8.1.15), we can express
the bulk-boundary map |Ψ∂Γ,{jα,kα}({ge}e∈W )〉 in terms of ’gluing operation’ ∪× for bulk-
boundary maps |Ψ

∂Γ1,{j(1)
α ,k

(1)
α }

({ge′}e′∈T1)〉 and |Ψ
∂Γ2,{j(2)

α ,k
(2)
α }

({ge′′}e′′∈T2)〉. We then gauge-
fix the two bulk-boundary maps such that the holonomies along T1 and T2 are gauge-fixed
to I in line with Eq.(5.2.3), i.e.,

|Ψ∂Γ,{jα,kα}({ge}e∈W )〉
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=

he(1)
p
⊗ h

e
(1)
q
⊗

 ⊗
e′∈∂Γ1\(e(1)

p te
(1)
q )

h
εv
e′
v(e′)

 |Ψ∂Γ1,{j(1)
α ,k

(1)
α }

({I}e′∈T1)〉


⋃
×

he(2)
p
⊗ h

e
(2)
q
⊗

 ⊗
e′′∈∂Γ2\(e(2)

p te
(2)
q )

h
εv
e′′
v(e′′)

 |Ψ∂Γ2,{j(2)
α ,k

(2)
α }

({I}e′′∈T2)〉

 (C.4)

=

⊗
e∈∂Γ

h
εve
v(e)

 |Ψ∂Γ,{jα,kα}({he}e∈W\(T1tT2), {I}e∈T1tT2)〉 . (C.5)

The advantage with the gauge-fixing is that the action of loop holonomy operator is only
nontrivial along piecewise edges e(1)

p , e(1)
q , e(2)

q , e(2)
p (interfacing edges between Γ1 and Γ2),

and is trivial along other piecewise edges. Notably, gauge-fixing does not change the loop
holonomy, i.e.,

GW = h
e
(2)
p
· h

e
(2)
q
· h

e
(1)
q
· h

e
(1)
p

= GW(R)
. (C.6)

We put Eq.(C.5) back to the Eq.(C.2), and note that the boundary holonomies are erased
by the scalar product ‘∂〈 | 〉∂’ for H∂Γ due to h†h = I, while the holonomies h

e
(1)
p
, h

e
(2)
p
,

h
e
(1)
q
, h

e
(2)
q

are not erased by the ‘∂〈 | 〉∂’.
To handle Eq.(C.4), we follow the spirit of Eq.(5.4.10). We glue boundary edges along

the T1 and T2. The resulting intertwiners allow for decomposition:

|Ψ
∂Γ1,{j(1)

α ,k
(1)
α }

({I}e′∈T1)〉 =
∑
Iou1

[
U{j

(1)
α ,k

∂(1)
α }

Υ1

]Iou1

{ko(1)
α }|Ψ∂Υ1,Iu1

〉 ,

|Ψ
∂Γ2,{j(2)

α ,k
(2)
α }

({I}e′′∈T2)〉 =
∑
Iou2

[
U{j

(2)
α ,k

∂(2)
α }

Υ2

]Iou2

{ko(2)
α }|Ψ∂Υ2,Iu2

〉 .
(C.7)

Here the Υ1 and Υ2 are coarse-grained graphs of respect Γ1 and Γ2. With Eq.(C.7), the
boundary state in Eq.(C.5) is rewritten as:

|Ψ∂Γ,{jα,kα}({he}e∈W\(T1tT2), {I}e∈T1tT2)〉

=

he(1)
p
⊗ h

e
(1)
q
⊗
∑
Iou1

[
U{j

(1)
α ,k

∂(1)
α }

Υ1

]Iou1

{ko(1)
α }|Ψ∂Υ1,Iu1

〉


⋃
×
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p
⊗ h

e
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q
⊗
∑
Iou2

[
U{j
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α ,k

∂(2)
α }

Υ2

]Iou2

{ko(2)
α }|Ψ∂Υ2,Iu2

〉

 . (C.8)

We put Eq.(C.8) back to Eq.(C.3), obtaining the transition matrix along W(R),∫ [
(h

e
(1)
p
⊗ h

e
(1)
q

) . |Ψ∂Υ1,Ĩu1
〉
⋃
× (h

e
(2)
p
⊗ h

e
(2)
q

) . |Ψ∂Υ2,Ĩu2
〉
]†
χ`(he(2)

p
· h

e
(2)
q
· h

e
(1)
q
· h

e
(1)
p

)
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[
(h

e
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p
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e
(1)
q

) . |Ψ∂Υ1,Iu1
〉
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e
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]

dh
e
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p
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q

dh
e
(2)
p

dh
e
(2)
q

=
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Here Iui = {j(i)
α , k

∂(i)
α } ∪ Ioui and Ĩui = {J (i)

α , K
∂(i)
α } ∪ Ĩoui . The δJαjα is imposed by scalar

product ‘∂〈 | 〉∂’. So Eq.(C.9) actually represents the transition matrix on the coarse-
grained graph Γ(R). Therefore, Eq.(C.3) leads to the transformation for particular case
n = 2, [

Z(Γ)χ` .W

]{Jα,Kα}
{jα,kα}

=
∑
{I(o)
ui
}

∑
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