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Titre : Être un Avatar Virtuel dans un Environnement Réel : Conception et Étude de l’Incarnation

d’Avatars en Réalité Augmentée

Résumé : Autrefois réservés aux environnements virtuels, les avatars sont désormais de plus en plus
présents en Réalité Augmentée (RA). Cette technologie permet d’interagir avec du contenu virtuel di-
rectement intégré à notre environnement physique. Associée aux techniques de suivi corporel, elle per-
met de se voir à l’intérieur d’un corps virtuel de n’importe quelle apparence et d’étendre nos capacités
d’action. Malgré les nombreuses possibilités d’applications, peu de recherches ont exploré comment la
mettre en œuvre et l’exploiter. De plus, la façon dont les utilisateurs perçoivent de telles expériences dans
des environnements réels n’est pas encore bien comprise. Dans cette thèse, nous explorons l’incarnation
des avatars en RA au travers de plusieurs axes. Tout d’abord, nous introduisons une taxonomie pour
mieux décrire les expériences d’incarnation de par un continuum d’avatarisation corporelle. Ensuite, à
l’aide d’un affichage optique de RA, nous étudions le sentiment d’incarnation de l’utilisateur vis-à-vis de
mains virtuelles et l’impact du mélange du virtuel et du réel sur ce sentiment. En troisième lieu, nous
examinons les cas d’utilisation de l’incarnation d’avatars en RA et étudions les techniques d’interaction
permettant de les contrôler à la troisième personne pour explorer le monde réel. Nous proposons une
mise en œuvre de ce concept et évaluons l’approche d’utiliser un tel système pour améliorer notre per-
ception des affordances du monde réel au travers d’une étude utilisateurs. Pour terminer, nous explorons
des stratégies pour améliorer les illusions d’incarnation à l’aide de transitions graphiques et des méth-
odes pour préparer l’utilisateur à son “avatarisation”.

Mots-Clés: Avatar, Réalité Augmentée, Réalité Mixte, Interactions Human-Machine

Title: Being a Virtual Avatar in a Real Environment: Design and Study of Avatar Embodiment in

Augmented Reality

Abstract: Once reserved for virtual environments, avatars are now increasingly present in Augmented
Reality (AR). This technology allows interacting with virtual content directly integrated into our physical
surroundings. Combined with body tracking, it makes it possible to experience being inside a virtual
body of any desired appearance and to extend one’s action capabilities. Despite the numerous opportu-
nities for applications that this new possibility provides, little research has explored how to implement
and exploit it. The way users perceive such experiences within real environments is additionally not well
understood yet. In this thesis, we explore the embodiment of avatars in AR through several axes. First,
we introduce a taxonomy through a body avatarization continuum to better describe embodiment experi-
ences. Next, using an optical see-through AR display, we study the user’s sense of embodiment towards
virtual hands and how mixing the virtual with the real impacts this sense. We then look at the use cases
for avatar embodiment in AR and investigate interaction techniques allowing us to control avatars in the
third person and to explore the real world. We propose an implementation of this concept and evaluate
the approach of using such a system to improve our perception of real-world affordances through a user
study. Finally, we explore strategies to enhance embodiment illusions by designing transitions to become
one’s avatar and methods to prepare the user for their “avatarization”.

Keywords: Avatar, Augmented Reality, Mixed Reality, Human-Computer Interaction

Equipe POTIOC Inria/LABRI

UMR 5800 Université de Bordeaux, 33000 Bordeaux, France.
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Résumé long en Français

Context

Le sentiment d’incarnation, tel que décrit par Kilteni, Groten,
et al. (2012), est composé de trois sous-composantes : l’agentivité (le
sentiment d’être l’auteur des mouvements d’un corps), la propriété
corporelle (le sentiment que le corps est la source des sensations
ressenties) et l’auto-localisation (le sentiment d’être situé à l’intérieur
du corps). Ces sentiments sont toujours présents et semblent em-
pêcher la dissociation de notre corps à nous-mêmes. Pourtant, il a
été démontré que l’application d’une stimulation sensorielle appro-
priée pouvait supprimer cette barrière et conduire à l’illusion d’avoir
un autre corps. L’illusion de la main en caoutchouc de Botvinick
et al. (1998) est l’illustration la plus célèbre de ce phénomène, pro-
duisant la sensation de posséder une main en caoutchouc par une
stimulation visuotactile synchrone. De nombreuses autres expéri-
ences ont suivi celle-ci en l’étendant à des mannequins entiers puis
à des avatars virtuels (Kilteni, Maselli, et al., 2015).

Les possibilités élargies offertes par les dispositifs de Réalité
Virtuelle (RV) ont conduit cette technologie à être largement im-
pliquée dans la recherche sur le sentiment d’incarnation et ont per-
mis d’identifier de nombreux facteurs l’influençant. Parmi eux, il a
été montré que l’apparence de l’avatar, les interactions avec des élé-
ments virtuels et les retours sensoriels affectent de manière impor-
tante les illusions de propriété corporelle. Des facteurs ascendants
tels que les traits de personnalité de l’utilisateur ont également été
associés à la capacité de faire l’expérience d’illusions d’incarnation.

Les progrès en Réalité Augmentée (RA) ont amené les chercheurs
à utiliser de plus en plus cette technologie pour explorer ces sujets
également. Lorsqu’ils sont incarnés en RA, les avatars permettent
aux utilisateurs de se voir dans le monde réel mais dans un corps
de différente forme, taille ou apparence. Cette possibilité peut être
pertinente dans de nombreux cas, que ce soit dans l’éducation, les
jeux-vidéos, la collaboration à distance, le soin médical ou simple-
ment comme moyen d’expression (Y. Wang et al., 2022). Cependant,
encore peu de choses sont connues sur la façon dont le mélange
d’éléments virtuels et réels interagit avec ces illusions et on ne sait
pas si elles diffèrent de celles vécues dans des mondes entièrement
réels ou entièrement virtuels. Étant donné la prévalence croissante



des technologies de RA et le nombre grandissant d’applications of-
frant des superpositions virtuelles à leurs utilisateurs, la recherche
sur les mécanismes d’incarnation dans de tels environnements vi-
suels semble plus importante que jamais.

Démarche

L’objectif de cette thèse de doctorat a été d’étendre les recherches
précédentes sur l’incarnation des avatars en les amenant en dehors
des environnements virtuels grâce aux technologies de RA. Nos
travaux ont suivi les trois axes de recherche suivants :

RQ1 Facteurs d’influence du sentiment d’incarnation en RA

Un aspect qui rend la RA fondamentalement différente de la RV
est la présence de contenus virtuels et réels mélangés. Ainsi, la
question suivante se pose naturellement : le contraste notable qui
existe entre le monde réel et le contenu virtuel a-t-il un impact
sur la façon dont les utilisateurs perçoivent leurs avatars en RA ?
Nous tentons de répondre à cette question dans la première partie
de cette thèse.

RQ2 Utilisations de l’incarnation d’avatars en RA

Le fait que la RA préserve la vision du monde réel ouvre la
porte à de nouveaux domaines d’application pour les expéri-
ences d’incarnation. Elle rend possible de changer d’apparence
corporelle, mais aussi de voir une copie virtuelle de soi-même
d’un point de vue extérieur. Ce “détachement” virtuel permet
d’explorer des environnements distants sans avoir à y entrer
physiquement. En deuxième partie de cette thèse, nous proposons
d’étudier comment concevoir un système pour une telle utilisation
et comment celle-ci peut bénéficier à notre perception de l’espace
physique.

RQ3 Lisser l’expérience utilisateur de l’avatarisation en RA

Dans la plupart des systèmes d’incarnation, les utilisateurs décou-
vrent le corps de leurs avatars au moment même où ils mettent
leur casque. Ce changement brutal peut quelque peu dérouter,
surtout lorsqu’on passe directement à l’incarnation d’un corps
virtuel à la troisième personne comme proposé dans l’axe de
recherche précédent. Cette observation soulève donc des ques-
tions supplémentaires : comment le passage de l’état de soi à celui
d’avatar peut-il être vécu de manière plus naturelle ? Nous pro-
posons d’étudier des solutions à cette question dans la dernière
partie de cette thèse de doctorat.

Pour restreindre notre recherche, nous avons concentré notre in-
térêt sur les affichages optiques transparents de RA et sur les avatars
en tant que représentations virtuelles 3D anthropomorphiques des
utilisateurs.
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Contributions

Notre objectif principal a été de mieux comprendre comment les util-
isateurs perçoivent les avatars en RA, comment cette perception peut
leur être utile dans des scénarios de la vie quotidienne, et comment
renforcer les illusions d’incarnation. Pour atteindre cet objectif, les
contributions suivantes ont été réalisées :

• Nous avons proposé une nouvelle taxonomie pour les expéri-
ences d’incarnation des avatars en s’appuyant sur un continuum
“d’avatarisation” du corps.

• Nous avons étudié l’impact du mélange de contenus virtuels et
réels sur les illusions d’incarnation en RA.

• Nous avons proposé et mis en œuvre le concept de contrôler des
avatars à distance pour explorer le monde réel qui nous entoure.

• Nous avons évalué comment la manipulation de tels avatars peut
améliorer notre perception des affordances physiques.

• Nous avons conçu et testé des stratégies pour faciliter les expéri-
ences d’avatarisation.

Avant de discuter des perspectives apportées par cette thèse, la
section suivante résume brièvement comment nous avons réalisé ces
différentes contributions.

Résumé des contributions

Notre recherche a commencé par un travail théorique visant à mieux
comprendre et décrire les expériences d’incarnation : en Chapitre
1, nous avons présenté un continuum d’avatarisation corporelle of-
frant un moyen de catégoriser les systèmes d’incarnation en fonction
de l’étendue de la représentation virtuelle de l’utilisateur. À l’aide
de ce continuum, nous avons ensuite passé en revue la littérature
sur la RA mettant en œuvre l’incarnation d’avatars en Chapitre 2.
Cela a permis de clarifier les aspects techniques et les défis liés à
l’avatarisation du corps en RA, les méthodes disponibles pour in-
duire et mesurer le sentiment d’incarnation, ainsi que les similitudes
existantes entre l’incarnation en RA et en RV. D’autre part, nous
avons identifié un manque de recherche sur la façon dont le contenu
affiché en RA influence la perception de l’utilisateur de ses avatars.

En Chapitre 3, nous avons approfondi ce sujet par le bi-
ais d’une étude utilisateur visant à déterminer si le contenu
mixte des environnements de RA pouvait affecter les illu-
sions d’incarnation. Notre expérience a comparé le sentiment
d’incarnation de l’utilisateur envers des mains de robot virtuelles in-
carnées en présence de différentes quantités d’objets virtuels et réels.
Nous avons développé un système d’affichage transparent permet-
tant aux participants de voir ces mains superposées à leurs propres
mains. Nos résultats montrent que les participants ont ressenti une



plus forte appropriation des mains virtuelles lorsqu’elles étaient vi-
sionnées en présence d’objets virtuels et réels mélangés, par rapport
au cas où les mains virtuelles étaient le seul contenu virtuel visible.
Cela suggère que le contenu de l’environnement devrait être pris en
compte lors de la conception d’expériences d’incarnation. Cepen-
dant, nous n’avons pas pu conclure avec certitude sur l’origine des
différences observées et leur étendue à des populations plus impor-
tantes. Cette expérience devrait néanmoins encourager la commu-
nauté à approfondir l’idée que l’avatar lui-même n’est pas le seul
modérateur du sentiment d’incarnation, mais que le contexte et le
support de l’incarnation peuvent également jouer un rôle.

Ensuite, nous avons étudié comment l’avatarisation corporelle et
la RA peuvent être combinées pour des cas d’utilisation concrets.
En puisant dans les théories sur la perception des affordances, nous
avons proposé le concept d’envoyer son avatar pour agir à distance
et améliorer notre compréhension du monde physique, ainsi que de
nos possibilités d’action au sein de celui-ci. Le Chapitre 4 détaille la
preuve de concept que nous avons mise en place pour illustrer cette
idée. Le système développé permet de manipuler un avatar dont la
forme et la taille correspondent à celles de l’utilisateur. L’avatar peut
être contrôlé à l’aide de trois techniques : avec une manette, avec des
interactions manuelles et avec un suivi corporel. Nous avons décrit
des scénarios où chacune de ces techniques peut être pertinente et
discuté de leurs forces et faiblesses individuelles.

Le Chapitre 5 a poursuivi ces recherches en évaluant les effets
du contrôle d’avatars à la troisième personne sur la perception des
affordances du monde réel. Nous avons mené trois études durant
lesquelles des participants ont contrôlé des avatars (personnalisés à
leur taille) pour tester des actions dans le monde réel. La première
expérience a montré que la manipulation d’une version virtuelle
de soi peut effectivement améliorer la précision et la confiance de
l’utilisateur lorsqu’il ou elle estime ses capacités action. La deux-
ième expérience a étudié comment la mémoire de la manipulation
de l’avatar peut être exploitée lors de la réitération des mêmes
jugements une fois que l’avatar n’est plus en vue. Nous n’avons pas
obtenu de preuve que le fait d’avoir utilisé un avatar avait un impact
sur les performances de l’utilisateur, car nous n’avons pas trouvé
de différence significative entre les conditions qui incluaient une
utilisation antérieure de l’avatar et celles qui ne l’incluaient pas. La
dernière expérience a poursuivi notre enquête sur les effets résilients
des avatars en demandant aux utilisateurs d’estimer leur aptitude à
passer une porte coulissante. Nous avons également comparé leur
précision face à une porte réelle et face à une porte virtuelle. Nous
n’avons pas trouvé d’effets significatifs de l’avatar, ni de la virtualité
de la porte sur la performance de l’utilisateur. Néanmoins, de la
première étude, nous retenons que l’expérience acquise à travers
l’avatar peut être utilisée pour prendre des décisions plus éclairées
et pour mieux saisir la dimension de notre environnement.
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Enfin, nous avons étudié des stratégies pour renforcer les il-
lusions d’incarnation et réduire la variabilité causée par les car-
actéristiques individuelles des utilisateurs. Le Chapitre 6 décrit
notre recherche collaborative avec le laboratoire CARE (à Nara, au
Japon) sur la façon d’exploiter les différentes phases des expériences
d’incarnation, et en particulier, le temps passé avant l’incarnation.
Nous avons présenté une étude d’utilisateur évaluant comment la
préparation mentale de l’utilisateur peut aider à créer des illusions
plus fortes. L’expérience a été menée en RV avec un avatar représen-
tant Hulk, un personnage de la franchise Marvel. Avant de l’incarner,
les participants ont réalisé un exercice d’imagination et d’actorat que
nous avons conçu afin de les aider à se mettre dans la peau de leur
avatar. Les résultats de cette expérience étaient encore en cours
d’analyse lors de l’écriture de ce manuscrit. Les premiers tests ne
montrent pas d’effet significatif de cette préparation mentale sur le
sentiment d’incarnation. Cependant, nous avons pu constater des
effets positifs sur l’expérience utilisateur globale: les participants se
sont sentis plus fort et étaient moins conscients de l’environnement
autour d’eux. D’autres analyses seront menées après la soumission
de cette thèse.

Conclusion

Il reste beaucoup à faire avant d’obtenir des avatars de la trempe
de ceux des œuvres de science-fiction. Les technologies actuelles
de RA permettent de se voir à l’intérieur d’un corps virtuel et de
le contrôler dans un espace physique, mais elles ne permettent que
des interactions limitées et ne fournissent qu’un retour tactile rudi-
mentaire. Par conséquent, la prochaine grande étape semble être la
création d’environnements multisensoriels qui impliquent non seule-
ment l’intégration réaliste d’avatars dans le monde réel, mais aussi
des sensations de toucher lorsqu’on les incarne. Nous encoura-
geons la poursuite des recherches dans cette direction, car elles peu-
vent contribuer à améliorer à la fois les illusions d’incarnation et
l’expérience générale des utilisateurs.

Deuxièmement, des progrès importants doivent être réalisés dans
la recherche sur le contrôle des avatars. Des avancées récentes per-
mettent aujourd’hui de reproduire les mouvements des utilisateurs
sur leurs avatars en temps réel, sans avoir à porter d’équipement.
Cependant, l’agentivité reste limitée par le nombre de points qu’il
est possible de suivre simultanément et la précision du suivi reste in-
suffisante pour fournir une animation de l’avatar fluide. De plus, les
casques de RA actuels étant difficilement compatibles avec le suivi
facial, les avatars ne peuvent que rarement représenter les expres-
sions de leur utilisateur correctement.

Malgré le nombre important de recherches qu’il reste à faire, la
prochaine génération d’avatars n’est plus très loin. Ainsi, il semble
nécessaire de continuer les recherches permettant d’en comprendre
la perception et d’anticiper les enjeux.



One of the things our grandchildren will find
quaintest about us is that we distinguish the digital
from the real, the virtual from the real.
In the future, that will become literally impossible.

William Gibson



1
Introduction

This chapter describes the motivation to complete this thesis. Inspired by
philosophy, our goal is to explore the perceptive and interactive aspects of
virtual avatars embodied in Augmented Reality.

1.1 The Avatar Dream

The term “soma-sêma” refers to one of the most well-known mys-
teries taught by Pythagoras and Plato in ancient Greece. It is a simple
wordplay that translates to “body-tomb” and exposes the antiquated
idea that the body is the prison of the mind (Irigaray, 2017). Indeed,
it is clear that the body inherently limits what we can do and who
we can be. One cannot suddenly decide to fly and just fly, or be-
come a cat and turn into one. Current society further extends these
physical limits into social limits as it usually imposes an identity de-
fined by body characteristics. Attributing an identity in such ways
becomes particularly problematic when one’s physical identity does
not match who one feels they are, such as in the case of trans people. Figure 1.1: Herm representing Plato.

The first known expression of the word-
play “soma-sêma” can be found in Gor-
gias (492e–493a, transl. W. R. M. Lamb).

The fantasy of being freed from the social and physiological lim-
itations of the body has been the heart of many works of science
fiction. Within these, avatars are often envisioned as a solution to
overcome them. Neal Stephenson’s 1992 novel “Snow Crash” de-
scribes virtual avatars as technologies to reimagine the self: “Your
avatar can look any way you want it to, up to the limitations of your
equipment. If you’re ugly, you can make your avatar beautiful.” The
best-seller of Ernest Cline, “Ready Player One”, is another example
of fiction where avatars have become an interface to escape reality.
And of course, the blockbuster “Avatar” by James Cameron features
a human able to surpass his physical disability (and even death) by
transferring his mind into the body of a Na’vi, an ultimate form of
an avatar.



The vision that virtual avatars can offer the means to transcend
the physical limits of the human body is not reserved for fiction. It
is also shared by academics such as Harrell et al. (2017), who see it
as being one of society’s major technological dreams that they define
as follows:

The Avatar Dream
A culturally shared vision of a future in which, through the computer,
people can become whoever or whatever they want to be.

Harrell et al. (2017)

As explained in their article, the Avatar Dream comes alongside
other technological dreams. For example, the idea of ubiquitous
computing is the fantasy of everything becoming smart, including
phones, houses, or automobiles. The dream of artificial intelligence is
one of sentient, conscious machines. In contrast to these, the Avatar
Dream aims to transcend the corporeality that is tied to our biologi-
cal condition through virtuality.

The term avatar comes from the Sanskrit word avatarah. It origi-
nally stands for the “descent” of a Hindu god into our world, under
a terrestrial form. Today, this term is used in various ways but it
usually designates a virtual character representing a user within a
virtual environment (Bailenson et al., 2004). They are often distin-
guished from agents, which are the digital representation of artificial
intelligence. In this manuscript, we will use the general definition of
the Berkshire encyclopedia of human-computer interactions:

Definition Avatar

“Perceptible digital representations whose behaviors reflect
those executed, typically in real-time, by a specific human be-
ing.”

Bailenson et al. (2004)

Avatars can faithfully represent the user or not (e.g. user scan,
generic human model, or even other creatures), but also be visually
realistic or stylized. Some researchers see this as an opportunity
to virtually acquire “superpowers”, as virtual content can take any
shape and is not subject to physical laws (Sadeghian et al., 2021).

Beyond extending our physical abilities, Harrell et al. (2017) ar-
gue that achieving the Avatar Dream would allow people to gain
empowerment when exploring and constructing their self-image. In-
deed, avatars make it possible to see oneself within another gender’s
body, with different skin color, or physical condition. Virtual embod-
iment could therefore help people to negotiate the social constraints
that limit who they can be in the real world but also increase their
empathy towards people that are different from them.

Although featured in recent fiction works, technologies that en-
able the Avatar Dream have already started to permeate our society.
Online Virtual Reality (VR) communities are successful examples of
their implementation. These communities let users explore alterna-
tive versions of themselves within immersive virtual environments
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and live completely different experiences through the first-person
embodiment of customizable avatars1. 1 VRChat is a popular example of such

social platforms. Like in Stephenson’s
novel, one may experience what it is to
embody a different gender, have new
abilities such as flying, or even be an-
other creature.

However, virtual communities are limited to virtual environments
at this point. Upon removing their headsets, users return to their
real bodies and lose the privileges of their virtual bodies. The avatar
dream is therefore tied to another of society’s technological dreams,
that of the “Ultimate Display”.

1.2 Augmented Reality, the "Ultimate Display"

In his essay “The Ultimate Display”, I. Sutherland (1965) speculates
on the future of computers, screens, and human-computer interac-
tion. His article was visionary for new technology, predicting the
arrival of computer keyboards, mice, touchscreens, the bucket fill
tool (e.g. on Paint), but also of Extended Reality (XR) displays. De-
scribing the latter, he wrote:

The Ultimate Display would, of course, be a room within which the
computer can control the existence of matter. A chair displayed in
such a room would be good enough to sit in. Handcuffs displayed
in such a room would be confining, and a bullet displayed in such a
room would be fatal. With appropriate programming, such a display
could literally be the Wonderland into which Alice walked.

Ivan E. Sutherland (1965)

The pursuit of the Ultimate Display is driven by the desire for a
means to perfectly trick the human senses into believing something
illusory is real. Hence, achieving it may be the key to achieving the
Avatar Dream, as it would provide a way to deceive the user into
perceiving a virtual body as their own. Currently, it seems that our
dreams may be the closest experience we have of such deception.
The imaginary worlds and sensations we perceive through them feel
undoubtedly real, even when being irrational. However, most of us
are unable to control our dreams and they remain individual expe-
riences; in this way, they cannot measure up to the vision of the
Ultimate Display (Bown et al., 2017).

Figure 1.2: The “Sword of Damocles”
(I. E. Sutherland, 1968). This AR device
was released before even the invention
of personal computers. Its nickname
came from the fact that it was extremely
heavy and needed to be suspended
from the ceiling, above the user’s head.
Still regarded as a significant step in
the development of AR, this work along
with other pioneering contributions in
computer graphics led Ivan Sutherland
to receive the Turing Award in 1988.

Ivan Sutherland saw the potential for technology to provide the
experience of “dreaming while awake”. Three years after publishing
his essay, he presented the first prototype for the Ultimate Display
which he called the “Sword of Damocles” (see Figure 1.2). The au-
thor’s initial description of the Ultimate Display seemed somewhat
similar to that of current CAVE systems (Cruz-Neira et al., 1992).
Yet, upon presenting his prototype, it seems that what he had in
mind was to augment our surrounding reality rather than create a
new one. Indeed, the system was not a room so to speak, but a head-
mounted display through which the user could observe 3D models
in the real world thanks to cathode-ray tubes (one for each eye) and
optical elements. Users had to be strapped to the device to create a
better immersion, which made the experience rather uncomfortable.
This device was the first Augmented Reality (AR) display.



Naturally, the term augmented reality did not exist at this point.
It arrived much later in the 1990s when two scientists (P.C. Thomas
and W.M. David) developing an experimental AR system for Boeing
finally coined it. Multiple researchers have worked on definitions of
this concept since then. For this manuscript, we will adopt one of
the most widely accepted definitions of AR:

Definition Augmented Reality (AR)

“Systems that have the following three characteristics:
1. Combines the real and virtual,
2. Interactive in real-time,
3. Registered in 3-D”

Azuma (1997)

To situate AR among other technologies, we additionally rely on
the seminal essay of Milgram and Kishino (1995). They position AR
and VR along the same continuous scale which they called the reality-
virtuality continuum. In their view, the physical world would reside
on one of the extremes of this scale, and fully virtual spaces on the
opposite extreme. Regions in between describe other realms combin-
ing different degrees of reality and virtuality, including AR, but also
Augmented Virtuality (AV) where physical content appears inside
of immersive virtual space. Altogether, this continuum defines the
larger encompassing concept of Mixed Reality (MR).

Rather than immersing users in a new virtual world, AR enhances
the one they live in. This makes its experience very different from
that of VR and provides it with a clear advantage: it allows tak-
ing advantage of the flexibility of virtuality right into one’s physi-
cal surroundings. AR is therefore seen as a promising solution for
the shortcomings of current embodiment systems (e.g. VR social
platforms), which confine the experience of avatars to virtual envi-
ronments. Through AR, users could continuously benefit from their
avatars at home, in public spaces, or even at work.

On the other hand, implementing virtual embodiment in AR is
also more challenging. Indeed, AR systems require building an
awareness of the physical environment’s geometry for the virtual
content to be properly integrated. Implementing realistic embod-
iment experiences is consequently more difficult in AR where the
user’s real body remains visible by default. This visibility implies
that the avatar needs to be aligned with its user in real time with
sufficient responsiveness, robustness, and precision for the illusion
of being inside another body to be plausible.

Despite important progress, AR devices of today are not quite yet
the ones envisioned by Ivan Sutherland; they do not produce strong
essential copies of things, and the content displayed is not realistic
and responsive enough to be indistinguishable from physical objects.
Yet, their experience approaches that of the Ultimate Display. Equip-
ment and applications initially confined to a few professional fields
(design offices, research labs, etc.) are starting to emerge through-
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out society. Off-the-shelf AR devices of today are not only capable
of building spatial maps of physical space in real-time, but also of
tracking user gestures to enable free-hand direct interaction with 3D
holograms integrated into the real world. The addition of supple-
mentary components pushes even farther such capabilities: although
still in a premature form, AR already allows the embodiment of full-
bodied avatars animated by one’s body movements when coupled
with state-of-the-art tracking devices.

This unprecedented possibility of embodying another body within
a physical environment opens the door for countless new ex-
periences, with applications beyond what VR currently offers in
video games, cinema, therapy, education, communication, and self-
expression. Motivated by these new opportunities, the rapid growth
of AR research and industry encourages the idea that this technol-
ogy will soon reach the same level of usability as VR (Masood et
al., 2019). The general interest in AR has become particularly strik-
ing since the announcements of tech giants on their intent to de-
velop metaverses. This concept refers to immersive, self-sustaining,
and shared MR spaces. As put into words by Y. Wang et al. (2022),
they are “created by the convergence of physically persistent virtual
space and virtually enhanced physical reality”. The development of
avatars and AR technologies is key to achieving this merge.

However, whereas research activities in computer vision have con-
siderably increased to meet the needs for the robustness of AR de-
vices, how users perceive AR content remains an under-explored
question, and even more so when it comes to avatars. Investigating
the impacts of AR avatars on their users, therefore, seems to have
become more important than ever.

1.3 Virtual self-modeling: the effects of avatars

Research conducted over the past 20 years has revealed how flexible
our notion of “my body” is: applying the right sensory input at
the right time is sufficient to create the illusion of having another
body, known as a Body Ownership Illusion (BOI). The Rubber Hand
Illusion (RHI) of Botvinick et al. (1998) was one of the first and most
famous illustrations of this phenomenon, producing the feeling of
owning a rubber hand through visuotactile stimulation.

Many variations of their experiment have appeared since then,
extending it to full-body mannequins (Valeria I. Petkova et al., 2008)
and eventually to virtual avatars (Kilteni, Maselli, et al., 2015). They
rely on the user’s brain to interpret the sensory stimuli presented as
originating from the observed fake body, and not from the real body.
When this succeeds, the user may experience the feeling of owning
this body, called the Sense of Embodiment (SoE).

This sense was described in the research of Kilteni, Groten, et al.
(2012) as being composed of three sub-components: the sense of self-
location which is the feeling of being located inside the body, the
sense of ownership corresponding to the feeling that the body is the



source of experienced sensations, and the sense of agency which is
the feeling of being the author of a body’s movements (see Figure
1.3). In this work, we will use the following working definition:

Definition Sense of Embodiment (SoE)

“The SoE toward a body B is the sense that emerges when B’s
properties are processed as if they were the properties of one’s
own biological body.”

Kilteni, Groten, et al. (2012)

Figure 1.3: The sense of self-location
(a), body ownership (b), and agency (c).
Some also consider the sense of change
to be an important part of the SoE. This
sense refers to the change perceived in
the body schema due to the stimulation.
Figure extracted from the work of Roth
and Latoschik (2020).

Since users cannot see their bodies in VR, giving them an avatar
provided a natural solution to integrate them into virtual worlds.
For this reason, VR displays were involved early on in the research
on the SoE of avatars. Immersive environments allowed testing the
influence of various factors on the SoE that could not be investigated
before. Among these factors, the avatar’s appearance (Schwind et
al., 2017), interaction with virtual elements (Argelaguet et al., 2016)
or sensory feedback (Fribourg et al., 2020) were shown to affect own-
ership illusions importantly. Bottom-up factors such as user person-
ality traits were also found to have a play in the user’s ability to
experience embodiment (e.g. locus of control, sensory suggestibility)
(Dewez et al., 2019; Marotta et al., 2016).

As the understanding of how avatars are perceived evolved, the
central question of whether embodying a virtual body has effects on
its users was raised. Could the characteristics of particular avatars
lead us to act and express ourselves differently, or even to perceive
our world differently? Driven by these interrogations, Yee et al.
(2007) demonstrated that people in virtual worlds sometimes uncon-
sciously adapt their behavior to match their avatars. For instance,
participants to whom they had assigned taller avatars behaved more
confidently and aggressively during negotiation tasks, whereas those
with more attractive avatars behaved more intimately with other in-
dividuals. They came to the conclusion that the participants altered
their conduct to match the behavior they thought other people would
expect their digital self-representation to have. Proteus, a Greek god
who had the power to assume the appearance of any entity, was the
inspiration behind Yee and Bailenson’s decision to name this phe-
nomenon the Proteus Effect.

Research has since then found that specific avatar characteristics
could provoke numerous beneficial outcomes, including the reduc-
tion of implicit racial bias (Peck, Seinfeld, et al., 2013) and body dis-
satisfaction (Fox et al., 2013), or the improvement of math perfor-
mance (Banakou, Kishore, et al., 2018) and creative thinking (Gue-
gan et al., 2016). The meta-analysis of Ratan et al. (2020) provides a
comprehensive overview of the effects that were observed and their
respective strengths. On the other hand, the Proteus effect can also
generate negative behaviors such as self-objectification or hostility
(Fox et al., 2013; Hawkins et al., 2021). The current watchword for de-
velopers is therefore to remain cautious when designing immersive
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social platforms (Praetorius et al., 2020). Nevertheless, the opportu-
nities for positive self-transformation that avatars provide are seen as
worth pushing by many researchers, foreseeing their practical fields
of application. Recent articles notably already encourage exploiting
avatars for behavior change strategies during various medical thera-
pies (eating disorders, pain treatment, etc.)2. 2 A complete review can be found in

the work of Rheu et al. (2020) who sur-
veyed the literature proposing health
interventions using avatars.

The benefits of transposing such application scenarios to AR are
easy to conceive. The possibility that avatars could generate differ-
ent effects inherent to real-world contexts also raises a great deal of
interest. For example, one could imagine using avatars to enhance
the perception of real environments.

However, research investigating the effects and applications of
avatar embodiment was almost exclusively conducted in immersive
VR and little is known about them in AR contexts. AR remains fun-
damentally different from VR, and generalizing previous results to
AR without verification seems unwise. Therefore, before investigat-
ing the existence of phenomena such as the Proteus effect, the first
step is to understand the relationship between users and their avatars
in environments where the real and the virtual are mixed. One of the
goals of this thesis was to contribute to this objective.

1.4 Proposing a Body Avatarization Continuum

AR enables virtual body augmentations and transfigurations at dif-
ferent levels, ranging from the simple addition of virtual body acces-
sories to a complete change of appearance and morphology. These
virtual augmentations further enlarge the already complex phe-
nomenology of embodiment experiences. In his attempt to categorize
them, De Vignemont (2011) stressed the need for a taxonomy capable
of capturing this diversity.

We introduce a body avatarization continuum to address the man-
ifold of virtual embodiment and to clarify what we consider “being
an avatar” is. Inspired by the reality-virtuality continuum, we de-
scribe the scale of the virtual user representation as a linear expan-
sion, presented in Figure 1.4.

Figure 1.4: The body avatarization con-
tinuum covers the extent of the user’s
virtual representation within a virtual
embodiment system, regardless of the
environmental context.

At the extreme left of the continuum, the user deals only with
their real body, deprived of any virtual element. This representa-
tion corresponds to the natural physical appearance of users in their
daily lives. At the opposite end is what we pinned as full avatariza-
tion. The user embodies and controls a complete virtual body. This



body can be visualized either in the first person through the eyes
of an avatar, or in the third person as in out-of-body experiences.
In the latter case, considering such experience as full avatarization
may seem paradoxical, especially when the user’s real body remains
visible. However, previous research suggests that an SoE can oc-
cur towards disconnected virtual avatars as well (J. v. Bommel, 2017;
Lenggenhager et al., 2007; Rosa, J.-P. v. Bommel, et al., 2019). We,
therefore, have included them in this area of the continuum.

The region between the two extrema relates to diverse degrees of
virtual body augmentation. Body accessorization describes the ad-
dition of superficial elements such as virtual clothes or glasses to
the user’s body. Examples of such augmentations can be found in
the projector-camera system of Harrison et al. (2011) where a watch
is displayed on the user’s wrist. Partial avatarization, on the other
hand, involves the addition of virtual body parts or removal of real
ones as well as the modification of bodily characteristics. This in-
cludes limbs, skin color, face shape, and other features of the hu-
man anatomy. For instance, the supernumerary hand illusion imple-
mented by Gilbers (2017) corresponds to partial avatarization as it
provides the user with an additional limb — a third hand — inte-
grated into their real body. 3 3 Whether the modification of traits

such as hair length, eye color, etc. corre-
sponds to partial avatarization or body
accessorization is up for discussion. Be-
ing customarily modified in real life
(e.g. through hair extensions, con-
tact lenses), we decided to place such
changes between these two areas.

The question of where body augmentation starts being avatariza-
tion is another complex subject, falling within the realm of epistemol-
ogy. On the one hand, removing or placing accessories on our bodies
will not change the philosophical notion of “me” (Parfit, 1971). On
the other hand, when choosing attire, we assume a particular social
identity that elicits corresponding behaviors linked to our image of
society (Adam et al., 2012; Stone, 1962). Indeed, it seems that clothes
and accessories do not only impact the way others perceive and judge
us, but also the way we see ourselves. A significant number of stud-
ies seem to indicate that this self-image has quite important conse-
quences on our behavior, often in unconscious ways (K. Johnson et
al., 2014). For instance, people wearing formal clothes might want to
convey an image of professionalism and formality, but also feel more
focused and confident in negotiating with others (Kraus et al., 2014;
Slepian et al., 2015).

This top-down influence named “enclothed cognition” (Adam et
al., 2012) is reminiscent of the embodiment of avatars: our intrin-
sic identity remains the same, but wearing clothes and accessories
broadcasts a self-representation that we control and identify to. As
an effort to resolve ambiguity, this article assumes that virtual body
accessorization eventually amounts to embodying a hybrid avatar,
i.e. a representation mixing real and virtual elements.

In the following sections, the term “body avatarization” will be
used indistinctly to refer to the implementation of any of the virtual
embodiment experiences defined by the body avatarization contin-
uum.
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1.5 Contributions of this Ph.D.

The questions at the core of this Ph.D. thesis were part of a collabo-
rative research project called AVATAR, conducted from 2018 to 2022

by the French national research institute Inria. The AVATAR project
aimed at delivering the next generation of virtual selves in digital
worlds. It sought to push further the limits of perception and inter-
action by developing new avatars that are better embodied, more in-
teractive, and more social. This ambitious goal implied tackling three
great scientific challenges: (i) improving how we acquire, model and
simulate avatars with novel capacities, (ii) designing and evaluating
novel 3D interaction paradigms for avatar-based interaction, and (iii)
designing and evaluating new multi-sensory feedback to better feel
the subsequent interactions through avatars.

In order to address these multidisciplinary challenges, several re-
search teams with complementary expertise were involved. I was
part of the HYBRID and POTIOC teams, involved in the project
for their strong know-how in human computer-interaction, multi-
sensory feedback, and neuroscience4. My input in this project was to 4 Other Inria teams that were in-

volved were MORPHEO for their ex-
pertise in reconstruction, MIMETIC
for avatar animation and biomechan-
ics, GRAPHDECO for rendering, and
MJOLNIR for input devices

explore the embodiment of avatars in AR, the subject of my thesis.

1.5.1 Directions, scope, and rationale

The aim of this Ph.D. thesis was to extend previous research on the
virtual embodiment of avatars by taking it outside of virtual envi-
ronments through AR technologies. As mentioned in the previous
sections, much remains to be addressed before we reach an under-
standing of avatar embodiment in AR comparable to the one attained
in VR. Therefore, our research focused on continuing to scratch the
surface of this subject with the following three research axes:

RQ1 Factors of influence of the SoE in AR

One aspect that makes AR fundamentally different from VR is
the presence of virtual and real content mixed together. In VR,
the user’s vision is completely overridden by computer-generated
graphics, and the avatar is perfectly merged into the virtual en-
vironment. In AR, on the other hand, the avatar usually stands
out from the physical environment as being of a different nature.
Telling apart virtual content from real one remains easy even with
state-of-the-art displays due to rendering limitations. A question
that naturally arises is therefore the following: does this notice-
able contrast between the real world and virtual content impact
the way users perceive their avatars in AR? We attempt to answer
this question in the first part of this thesis.

RQ2 Usages of avatar embodiment in AR

The fact that AR preserves the real world’s vision also opens the
door to new areas of application for embodiment experiences. In
particular, AR can provide the flexibility of virtual bodies while
allowing interaction with people and the surrounding physical



environment. Hence, it is possible to change the body appearance
but also enables one to witness a virtual copy of themselves from
a third-person point of view. One could imagine using this abil-
ity to explore distant environments without physically entering
them. We propose to investigate how to design a system for such
an application and how it may benefit our perception of physical
space.

RQ3 Smoothing the user experience of body avatarization in AR

In most embodiment systems, users see the body of their avatars
as soon as they put their headsets on. This abrupt change may be
somewhat confusing when directly switching from being in one’s
body to embodying a virtual body in the third person, as proposed
in the previous research axis. This observation, therefore, raises
additional questions: how can the change from being oneself to
being an avatar be experienced more smoothly? We propose to
investigate solutions for this issue as the last part of this Ph.D.
thesis.

To narrow our research, we focused our interest on optical see-
through AR displays5 and on avatars as anthropomorphic 3D virtual 5 These displays integrate computer-

generated visuals in the direct line of
sight of a user’s eyes through transpar-
ent optical combiners.

representations of users.
Our motivation to study avatars in AR can be summarized with

the following prospects, inspiring our research: in the future, (i) em-
bodying avatars in AR could allow extending one’s action possibil-
ities by replacing our body which capacities are limited with a dig-
ital one. (ii) They may also empower users when exploring and ex-
pressing their identity by enabling costless, unlimited, and reversible
changes in their appearance. Combined with AR, they make it pos-
sible to deal with social constraints of who one can be in public con-
texts. Finally, (iii) avatar embodiment may become a powerful tool
for extending cognition. Through AR, it could be used in real-life
situations beyond what VR currently offers, e.g. to enhance one’s
cognitive abilities for precise needs or correct biased perceptions.

Of course, like all technologies, avatars come with their share of
ethical questioning. Without being blind to the utopian nature of the
perspectives listed above, the work presented in this thesis looks op-
timistically in their direction. The goals of our research are therefore
necessarily anticipatory: we seek to create a better understanding of
how avatar embodiment is experienced for the design of future sys-
tems to take into account. We additionally explore applications for
AR avatars and investigate how to maximize their interests, while
keeping in sight the ideals described above.

1.5.2 Contributions and outline of this manuscript

Our contributions to the research questions listed before are orga-
nized into seven chapters, including this one. Figure 1.5 offers an
overview of this manuscript’s outline.
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Figure 1.5: Illustration of the outline of
this Ph.D. thesis. Additional informa-
tion is placed in the appendices as fol-
lows: Appendix A.1: evaluation mate-
rial used in the experiments of Chap-
ter 5 and their results. Appendix B:
instructions and questionnaires applied
in the experiment of Chapter 6.

Chapter 2. We begin with a literature review on the embodiment
of virtual avatars in AR. Our survey summarizes how body avata-
rization was previously used in AR applications at each area of the
continuum. Then, it provides an overview of the technical challenges
linked to AR embodiment systems. We review the choices available
when implementing such a system, including the user perspective,
display type, animation technique, and 3D registration method. We
also describe the strategies previously used to induce and measure
the SoE in AR. Lastly, we discuss how this previous literature is
connected to our research axes.

Chapter 3. As a second step, we investigated the effects of AR
environments on BOIs. Our goal was to evaluate whether mixing
real and virtual content had an impact on the SoE (RQ1). To do
so, we built an OST fishtank system and ran a study where users
controlled virtual robot hands superimposed on their real hands
within three AR environments, containing progressive amounts
of virtual objects. Our results suggest that the BOI was stronger
in presence of mixed objects than when the avatar was the only
virtual content displayed. However, we could not conclude with
confidence on the origins of the observed differences and their
extent to larger populations. We discuss potential explanations as
well as the implications and limits of our results.

Chapter 4. After investigating the SoE, we propose to explore how
avatar embodiment in AR may be applied to enhance our perception
of physical environments (RQ2). Using cognitive theories on affor-
dance, we imagined a system letting users send a virtual version of
themselves to act and acquire new information in the space ahead
without having to enter it. This chapter details our investigation



of the interaction techniques required for such a system. We then
present a proof-of-concept implementation combining three modes
to control an avatar matching the user’s body size and morphology
(referred to as “self-avatar”) in the third person perspective: Physical
Control, Puppeteering, and Body Tracking. We finish this chapter by
examining several ideas to complement this system.

Chapter 5. To continue, we present an exploratory study testing
the approach of using self-avatars to improve real-world perception,
presented in Chapter 4. Three experiments were run using two
modes of the system presented in the previous chapter. The first
experiment evaluated whether the participants made more precise
judgments of their action capabilities (“affordances”) when able
to control their self-avatars in an environment set in front of them
(RQ2). We found that the avatar effectively improved the user’s
accuracy and induced higher confidence when answering. The
next two experiments assessed the limits of these effects over time
by evaluating whether they could last even after removing the
avatar from sight. Additionally, the third experiment also tested
whether the judgment of affordance of virtual objects (a door, in
this case) was impacted differently from that of physical objects. We
could not find clear evidence that having manipulated the avatar
influenced the user’s performance in either experiment, in any of
our conditions. We discuss these results and questions that they
raise on user cognition.

Chapter 6. In the next part, we detail the ongoing prospective work
conducted in collaboration with the CARE lab at Nara, Japan. We
investigated how to exploit the time spent before the embodiment to
reinforce BOIs and reduce their inter-subject variability (RQ3). To do
so, we designed an experimental protocol where users were asked
to imagine being their avatars and imitating them before entering
its body. We evaluated the effects of such mental preparation in
VR by measuring the Proteus Effects of a Hulk avatar. As the
analysis of this experiment was still running during the redaction
of this thesis, we only present preliminary results. From them, it
seems that the users could partly benefit from a more immersive
experience of their avatars. We additionally mention a secondary
project in which we participated, led by Riku Otono of the CARE
lab. This project explores the use of visual effects at different stages
of the avatarization. The user study we conducted shows that using
such transitions can extend the duration of the Proteus Effect and
reinforce the user’s sense of agency.

Chapter 7. Lastly, we conclude this thesis by taking a step back and
looking at the different contributions presented in this manuscript to
discuss their perspectives.
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Research is to see what everybody else has seen, and
to think what nobody else has thought.

Albert Szent-Györgyi



2
Related work

This chapter presents the general related work on body avatarization in AR
and the sense of embodying avatars. It proposes a review of the literature
taking into account both psychological and technological aspects. It does
not aim to be an exhaustive collection, but to form a representative sample
of the subject and to provide a rich description of it. Finally, it seeks to
highlight the gray areas of AR embodiment research and to submit research
proposals to clarify them. Related work more specific to each contribution
can additionally be found in the respective chapters of this thesis.

Contents
2.1 Applications of body avatarization in the AR

literature . . . . . . . . . . . . . . . . . . . . . . . . 22

2.1.1 Body Accessorization . . . . . . . . . . . . 22

2.1.2 Partial Avatarization . . . . . . . . . . . . . 22

2.1.3 Full Avatarization . . . . . . . . . . . . . . 23

2.2 Implementing body avatarization in AR . . . . . 24

2.2.1 The choice of user perspective . . . . . . . 24

2.2.2 Displaying avatars in AR . . . . . . . . . . 25

2.2.3 Controlling and animating avatars in AR . 27

2.2.4 Integrating avatars to the real world . . . . 28

2.2.5 Summary of technical challenges . . . . . . 30

2.3 Measuring the sense of embodiment in AR . . . 31

2.3.1 Subjective measures . . . . . . . . . . . . . 31

2.3.2 Objective measures . . . . . . . . . . . . . . 32

2.4 Inducing the sense of embodiment in AR . . . . 33

2.4.1 Visuotactile stimulation in AR . . . . . . . 33

2.4.2 Visuomotor stimulation in AR . . . . . . . 33

2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . 34



2.1 Applications of body avatarization in the AR
literature

Body avatarization in AR can be useful in a variety of applications.
This section presents the use cases that were the most investigated in
the AR literature for each part of the body avatarization continuum,
introduced in Chapter 1.

2.1.1 Body Accessorization

Straightforwardly, one of the primary use cases for body accessoriza-
tion in AR resides in retail. By overlaying products on the user’s
body, this type of augmentation can not only improve consumer ex-
perience (both in-store and online) but also remove potential discrep-
ancies between products and perceived body sizes (Yim et al., 2019).
Examples of AR try-on systems letting shoppers virtually fit clothes,
jewelry, eye-wear, or shoes are abundant in both academia and in-
dustry (Eisert et al., 2007; Harrison et al., 2011; Hilsmann et al., 2009;
Kleinberger et al., 2018; Saakes et al., 2016). More details on their
experiential value can be found in existing surveys on that subject
(Dacko, 2017; Parekh et al., 2020).

Body accessorization has also been used in entertainment, artis-
tic and cultural activities. Its combination with AR provides users
with a novel way to convey ideas by letting them change their at-
tire dynamically. Among examples, the virtual make-up application
MagicFace (Javornik et al., 2017) was deployed in a museum and in
an opera house to let visitors observe how they would look with
Egyptian pharaoh make-up. Its creators see a broader use for such
applications: they could help make-up artists in their creation pro-
cess or aid on-stage performers step into character without having to
dress up. These ideas were explored by Bermano et al. (2017) who
proposed a live facial make-up system designed for novel perfor-
mances (see Figure 2.1). Treepong et al. (2018) also implemented a
tool aiming to improve make-up creativity. In similar lines of work,
AR dynamic dresses were proposed by Kleinberger et al. (2018) as a
“new form of expression through clothing to reflect identity, person-
ality, emotions and inner states of the wearer”.

Figure 2.1: Example of body acces-
sorization with virtual make-up. Figure
extracted from the work of Bermano et
al. (2017).

2.1.2 Partial Avatarization

Figure 2.2: Example of partial avata-
rization. A user is augmented with a
virtual prosthetic arm which he can see
in AR. Figure extracted from the work
of Lamounier Jr et al. (2012)

Partial avatarization finds great relevance in the medical field. For
instance, as in Figure 2.2, severed patients could use it to train them-
selves to use a virtual prosthesis before implanting a real one (Bar-
bosa et al., 2012; Lamounier Jr et al., 2012). Research has shown
that this could not only help to accelerate user adaptation but also
reduce phantom limb pain and lower rejection rates through the de-
velopment of long-lasting ownership illusions (Baskar et al., 2017;
Nishino et al., 2017). Similarly, partial avatarization in AR could
help to recover motor functions during rehabilitation after a stroke
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(Hoermann et al., 2012). Indeed, Heinrich et al. (2020) successfully
used BOIs on paralyzed limbs to ease recovery by generating cogni-
tive stimulation linked to body ownership, agency, and kinesthetic
perception through visual feedback.

Instead of replacing or overlaying a human limb with a virtual
one, partial avatarization can also be used to modify one’s body
structure and extend our possibilities of interaction. For example,
Feuchtner et al. (2017) implemented an AR system providing users
with an expandable virtual arm, allowing them to reach real objects
over twice as far as they normally could (Figure 2.6) and interact
with them through an IoT system. Lastly, T.-Y. Wang et al. (2019)
showed that AR virtual hands could help people with hand tremors
to type more efficiently. Their system tracked the user’s hands and
overlaid stabilized hand models over them in a slightly transparent
way for the users to see the keyboard underneath. Their study il-
lustrates how AR partial avatarization can be used to facilitate daily
tasks for physically impaired or disabled people.

2.1.3 Full Avatarization

Full avatarization in AR extends what can be done with previous
parts of the continuum: one could use it to embody an avatar with a
different appearance, shape, and size, or to observe oneself in a given
(real) situation through virtual out-of-body experiences. Examples of
papers using full avatarization in the AR literature as in Figure 2.3
are extremely rare. Most of the research implementing such avata-
rization were user studies on perception and not application-oriented
papers (J. v. Bommel, 2017; Nimcharoen et al., 2018; Rosa, J.-P. v.
Bommel, et al., 2019; Wolf, Döllinger, et al., 2020).

Figure 2.3: Example of full avatariza-
tion in first person perspective with a
video see-through head-mounted dis-
play. The avatar is overlaid on the
user’s real body which is rendered
partly transparent. Extracted from the
paper of Noh et al. (2015).

Among the examples of applications we found, the study of An-
deregg et al. (2018) shows how AR full-bodied avatars offer com-
pelling possibilities of original game-plays. They were interested in
novel ways to control full-bodied avatars in AR mobile games. The
interaction metaphor they propose lets players control their avatars
like a puppet with intuitive gestures. Hoang et al. (2018) and A. S.
Johnson et al. (2013) illustrated how full avatarization can also be
used in educational and health awareness settings. Both of them
proposed spatial AR full avatarization systems exploring on-person
anatomical displays for health education (muscles, blood vessels,
etc.). Their results demonstrated a stronger level of “connectedness”
and ownership with the projected content than with other projection
supports, especially when the data was coherent with the partici-
pant’s physiological state (e.g. synchronized heartbeat).

The lack of other examples in the literature is probably due to the
difficulty of implementing full avatarization in AR (see Section 2.2.2).
Nevertheless, one can imagine a large number of scenarios where
full-bodied avatars could be useful. We discuss these potential use
cases in Chapter 7.



2.2 Implementing body avatarization in AR

While the release of multiple frameworks (e.g. Unity ARFoundation,
Windows MRTK) has considerably simplified the development of AR
applications, setting up an SoE remains a truly complex task in AR.
The purpose of this section is to constitute a guide to avatar embod-
iment in AR. We describe the core components of AR avatarization
and break down the existing possibilities to implement strong own-
ership illusions in AR. Examples of applications will be given to il-
lustrate the current uses of each modus operandi.

2.2.1 The choice of user perspective

To make body avatarization and ownership illusions possible, techni-
cal choices are to be made conscientiously as they could lead to very
different user experiences. The first of these important decisions is
from which perspective the avatar should be embodied.

In a First-person Perspective (1PP), the user will look through the
eyes of their avatar and/or experience embodiment by looking down
at their own body (e.g. Figure 2.4, left). This point of view can
be combined with virtual mirrors that let users observe their body
avatarization indirectly (e.g. Figure 2.4, center). In a Third-person
Perspective (3PP), the avatar will be observed at an arbitrary loca-
tion and result in an out-of-body experience (e.g. Figure 2.4, right).
For example, instead of seeing a virtual arm where one’s real arm
would naturally be, one could see it floating ahead and use it to grab
normally unreachable objects thanks to partial avatarization.

Figure 2.4: First- and third-person per-
spectives in an AR full avatarization
setup. Left: The user wears an AR head-
set and looks down onto her fully avata-
rized body. Center: A virtual mirror
reflects the user’s body as an avatar.
Right: The user observes her avatar in-
stantiated ahead of a fiducial marker
with a body pose identical to hers.

Two main factors may influence the choice of either perspective.
The first is the application’s purpose: does the user need to see
specific parts of their body, like their face? If so, an egocentric point
of view will only let users see virtual content at locations that they
can directly see. Augmentations positioned on faces, necks, or backs
will not be visible in this point of view and therefore limit certain
avatarization applications unless combined with virtual mirrors. In
the 3PP, users can observe their virtual avatarization in its entirety
from different angles and standing viewpoints, providing them with
an external awareness of their avatar.
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The second factor to take into account is the strength of the own-
ership illusion that is sought. We are not aware of studies that have
compared the 1PP and 3PP in AR. Nevertheless, the 1PP preserves
the instinctive perception of self-location with respect to the real
body and this seems essential to generate a strong SoE. Some VR
studies support that the 3PP can generate equal ownership illusions
as the 1PP (Debarba et al., 2015), but the major part of the community
seems to agree that egocentric points of view will produce a stronger
sense of ownership and self-location (Gorisse et al., 2017; Medeiros
et al., 2018; Valeria Ivanova Petkova et al., 2011; Seinfeld et al., 2020;
Slater, Spanlang, et al., 2010). This being said, 3PP can provide illu-
sions strong enough to satisfy some AR embodiment applications (J.
v. Bommel, 2017; Rosa, J.-P. v. Bommel, et al., 2019). This perspective
also has the advantage of increasing awareness of the virtual posture
and of its surroundings, (Debarba et al., 2015) and therefore justifies
choosing it over the 1PP in some cases.

Ultimately, it seems recommended that applications seeking
strong BOIs use the 1PP and combine it with virtual mirrors when
applicable. More studies will be necessary to understand in which
situations one perspective should be preferred over the other in AR.

2.2.2 Displaying avatars in AR

Avatar embodiment can be experienced through various AR displays
with different modes of operation (e.g. head-mounted, handheld)
and renderings (e.g. video, optical). In this section, we do not
detail how these displays work or the advantage and issues that are
specific to them1. Instead, we discuss how their characteristics make 1 See the papers of Kruijff et al. (2010)

and Zollmann et al. (2020) for a com-
plete overview.

them more or less prevalent for embodiment experiences located at
different parts of the body avatarization continuum.

Non-immersive Video See-Through (VST) displays: they are
monitor-based systems also known as Windows-on-the-world
(WoW) displays. Smartphones and tablets are common examples
(see Figure 2.5), but WoWs can also be larger screens. When imple-
menting body avatarization, their main strength is that they can be
combined with live image processing to erase the user’s real body
through in-painting techniques (Zollmann et al., 2020). This allows
the partial and full avatarization of bodies with a morphology dif-
ferent from the user’s that would otherwise be impossible (e.g. 1PP
partial avatarization of a thinner arm). However, the screen sizes of
WoW displays are often limited and will usually not let users see
the whole virtual content at once. Most of the user’s body conse-
quently remains visible outside of the display during 1PP full-body
avatarization. In previous work, such displays were mostly used to
implement virtual mirrors (Eisert et al., 2007; Javornik et al., 2017;
Qian et al., 2019; Treepong et al., 2018).

Figure 2.5: Example of partial avata-
rization with a tablet, borrowed from
M. Kim et al. (2016). Other examples
can be found among social network ap-
plications (e.g. SnapChat).



VST Head-mounted Display (HMD): this mostly refers to VR
headsets that are equipped with external cameras (e.g. Oculus Quest
2, HTC Vive Pro). They seem better adapted to immersive 1PP
embodiment experiences than non-immersive VST displays as they
completely hide the direct vision of the user’s real body. Combined
with inpainting, 1PP full avatarization can be achieved at its best by
completely overriding the real body’s vision with the one of a full
avatar, regardless of its morphology as done in Figure 2.6.

Figure 2.6: Example of partial avata-
rization with a VST HMD, borrowed
from Feuchtner et al. (2017). Left: A
virtual arm of normal length is embod-
ied in first-person AR. Right: The user
extends his virtual arm towards a nor-
mally unreachable (real) electric curtain
and manipulates it.

Optical See-Through (OST) HMDs: unlike their VST counterpart,
OST headsets provide an unmediated view of the real world
(e.g. Microsoft Hololens, Magic Leap). On the one hand, this
direct view “ensures that visual and proprioception information is
synchronized” as described by Rolland et al. (2000). On the other
hand, virtual content viewed with them is partly transparent and
sometimes causes depth perception issues that may impact the
embodiment experience, as witnessed by Gilbers (2017). Another
issue with these headsets is that their usually narrow fields of view
can break the continuity of ownership illusions as parts of the avatar
might get cropped by the optical system and let the user see their
real body in the outer areas of the display.

Figure 2.7: Example of partial avata-
rization with a CAVE system, borrowed
from Slater (2008). The subject sees the
virtual arm as projecting out of his right
shoulder, while his own arm is hidden
by a panel.

Projection-based systems: this refers to spatial AR and CAVE-like
systems. Like in OST, the opacity of the content they render
heavily depends on light output capacity and ambient lighting.
Using it for partial and full avatarization is more complicated
when the embodied limb or avatar is not matching the user’s body.
Stereoscopic CAVE systems provide more latitude, but removing
the visibility of the user’s body parts presents the same problems
and may require ingenuity (as in Figure 2.7). Despite their restric-
tions, projection-based systems can nevertheless suit the needs of
particular embodiment applications. For instance, A. S. Johnson
et al. (2013) used SAR to allow users to interact with their own
internal makeup projected onto their body (i.e. muscle tissues, blood
vessels, etc.). SAR was also previously used for 3PP embodiment
of differently shaped bodies: Gervais et al. (2016), for example,
designed a small plastic figurine representing the user’s inner state
as a means of introspection. When embodying it, user physiological
data is recorded and projected onto it.

Figure 2.8: Example of OST fishtank
display. Illustration taken from the
work of K. Wang et al. (2017).

OST “fishtank” setups: these systems use semi-transparent mirrors
to reflect AR content displayed on a stereoscopic screen (see Figure
2.8). They can be used to overlay 3D content on and around the user
inside of a dedicated tracked volume under the display’s mirror
(Genay et al., 2021b; Hachet et al., 2011; Mercier-Ganady et al.,
2014; Shibuya et al., 2018; T.-Y. Wang et al., 2019). In general, this
volume is small and will only allow body accessorization and partial
avatarization (e.g. Shibuya et al. (2018)). OST fishtanks present the
same drawbacks as projection-based systems.
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Overall, current trends seem to favor HMDs as the primary
medium for AR display. HMDs have the advantage to combine free-
hand interaction with multiple built-in sensors that provide realistic
integration of virtual content (Makhataeva et al., 2020). Ultimately,
however, there is no one-size-fits-all solution for all embodiment ap-
plications. Each trade-off must be evaluated in light of particular
goals and available technologies to decide which form of display is
best.

2.2.3 Controlling and animating avatars in AR

A component that is essential to body avatarization is the control of
the embodied avatar. While it is possible to achieve an SoE without
any avatar animation (Botvinick et al., 1998), giving control of it will
enable interaction and strengthen the BOI (Ma et al., 2015)2. Virtual 2 Agency is related to “behavioral re-

alism”, reflected in the number of be-
haviors of a human that the avatar ex-
hibits. For example, allowing users to
raise their avatar’s hand in a classroom
to ask a question will help them em-
body it (Schultze, 2010).

avatars can be animated by users in many ways, including with tan-
gible interactions (Fernandez-Baena et al., 2014), controllers (Griffin
et al., 2019), puppeteering (Anderegg et al., 2018; Oshita et al., 2013)
or motion tracking technologies. These methods are not specific to
AR and their usage for body avatarization is the same as in VR appli-
cations. However, they come with their own challenges when used
in real-world contexts for embodiment.

To our knowledge, no study explored the influence of different
animation techniques on the SoE. However, the sense of agency is
known to be greatly enhanced by visuomotor congruence between
real and virtual body movements, while inconsistencies between vi-
sual and motor information appear to reduce it (Farrer et al., 2008;
Sanchez-Vives et al., 2010). Control through inputs that are not phys-
ically representative of the user’s body (e.g. with gamepads) might
therefore not play in favor of strong BOIs. For this reason, tracking
technologies that provide a 1-to-1 mapping of user movements have
been the preferred tool for avatar control (Spanlang et al., 2014).

Numerous motion-tracking technologies exist, ranging from open-
source software to costly hardware-based solutions. Optical marker-
less tracking seems to be the most common tracking technique in
AR research (Eisert et al., 2007; Javornik et al., 2017; Rosa, J.-P. v.
Bommel, et al., 2019). It uses computer vision to record the posi-
tion and rotation of the user’s body joints in real time. Free toolkits
and libraries can be used to detect such information, e.g. OpenPose
(Cao et al., 2018) or Unity ARFoundation. Once collected, these fea-
ture points are matched to the avatar’s corresponding body or face
landmarks and the 3D model is animated into the same pose or ex-
pression as the user (see Figure 2.9). Inverse Kinematics (IK) solvers
are usually used to deduce the user’s posture out of this data. They
calculate joint angles based on body constraints so that only natural
poses will be taken by the avatar (S. Kim et al., 2018).

Figure 2.9: Animation process in AR.
Left: A skeletal pose is acquired
through user tracking and matched to
animate the avatar into the estimated
pose. Right: Face feature points are ex-
tracted to morph the avatar model for
partial avatarization of the user’s face.
Here, it is visualized on a smartphone
acting as a virtual mirror.

All of these processes make tracking and image generation in-
evitable sources of delay in AR systems, even with high refresh rates



(Jang et al., 2011). The effects of tracking errors on the SoE were
not clarified in AR, but VR studies have found that certain forms
of errors including latency, jitter, and noise can strongly affect the
SoE (Waltemate, Senna, et al., 2016)3. According to Toothman et al. 3 The sense of agency is linked to the

easiness of the avatar’s manipulation.
The less the user needs to think about
how to control it, the more they will
disregard the virtuality of their body
(Bainbridge, 2004).

(2019), latency and noise (avatar vibration) appear to be particularly
limiting the SoE at relatively low thresholds.

Noise and jitter are errors linked to the tracking signal which qual-
ity may vary importantly with the real environment’s conditions (e.g.
lighting). Providing robustness for these errors is still a hot topic of
current research (Batmaz et al., 2020; Toothman et al., 2019). One
solution to counter the latency issues of AR systems is to use VST
displays. Indeed, a video view of the real world makes it possible
to synchronize the overlay of virtual and real content by deliber-
ately delaying video images to match the tracking and rendering
latency (Zheng et al., 2014). On the other hand, the real-world view
of projection-based and OST systems offers no latency and therefore
makes it impossible to completely compensate entirely for delayed
tracking: one can reduce misalignment between synthetic and real
imagery through predictive tracking and selective update, but er-
rors are still likely to be present, especially during rapid head pose
changes (Zabels et al., 2021).

To conclude, motion-based tracking promises stronger illusions
than its counterparts, but it comes with its share of technical difficul-
ties in AR. Depending on the type of display used, it will introduce
errors that can disrupt embodiment illusions and that may require
effort to be handled. Latency is the most prominent source of reg-
istration error in existing AR systems (Lincoln et al., 2016). Because
of the need to maintain alignment between real and virtual environ-
ments, avatarization applications in AR have to make an extra effort
to preserve the user’s sense of agency compared to VR.

2.2.4 Integrating avatars to the real world

Ultimately, it seems that AR embodiment systems rely on similar
components as the core VR embodiment system depicted by Span-
lang et al. (2014). The main difference they present resides in the
type of displays used and in the replacement of the VR module with
an AR one. However, this AR module has to accomplish an addi-
tional task that makes AR embodiment much more complex: it has
to build spatial awareness of the physical environment to handle the
proper integration of virtual content.

Several techniques exist to produce an accurate 3D registration of
virtual avatarization in real space. The detection of fiducial makers,
planar images, or 3D objects is a long-dating and simple way to po-
sition avatars at the desired location (Kato and Billinghurst, 1999),
whether it be on the user’s body (Lamounier Jr et al., 2012) or else-
where (Rosa, J.-P. v. Bommel, et al., 2019). This method involves
tracking markers registered beforehand in the AR system. Once the
marker is recognized, the avatar is spawned in a location relative
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to it and displayed. Such a process is fast to set up thanks to the
availability of many free toolkits like ArUco (Muñoz-Salinas et al.,
2014) or (Kato, Billinghurst, and Poupyrev, 2020), but alone, it does
not provide the embodiment system with any understanding of the
physical environment. Without such understanding, the relative po-
sition of real and virtual objects is ignored and the coherence of the
scene cannot be ensured.

To provide occlusion between real and virtual objects, spatial
awareness can be acquired through Simultaneous Localization and
Mapping (SLAM). These techniques create an approximate model of
the environment by using sensor data (mostly camera feed) to detect
feature points, associate them with 3D space coordinates, and update
them continuously (Durrant-Whyte et al., 2006; Reitmayr et al., 2010).
Systems using SLAM do not require markers as the created model
can be used to identify environment or body surfaces and place con-
tent onto them. Once detected, surfaces can also be virtually reg-
istered to stop virtual content from unnaturally entering walls and
implement virtual occlusion, resulting in a stronger coherence (see
Figure 2.10). On the downside, they require more computing power
and tend to be less stable than marker-based systems as the feature
points are built from sensor data that is updated continuously and
that may contain errors.

Figure 2.10: An illustration of virtual
object rendering both with and without
occlusion rendering. The lack of occlu-
sion makes the user’s hand appear be-
hind the virtual chest (top), whereas it
should normally appear in front of it
(bottom). Figure extracted from Du et
al. (2016).

Examples of software capable of rendering AR content with
spatial awareness are game engines (e.g. Unity, Unreal Engine).
They are particularly fit for such tasks as they integrate avatar
animation, state-of-the-art graphics, stereoscopic rendering, realistic
physics, sound, memory management, and many AR development
tools. Additionally, they support a fair number of commercialized
tracking systems and allow cross-platform builds.

Finally, to draw a parallel with the core VR embodiment system
described by Spanlang et al. (2014), we could define a core AR em-
bodiment system composed of the following modules:

• Tracking Module: depending on the type of display (i.e. handheld
vs. head-mounted), records the user’s body and head movements
or device’s position in real-time. It allows controlling the avatar
and adapting the AR scene’s point of view. This tracking is used
as input for the AR module.

• AR Module: processes the outputs of every other module and
adapts the rendering of the AR scene according to them; takes
charge of the integration of the avatar into the real world from the
knowledge acquired through the tracking module or separate en-
vironment processing (e.g. SLAM); passes the resulting rendering
to the display module.

• Display Module: hardware allowing the user to visualize their vir-
tual avatar and the AR scene (see Section 2.2.2).

The AR module is also responsible for the management of the AR



content and usually handles the animation and interactions related
to the avatar (i.e. pose estimation, IK, etc). In more advanced sys-
tems, it may also include lighting simulation, stereoscopic rendering,
and audio. Additional modules can be added to this core system to
provide multi-modal stimulation (e.g. haptic feedback) and mea-
surement tools. Finally, alternative user inputs through controllers
or voice can also be combined with the user tracking system to pro-
vide different embodiment experiences.

2.2.5 Summary of technical challenges

A variety of obstacles in adopting AR embodiment were mentioned
in the previous sections. Most of them are linked to consistency
issues of AR experiences. Dealing with these challenges includes:

• Providing correct registration and alignment of the virtual body
with the real one during 1PP embodiment.

• Compensating for latency causing discrepancies between the user
and the avatarization movements.

• Dealing with real environmental conditions that can impact the
avatarization’s visibility (e.g. lighting when using OST displays).

• Removing visible user body parts when implementing a virtual
embodiment of differently structured bodies (e.g. thinner limbs).

• Ensuring that the virtual avatar responds realistically enough to
the physical world (e.g. collide with walls, displays shadows).

• Providing a field of view sufficiently large to witness the avata-
rization as intended.

Dealing with these challenges can be more demanding or not ap-
ply depending on the targeted experience4. Achieving further realis- 4 For example, simulating autoscopic

experiences where one sees a duplicate
of oneself does not require removing
the visibility of the real body. We pro-
vide an example of this in Chapter 4.

tic experiences of avatarization will require solving additional chal-
lenges such as letting users interact with real-world objects, render-
ing in high quality, or providing haptic feedback. In addition to
these, research outlined other challenges linked to the general usage
of AR, including visual fatigue, security issues, marker tracking reli-
ability, and device costs (Akçayir et al., 2017; Masood et al., 2019).

However, it seems that these issues are relatively minor and
should not prevent the adoption of AR for virtual embodiment. Most
embodiment systems described before can already be implemented
with state-of-the-art technology. Although some configurations are
more challenging to achieve (e.g. 1PP full avatarization), new ad-
vances are anticipated to overcome current usability and technologi-
cal issues such as low resolution, limited fields of view, cost, and low
computing power.
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2.3 Measuring the sense of embodiment in AR

As of today, measuring a psychological phenomenon as complex as
the SoE remains an open debate. Very few publications share the
same methods and choosing the most appropriate one is not always
a simple task. The tools used in AR to measure the SoE are mostly
derived from those previously used in VR, which themselves have
evolved greatly over time.

2.3.1 Subjective measures

In the original BOI experiment, Botvinick et al. (1998) chose to design
a two-part questionnaire to assess the SoE. The first part asked for
an open-ended description of participants’ feelings, while the sec-
ond part consisted of nine questions to be answered on a Likert scale
(Likert, 1932). Since then, numerous studies have been re-purposing
this questionnaire, sometimes deleting the descriptive part or keep-
ing this part only. These modifications have made the outcomes of
studies particularly difficult to compare and validate.

In face of this, researchers have made efforts to unify embodiment
questionnaires through systematic analysis. Longo et al. (2008) con-
cluded that Likert scales are valid tools since it is possible to iden-
tify distinctive patterns in the subject’s answers, but they should be
supported by an objective measure that provides a complementary
validation. In their view, the use of questionnaires alone is too sub-
jective to extract an accurate measure of the SoE5. 5 Our relationship with our bodies is

not something that we usually consider.
Many people who have never lived or
heard of autoscopic experiences may
find questions like “I felt out of my
body” unrelatable. Slater raised sim-
ilar issues regarding the measurement
of presence in VR with questionnaires
(Slater, 2004).

With more hindsight, research looked to establish standard ques-
tionnaires to improve comparability while accounting for these chal-
lenges. Roth, Lugrin, et al. (2017) identified a set of items through a
principal component analysis of the literature and produced a ques-
tionnaire containing 12 items in 2020 (Roth and Latoschik, 2020).
In the meantime, Gonzalez-Franco et al. (2018) proposed their own
questionnaire built on exploratory factor analysis. It was updated in
2021 to keep a total of 16 items applicable to all scenarios, including
those of AR (Peck and Gonzalez-Franco, 2021). Both questionnaires
were tested and validated by several studies (4 and 9, respectively)
and then by statistical reliability analyses (calculation of Cronbach’s
alpha coefficient).

The generic nature of these two questionnaires makes them ap-
propriate for the evaluation of any type of AR avatarization. Addi-
tionally, their extended testing makes them good candidates to be-
come the new standards. However, their construction and trial were
mostly based on BOI and VR studies. It would be interesting to make
a comparative study evaluating their efficiency in various contexts
(including AR). Regardless, using one of these two validated ques-
tionnaires in AR will enable future comparison with experiments in
VR. Using them in future AR research hence seems judicious, but it
is recommended to implement control conditions to empirically test
for potential bias linked to AR.



2.3.2 Objective measures

Most objective measures used in VR can also be applied in AR. One
that is commonly found in both is that of proprioceptive drifts, char-
acterized by the change of a perceived body or limb’s location to-
wards a fake embodied one Botvinick et al. (1998). This measure
can be obtained by subtracting the user’s estimated body or limb
position from its actual position (Gilbers, 2017; Škola et al., 2016).
However, Rohde et al. (2011) and Holle et al. (2011) highlighted the
risks of using this measure alone and the necessity of combining it
with complementary ones as they showed that proprioceptive drifts
could also occur in the absence of an SoE.

Figure 2.11: When the avatar is placed
under a virtual threat (e.g. a sharp
knife suddenly falls in this figure),
studies have shown that participants
will attempt to avoid virtual danger in
the case where the illusion is success-
ful. Sensors placed on the participant’s
right hand allow for the recording of
their physiological response at the mo-
ment of the threat. Figure extracted
from (Rosa, Veltkamp, et al., 2019).

Bodily signals can be used in AR as indicators of BOIs too. For
example, Skin Conductance Response (SCR) and heart rate decelera-
tion (Rosa, Veltkamp, et al., 2019; Slater, Spanlang, et al., 2010) were
previously used to indicate successful illusions, as in Figure 2.11.
BOIs have also been correlated with decreases in user body tempera-
ture (Moseley et al., 2008) and variations of muscle electrical activity
(Slater, Pérez Marcos, et al., 2008). A complete compendium of meth-
ods and technologies allowing us to obtain them can be found in the
paper of Spanlang et al. (2014).

Figure 2.12: EEG recording during vi-
suotactile stimulation in a VHI in AR.
The observation of increased activity in
EEG bands can be used to detect the
effects of BOIs. Figure extracted from
(Škola et al., 2016).

Lastly, brain activity can provide information on the neural pro-
cesses involved. This activity can be analyzed through electroen-
cephalography (EEG) recordings, as done in the right part of Figure
2.12. However, EEG recording has several drawbacks: on top of be-
ing time-consuming to set up, most non-intrusive EEG systems are
very sensitive to muscle activity and electrical noise in the environ-
ment, limiting the embodiment to an immobile experience with very
few possibilities of interaction. Further details on EEG setup and sig-
nal processing for the study of BOIs can also be found in the article
of Spanlang et al. (2014).

While partial and full avatarization can be evaluated straightfor-
wardly with any of these methods, the measurement of AR body ac-
cessorization experiences raises several questions: how does it relate
in any way to embodiment experiences, and how can one quantify it?
According to the survey of Schettler et al. (2019), objects can be expe-
rienced as being “a part or extension of one’s body”. To support this
idea, they relate an experiment where researchers could observe and
measure BOIs toward a table (Armel et al., 2003). The illusion was
induced by stroking synchronously a table and the subject’s hand
after having applied a Band-Aid on both of them. Embodiment ef-
fects were measured with a questionnaire and SCR that showed that
participants somehow felt that the table was their hand. Indeed, the
questionnaire answers were corroborated by a peak in SCR upon
partly pulling off the table’s Band-Aid, leading users to expect pain
6. These results suggest that body accessorization (whether in AR

6 Neuropsychological research further
supports the idea that inanimate ob-
jects can influence the body image and
schema: Aglioti et al. (1996) described a
case where a patient with a brain lesion
had no sense of ownership over their
arm but could recognize it again after
removing their wedding ring.

or not) does have an influence on body ownership and that this in-
fluence should be measurable with the same methods as in other
avatarization experiences.
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2.4 Inducing the sense of embodiment in AR

Generally, the strategy used by researchers to induce the SoE in AR
experiments is the same as in VR or in reality. In this section, we de-
scribe the methods classically used in literature to induce and max-
imize the embodiment senses in AR. The methods described here
apply to body avatarizations from all parts of the continuum.

2.4.1 Visuotactile stimulation in AR

In the early days of research on the SoE, embodiment illusions were
mostly induced through synchronous visuotactile (VT) stimulation.
The original BOI experiment consisted in stroking a fake hand with a
brush simultaneously with the participant’s real hand, hidden from
sight. Valeria I. Petkova et al. (2008) generalized this experiment to
the whole body by providing the subjects with the point of view of
a plastic human mannequin. While touching both bodies identically,
they managed to create the illusion of embodying the mannequin.
After testing VT stimulation on physical objects, the following ques-
tion then arose: can such stimulation also be used to make one feel
embodiment towards a 3D avatar? If so, how can this feeling be max-
imized?

To begin exploring this subject, Raz et al. (2008) designed a variant
of the BOI called the Virtual Hand Illusion (VHI). This variant imple-
ments partial avatarization by replacing the rubber hand with a 3D
virtual hand. Whether in AR or VR, the comparison made by Škola
et al. (2016) showed that VT stimulation could evoke an SoE towards
a virtual hand very close to the one evoked by a physical copy of this
hand7. The VHI experiment was also generalized to the whole body 7 In spatial AR, however, IJsselsteijn et

al. (2006) obtained less conclusive re-
sults when projecting the virtual hand
on a flat tabletop. The authors ex-
plained that the physical stroking of the
flat hand projection rather than onto
the rubber hand itself created inconsis-
tency, disturbing the SoE. This problem
being unnoticed in VR, their findings
reveal the importance of graphic coher-
ence AR.

to see whether VT stimulation could generate BOIs during full avata-
rization too. A large number of implementations were developed in
VR, showing multiple times the effectiveness of VT stimulation with
several types of avatars (Kilteni, Maselli, et al., 2015; Teräs, 2015).
We could not find examples of full BOIs of avatars with VT stimula-
tion in AR research. Research is lacking to verify that similar results
would be obtained.

2.4.2 Visuomotor stimulation in AR

Like VT stimulation, visuomotor (VM) stimulation can be used to
induce embodiment illusions (Ehrsson, 2012; Kokkinara et al., 2014;
Tsakiris, Prabhu, et al., 2006). It simply consists in replacing the tac-
tile stimulation with the ability to move the virtual body. As with
VT stimulation, synchronization of real and virtual movements was
shown necessary to create embodiment illusions (Gilbers, 2017) VM
stimulation is by far the most common technique to induce an SoE
in AR research (J. v. Bommel, 2017; Rosa, J.-P. v. Bommel, et al., 2019;
Shibuya et al., 2018; Wolf, Döllinger, et al., 2020). Compared to VT
stimulation, VM stimulation is generally cheaper, easier to set up,



and easier to automatize (see Section 2.2.3). Automated VT stim-
ulation in AR requires integrating haptic devices that can be more
constraining or costly, especially when the user ought to physically
move around and interact (Jeon et al., 2009).

On another note, the experiment of Slater, Spanlang, et al. (2010)
showed that it is possible to exhibit a strong SoE in VR without
having to stare at the embodied avatar. The authors explain that
the sense of agency coupled with the first-person vision of a virtual
world rich in realistic detail led to proprioception strong enough to
suppress the need to look at one’s body to feel like embodying it.
Thus, the theoretical question of whether the absence of a direct view
of the avatar can provide identical results in AR can be raised.

2.5 Discussion

The previous sections described experiments where the SoE could
be evoked with different levels of body avatarization, embodiment
perspectives, display types, and sensory stimulation. To some extent,
previous work suggests that the SoE can be elicited independently
of the technological context as long as the appropriate stimuli and
induction conditions are met.

That being said, it is still not clear whether equivalent real, virtual,
and hybrid environments will generate BOIs of the same strengths,
nor that the SoE will be affected by the same factors in the same
ways. The comparison made by Škola et al. (2016) led them to con-
clude that AR, VR, and real-world VT stimulation induce similar
embodiment experiences, but their results also revealed some (small
but real) differences between them8. Unlike in the real world or in 8 Their subjective results notably

showed a significant difference in
the sense of ownership of a fake
hand between the AR and real-world
conditions, but not between AR and
VR.

VR where visuals are homogeneous, AR displays a graphical con-
trast that allows discrimination of the virtual from the real. As the
SoE relies on the coherence of visual and proprioceptive signals (Kil-
teni, Maselli, et al., 2015), it seems likely that AR should provide a
different perception of virtual content — and therefore of AR avata-
rization, depending on how well it is integrated. We follow up on
this questioning in Chapter 3.

Secondly, this review shows that little research has explored inter-
actions with one’s avatar, whether it be in the 1PP or 3PP. Unlike the
1PP which imposes the use of body tracking (since the avatar must
appear on the user at all times), the 3PP allows greater freedom in
the ways to interact with one’s avatar. For example, the 3PP makes
it possible to control it with a joystick or to manipulate it at arm’s
length like a puppet. Although the lack of synchronization with the
user’s gestures may reduce the SoE in such cases, there are situations
where a 1-to-1 body mapping is not possible (or wanted) and alter-
native modes of control become necessary. One striking application
where different interactions are relevant is the use of 3PP avatars to
explore and interact with surrounding real environments. We pro-
pose to discuss the design of systems enabling such exploration and
contribute with lessons learned from the implementation of a proof-
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of-concept in Chapter 4. Whereas previous research broadly studied
the use of 3PP avatars to increase body awareness, very few have
looked at how they may also increase spatial awareness. We propose
to investigate this subject through a user study whose results are de-
scribed in Chapter 5.

Lastly, it seems that the current state of technology does not al-
low the creation of completely perfect embodiment illusions, either
in AR or VR. Consequently, the subjects need to be open to accepting
the illusion for an SoE to be induced. However, as raised by recent
research, the differences between individuals and their personalities
lead them to be more or less willing (or capable) of suspending their
disbelief, or even completely rejecting their virtual bodies (Schwind
et al., 2017). This makes embodiment experiences very variable from
one subject to another and has important impacts on the analysis
of experimental results. Strategies to compensate for this variabil-
ity were rarely investigated. Addressing this problem is crucial to
allow avatars to be accepted and used in concrete application scenar-
ios. One promising lead is to influence the user into accepting their
avatar before its embodiment. In Chapter 6, we explore this track
as well as the use of graphical transitions to smooth the end-to-end
embodiment experience.



The most exciting phrase to hear in science, the one
that heralds new discoveries, is not ’Eureka!’ but
’That’s funny...’

Isaac Asimov



3
Investigating how AR content influ-
ences the sense of embodiment

This chapter describes our work investigating the sense of embodiment of
avatars embodied in AR with an OST display. We report a user study test-
ing whether the content of mixed environments could impact embodiment
illusions in the first person during partial avatarization with robot hands.
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Figure 3.1: The experimental setup of our user study. A user is equipped with tracked shutter glasses and looks at her virtual hands
under a semi-transparent mirror. The virtual hands are a reflection of the 3D screen hung above. The rendered perspective of the
holograms is adapted to her point of view in real time. Part of the objects she sees is virtual (the green-colored ones).

Figure 3.1:

Whereas embodiment illusions were widely studied in VR, little is
known about their mechanisms in AR. The perception of AR is con-
siderably different and it cannot be assumed that virtual avatariza-
tion is experienced the same way through it as in VR. In particular,
it is unclear whether the contrast that makes virtual and real content
distinguishable could impact the plausibility of the illusion. This
contrast is even further amplified when using OST devices whose
virtual rendering is partially transparent.

In this contribution, we looked into whether the consequent
disruption of graphical coherence could cause the embodiment of
avatars to be experienced differently in OST AR. Previous research
showed that the transparency of avatars and the visibility of the
user’s real body were not necessarily prohibiting embodiment illu-
sions (Rosa, J.-P. v. Bommel, et al., 2019; T.-Y. Wang et al., 2019).
However, it remains unclear whether the mix of real and virtual con-
tent is impactful and to what extent. Investigating this seems of great
value as it could mean that the context of the embodiment has to be
taken into account during the analysis of future studies. Conversely,
if mixing real and virtual content does not affect the SoE, then it
could mean that results obtained in VR could be exploited for OST
AR applications.
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The following sections report the experiment we ran to investi-
gate this subject. In a nutshell, our results provide original insights
regarding the perception of partial avatarization in OST AR envi-
ronments. We could notably observe significant differences in the
body ownership induced by the various environmental conditions,
suggesting that the content of the environment, or its “level of virtu-
ality”, could be a new factor of influence of the SoE in OST AR.

3.1 Related Work

Previous research identified many factors of influence of BOIs, in-
cluding avatar appearance, embodiment perspective, sensory feed-
back, personality, and avatar control (Fribourg et al., 2020). Whereas
avatar-related factors were intensively studied, very few papers have
looked at whether the display and environmental context could play
a part too. This section details previous work on this subject.

Body visibility and transparency

Several aspects of OST AR provide good reason to believe that em-
bodiment experiences induced through it could evolve differently.
First, the user’s real body remains visible to some extent in AR.
Feuchtner et al. (2017) showed that this visibility could indeed sig-
nificantly hinder the strength of the BOIs in VST AR. However, other
work also testified of strong BOIs even when leaving the entire real
body in sight during 3PP avatarization (Rosa, J.-P. v. Bommel, et al.,
2019; Wolf, Döllinger, et al., 2020). Therefore, it seems that its impact
remains is limited when efficient stimulation is applied.

In addition to the real body’s visibility, the transparency of OST
displays also has to be taken into account. The avatar can appear less
visible than the user’s real body when the lighting conditions are
unfavorable. K. Wang et al. (2017) attempted to clarify how much
of a handicap this transparency can be by measuring the strength
of VHIs displayed with different virtual:real light intensity ratios in
1PP AR (i.e. 0:1, 0.25:0.75, 0.5:0.5, 0.75:0.25, and 1:0). Their results
show that ratios of 0.75:0.25 and 1:0 did not produce significantly
different senses of ownership and agency towards the virtual hands.
Therefore, it seems that partial transparency may not be a major im-
pediment of virtual embodiment as long as the avatarization remains
more visible than the user’s real hands.

Graphical contrast

Lastly, VR and AR provide quite distinct visual feedback and it
seems legitimate to question if the contrast between human vision
and synthetic graphics could have an impact on the perceived plau-
sibility of BOIs. Škola et al. (2016) looked at the differences between
the traditional BOI and the VHI in both VR and AR. They found that
AR and VR produced similar illusions, but weaker than when using



a genuine rubber hand. IJsselsteijn et al. (2006) also examined the
same illusion in mediated and unmediated visualization. In their ex-
periment, they replaced the rubber hand with a fake hand projected
onto a tabletop. They found that applying VT stimulation with a
real brush onto the projection caused a visual conflict between the
real and 2D projected material. This conflict impeded the embodi-
ment of the virtual hand, regarded as physically incoherent. Their
results hence suggest that a proper 3D registration is necessary to
induce embodiment illusions.

A more recent study conducted by Wolf, Döllinger, et al. (2020)
investigated the differences between body weight perception in
head-mounted VR and AR VST displays. During their experiment,
subjects saw a photorealistic generic avatar through an interactive
virtual mirror that offered VM feedback. The physical world viewed
in the VST condition was faithfully reproduced in the VR condition.
Unlike what the authors were expecting, participants did not report
substantially different senses of ownership and presence in AR and
in VR. They speculate that the VST video resolution and VR graphics
might have been too comparable for users to experience a difference.
To verify whether an unmediated vision of the AR condition with
OST could have changed these results, Wolf, Fiedler, et al. (2022)
ran a subsequent study with the same apparatus1. Unlike what 1 The results of their subsequent study

comparing OST to VST were published
after the work described in this chapter.

they expected, they could find no significant difference between
their OST condition and the VST one of the previous experiments.
However, their descriptive results and post hoc power analysis are
not convincing enough to rule out the influence of the used display.
The authors conclude that further research is needed to confirm
their findings.

We found no experiment that evaluated BOIs while users inter-
acted with mixed environments. The papers described above did
not involve interactions other content than with their avatar. Addi-
tionally, they all provide their users with a third-person perspective
of the avatarization. Perhaps manipulating real objects with a virtual
body could result in a different perception of the avatarization, but
also of the surrounding environment. Although not mandatory to
induce the SoE, the control of avatars is likely to be a desired feature
of applications involving embodiment. Extending previous research
to avatars embodied in the first person is also of interest to many AR
applications.
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3.2 User experiment

The experiment we conducted let participants embody virtual robot
hands within three environmental conditions (see Figure 3.2).

• Condition 1 (VIRTUAL) The environment contained only virtual
items, laid in front of the participant’s hands.

• Condition 2 (MIXED) Some of the virtual items (half of them)
were replaced by their real version.

• Condition 3 (REAL) Except for the avatar hands, all content
viewed by the participant was real.

One must note that all of these conditions took part in a real en-
vironment as we were interested in comparing OST experiences of
embodiment. Therefore, the term “VIRTUAL” for condition 1 does
not refer to a VR condition, but to the virtual objects and hands that
are featured in the (real) scene. In each condition, the user saw these
hands overlaid on their own hands and performed a VM task aiming
to induce an SoE over them.

Figure 3.2: The experimental conditions
from the participant’s point of view.
Left The “VIRTUAL” condition where
all the objects were virtual. Center The
“MIXED” condition where there were
both real and virtual objects mixed.
Right The “REAL” condition where all
objects were real. The 3D rendering al-
lowed virtual objects to appear having
the same 3D volume as their real coun-
terparts.

3.2.1 Participants

Twenty-six participants from age 21 to 61 (m = 30.8, SD = 12.2 with
15 men and 11 women) completed our experiment. Most of them
were colleagues from the research center and students from the uni-
versity campus. They all volunteered and most were curious about
AR technologies. No compensation or course credits were issued,
and all participants were unaware of the purpose of the experiment.

Among them, 11 reported having no prior experience with AR or
VR, 10 had little prior experience, and 5 had used these technologies
many times. All had normal or corrected-to-normal vision and those
with glasses could keep them on if not causing discomfort (one par-
ticipant removed her glasses). Lastly, this study was approved by a
local committee of ethics.

3.2.2 Apparatus

To control the visualization of both real and virtual contents in a
seamless space, we built a setup inspired by previous VR fish-tank
installations (Hachet et al., 2011; Hilliges et al., 2012). Our experi-
mental setup is composed of a 3D display (NVIDIA 3D Vision, 120

Hz), a semi-transparent mirror, and a board for object placement.
When equipped with shutter glasses, it allows subjects to observe
semi-transparent “holograms” in the interactive volume located be-
tween the board and the mirror. These holograms are in fact the
reflection of the 3D images displayed on the stereoscopic screen sus-
pended above (see Figure 3.3).

Figure 3.3: The experimental setup in
front of which the participants stood.
Reflective markers were attached to the
shutter glasses worn by the participants
for head tracking.



The experiment was developed using Unity 3D 2019.2. When po-
sitioning their forearms in the interaction volume, participants could
see the forearms of an avatar co-located with their own and follow-
ing their movements (see Figure 3.4). We used robot hand models
extracted from the 2.3.1 version of the Leap Motion Unity SDK which
was also used to track and animate the avatar’s hands.

Secondly, to ensure a physically correct parallax, we implemented
head tracking with Optitrack cameras. Indeed, the rendering of the
3D objects had to take into account the user’s point of view in real-
time for volumetric cues to be displayed correctly (e.g. the user
should see the side of an object when moving their head to the side).
This adaptation was achieved through a custom shader implement-
ing 3D anamorphic projections that distorts the rendering according
to head tracking inputs.

Figure 3.4: Top A participant perform-
ing the task of turning his hands over
during the MIXED condition. Bottom
Illustration of the object configuration
that was seen by the user. Left Real
3D-printed version. Right their virtual
counterparts.

The experimental device was installed in a closed room where
reflective objects were masked to reduce infrared interference. To
reinforce the illusion of the presence of the 3D content, we simu-
lated the lighting conditions of the room, illuminated with a single
projector to simplify the simulation. As the semi-transparent mirror
reflects only 70% of the incident light, the projector lighting makes
the user’s real hands slightly visible underneath the mirror, result-
ing in a rendering close to the one proposed in commercialized OST
headsets.

The environment observed during the experiment consisted of
empty space with six virtual and/or real miniature objects (houses,
trees, balls), modeled and printed in 3D (see Figure 3.4). Depend-
ing on the experimental condition, a number of these real or virtual
objects were positioned on the interaction board, in front of where
the participant would place their hands. As the system did not pro-
vide haptic feedback for the virtual objects, the participants were
instructed not to touch any of the objects in order not to introduce a
difference in perception between the real and virtual objects. Once
the experiment started, instructions were given to the participants by
playing an audio recording.

3.2.3 Procedure

Participants started by completing a consent form containing the
written instructions for the experiment. After verbal explanations
and video demonstration of the task, they were asked to fill out a
questionnaire assessing their Locus of Control (LoC) for further anal-
ysis (cf. Section 3.2.5). The participants were then invited to stand
in front of the experimental setup and place their hands flat on the
interaction board to proceed with a short calibration, lasting approx-
imately 2 min. This calibration aimed to align the virtual hands with
the real ones by moving them (if needed) in the direction expressed
by the participant. While they were acclimating to the system, the
experimenter invited the participant to ask questions and requested
them to focus on their virtual hands.
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The experiment was divided into three blocks that ran sequen-
tially (one per condition), each displaying different amounts of
real/virtual content. Depending on the block, miniature houses,
trees, and a small ball appeared either really or virtually (or both)
laid ahead of the participant’s hands on the board. Each block dif-
fered only in the nature of these objects, which preserved the same
appearance and position. The experiment then involved a VM task
consisting in successively reproducing gestures dictated by audio in-
structions, which were presented beforehand. More specifically, par-
ticipants had to (i) drum with their fingers, (ii) flip their hands, (iii)
adduct/abduct their fingers, and (iv) position their right/left hand
in front of a given item. These gestures, repeated 3 times each, had
to be executed during a time delimited by a start “beep” and a stop
“beep” for a total duration of about 4 minutes.

At the end of the audio recording, participants left the experimen-
tal setup to complete an SoE questionnaire adapted from the 7-point
scale questionnaire of Gonzalez-Franco et al. (2018) (cf. Section 3.2.5).
They were then invited to proceed to the next experimental block
and repeat the same steps. The same avatar, task, and object config-
urations were maintained, but some virtual objects were replaced by
their real version (or vice versa) depending on the condition tested.
After going through all blocks and answering their respective ques-
tionnaires, participants were asked to fill out one last questionnaire
assessing their post-experiment perception of the avatar and differ-
ent environments. The average total time per participant, including
instructions, questionnaires, experiment, breaks, and debriefing, was
1 h 30 min.

3.2.4 Study design

Previous research indicates that there are considerable differences
between individuals in their ability to experience BOIs (Dewez et
al., 2019; Richard et al., 2022). As between-subject designs are very
sensitive to inter-individual differences, we chose to use a within-
subject design to monitor these variations and increase the sensitivity
of our experiment. The conditions were preceded by an acclimation
phase of about one minute and counterbalanced with a Latin Square.

The choice of the avatar’s robotic appearance was based on the
recommendations of Gilbers (2017) who found that human virtual
hands embodied in AR provoked high criticism from participants
toward their realism and likeness. Several studies have similarly ob-
served that VHI experiences should provide gender-matching mod-
els (Schwind et al., 2017) and color-matching skins (Lira et al., 2017)
to avoid user self-comparison with the embodied avatar (see Chapter
2). Our experiment being focused on the influence of mixing reali-
ties and not on the avatar’s appearance, we did not want to provide
personalized avatars that would potentially create inter-individual
variations. Therefore, we chose a generic non-gendered robot model
to avoid bias and increase result comparability.



For consistency, objects were arranged in the same way for all par-
ticipants, and replaced objects were always the following: the sphere
in the middle, the tree on the left, and the house on the right (see
Figure 3.4). The experimenter created the condition arrangements
during the completion of the embodiment questionnaires, without
the participant witnessing this change. Unlike the virtual hands, one
must note that the virtual objects were not superimposed over their
real counterparts. We decided to proceed this way because it is the
most common situation encountered in head-mounted OST experi-
ences: holograms are displayed in vacant space while virtual hands
(when provided) are texture overlaid on the user’s hands.

Regarding the task, the drumming and adduction/abduction ges-
tures were inspired by the experiment of Hoyet et al. (2016) which
used them to induce SoE toward a six-fingered hand in VR. The
third gesture used in their study (opening/clenching the fists) was
replaced by the gesture of turning/flipping the hands because it
caused fewer tracking artifacts. The fourth gesture is of our design:
it aims to momentarily (5 seconds) shift the participant’s attention
to the displayed environment so that they could take it into account
when evaluating how they felt about the avatar.

To limit potential habituation and practice effects, each of these
four gestures was repeated in a random order, renewed at each con-
dition. The duration of the task (4 min) was chosen so that the stim-
ulation would be long enough to induce an SoE (Lloyd, 2007) and
short enough not to cause weariness.

3.2.5 Collected data

Out of the 26 participants, the data of 4 was excluded from further
analysis due to technical issues compromising the avatar’s percep-
tion. For the rest, we analyzed the data from the questionnaires
presented in the following subsections.

3.2.5.1 Locus of control

The LoC is a personality trait corresponding to the “degree to which
people believe that they have control over the outcome of events in
their lives as opposed to external forces beyond their control” (Rotter,
1966). This trait was shown by Dewez et al. (2019) to be correlated
positively with the sense of ownership and agency. Its measurement
hence provides an additional tool to get a sense of the variability in
the obtained results. A translated version (Rossier et al., 2002) of
the 24-item IPC scale of Lefcourt (1981) was administered before the
experiment’s start. This scale provides scores between 0 and 48 for
three dimensions: “Internality”, “Powerful Others”, and “Chance”.
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3.2.5.2 Embodiment questionnaire

Despite a large number of studies on the SoE, there still is no gold
standard to evaluate this sense. We chose the widely used 7-point
Likert scale questionnaire proposed by Gonzalez-Franco et al. (2018),
built with the most prevalent questions found in the literature. This
questionnaire covers six areas of interest: body ownership, agency,
tactile sensations, location, external appearance, and response to ex-
ternal stimuli. We removed the questions unrelated to our experi-
mental settings (e.g. statements on mirrors, haptic feedback, non-
collocated virtual bodies, etc.) to keep a total of 12 questions (see Ta-
ble 3.1). Their answers can be computed into sub-scores by a group
of interest and into a global embodiment score.

Table 3.1: The embodiment questionnaire, adapted from Gonzalez-Franco et al. (2018).
We report the median and the first and third quartiles for each item. The “Score” column gives the contribution of each item to the
following scores: Ownership (O), Agency (A), Location (L), and Appearance (AP).

Median[Q1,Q3]
ID Score Questions

VIRTUAL MIXED REAL

Q1 O “I felt as if the virtual hands were my hands.” 1[−0.5, 2] 1[−0.5, 2] 1[−1, 1]
Q2 O “It felt as if the virtual hands I saw were −2[−2.75,−2] −2[−3,−2] −2.5[−3,−2]

someone else’s hands.”
Q3 O “It seemed as if I might have more than two −2[−2.75,−2] −2[−3,−2] −2[−2,−2]

hands.”
Q4 A “It felt like I could control the virtual hands 1.5[1, 2] 1[1, 2] 1[1, 2]

as if they were my own hands.”
Q5 A “The movements of the virtual hands were 2[2, 3] 2[2, 3] 2[2, 3]

caused by my movements.”
Q6 A “I felt as if the virtual hands were moving by −2[−2, 1] −2[−2,−1] −2[−2,−1]

themselves.”
Q7 L “I felt as if my hands were located where I saw 2[1, 2] 2[1, 2] 2[1, 2]

the virtual hands.”
Q8 L “I felt out of my body.” −2[−3,−0.25] −2[−2,−1] −2[−3,−1]
Q9 AP “It felt as if my (real) hands were turning into 1[−1, 2] 1[−1, 2] 1[0, 2]

“avatar” hands.”
Q10 AP “At some point, it felt as if my real hands were 0[−2, 1] 1[−1, 1] 0.5[−2, 1]

starting to take on the posture or shape of the
virtual hands that I saw.”

Q11 AP “At some point, I felt that the virtual hands 0[−2, 1] −0.5[−1.75, 1] 1[−2, 1]
resembled my own (real) hands, in terms of
shape, skin tone or other visual features.”

Q12 AP “I felt like I had different hands from when I −1[−2, 1] −2[−2, 1] 0.5[−2, 1]
came to the laboratory.”

Table 3.1:

3.2.5.3 Environment perception

Given our interest to explore the impacts of blending real and vir-
tual content, we designed a post-experiment questionnaire to assess
the perception of the environments we tested. These questions were
tailored to address aspects we felt could influence the SoE, such as
the feeling of the objects’ presence, the realism of the observed con-
tent, the feeling of being “immersed”, and the mental workload de-
manded by the task. The participants were asked to remember each
condition and then to rate them on a 6-point Likert Scale, ranging
from “strongly disagree” to “strongly agree”.



We also added two open-ended questions in order to get feedback
in the participant’s own words. The first one asked the participants
to describe their feelings regarding their virtual hands and if there
were differences between the three conditions. Because user appre-
ciation is important in the design of such experiences, the second
question asked the participants to indicate if they had a preferred
condition and to rank them from most favorite to least preferred.
The full 8-item questionnaire is detailed in Table 3.2.

Table 3.2: Overview of the post-experiment questionnaire responses.
For each question, we report the median and the first and third quartiles. P3 and P5 do not apply to the VIRTUAL condition as they
did not contain real objects. Answers up to P6 were coded from −3 to +3.

Median[Q1,Q3]
ID Questions

VIRTUAL MIXED REAL

P1 “I felt like I was immersed in a virtual world.” 2[1, 2] 1[−1, 2] 1[−1, 1]
P2 “I felt that the virtual hands were visually well 2[1.25, 2.75] 1[1, 2] 1[1, 2]

integrated into the environment.”
P3 “I observed a visual inconsistency between virtual 1[−1.75, 1.75] −1.5[−2, 1]

and real content.”
P4 “The virtual content I observed seemed to be really 2[1, 2] 1.5[−0.5, 2] 2[1, 2]

present.”
P5 “The presence of real objects bothered me.” −2[−3, 1] 2[1, 2]
P6 “Performing the tasks demanded concentration.” −2[−2, 1] −1[−2, 1] −2[−3,−1]

P7 Describe how you felt about your hands during the experiment. Were there any differences between the
three conditions? Please explain.

P8 In the future, if you had to use a virtual body, which condition would you prefer? Please rank the
conditions by order of preference and justify.

Table 3.2:

3.3 Results

Each of the experimental interests surveyed in the embodiment ques-
tionnaire (i.e. ownership, agency, location, and appearance) were
computed into separate scores as described in the original question-
naire (Gonzalez-Franco et al., 2018): the textual ordinal answers were
first converted to numerical data (“strongly disagree” →−3, “dis-
agree” →−2, etc.) and then summed by group of interest. Answers
of control items were inverted (e.g. Q2 for Q1). The resulting scores
were then aggregated and averaged to compute a global embodiment
score (“total SoE”) by following the original questionnaire’s method.
The individual contribution of the questions to each sub-score is de-
tailed in Table 3.1, “Score” column.

The LoC was also calculated into three scores corresponding to
the Internality, Powerful Others, and Chance dimensions of Leven-
son’s scale (Lefcourt, 1981). As for the post-experiment question-
naire, the questions were analyzed one by one without resorting to
scores. Their answers (on a 6-point Likert Scale) were converted
to numerical data (same process as before) to perform a descriptive
analysis. The results presented below were obtained with R.
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3.3.1 Locus of control

In order to have an overview of our sample’s LoC profiles, we pro-
duced descriptive statistics on the LoC scores. The medians for
each dimension (i.e. Internality, Powerful Others, and Chance) were
MI = 18, MP = 21 and MC = 19 with standard deviations of
SDI = 5.4, SDP = 5.3, and SDC = 4.9. We performed a cluster anal-
ysis (K-Means) and found that participants could be categorized into
3 groups: one with relatively high Internality and Powerful Others
scores (n = 12), one with relatively high Powerful Others and Chance
scores (n = 6), and one with low scores for all dimensions (n = 4).

3.3.2 Embodiment scores

Generally speaking, all conditions appear to have successfully
evoked a positive SoE. A summary of the descriptive analysis of each
score is presented in Figure 3.5 and Table 3.3.

Table 3.3: Descriptive statistics of the embodiment scores. We report the median and the first (Q1) and third (Q3) quartiles for each
item in the following format: Median[Q1,Q3].

Ownership Agency Location Appearance Total SoE

VIRTUAL 1.83[1.17, 2.00] 2.00[1.00, 2.25] 1.50[0.63, 2.00] -0.25[-0.75, 0.69] 1.46[0.81, 1.77]
MIXED 1.83[1.33, 2.00] 1.67[1.08, 2.00] 1.50[0.63, 2.00] 0.13[-0.50, 0.94] 1.26[1.06, 1.71]
REAL 1.33[0.75, 2.25] 1.67[1.00, 2.58] 2.00[1.13, 2.38] 0.00[-0.44, 0.94] 1.14[0.76, 1.84]

Table 3.3:

Figure 3.5: Boxplots representing the
averaged embodiment scores for each
condition. The scores all range from −3
to +3.

To identify differences between the SoE of each condition, we
ran separate statistical tests on the SoE scores. Shapiro-Wilk and
Mauchly’s tests showed that none of them met the assumptions for
an ANOVA. Therefore, we applied Friedman’s tests as it takes into
account the ordinal nature of Likert scales (Table 3.4). Only the own-
ership score came out as significantly different across the tested en-
vironments (p < 0.05) with a small effect size (Kendall’s W = 0.194).



χ2 p − value VIRTUAL MIXED

Ownership 8.541 0.014* MIXED 1.000

REAL 0.444 0.006**

Agency 0.585 0.747

Location 1.099 0.577

Appearance 0.469 0.791

Total SoE 2.546 0.280

Table 3.4: (Left) Friedman test results
on the embodiment scores. Only own-
ership presented a significant differ-
ence. (Right) Wilcoxon signed-rank
test p-values with Bonferroni correc-
tion, applied only on ownership (∗ :
p < 0.05, ∗∗ : p < 0.01).

Subsequently, we applied a posthoc test (Wilcoxon Signed-rank)
with Bonferroni correction to determine pairwise differences. We
found that this significant result was issued from the comparison
between the MIXED and the REAL conditions (p < 0.05), other pairs
being non-significantly different. The VIRTUAL (V) and MIXED (M)
conditions had equal score medians (MV = MM = 5.5, SDV = 2.5,
SDM = 1.8), superior to the one of the REAL (R) condition (MR =

4.0, SDR = 2.3). Further details are given in Table 3.4.

3.3.3 Post-experiment evaluation

To get a first idea of the post-experiment questionnaire results, we
ran a descriptive analysis summarizing the main features of the data
(see Table 3.2). The distribution of answers to questions P1 to P6 is
illustrated in Figure 3.6.

Figure 3.6: Boxplots of the post-experiment questionnaire answers, evaluated on a 6-
point (forced) Likert scale. Answers were coded from −3 (“strongly disagree”) to +3
(“strongly agree”).

Figure 3.6:

Next, we analyzed whether these six statements were significantly
different across conditions. To do so, we ran Friedman tests on each
of them (all questions were non-normally distributed) and found sig-
nificant differences in questions P1 (p < 0.001) and P2 (p < 0.01) (see
Table 3.5). The calculation of Kendall’s W shows the effect of these
tests to be moderate for P1 (W = 0.319) and small for P2 (W = 0.288).
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χ2 p − value VIRTUAL MIXED

P1 14.033 < 0.001*** MIXED 0.292

REAL 0.005** 0.456

P2 12.689 0.002** MIXED 0.211

REAL 0.010** 0.775

Table 3.5: Significant differences found
in the post-experiment questionnaire
results across tested environments.
(Left) Friedman test results, (Right)
pairwise Wilcoxon signed-rank test re-
sults with Bonferroni correction (∗ :
p < 0.05, ∗∗ : p < 0.01, ∗ ∗ ∗ : p <
0.001).

Posthoc tests with Bonferroni correction revealed that the signifi-
cant differences resulted from the VIRTUAL-REAL pair in both cases
(p < 0.01 and p < 0.05 resp.). For most participants, medians seem
to indicate that they scored the highest in the VIRTUAL condition
for P1 and P2, followed by the MIXED and REAL conditions.

To identify a potential link between the perception of the environ-
ment and the SoE, we applied Spearman correlation tests between
the SoE scores (all conditions together) and questions from P1 to
P6. Positive correlations appeared with P1 (immersion), P2 (avatar
integration), P4 (object presence), P5 (mix discomfort), and the em-
bodiment scores detailed in Table 3.6. There was also a negative
correlation between P6 (mental workload) and the total SoE score,
but no significant difference was found between the conditions re-
garding this question.

Ownership Agency Location Appearance Total SoE

P1 0.29* 0.37** 0.26*
P2 0.30* 0.26* 0.29* 0.24*
P3
P4 0.25*
P5 0.32* 0.40**
P6 -0.27*

Table 3.6: Spearman correlations be-
tween the embodiment scores and the
post-experiment questionnaire (∗ : p <
0.05, ∗∗ : p < 0.01, ∗ ∗ ∗ : p < 0.001).

Regarding the P7 open-ended question, several topics came out as
prominent: the ownership/disconnection of the avatar, the evolution
of this feeling, the system’s quality, the separation/merge of virtual
and real worlds, and the enjoyment of the experiment. Participants
ordered their most preferred to least preferred conditions as follows:

(i) VIRTUAL > MIXED > REAL was the most frequent ranking (6
participants).

(ii) MIXED > VIRTUAL > REAL came next with VIRTUAL > REAL
> MIXED (5 part. each).

(iii) Other rankings appeared 3 times or less.

(iv) One participant could not rank the conditions, being undecided.

Overall, VIRTUAL seemed to be the most preferred condition (half
ranked it as their first choice) and REAL the least preferred one (half
ranked it as their last choice), but we could not confirm this pref-
erence statistically (Friedman χ2 = 3.7143, p-value = 0.1561). We
review these results in Section 3.5.



3.4 Additional Analyses

To put the previously presented results to the test, we conducted
several post hoc analyses. Their results are presented in this section.

3.4.1 First trials analysis

Although it is of reduced power, the analysis of the first trials of
each participant can be interesting to check if the results would have
been the same in a between-subjects design. Indeed, the first trials
can be grouped by condition to simulate independent measures. We
applied such grouping and performed a Kruskal-Wallis test to com-
pare the distributions of the three groups. No significant results were
found for group sizes of 8, 7, and 7 for VIRTUAL, MIXED, and HY-
BRID respectively.

3.4.2 Updated embodiment questionnaire

As mentioned in Section 3.2.5.2, the 12-item SoE questionnaire we
used was adapted from the questionnaire of Gonzalez-Franco et al.
(2018). This questionnaire was updated after the completion of our
study (Peck and Gonzalez-Franco, 2021): 9 items were removed from
the original version and a new score computation method was pro-
posed.

As the 16 items of this updated version are a subset of the previous
questionnaire, we could run a second analysis with the revised ver-
sion’s methodology. The goal of this recalculation was to extend the
validity of our results by making our analysis forward-compatible
with papers that adopted the 2021 questionnaire. To do so, we re-
moved the items that were not present in the new version and re-
computed the scores following the newly described method. Using
this method, we could not observe the significant difference that we
had found between REAL and MIXED in terms of Ownership scores.
We discuss this outcome in Section 3.5.7.

3.4.3 Per-item embodiment analysis

To understand better how the previously used items were involved in
the significant results we had found, we performed a per-item anal-
ysis comparing each item of the embodiment questionnaire across
the 3 conditions. Through this process, we aimed to identify which
questions contributed to the significant difference in the Ownership
score (Section 3.3.2).

The per-item analysis showed that Q1 had significantly different
answers across the conditions (Friedman chi-squared = 9, p-value
= 0.011). A post hoc test (Wilcoxon signed-rank with Bonferroni) re-
vealed that this difference occurred between the conditions MIXED
and REAL, matching with the Ownership score analysis. Other ques-
tions did not provide a significant difference.
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3.5 Discussion

Whereas most of the previous research on BOIs was centered on the
avatar itself, we contribute with novel insight into the play of en-
vironmental context on the SoE. Our goal was to explore how the
blending of realities experienced in OST systems can modulate vir-
tual embodiment sensations. The results we obtained reveal a po-
tential difference in virtual body ownership linked to the amount of
virtual/real content seen:

• Participants perceived the virtual hands significantly more as their
own in the condition where both kinds of objects were mixed
(MIXED) than in the one where only real objects (REAL) were
in their field of view (Table 3.4).

• On the other hand, displaying unmixed virtual objects (VIRTUAL)
created similar body ownership scores as in the MIXED condition
(Figure 3.5).

• Meanwhile, the difference that could be expected between the
VIRTUAL and REAL conditions did not appear (Table 3.4).

The other embodiment factors we evaluated (i.e. agency, self-
location, appearance, and total SoE) did not emerge as significantly
different. The fact that body ownership evolved separately is not
without precedent. Indeed, previous studies have shown that SoE
sub-components could be dissociated and elicited independently but
that their co-occurrence would lead them to strengthen each other
(Braun et al., 2014; Kalckert et al., 2012). On the other hand, the
differences we observed between the MIXED and REAL conditions
raise novel questions to which we attempt to provide an explanation.

3.5.1 Feelings of integration and immersion

As the same protocol, tracking system, and avatar were used for
the three conditions, the origin of the ownership differences we wit-
nessed would logically be related to the variations in the objects set
up in the environment. The first avenue we explored therefore con-
sisted in evaluating how each environment was perceived and in
identifying potential differences in their cognition.

From the post-experiment questionnaire, the VIRTUAL condition
appeared as significantly superior to REAL in terms of (i) feeling
of immersion and (ii) feeling of “integration” of the virtual hands in
the real environment (Figure 3.6, P2). More generally speaking, these
two feelings were stronger when the virtual objects were present in
larger quantities. This is reflected by the percentages of participants
who agreed or strongly agreed to these statements: 59.1% and 77.3%
did in VIRTUAL for P1 and P2 respectively, 45.5% did in MIXED (for
both), against 22.7% and 31.8% in REAL.

Given these decreasing ratings, it seems as if replacing a part of
the real items with virtual ones somewhat helped to provide immer-



sion and coherence to the avatar. We investigated a potential relation-
ship with the SoE by applying Spearman correlation tests between
the P1/P2 answers and each of the embodiment scores (all condi-
tions taken together). P2 showed moderate positive correlations for
all scores except location, whereas P1 did for all except location and
agency (Table 3.6). In other words, regardless of the condition, par-
ticipants who thought the virtual hands were well-integrated also
tended to score higher on these specific SoE dimensions. Similarly,
participants who felt more immersed also scored higher on these em-
bodiment scores (and vice versa).

“Immersion” is a psychological state linked to the awareness of
one’s own environment and physical state (Slater, 2018). The en-
tire experiment being visualized in OST, participants were certainly
more aware of the real world than in previous BOI studies in VR.
Nevertheless, the conditions appeared to be different enough for
participants to notice a preference for VIRTUAL in P1 and P2. The
fact that this condition had higher immersion ratings seems some-
how logical as the virtual content occupied considerably more visual
space in it. This visual occupation could have led participants to
be more distracted from their real hands, and therefore to be more
prone to develop body ownership in this condition. This would be
in line with previous studies that found immersion to improve the
SoE in VR (Waltemate, Gall, et al., 2018).

On the other hand, it remains unclear as to why the ownership
scores of VIRTUAL and REAL did not emerge as significantly dif-
ferent when the P1 and P2 ratings were found to be significantly
lower in REAL than in VIRTUAL. This is especially puzzling since
MIXED and REAL did show a significant difference in their owner-
ship scores, but not in P1 and P2 answers. In this regard, it should
be kept in mind that the correlations mentioned above are only mod-
erate and that other factors of influence could be at play.

3.5.2 The uniformity of REAL and VIRTUAL

A starting point to clarify these intricate results can be found in the
P7 open-ended question. They seem to put forward that participants
had remarkably varying feelings about the REAL condition. This dis-
parity is also reflected in an inter-quartile range considerably larger
than in the SoE scores of the two other conditions (Figure 3.5). On
the one hand, many reported a weaker SoE when no virtual object
was around: e.g. “The virtual hands felt less like my hands when it was all
real”, “The fully real environment introduced greater distance between the
robotic hands and the objects”. On the other hand, some participants
appreciated REAL for its visual uniformity and often compared it
to VIRTUAL: e.g. “It seemed more ’real’ when everything was virtual or
real”, or “It felt easier when everything was either all virtual or all real”.
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Despite the relatively different distributions of REAL and VIR-
TUAL’s embodiment scores, such comments suggest that there are
similar aspects in the perception of these two conditions. One pos-
sibility is that the unmixed objects of both conditions conveyed a
shared feeling of homogeneity which was partly disrupted in MIXED
(cf. Section 3.5.3). This uniformity in the objects is maybe what par-
ticipants referred to when comparing REAL and VIRTUAL condi-
tions. The proportion of participants who were sensitive to it might
have led VIRTUAL not to stand out as significantly different from
REAL in this particular experiment. However, at this point, we can’t
settle whether this observation is specific to our experiment or not.
A larger study will have to be conducted in order to conclude the
differences between the SoE in environments with the properties of
VIRTUAL and REAL.

3.5.3 MIXED responders and rejecters

Like in the REAL condition, the MIXED condition generated a large
spectrum of responses to P7. Some expressed their sensitivity to the
visual contrast between real and virtual contents: e.g. “I was much
more aware of the distinction between real and virtual objects.”. These
participants often described that they saw the objects as belonging
to “separate worlds” or saw “superimposed levels of reality” that
disturbed them or that they disliked. Meanwhile, other participants
were not bothered by the mix and even appreciated it: e.g. “It took me
a moment to notice that there were both real and virtual objects”; “Seeing a
mixture of real and virtual objects helps to merge the two. It is harder to do
the merge without it”.

In the face of these diametrically opposed comments, it seems
that some participants could be categorized as “responders” or “re-
jecters” of the MIXED condition. Rejecters would correspond to
users who were bothered by the mix of objects and who resented
the contrast between the real and virtual contents. Maybe these par-
ticipants related with the real content undividedly, hence preventing
them from strongly connecting with the avatar. The VIRTUAL condi-
tion could have been experienced as less disruptive than the MIXED
and REAL conditions for them. For responders, on the other hand,
the virtual content of VIRTUAL maybe appeared as belonging to a
separate layer, overlaid on the real environment but not mixing with
it. Similarly, the virtual hands of the REAL condition could also have
stood out as extraneous or out of place, being the only virtual con-
tent present in the scene. Mixing objects in MIXED therefore could
have helped them to make the real and virtual layers “miscible”.

Altogether, the perception of the objects seems to divide the par-
ticipants into three groups: those who found the mix helpful for
their embodiment experience, those who found it disruptive, and
those who found the absence of mix helpful (cf. Section 3.5.2). These
groups seem to match the groups of rankings that came out of ques-
tion P8, asking participants to rate the conditions by order of prefer-



ence (cf. Section 3.3.3). We attempted to investigate the significance
and intersections of these groups with cluster analysis, but the small
number of participants in our experiment did not allow us to iden-
tify them reliably. A larger study will be required to verify these
theories.

3.5.4 Personality and expectations

So far, our results show that participants had considerably varying
reactions to all three conditions. The dominant reaction led MIXED
to produce stronger body ownership than REAL, but the reasons for
this are difficult to define precisely. Among them, we previously
identified that the perception of the virtual-real mix had a key role
in the strength of the illusion. One possibility is that this percep-
tion has something to do with subjective expectations of the technol-
ogy. Indeed, participants who reported a preference for VIRTUAL
or REAL often commented that they experienced technical inconsis-
tencies more strongly in MIXED (e.g. “The textures and the brightness
seemed unnatural”). Meanwhile, the ones who preferred the MIXED
condition shared their appreciation of the lighting simulation and
tracking at the same level as the other conditions (e.g. “The shadows
of virtual objects made the experience quite realistic”).

Surprisingly, however, most of them (indistinctly) expressed that
the mix of objects in MIXED did not influence the perception of their
avatar. This suggests that they were not conscious that their answers
were influenced by the mix of content they observed.

As previous research showed correlations between personality
traits and the SoE (Dewez et al., 2019; Jeunet et al., 2018), we sus-
pected that such inner judgment could be related to the LoC profiles
described in Section 3.3.1. The LoC was also formerly identified as
linked to control beliefs when dealing with technology and therefore
could have influenced the agency and acceptance of the avatar (Beier,
1999). We investigated whether the profiles of our participants could
be predictors of the “rejecter” and “responder” categories by apply-
ing a Spearman correlation test between the LoC dimensions and
the embodiment scores. While we did find several significant corre-
lations between locus scores and embodiment scores, we could not
collect enough evidence supporting such classification or allowing
us to conclude the influence of the LoC.

3.5.5 “Wearing” or “being” the avatar

In our experiment, high appearance scores were translated to a
strong personal identification with the avatar’s visual traits. This
visual identification is usually not explicitly cited as one of the prin-
cipal sub-components of the SoE (Kilteni, Groten, et al., 2012). How-
ever, it is most often recognized as an important top-down influence
factor of the feeling of body ownership (Lugrin et al., 2015; Waltem-
ate, Gall, et al., 2018). Several studies in fact found that BOIs tended
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to be weaker when the embodied object was morphologically too dif-
ferent or in a too inconsistent pose (Costantini et al., 2007; Lin et al.,
2016; Tsakiris and Haggard, 2005). In our case, the embodied hands
had a human morphology and were aligned with the participant’s
hands. Yet, from all scores, appearance was the one with the lowest
outcomes in all conditions. Its median value hovered around 0 and
spread out between -1 and 1 for about half of the population, hinting
at some hesitation.

This is very likely related to the texture of the virtual hands that
gave them a robotic appearance. We chose a non-human avatar to
avoid bias linked to user gender, ethnicity, or general criticism caused
by self-comparison (Gilbers, 2017; Lira et al., 2017; Schwind et al.,
2017). However, this choice led several participants to verbally report
being estranged from the virtual hands and having the sensation of
“wearing” them as if they were “gloves”. Indeed, personalized tex-
tures that appear natural-looking or matching the user’s skins were
previously shown to induce a stronger embodiment than generic tex-
tures (Haans et al., 2008; Lira et al., 2017). The lack of resemblance
with the robotic skin therefore probably limited the extent of the
self-identification with the avatar hands. The conformity in pose and
morphology, on the other hand, seems to have positively moderated
the appearance scores. This would be in line with the work of Lin et
al. (2016) showing that robot hands produced a weaker visual iden-
tification than with realistic human or zombie hands, but that they
could still evoke an SoE.

On another note, appearance was found to correlate to several as-
pects of the environment’s perception: participants who were able to
relate to the avatar’s appearance tended to be more immersed (P1),
to accept the virtual content more easily (P2, P4), but were also more
bothered by the presence of real content (P5). This last correlation
occurred with the ownership scores as well. We believe that these
correlations denote limitations regarding the realism of the virtual
content produced by our experimental setup. Indeed, as mentioned
in Section 3.5.3, several participants sometimes described that their
experience of the avatar was affected by the objects: the mix of vir-
tual and real items raised identifiable differences in the perspective
or lighting they displayed. The presence of real objects probably em-
phasized that the avatar was not real, being intuitively associated
with the same nature as the virtual objects. Perhaps the enhanced
awareness of this virtuality was all the more disturbing when the
appropriation and identification with the hands were strong, being
somehow contradictory to these feelings.

These results further highlight how subjective embodiment expe-
riences can be. Few works have looked into how to compensate for
the effects of this subjectivity. Faced with this observation, we de-
cided to investigate strategies to mentally prepare the user to accept
their avatar before the embodiment. We present our efforts to come
up with such strategies in Chapter 6.



3.5.6 On mental workload

We found a moderate negative correlation between the total SoE
score and the workload required by the VM task. However, no sig-
nificant difference appeared between the three conditions in terms
of mental effort, evaluated by P6. This would be in line with previ-
ous research led by (Škola et al., 2016) who compared the cognitive
workload induced by RHI in VR, AR, and real settings with EEG and
NASA Task Load Index questionnaire. This is encouraging for future
work intending to explore virtual embodiment scenarios in real en-
vironments as the mix of real and virtual objects is often a desired
feature of AR applications.

3.5.7 Analysis discrepancies

As described in Section 3.4, we could not strengthen the impact
of our paper by reanalyzing our data with the updated version of
the embodiment questionnaire or with the analysis of the first tri-
als (Peck and Gonzalez-Franco, 2021). The outcomes of our sepa-
rate analyses can be summarized as follows: (i) the 2018 question-
naire score evaluation shows there is a significant difference between
REAL and MIXED in terms of Ownership sensations, (ii) the per-
item analysis of the 2018 and 2021 questionnaires confirm this result
from a significant difference found in Q1, and (iii) the 2021 question-
naire score evaluation and first trials analysis revealed no significant
differences.

The lack of significant results in (iii) can perhaps be explained by
the score computation method of the updated questionnaire and by
the small number of participants. Indeed, the 2021 version of the
questionnaire differs considerably from its 2018 version:

• 9 questions were removed from the original 2018 questionnaire, 4

of which were used in our initial analysis (Q2, Q3, Q5, Q6).

• Among these 4 questions, 2 were assessing body ownership in
our questionnaire (Q2, Q3) initially using 3 items to evaluate this
dimension.

• Instead of each question contributing to a single dimension, all
questions contribute to several dimensions, making their scores
highly interdependent. Ownership is now computed with items
Q1, Q4, Q7, Q10, and Q11.

• 4 dimensions are evaluated instead of 6: Ownership, Response,
Appearance, Multi-Sensory. Tactile Sensations (not calculated
here) and Location dimensions were merged into the “Multi-
Sensory” dimension, and Agency was integrated into the “Re-
sponse” dimension.

• The Total Embodiment score is no longer calculated with a
weighted coefficients formula, but with a simple average of all
scores.
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Although Q1 was not removed from the Ownership scoring of
the 2021 version, its combination with items Q4, Q7, Q10, and Q11

seems to have buried the information that it was yielding (and not
when combined with control statements Q2 and Q3).

In their paper, the authors of the original questionnaire found that
the new version is more sensitive to SoE variations but gave simi-
lar embodiment results than the previous one (Peck and Gonzalez-
Franco, 2021). This led them to conclude positively on the forward
and backward compatibility of their versions. However, unlike them,
we found that the two versions could give different results.

There appear to be several explanations for this discrepancy. We
mainly suspect the increased sensitivity of the updated question-
naire combined with our small number of subjects to be the reason
for this change. Peck and Gonzalez-Franco report that their revi-
sion amplified the dynamic range of the scale by reducing the num-
ber of items and embodiment dimensions. This reduction success-
fully maximized the inter-individual variability, but it may also have
smoothed out the intra-individual variability across the dimensions.

From the revised questionnaire’s paper, it is not clear whether the
sensitivity of the scale to intra-variability has become more critical.
Regardless, reporting the differences we found seems of great im-
portance for the community as they call for further discussion on the
compatibility of the questionnaires. Future research will also need to
be cautious when examining the results of previous work using the
2018 and 2021 questionnaires as they may produce different conclu-
sions.

3.5.8 Limitations and future work

Our study provided a consistent and replicable way to study en-
vironmental factors of BOIs and has raised the possibility that the
world content may impact embodiment experiences in OST. How-
ever, the extent of this impact could not be addressed in its entire
complexity and our analysis has to be read in the light of several lim-
itations. First, as raised by several participants, the realism of the vir-
tual content seems to have been limited by our rendering system. We
attempted in providing physically correct parallax and reproduction
of the lighting with custom implementations, but inaccuracies may
have impacted the general embodiment experience. To avoid bias,
we recommend future studies pay special attention to the lighting
coherence of the virtual rendering. Physics simulation of real-world
settings is still at an experimental stage in most AR frameworks, but
taking advantage of them could be an efficient solution for this.

Secondly, the aspects measured in our post-experiment question-
naire (e.g. immersion, workload) lacked control items for most.
We decided to limit the number of items to reduce the length of
our experiment, but we acknowledge that including separate ques-
tionnaires to evaluate these dimensions individually would have in-
creased the robustness of our analysis. Similarly, the secondary anal-



ysis we made following the new guidelines of Peck and Gonzalez-
Franco (2021) shows that our results depend on evaluation methods
and we could not confirm their validity. We believe that it is im-
portant for the community to be aware of what such changes put at
stake and to investigate their impacts in future work.

Regarding our experiment’s design, we would like to draw the
reader’s attention to the scope of this study. The purpose of our
experiment was not to make a comparison of the SoE in immersive
and non-immersive settings (e.g. VR versus AR) but to examine its
variations within the specific context of OST experiences. This choice
led us to design conditions where participants were in the real world
at all times and could partly see their real hands when interacting.
This situation is usual in most widespread OST headsets such as
the Microsoft Hololens or Magic Leap as they render virtual content
with transparency and latency.

Studies comparing BOIs in AR and VR were previously conducted
by Škola et al. (2016) and Wolf, Döllinger, et al. (2020), but the im-
pact of aspects specific to OST displays had yet to be evaluated when
we ran this study. We looked at the impact of displaying different
amounts of real and virtual objects together, which is a common sit-
uation in AR experiences. In the continuation of this study, it would
be interesting to analyze how the SoE evolves during direct manipu-
lation of real and virtual objects with virtual hands and to investigate
the influence of the real body’s visibility. Reproducing this experi-
ment with different kinds of objects (e.g. realistic, animated, tan-
gible) could also be an interesting avenue to obtain more complete
insight into the influence of their presence.

3.6 Conclusion

This chapter presented an experiment exploring the effects of mix-
ing virtual and real content on the SoE in AR. We evaluated em-
bodiment illusions within three AR environments visualized with
an OST setup: one displaying only virtual objects, one displaying
only real objects, and one mixing both kinds. We found that users
tended to feel stronger ownership of virtual hands when viewed in
the presence of both virtual and real objects mixed, as opposed to
when the virtual hands were the only virtual content visible. Addi-
tionally, we identified potential correlations between the ownership
of the avatar’s hands and user immersion as well as the perception
of the virtual content’s 3D registration.

Our results suggest that the content of mixed environments
should be taken into account during embodiment experiences. How-
ever, we could not conclude with confidence on the origins of the
observed differences and their extent to larger populations. This ex-
periment should nevertheless encourage the community to further
investigate the idea that the avatar itself is not the only moderator of
BOIs. Extended research is therefore needed to clarify the environ-
ment’s influence on the SoE, but also to exploit it for stronger BOIs.
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If the doors of perception were cleansed everything
would appear to man as it is, infinite.

William Blake



4
Exploring third-person embodiment
to extend real-world perception

This chapter explores how to control avatars in the 3PP through AR. We
propose the concept of using such avatars to extend our perception of phys-
ical areas ahead of ourselves. We discuss concrete application scenarios and
propose interaction techniques to manipulate avatars in the 3PP as a part
of a larger conceptual framework.
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Figure 4.1: Control of self-avatars visualized through an AR headset to better perceive interactions and affordances in the physical
surroundings. Left A user is testing fire exit paths with a gamepad. Center A user is planning a climbing route by gesturing. Right

A user is evaluating possible actions on a step stool with body-tracking.

Figure 4.1:
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Humans perceive the physical world through action (Gibson,
2014). By moving their bodies, they provide their sensory organs
with continuous access to new data that, combined with experience,
allows carrying out decisions successfully. However, acting may be
impossible when the environment is inaccessible, distant, or dan-
gerous, and experience may not be sufficient to fill in the missing
information. In such situations, one could wish to have the ability
to be free from one’s bodily envelope and explore the world from a
distance.

Recent progress in MR technologies offers to do so. Whereas our
physical body is intrinsically limited by its material characteristics,
Merleau-Ponty (1945) argues that our perception and experience of
the world cannot be reduced to material properties and may there-
fore be extended 1. By modifying the inputs of our perception, re- 1 Merleau-Ponty distinguishes the body

as the “Korper” and the “Leib”. The
Korper is the body as a thing, reducible
to its physical characteristics. The Leib
is the living and perceptive body that
allows acting in space.

search has shown that MR has the potential to enable such an exten-
sion. For example, MR was previously used to extend the reach of
one’s arms by virtually modifying its length, or to duplicate one’s
body and interact with it (Feuchtner et al., 2017; Lindlbauer et al.,
2018).

“Extending” the physical limits of our body through MR has
many promising use cases. In particular, using AR to distance one’s
digital body from oneself provides novel opportunities to perceive
the world that surrounds us. Users could send their virtual version
nearby a distant object to get a better idea of its size, or virtually
execute and visualize actions performed in relation to a physical en-
vironment. Such ability also opens the door to new types of explo-
rations aimed at better understanding the relationship between our
body, motor actions, environment, and thus cognition.

However, MR research on how virtually pushing the limits of our
body can enhance our perception of the real world is still prelimi-
nary. Additionally, the control of an avatar in the third person within
a physical environment is neither innate nor easy to implement. Us-
ing this ability in concrete applications or fundamental studies first
requires setting up the appropriate technology and providing suit-
able means to act through self-avatars in the real world. In this chap-
ter, we focus on this challenge.

We start by discussing the concept of using a self-avatar in the
third person to improve the real world’s perception by leveraging
existing cognitive mechanisms in AR. Then, we describe a concrete
implementation of this concept through a system allowing one to
manipulate one’s avatar from a remote place through three interac-
tion techniques: Physical Control, Puppeteering, and Body Tracking.
The results build towards a new way of using MR displays to bet-
ter perceive what is already present in the physical world through a
“virtual twin”, instead of augmenting the world with virtual objects
while staying constrained to our bodily envelope. Finally, through
this approach, we aspire in helping people to make better-informed
decisions during real-life scenarios.



Use cases

To exemplify the possible advantages of using a self-avatar in as-
sisting the perception of real-world situations, we present concrete
scenarios. In each case, users may improve their understanding of
the physical environment, test, and refine their strategies at a dis-
tance before acting for real.

Climbing. The sport of climbing requires anticipating a route
from the ground by imagining one’s body in a place where it is not
(Sanchez et al., 2012). Identifying which holds can be grasped from
a distant position can be difficult for climbers that lack experience.
These climbers could use an AR system to send their self-avatar onto
the wall and plan their ascent from a vantage point on the ground
(see Figure 4.1, top-right). While controlling their avatar, they may
anticipate which holds can be reached next by extending the virtual
limbs of their avatar and trying different postures. Having the same
body size as their users, self-avatars might also help to correct false
affordances that occur when observing others successfully reaching
holds that are too far for their own arms.

Rescue. Misperceptions of one’s abilities also occur in situations
that present risks or engage certain mental states. For example, peo-
ple may underestimate their ability to reach objects through small
apertures when feeling anxious (Creem-Regehr et al., 2013). Provid-
ing the means to test one’s capabilities virtually could help correct
the effects of emotions in training situations, e.g. before entering
a building threatening to collapse. A firefighter trainee that is not
confident about their ability to crouch under a beam could check
whether their body would fit or not by sending their self-avatar in
their place first. This might help them to combat misperceptions
linked to their fear and gain confidence in future interventions.

Oral presentation. When preparing for a presentation, it is often
recommended to rehearse in the venue where one will present to
get familiar with the spatial layout. Indeed, a proper room setup
is important to ensure good communication and can help relieve
stress. To better visualize space, the presenter could sit in the jury’s
place ahead of time and observe their avatar standing where they are
planning to speak. In this way, they could see from the point of view
of important attendees whether their body is hiding their slides or
whether the lectern is too tall to see their gestures.

Observing a piece of art. Humans often unconsciously use their
bodies as a scale to estimate the properties of objects, but this fails
when they are too far or seen from a particular angle. For exam-
ple, realizing how tall an actor is on a theater scene while sitting far
away in the hall can be hard. Estimating the size of a very large
statue while standing at its very feet can be difficult too. In these
situations, controlling a virtual double of oneself could provide a fa-
miliar and reliable scale to grasp dimensions more accurately. Users
could bring their virtual avatar to a point of interest and observe its
size in relation to that of the object from different angles.
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These simple scenarios can be generalized to other real-life tasks
requiring one to imagine being in a specific posture at a distant place.
We suggest that combining embodiment in the 3PP and MR has the
potential to relieve a part of the mental effort demanded by this pro-
cess. Before presenting the system we came up with to provide such
aid, the next section briefly reviews the work that enabled its con-
ception.

4.1 Related Work

The concept presented in this chapter is based on the vision that
avatar embodiment can enhance real-world perception. We first dis-
cuss the roots of this vision in cognitive science. Next, we describe
how others used MR before us to improve the physical environ-
ment’s perception. Lastly, we outline the research on 3PP embod-
iment that inspired us when designing the presented system.

Theoretical foundations: Embodied Cognition

According to the ecological theory of perception of Gibson (2014),
the perception of environments is directly related to the actions that
one is capable of performing within it. The term affordance refers to
the compatibility of environmental (as perceived by the senses) and
individual characteristics (e.g. size of the body). For instance, a tree
branch set sufficiently high may afford walking under, but not sitting
onto or stepping over (Creem-Regehr et al., 2013).

People can usually determine if an environment allows them to
perform an action without having to actually try it (Creem-Regehr
et al., 2013; Mark, 1987). For example, Warren Jr et al. (1987) showed
that participants estimated correctly that apertures needed to be at
least 1.16 times their shoulder width to be able to pass through them
without having to rotate one’s shoulder while standing away. Affor-
dances can also be recalibrated to meet new skills or situations. Ishak
et al. (2008) notably found that participants adjusted their decisions
about whether or not their hands could fit through an aperture af-
ter having enlarged their hands. However, the study of Mark et al.
(1990) revealed that such recalibration can only occur when able to
move one’s point of view: the capacity to adjust information and
judge affordances was considerably diminished when visual input
was limited to vision through a peephole or when mobility was re-
stricted by having participants rest their heads against a wall.

The system designed in this chapter is built on these observations
and seeks to take advantage of our natural ability to understand
things through action and locomotion.

Improving the perception of real environments with MR

One way to improve the perception of physical space is to allow the
user to access new information by letting them adopt artificial view-



points (Dede, 2009; Klippel et al., 2021). Systems implementing such
viewpoints use cameras to reconstruct the environment or objects of
interest in 3D, and then immerse their users in the resulting virtual
environment where any perspective can be displayed (Lindlbauer et
al., 2018; Miyaki et al., 2016; Roo et al., 2017)2. 2 The experience of such systems is

close to VR — even in the case of
Remixed Reality, a system developed
by Lindlbauer et al. (2018) where real-
time photogrammetry of the physical
world is displayed.

Rather than substituting the user’s sight, some research pro-
posed using situated visualization to help imagine the effect of
one’s actions. For example, Leigh et al. (2015) developed a mobile
see-through AR system letting users see how cubes would fall if
they touched them when approaching their hands during a block-
building task. Other papers looked into making already existing
information easier to perceive by augmenting various sensory chan-
nels, including vision, audition, and touch (Daiber et al., 2013; Ever-
ingham et al., 1998; Zöllner et al., 2011; Zoran et al., 2013). Schoop
et al. (2018) notably proposed to sonify objects outside of the field of
view of users to inform of their presence, type, and distance.

We draw upon these examples. Compared to previous work, we
propose to let users explore and sense their real environment at will
through self-initiated action in OST AR.

Increasing spatial awareness through third-person avatars

Often used in video games, the 3PP provides a wide field of view
enabling users to quickly perceive elements around them. Previ-
ous work exploiting this view in real environments usually imple-
mented it by moving the user’s viewpoint outside of their body,
as in the work of Komiyama et al. (2017)3. Similar to out-of-body 3 In this case, there are no avatars: it

is their real bodies that the users see
in the third-person. Obtaining such
perspective can be done by placing a
camera (ideally mobile) at the desired
point of observation and streaming its
view to the user’s HMD, or creating a
3D live-updated reconstruction of that
space and immersing the user within it,
as in (Lindlbauer et al., 2018).

experiences, this point of view was shown to improve the spatial
awareness of physical environments. In MR, Salamin et al. (2010)
notably showed that moving the user’s viewpoint behind their bod-
ies reduced the training required for a ball-catching task. Liu et al.
(2017) also showed that the 3PP resulted in slightly less precision
during a measurement task, but it allowed for being three times
faster. In VR, the effects of the 3PP are contrasting. While several
papers showed positive effects on spatial awareness in various kinds
of tasks, Medeiros et al. (2018) found that the advantages of this per-
spective vary with the type of task and the avatar’s appearance. It
is not clear at this point whether this also applies outside of virtual
worlds.

Putting in place the equipment required for out-of-body-like ex-
periences of the real world is sometimes impossible or inconvenient
due to access restrictions, cost, or physical constraints (e.g. the en-
vironment is dangerous). In such a case, an alternative approach to
providing a 3PP is to display a duplicate of the user’s body ahead,
observed from a first-person viewpoint. This visualization is similar
to autoscopic experiences4, as two bodies are visible. Although pa- 4 Autoscopic hallucinations are the

highly realistic experience of seeing
one’s body or body parts from an in-
ternal point of view but at a distance,
as in a mirror (Arenz, 2001).

pers implementing such a perspective exist, they do not exploit it to
increase the spatial awareness of physical spaces (Nimcharoen et al.,
2018; Rosa, J.-P. v. Bommel, et al., 2019). We propose to start explor-
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ing this approach in the current chapter.
In summary, what fundamentally differentiates our work is: (i)

our users do not change their natural visualization perspective, (ii)
they see their real environment rather than a remote/virtual one,
and (iii) they have control over the exploration of their surroundings
through a rigged avatar, matching their body dimensions. To our
knowledge, we are the first to explore such new directions.

4.2 Rationale and design considerations

Our final goal is to improve the perception of environmental proper-
ties in distant spaces to make better-informed decisions and prepare
for actions. We do not seek automatic methods that could analyze
the physical environment on-the-fly and optimize ideal body move-
ments. Instead, our approach is to leverage existing cognitive mech-
anisms by providing people with the ability to simulate their actions
outside of their peripersonal space. To do so, we propose to rely on
a virtual avatar that represents the user, that is embedded in the real
world, and that can be easily manipulated.

The 3D registration of the avatar in the real world requires the use
of an MR system. HMDs appear well suited for our objective as users
can observe virtual objects while keeping their hands free for inter-
action. To safeguard natural perception of the real world, we opted
for an OST HMD. As explained in Chapter 2, OST HMDs provide
an unmediated view of the real world that ensures the visual and
proprioception information are synchronized. Current OST HMDs
also have scanning capabilities that favor the consistent integration
of the virtual avatar within the real environment.

Of course, for the user to perceive the real world as if they were
actually experiencing it, the sizes of the avatar’s limbs have to be
similar to the user’s body. Beyond limb sizes, reproducing the user’s
traits with fidelity and realism does not seem essential for this sys-
tem. Realistic avatar appearances may additionally provoke Un-
canny Valley effects that can negatively impact user experience (I.
Wang et al., 2019). Therefore, we decided to personalize the avatar’s
body, but cover it with an abstract and generic texture.

Lastly, as the actions of the users in the real world should be as
varied as possible, we explored and identified three main potential
interaction needs:

• Travelling and wayfinding: First, it may be interesting to stay
in place and explore possible paths in the real world by moving
one’s avatar from one location to another, e.g. to better perceive
the dimensions of a room.

• Posture editing: Second, beyond global movement, individual
limb manipulation may be valuable. An example is when try-
ing to figure out which holds can be grasped before climbing onto
a boulder. In this case, independent and fine control over each
body limb is necessary.



• One-to-one mapping: Third, it may be interesting to project,
through the avatar, a particular body gesture in the real world.
For instance, a dancer could wish to check if they have enough
space to perform a particular figure on a stage with fragile decor
by virtually performing the figure at a distance, in a safer zone.

To accommodate for the variety of tasks related to these differ-
ent needs, we have explored three interaction categories that are de-
scribed in Table 4.1. Depending on the environment and goal, one
may choose the best-suited approach, or combine them for compre-
hensive exploration. The choice of the interaction method may also
come from users’ specific needs. For example, an elderly user may
have difficulties with precise motor input but may be able to control
the avatar with a controller instead.

Table 4.1: Overview of the interaction modes that we have explored to allow manipulation of an avatar from a distance, in AR.

Category Scale Implementation Perks Limits

Travelling,
wayfinding

World Keypad, game
controller, joy-
stick, tactile
displays, etc.

Requires minimum physical effort.
Allows making the avatar walk over
distances without actually moving.
Can be used eyes-off after little train-
ing.

Remembering the mapping between buttons
becomes difficult after only 2-3 buttons are
used. Control over the avatar is limited to a
set of pre-recorded animations.

Posture
editing

Limb Pinching, drag-
ging, pointing,
puppeteering,
raycasting, etc.

Provides the finest control of the
avatar’s posture. Metaphore-based
interactions are easy to learn.

It’s difficult to manipulate several limbs at the
same time. Gesture recognition is not always
reliable and can be physically tiring. Imple-
menting postures can be slow.

One-to-one
mapping

Body Optical, inertial,
mechanical, mag-
netic tracking, etc.

Most direct and natural control (one-
to-one mapping). Provides vestibu-
lar cues (inertia and balance) and a
strong sense of agency.

Multiple technological constraints, including
sensor range, cost, and portability. Noise is
introduced in movements due to tracking er-
rors. Achieving certain postures can be im-
possible from a distance.

Table 4.1:

4.3 Implementation

Figure 4.2: Global structure of our sys-
tem. Display A Microsoft Hololens 2.
AR Module Unity application running
on a PC streaming it to the display over
WiFi. Avatar Life-sized 3D mesh match-
ing the user’s body shape, registered in
3D space.

As a proof of concept, we implemented a prototype enabling users
to control a self-avatar as described in previous sections. We imple-
mented three modes to control this avatar whose limbs are matched
to the size of its user. As we meant to propose several control tech-
niques to animate the avatar, we decided to opt for a rigged mesh
model rather than a point cloud avatar which only affords body
tracking. Figure 4.2 illustrates the global system and its different
components in use.

Julie Valcaneras contributed to the development of the Physical
Control mode as a part of her internship for her engineering de-
gree. The system’s code is available at: https://gitlab.inria.fr/

agenay/ISMAR22-whatCanIDoThere.

4.3.1 Display

We used a Microsoft Hololens 2 to display the avatar in OST AR.
This HMD has an approximate field of view of 54 degrees diagonally
and is equipped with 6 cameras, 1-MP time-of-flight depth sensor,
and inertial measurement units allowing real-time surface detection,
hand tracking, and positional tracking with six degrees of freedom.

https://gitlab.inria.fr/agenay/ISMAR22-whatCanIDoThere
https://gitlab.inria.fr/agenay/ISMAR22-whatCanIDoThere
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4.3.2 AR Module

We exploit the Hololens 2 sensors in a C# implementation to register
the avatar in 3D space and detect user gestures. Environment detec-
tion is also used to implement occlusion and collisions of the avatar
with real surfaces. To do so, we use Unity3D 2019.4.16f1 and Mixed
Reality Tool Kit (MRTK) v2.6.1. to build an application for Hololens
2. This application is also in charge of processing the user inputs of
all three modes and managing the user interface.

4.3.3 Avatar Generation

Medeiros et al. (2018) found that mesh models resulted in lower ac-
curacy during navigation tasks in 3PP VR compared to point cloud
avatars. It is unclear whether this also occurs when exploring physi-
cal environments too. However, to avoid potential discrepancies that
might have caused such negative effects, we personalize the avatar
to match the user’s morphology, gender, and limb sizes with the free
avatar creation tool Virtual Caliper (Pujades et al., 2019) based on the
SMPL model (Loper et al., 2015).

We use all 6 input parameters of Virtual Caliper to generate user-
matching avatars before testing: height, weight, arm span, inseam
height, inseam width, and wrist-to-shoulder distance. The generated
model is rigged and skinned but does not include a body texture
(hair, clothes, etc.). We used a generic abstract texture to cover the
avatar (see example in Figure 4.3, 4).

4.3.4 Control modes

We implemented three control modes, each fitting in one of the us-
age categories described in Table 4.1: the Physical Control mode is
for traveling and wayfinding, the Puppeteering mode is for posture
editing, and the Body Tracking mode is for one-to-one mapping. Fig-
ure 4.3 illustrates the usage of our system, from the selection of a
mode (Puppeteering) to its application in a climbing gym.

Physical control mode

For this mode, we used a wireless XBOX controller (X/S series). It
was paired in Bluetooth to the Hololens 2 and its button mapping
was managed by a Unity application. Since this mode is dedicated
to providing navigation, buttons were mostly mapped with actions
linked to locomotion through pre-recorded animations. The button
layout we chose follows conventional controls of western platform
games: left joystick for moving and turning, (A) button for jumping
upwards, left trigger button for crouching, and (X) for leaping. We
additionally use (Y) for extending arms in T-pose and the down pad
button for laying down. When not moving, the avatar was animated
with an idle animation making it appear to breathe slowly.



Figure 4.3: Example usage of our sys-
tem. 1) A user is trying to figure out
how to reach a hold on a boulder. 2)
To better visualize her possibilities, she
puts on an AR headset and launches the
Puppeteering mode. 3) She then sets
the position of her avatar with hand in-
teractions. 4) The avatar as seen by the
user (photo shot from the headset).

Puppeteering mode

In this mode, the avatar’s behavior is set to that of an idle active
ragdoll whose limbs can be moved by dragging around transparent
spheres attached to them (see Figure 4.3). These spheres respond to
selection and manipulation through input gestures (pinching, drag-
ging, and raycasting) detected by the headset. To implement this, we
use MRTK and IK scripts. Colliders and joint limits of the avatar’s
bones are generated automatically with the help of the PuppetMaster
package (v1.1) (Pärtel Lang, 2022). We let the user drag the avatar’s
position in space without affecting its posture by selecting its body.
They may also rotate it or its individual limbs by making a twisting
movement with their wrist. To facilitate the placement of the avatar
in space, we froze the body’s rotation to only the vertical axis by de-
fault. To enable other rotation axes, users may press a “free rotation”
button attached to their right hand that appears exclusively in this
mode. Lastly, this mode also includes a “Reset” button (also on the
right hand) that puts the avatar up-straight in T-pose, 1 meter ahead
of the user.

Body tracking mode

The body tracking mode employs a Microsoft Azure Kinect to track
the position and rotation of 32 body joints. Tracking data is extracted
with Microsoft’s Body Tracking SDK (v.1.1.0), and streamed to the
Hololens 2 through a PC (NVIDIA GeForce RTX 2080, Intel Core
i9-9900K, 32 GB of RAM). To avoid having to build a client-server
network, we used the Holographic Remoting tool provided by
MRTK. There was a total of 32 joints streamed by the tracker. For the
tracking to function properly, the user needs to stay in the camera’s
sensor range. The user may face any direction while in this mode,
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but body parts that are not in the field of view of the Kinect cannot
be tracked. For this reason, the camera should be placed in a manner
that minimizes self-occlusion.

The resulting architecture is illustrated in Figure 4.4. Depending
on the task, the best-suited mode can be chosen. One can also use
a combination of the three modes by switching between the control
modes through a virtual menu attached to one’s hand. The setup
is flexible, so depending on the use case, one, two, or three of these
modes can be operated.

Figure 4.4: Global architecture of our proof-of-concept system.

Figure 4.4:

4.4 Discussion

We investigated how to take advantage of 3PP virtual embodiment
to access locations without physically entering them. To explore
this idea, we implemented a proof-of-concept giving full control
over an abstract duplicate of oneself through three techniques. The
controlled avatar constitutes a visual reference that can be used as
a means of comparison and simulation to better understand one’s
environment. Designed to adapt to various situations, the control
modes we propose are three examples among others. While present-
ing them, our goal was to illustrate and awaken the interest in using
avatars to better perceive the real world through MR.

Indeed, we believe that their usage can benefit users in a consid-
erable range of scenarios. For example, perceiving the actual size of
distant objects or people becomes easier, as does understanding how
one’s body occupies space. Practicing movements and iterating on
errors may become simpler during sports training or skill learning.
Users can also use this ability to evaluate action possibilities by simu-
lating them from different standpoints. After visualizing each option
in the situation, choosing the best is made easier. This can addition-
ally be profitable during authoring: new movements or body poses
may be designed (or “sketched”) and edited in real-time iterations,



e.g. when designing a choreography or a play directly on the stage.
As such, the multimodal system we present has several limita-

tions. First, it requires multiple pieces of equipment (PC, Kinect,
Hololens, XBOX controller) which make the transportation and in-
stallation of the system not so easy. To minimize this trade-off, the
equipment we chose is all off-the-shelf and we worked on making
them work independently. This means that part of them can be dis-
carded without problem when it is impossible to set them up for
contextual reasons (e.g. installing a computer is impossible). Modes
that do not use discarded equipment will still be functional and the
system can still be used, although not to its full potential.

Secondly, simulating body movements and postures successfully
does not guarantee that users will be able to accomplish them with
their bodies. The example of climbing a boulder shows well that un-
certainty remains: another climber could block the user’s trajectory,
or a hold could be too slippery to grasp. Additionally, it is left to
the user to judge whether their stamina, muscle strength, and bal-
ance skills will allow them to achieve the climb they are simulating.
Although uncertainty remains, having a concrete visual example of
possibilities pertaining to one’s body proportions may nevertheless
help in the process of evaluating environmental properties.

4.4.1 Future work

Finally, the system we implemented can be expanded with other
modes and improved with countless other techniques to adapt to
various and specific situations. Creating an ultimate system imple-
menting a myriad of modes was outside the scope of the present
study, but we seek to bring light to the many possibilities that are
available for future work to explore. The following list provides
some examples of features that could complement the core system
we proposed:

• Record and rewind feature. It can be difficult to observe the
avatar’s body movement if one has to perform the same move-
ment at the same time. Therefore, it might be useful to record
and playback this movement at a different pace as previously pro-
posed in Remixed Reality (Lindlbauer et al., 2018).

• Contact feedback As suggested by some participants, identifying
when the avatar is colliding with physical surfaces hidden behind
the avatar itself can be hard. We imagine that the inclusion of hap-
tics could allow the user to feel surfaces that the avatar touches
remotely. Visual highlights or sound cues could also be imple-
mented (Schoop et al., 2018; Zöllner et al., 2011).

• Affordance detection Areas of the environment that afford spe-
cific actions could be highlighted and labeled (e.g. “grabbable”,
“walkable”) to help the user visualize all possibilities at once.
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• Flexibility and strength calibration By measuring the user’s flex-
ibility and strength, one could more precisely calibrate the avatar
to the user’s body capabilities. This would allow the implementa-
tion of more accurate physical constraints when manipulating the
avatar.

• Duplication of the avatar It could be interesting to allow the user
to manipulate several copies of their avatar all at once, or individ-
ually e.g. in authoring scenarios where the user needs to have a
side-by-side visualization of different actions.

4.5 Conclusion

In a nutshell, this chapter sought to present the concept of using 3PP
avatars in AR to extend our perception of the space of possibilities in
the real world. The produced implementation may serve as a starting
point for future research aiming to explore such usage of avatars
in AR. Before evaluating the usability of the presented system and
investigating other techniques, we propose to first verify that 3PP
embodiment may effectively help accomplish what we aspired to do,
i.e. increasing our understanding of the environment around us and
action possibilities. Chapter 5 presents a user study evaluating this
idea while using the Puppeteering mode.



The important thing in science is not so much to
obtain new facts as to discover new ways of
thinking about them.

Sir William Bragg



5
Evaluating the effects of third-
person embodiment in AR on real-
world perception

The previous chapter presented our idea of using 3PP avatars in AR to
explore the real world remotely. We now describe a user study examining
how such interactions may enhance our perception of affordances in physical
places ahead of us. We ran two experiments using the Puppeteering mode,
and one follow-up experiment using the Physical Control mode presented in
Chapter 4.
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In the present chapter, we use the 3PP embodiment system de-
scribed in Chapter 4 to verify whether self-avatars may effectively
help to improve affordance perception in physical environments. To
do so, we ran three experiments:

• Experiment 1: we evaluated whether seeing and manipulating a
3PP self-avatar in situ could effectively increase the user’s accuracy
when judging their action capabilities in physical space, as theo-
rized in Chapter 4. We used the Puppeteering mode presented in
this chapter to provide control over the avatar.

• Experiment 2: within two different environments, we evaluated
whether one’s perception of real environments could also be im-
proved after having used the system, and not only while using it.
We also used the Puppeteering mode for this experiment.

• Experiment 3: this follow-up experiment further assesses how the
experience acquired by controlling the avatar is memorized and
subsequently used once the user can no longer see their virtual
duplicate. We used the Physical Control mode for this experiment.

Our results validate our hypothesis that using 3PP avatars can im-
prove affordance perception in areas that are outside of our proximal
zone (Experiment 1). But once the avatar is no longer here to help,
we could not show that the experience acquired through it helped
during new affordance judgments (Experiments 2 and 3).

5.1 Related work

Previous research has found that people can correctly estimate the
affordances related to other people and that it can serve to judge af-
fordances related to oneself (Creem-Regehr et al., 2013; Mark, 2007).
This perspective-taking ability also works with virtual avatars, as
shown by multiple studies (Arend et al., 2021; Böffel et al., 2018;
Salm-Hoogstraeten et al., 2021). In VR, Saxon et al. (2019) notably
found that users responded faster during a Simon task1 when a 1 The participants had to judge whether

a ball was reachable with their left or
right hand if they were sitting on the
chair ahead. The ball appeared either
on the right or left side of the chair at
different distances.

generic virtual body was present ahead of them, without being em-
bodied by the user. Their results illustrate the robustness of the hu-
man ability to internalize the perspective of others.

Rather than providing a generic non-embodied avatar, we cus-
tomize its appearance to match its user’s morphology and allow the
participants to control it. We hypothesize that this control will even
further benefit the user when assessing their action possibilities as
they may adapt the avatar’s posture to simulate actions and obtain
direct feedback, consistent with their body’s shape and size.

Instead of measuring the user’s time performance in one particu-
lar task, we propose to evaluate the accuracy of their judgments over
various actions. We additionally collect subjective feedback on their
confidence during their estimations and the help that they felt their
avatar provided.
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5.2 Experiment 1

This first experiment compared the accuracy of users when estimat-
ing their ability to perform certain actions in a physical environment
over two conditions: one where they simply sat and observed the
place where the action was to be performed, as they would normally
do, and one where they could send their self-avatar to simulate these
actions remotely through AR. We hypothesized that seeing an avatar
representative of oneself in a distant place would allow acquiring in-
formation that could otherwise be hard to imagine.

5.2.1 Apparatus

System. We used a Microsoft Hololens 2 to display the avatar. The
experiment’s system was essentially a simplified version of the AR
embodiment system described in Chapter 4, but containing only the
Puppeteering mode. Indeed, before comparing the effects of each
control mode, we wanted to verify whether a self-avatar could effec-
tively enhance the perception of affordances in general.

We did not choose the Physical Control mode because remember-
ing the button mapping becomes difficult when numerous actions
are required. The Body Tracking mode also seemed inadequate as it
made some actions impossible or uncomfortable to do by nature (e.g.
sitting in the air) or due to sensor range limits (e.g. walking, lying
on the floor). On the other hand, the Puppeteering mode offered the
flexibility to test various and complex postures without requiring a
long user training (see Chapter 4).

Avatar. We generated life-sized rigged mesh avatars for each partic-
ipant of the AR condition. To do so, we collected their gender infor-
mation and body measurements (height, weight, arm length, inseam
length and width, and wrist-to-should length) and applied them in
Virtual Caliper before the experiment. The subjects were informed
that this data was used to generate their avatars. Like in Chapter 4,
we used an abstract texture to cover the resulting mesh as represent-
ing the user’s identity was not necessary for our purpose.

Figure 5.1: Experimental environment
of Experiment 1, as seen by the partic-
ipants. It was revealed to the partici-
pants at the last minute.

Environment. The experimental environment we set up to test
the participants’ judgment abilities was designed to afford multiple
types of actions. It consisted of a spatial arrangement of diverse ob-
jects (blocks, climbing holds, chains), laid onto or above a platform
made with tables as illustrated in Figure 5.1. Because the participants
had various body sizes, we adapted the placement of these objects
so that the difficulty would not vary across users.

5.2.2 Methodology

To test whether manipulating avatars could lead users to be more
accurate when estimating what they can do at distant locations, we
used a between-subjects design with two conditions.



• Condition “R” (Reality): the participants had to answer questions
asked orally by the experimenter about their ability to perform
actions (e.g. touching an object) or about where some body parts
would arrive if they were in specific postures, at specific locations
of the experimental environment ahead of them (see Figure 5.1).

• Condition “AR”: the participants had to simulate the same ac-
tions and postures that were inquired about in condition R by
manipulating their self-avatar, displayed in AR. After each action,
they had to answer the questions respectively asked in condition
R while seeing their avatar in place and still being able to adapt
its posture (see Figures 5.2 and 5.3).

Figure 5.2: Participant manipulating
their avatar during the AR condition.

Figure 5.3: Example view of a partic-
ipant while manipulating their avatar
with ray-casting.

The AR condition was preceded by an eye calibration for the AR
headset and by a short training session (10 minutes). During this
training, the participants were presented with their self-avatars and
instructed to manipulate it as dictated by the experimenter. They
were also asked to observe its similarity with their body shape and
size by walking around it and comparing the lengths of their limbs.

Before starting, the participants were invited to sit on a chair
placed 4 meters ahead of the environment of the experiment, hid-
den by a large panel. The experimenter would then ask them to
close their eyes and uncover the environment. In the case of the AR
condition, the experimenter would also take the AR headset back
while the user still closed their eyes and scan the environment again
to ensure it was properly detected by the Hololens 2. They then re-
turned the HMD to the participant (if they had any), sat out of sight,
and instructed them to open their eyes again.

After going through their conditions, the participants were invited
to fill out a questionnaire assessing their subjective experience of the
system (see Section 5.2.3). The whole session lasted about 45 min-
utes. The total hands-on time with the AR system in the AR condi-
tion was of about 25 minutes during which the experimenter could
see the participants’ viewpoint and their interactions with the avatar
via a live video stream from the HMD.

5.2.3 Measures

The questions asked after each action aimed to evaluate the partic-
ipant’s judgment of affordances and their accuracy when mentally
projecting themselves at the observed locations. They were of the
following types:

• Yes-or-no questions: “By looking at [some place], do you think
you could [do some action] if you were [located in some place, in some
posture]? What is your level of confidence from 1 to 10?”. Example
of answer: “— Yes, 8”

• Estimation questions: For these questions, we projected a scale
with linear, non-standard units on the wall behind, as illustrated
in Figure 5.2.3). “By looking at [some place], which unit do you



Evaluating the effects of third-person embodiment in AR on real-world perception 79

think [some body part] would reach if you were [located in someplace,
in some posture]? With what margin of error?”. Example of answer:
“— Unit 31, plus or minus 2 units”.

Figure 5.4: Example of estimation-type
question that we asked. Participants
had to answer with a unit and with a
margin of error on a scale projected on
the wall. They were informed that the
units were arbitrary.

The projected text says: “If you were
sitting on this block, which unit would
the top of your head reach on the
scale?”

Appendix A.1.1 provides the full details on these questions. We
did not compare the user’s accuracy when using their avatar to when
using other measurement tools (e.g. AR ruler). Indeed, our objec-
tive was not to measure distances remotely, as we could do with a
telemeter, but really to better understand the extent to which an ex-
ternalization of our body may help us to perceive our possibilities
for action in distant physical surroundings. Similarly, we did not
measure completion time as it was out of our research scope.

The subjective questionnaire we applied contained 11 items on a
7-point Likert scale and 5 comment boxes letting participants write
their thoughts on the avatar’s appearance, integration in the real
world, control, the help it provided, and their general appreciation
of the system. Full details are also available in Appendix A.1.2.

5.2.4 Participants

We recruited 18 participants from age 22 to 45 (m = 30.5, SD =

8.8, 10 identified as males). Among them, 10 had never used an
AR headset before. No compensation or course credits were issued,
and all participants were unaware of the purpose of the experiments.
Before the testing session, we collected the body measurements of the
volunteers to generate their avatars.

5.2.5 Results

To better understand the inherent strengths of this system for judging
affordances and projecting oneself mentally, we assessed three main
aspects: (i) the quantitative accuracy of user judgments, (ii) their level
of confidence during evaluation, and (iii) the qualitative appreciation
of the system. The first two were evaluated from the answers to
the evaluation questions for each separate study, whereas the last
was evaluated with the subjective questionnaires. One participant
was removed from the analysis of each study due to incorrect body
measurements that impacted the avatar’s perception.

Accuracy assessment

To evaluate errors, we used a theoretical ground truth for each ques-
tion. This ground truth was obtained by using the body measures
that participants had provided for Virtual Caliper and complemen-
tary measures taken at the end of the experiment. We computed
individual scores for each condition and question type.

• The scores of the yes-or-no questions were computed by averaging
their answers, coded with 1 or 0 (for true or false). Scores ranged
from 0 to 1, with 1 meaning that all answers were true.



• The score of the estimation questions was computed by averaging
the difference between the participant’s answer and the ground
truth (i.e. the unit they should have been able to reach). A low
score means the participant was accurate.

We then performed descriptive and statistical analyses of these
scores. Shapiro-Wilk tests show that the scores did not follow a
normal distribution, so we used non-parametric tests to evaluate the
significance of differences.

Descriptive analysis. The mean scores of the yes-or-no questions
were 0.73 for the R condition and 0.95 for the AR condition. This
means that the average success rate was close to 100% in the AR
condition. The mean scores of the estimation questions were 4.93 for
the R condition and 2.01 for the AR condition. Being closer to 0, the
mean of the AR condition indicates that participants made smaller
errors than in the R condition. Looking at the error values, it appears
that the participants of the R condition tended to underestimate
their body sizes, whereas those of the AR condition were closer to
the ground truth and sometimes slightly overestimated their sizes.
These results are summarized in the boxplots of Figure 5.5.

Figure 5.5: Boxplots representing scores of the yes-or-no and estimation questions
asked during Experiment 1.

Figure 5.5:

Statistical tests. We applied Wilcoxon rank-sum tests which showed
that the scores were significantly different across the R and AR condi-
tions for both types of questions (yes-or-no: p = 0.049*, estimation:
p = 0.003**), with a moderate effect size for the yes-or-no ques-
tions (r = 0.49) and a large effect size for the estimation questions
(r = 0.74). We conclude that the participants who used an avatar to
answer the evaluation questions were more accurate than those who
did not have an avatar to do so.
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Confidence level

We ran a between-subjects analysis to compare the confidence rat-
ings and margins of errors given by the participants in the R and AR
conditions. Shapiro-Wilk tests show that the confidence data follows
a normal distribution. Regardless, we still used non-parametric tests
for both as the data is not continuous and the number of participants
is rather small.

Descriptive analysis. The average confidence rating was 7.78 for
the R condition and 8.66 for the AR condition. This means that the
average confidence ratings were closer to the maximum confidence
level (value of 10) in the AR condition. The average margin was 1.6
for the R condition and 1.05 for the AR condition. Being closer to 0,
the mean of the AR condition indicates that participants estimated
they made smaller errors than in the R condition.

Statistical tests. The results of the Wilcoxon rank sum tests show
that the margin size given during the estimation questions was sig-
nificantly different across the R and AR conditions (p = 0.017*) with
a large effect size, but not the confidence rating of the yes-or-no ques-
tions (p = 0.135). We conclude that the participants who used an
avatar to answer the estimation-type questions were more accurate
than those who did not have an avatar.

User feedback

Figure 5.6 shows the results of the post-experiment questionnaire of
Experiment 1. The answers we collected generally showed a good
impression of our system.

Help provided by the avatar. We received quite positive feedback
regarding the help that the avatar brought when answering the
evaluation questions: 89% of the participants judged that the avatar
helped them gain confidence when answering (item 7). Written
comments included: “Without the avatar, it would have been difficult to
evaluate the answers to the questions”, “The avatar is of great help”.

Trust in the avatar. Although many of the participants confessed that
they were surprised by the places they could reach with their avatars,
the majority seems to have trusted what they saw and relied on it to
answer the questions. One participant commented the following: “I
felt I could completely trust the avatar as I had compared myself to it, so I
also felt it was a good representation of me in space”, and “felt quite sure
of my answers”.

Surprisingly, two participants decided not to use their avatars to
answer the evaluation questions. These two participants are those
that indicated that the avatar did not correctly represent the space
occupied by their own body (item 10) and that thought the avatar
might be misleading (item 11). They expressed that they did not



Figure 5.6: Results of the subjective post-experiment questionnaire of Experiment 1 (translated from French). Detailed percentages
are available in Appendix A.2.2

Figure 5.6:

trust to use it to answer the questions accurately and preferred
to rely on their impression, leading them to answer with lower
estimations than what the avatar indicated2. Still, their scores seem 2 During the experiment, these par-

ticipants explained that their avatar
seemed to have the same body size as
them when they could stand up close to
it during training, but that it appeared
bigger when it was further away (while
they were seated).

to have been influenced by the avatar as they were higher than
those of the participants who did not have an avatar. We expect
this behavior could be either due to depth perception issues that led
the avatar to look closer than it was or to a general mistrust of the
technology. Further investigation will be necessary to clarify this
point. Either way, this does not seem to be the general tendency.

Avatar appearance. Most participants reported that the avatar’s
body seemed to have the same shape as their own (item 1). One
participant shared the following: “ Initially, I thought she was bigger
than me in terms of scale [...] but when I walked close and compared my
arm length and height, etc. I felt I could confirm she was very similar to
me”. This feeling was often expressed orally during the training
session by other participants. Similarly, most participants did not
find their avatar’s appearance to be disturbing or distracting. One
participant shared that they “enjoyed the neutrality of the appearance”.
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3D registration. The questionnaire also seems to show that the
avatar was usually perceived as being well-registered in the en-
vironment. However, some participants experienced environment
detection issues that led them to have more mitigated answers. De-
tection errors occurred when the device updated its understanding
of the environment and interpreted the environment to be closer to
the participant than it was. Nevertheless, 69% of the participants
reported that the avatar felt “present” with them in the real world
(item 3), which suggests that they were usually able to ignore the
detection errors when they occurred.

Avatar control. Regarding the control of the avatar, 94% of the
participants reported being successful in putting the avatar in the
positions they wanted (item 5), and 69% reported they did not find
controlling the avatar difficult (item 6). We collected comments such
as “quite intuitive”, “really surprising”, “practical”, or “easy to take in
hand”. One important cause of difficulty seems to have been more
related to the HMD’s limitations than to the avatar manipulation
itself: participants sometimes lowered their hands too much for the
headset to see them and their gestures were no longer detected.
Nevertheless, one participant shared that they were “rather surprised
by the ease of use despite the limits of range sometimes”. It also happened
regularly that the gesture was not understood despite being visible,
and this led participants to repeat their movements several times
before succeeding. The frequency of these errors usually decreased
as they progressed through the experiment, which suggests that
more training might have been required. This was accounted for by
one of the participants: “I, for sure, had a learning curve, but towards
the end, I found it actually quite easy to manipulate her”.

User engagement. Lastly, all participants reported that they enjoyed
using the avatar. They unanimously said they were curious to know
how well they scored. The comment boxes included positive feed-
back such as “quite fun”, “great”, “very playful”, or “strangely pleasant”
despite difficulties during manipulation accounted before.

5.2.6 Discussion

Ran with the Puppeteering mode of our proof-of-concept, this exper-
iment shows that 3PP AR embodiment can successfully enhance the
perception of physical space and estimation confidence:

(i) As expected, participants were more accurate when estimating
their ability to act (moderate effect size) and the space occupied
by their body (large effect size) with the help of their self-avatar

(ii) Participants were also more confident when performing mental
projections of their body size (large effect size).



Therefore, these results allow validation of the approach we pre-
sented in Chapter 4 to enhance the perception of physical space.
Additionally, they allow making sure that AR technology is reliable
enough for such usage despite well-known issues linked to them.

The majority of participants found the Puppeteering mode to be
useful, usable, and fun. We learned that the interaction technique we
used to rotate the avatar needs to be improved as it was considered
laborious by some participants. One participant suggested that it
would be convenient to have a physical doll to put the avatar in the
desired posture, as previously proposed in research in other contexts
(Numaguchi et al., 2011). It could be interesting to study such a
technique as it could allow for more direct and efficient enacting, as
it does not rely on the detection of gestures that can be faulty.

Moreover, as the participants could not stand up and change their
angle of view during the experiments, it was impossible for them
to see parts of the avatar that were occluded by the avatar itself.
Although none of the evaluation questions relied on this, it made
it hard to tell when the avatar was in contact with surfaces behind.
To remedy this problem, multimodal feedback could be provided
(e.g. sound, visual cues, vibratory feedback) to inform the user when
and where their avatar comes in contact with real surfaces that are
occluded by other parts of its body. This could be useful in situations
in which it is impossible to walk and change one’s angle of view due
to contextual or environmental restrictions.

5.3 Experiment 2

This second study aimed to further assess the strength of 3PP em-
bodiment experiences by checking whether one’s perception of real
environments could also be improved after having controlled one’s
avatar, and not only while using it. To be able to compare its results
with that of Experiment 1, we used the same system, experimental
design, and evaluation as before.

5.3.1 Apparatus

Figure 5.7: Experimental environment
on the beam. The environment on
the grounded platform of Experiment 1

was also used in this experiment.

The apparatus of Experiment 2 was identical to Experiment 1, except
that it had one supplementary environment: in addition to the ar-
rangement on the platform in Figure 5.1, we also used the metallic
beam suspended above this platform (see Figure 5.7).

5.3.2 Methodology

Experiment 2 was run in a between-subjects design as well. Its task,
evaluation, and conditions were the same as in Experiment 1. The
only difference is that the entire set of evaluation questions was
asked at the end of the condition, after having performed all of the
instructed actions.



Evaluating the effects of third-person embodiment in AR on real-world perception 85

• Condition “R”: the participants were asked to mentally visualize
themselves performing the entire set of actions used in Experi-
ment 1, one by one without interruption. Once all actions were
mentally processed, the participants had to answer all the same
questions as asked in Experiment 1.

• Condition “AR”: the participants had to implement this same set
of actions with their avatar. After completing them all, they had to
answer the same question too but without the help of their avatar.

In the AR condition, the HMD was removed from the participants
before starting the evaluation so that they could no longer see their
avatar when answering. The participants were not aware of the type
of questions that they would get, and they were not specifically in-
structed to memorize what they saw while manipulating their avatar.

All participants went through both the R and AR conditions in
counterbalanced order, but within different environments (see Sec-
tion 5.3.1). The attribution of these environments was also dis-
tributed to either condition in a counterbalanced order. In other
words, we had 4 groups which are illustrated in Figure 5.8:

Figure 5.8: Experimental design of Ex-
periment 2. The arrows represent the
order in which the conditions were
passed by the participants of each
group.

The goal of this design was to analyze the effect of avatars in
between subjects while having all participants test both conditions.
After going through both conditions, the participants were invited to
fill out a subjective questionnaire similar to the one in Experiment 1

(see Section 5.2.3). The hands-on time with the system was about 15

minutes and the whole session lasted approximately 1 hour.

5.3.3 Measures

Figure 5.9: Example of estimation-type
question that we asked, on the beam.
The projected text says: “If you were
standing on this beam at the position of
the red line, which unit would the tip of
your fingers reach if you extended your
arm? (facing us, without bending)”

The questions asked after each action to evaluate the participant’s
judgment abilities were exactly the same as in Experiment 1 (see
5.3.3). Figure 5.9 provides an example of an estimation-type ques-
tion displayed on the beam. The post-experiment subjective ques-
tionnaire of Experiment 2 also contained the same comment boxes
and questions as Experiment 1, except for item 7 which was refor-
mulated, and for items 8 and 9 which were removed. Full details of
this post-experiment questionnaire are available in Appendix A.1.3.



5.3.4 Participants

We recruited 16 participants from age 22 to 58 (m = 30.6, SD = 10.5,
9 identified as males). Most had previous experience with AR head-
sets (12 of them). No compensation or course credits were issued,
and all participants were unaware of the purpose of the experiments.
Before the testing session, we collected the body measurements of the
volunteers to generate their avatars.

5.3.5 Results

The same methodology was applied as in Experiment 1 to evaluate
the accuracy of user judgments, their level of confidence, and their
appreciation of the system (see Section 5.2.5).

Accuracy assessment

Shapiro-Wilk tests show that the scores did not follow a normal
distribution, so we used non-parametric tests to evaluate the signifi-
cance of differences.

Descriptive analysis. Generally speaking, participants seem to have
underestimated their body sizes in both R and AR conditions, re-
gardless of the environment (beam or ground). The results of our
descriptive analysis are summarized in the boxplots of Figure 5.10.

Figure 5.10: Boxplots representing scores of the yes-or-no and estimation questions
asked during Experiment 2.

Figure 5.10:
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Statistical tests. Our statistical analysis did not show clear evidence
that having used the avatar led participants to have a more accu-
rate perception after removing the AR headset for either environ-
ment (Wilcoxon rank sum tests, yes-or-no questions: pground = 0.34,
pbeam = 0.19 ; estimation questions: pground = 0.69, pbeam = 1). Fur-
ther study will be needed to determine if manipulating a self-avatar
in unexplored distant locations allows for assimilating an experience
that can be used from memory.

Confidence level

Shapiro-Wilk tests show that the confidence data of Experiment 2

does not follow a normal distribution. We still used non-parametric
tests for both as the data is not continuous and the number of partic-
ipants is rather small.

During the evaluation, participants frequently accounted for the
difficulty of the questions and communicated they were very unsure
of their answers. Despite subjective feedback suggesting that they
were more confident in the AR condition, we found no significant
difference in the confidence and error margins between the R and AR
conditions (Wilcoxon rank sum tests, yes-or-no questions: pground =

1, pbeam = 0.81; estimation questions: pground = 0.40, pbeam = 0.30).

User feedback

Figure 5.11 shows the results of the post-experiment questionnaire
of Experiment 2. The questionnaire was nearly the same as in
Experiment 1, except for item 7 which was reformulated, and for
items 8 and 9 which were removed to shorten the content.

Help provided by the avatar. As in Experiment 1, the subjective
feedback shows that 80% of the participants found the avatar helpful
despite not seeing it during the evaluation. Several participants
of this experiment mentioned that the avatar had allowed them to
correct their perception of distance or size: “I saw myself much smaller,
[the avatar] allowed me to raise my estimates”, “I could better realize the
relative position of each object. For example, ah, the distance between the
chain and the block is not that big”.

Trust in the avatar. In this experiment, the participants were
not explicitly instructed to memorize the space that their avatar
occupied and the places it could reach while manipulating it.
Nevertheless, they often commented that they were trying to recall
what they had observed and relied on their memory to answer. For
example, one participant wrote: “I used what I saw with the avatar
to estimate the answers to some questions”. The participants regularly
expressed that they wished their avatar was still visible as it was
sometimes hard for them to remember what they had seen. We did
not witness signs of mistrust towards the avatar like in Experiment 1.



Figure 5.11: Results of the subjective post-experiment questionnaire of Experiment 2 (translated from French). Detailed percentages
are available in Appendix A.2.3

Figure 5.11:

Avatar appearance. Like in Experiment 1, most participants agreed
that the avatar resembled their own body (item 1). Among the
two that did not agree, one participant observed that the avatar’s
distribution of fat was quite different from their own. This is
probably linked to the limited number of input parameters of
Virtual Caliper, which does not include traits like muscularity.
Similarly, most participants did not find their avatar’s appearance
to be disturbing or distracting (all except 2). Among those that did
not like it, one mentioned that the idle animation of the avatar made
them uncomfortable.

3D registration. As in Experiment 1, some participants experienced
environment detection issues that led them to have more mitigated
answers. These issues occurred when the spatial mesh built by the
Hololens 2 was updated inaccurately, which happened more often
when the AR condition was performed on the beam due to its height
and angle of view. As a result, the avatar appeared occluded by a
virtual wall or residual artifacts. Item 3 reporting that the avatar
felt “present” with them in the real world had high scores (73%)
regardless of that.
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Avatar control. We had similar comments and ratings as in Exper-
iment 1 on items 5 and 6, suggesting that the users were satisfied
with the avatar’s control. Room for improvement was pointed
out regarding the rotation of the avatar, found difficult by several.
Another participant suggested including more feedback to better
perceive when the avatar is in contact with real surfaces. Gesture
detection issues were also experienced by users, especially when
they were unfamiliar with the headset3. 3 As we wanted to preserve the com-

parability of this experiment with the
previous one, we had decided not to
lengthen the user training as suggested
by the subjective feedback we collected
in Experiment 1.

User engagement. All participants except one enjoyed interacting
with their avatars. The only one that disliked it had done the AR
condition in the beam environment and commented the following:
“It is more the location of the avatar (far and high) that is a pain rather
than the control of the avatar itself ”. This feeling was shared by several
others who reported they found it hard to select the spheres depend-
ing on their angle of view and that this difficulty slowed them down:
“It is quite complicated to control the avatar when it is very high or low”.
We expect that the next generation of AR technology and improve-
ments in the proposed interaction techniques may solve the usability
problems that they described.

5.3.6 Discussion

Through this experiment, we wanted to verify whether a self-avatar
could go beyond being a visual reference and provide a way to gain
experience that can be used after manipulating it. However, we could
not find clear evidence that the avatar helped users improve their
representation of physical space as we found no significant difference
between the confidence and accuracy of their estimations, with and
without having used their avatars.

The design of our experiment has probably played a role in these
results: to avoid a transfer effect, participants manipulated their
avatars without knowing the questions we would ask them. It seems
that this led them to focus their entire attention on how to achieve
the posture we were describing, and not on how the avatar was fit-
ting in the environment.

Such behavior was described as “attentional tunneling” in pre-
vious work and seems to be a common issue in AR studies (Syiem
et al., 2021). The research of Fischer et al. (1980) was one of the
earliest to document it. Their study compared the performance of
pilots in a cockpit simulator when displaying flight information
(altitude, path, etc.) on a Head-down Display (HDD) to when
using a Head-up Display (HUD). Although the performance of
the participants was higher when using the HUD, pilots tended to
miss more unexpected occurrences in the outside world compared
to when using the HDD. This result was unexpected as the HUD
retained the outside world in foveal vision whereas the HDD forced
users to move their sight between two contexts.



According to Syiem et al. (2021), it is not the virtual content that
is responsible for attentional tunneling effects, but the type of task:
through two studies, they showed that participants tended to exces-
sively focus on virtual content when they were asked to complete a
task involving this content, but not when this task was suppressed.
Such focus on a particular content — whether it be real or virtual —
can lead to inattentional blindness. This phenomenon refers to the
failure to notice fully-visible content when attention is diverted else-
where. A famous illustration of this effect can be found in the study
of Simons et al. (1999) where participants fail to see a person passing
through the scene in a gorilla suit as they try to count the number of
passes made by a basketball team.

We believe that a similar kind of phenomenon occurred with our
participants. Some participants accounted for this: “I was more fo-
cused on manipulating the avatar than on its size in space”. As they were
not expecting to be asked questions related to the physical environ-
ment in which they interacted, it seems that they selectively looked
at the avatar and did not consciously perceive the objects around it
despite their proximity. Consequently, they could not memorize and
remember the information that their avatar was meant to show when
answering our questions. Additionally, it is possible that the high
degree of manipulation required by the Puppeteering mode further
amplified these effects. The participants needed to perform multiple
actions on their avatars to achieve the postures we asked them to im-
plement, which probably increased further their engagement.

To conclude, our experimental design may have impacted the re-
sults we observed. In Experiment 3, we rethought our protocol to
include user priming, letting them know that they should use their
avatar to interpret the affordances of the environment. We addition-
ally reduced the task to estimating only one affordance (the pass-
ability of a door) instead of a sequence of different ones. Lastly, we
replaced the Puppeteering mode with the Physical Control mode to
simplify the control of the avatar.

5.4 Experiment 3

This experiment was designed and conducted in collaboration with
Prof. Bernard N’kaoua and Léa Migliore as a part of her Master 2

internship.
After observing the results of Experiment 2, we decided to con-

duct Experiment 3 with a new methodology to see whether our ex-
perimental design was responsible for the absence of the effects we
were expecting. Therefore, the purpose of Experiment 3 was the
same as Experiment 2: we wanted to verify whether having used an
avatar to simulate an action could help users during their future es-
timations when the AR embodiment system is no longer available.

This experiment’s protocol was inspired by Bhargava et al. (2020)
who compared the passability judgments of participants in VR with
those made in the real world. The task consisted in judging whether
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it is possible to pass through a door without turning one’s shoulders
while standing a few meters ahead. The participants repeated this
task with 13 door openings presented randomly, ranging from 0.7 to
1.3 times the size of their shoulders with an increment of 0.05.

Compared to the original experiment of Bhargava et al. (2020), we
used AR instead of VR and displayed an avatar in the 3PP instead
of the 1PP. Since our objective was to investigate the resilient ef-
fects of avatar manipulation, we additionally asked the participants
to make their judgments after having let them test the door’s pass-
ability with their avatars, rather than while seeing it. The experiment
was divided into two phases:

• Preparation: First, the user could test the passability of the 13

doorway sizes by making their self-avatars walk through them.

• Evaluation: Then, the avatar was hidden and the same doorway
sizes were presented again. They had to judge each doorway’s
passability and we recorded their answers.

Unlike in Experiment 2, the participants were aware of these two
phases in advance. We explicitly asked them to memorize each door-
way’s passability while using their avatar as we would evaluate them
with the same doorway sizes in the evaluation phase. This allowed
taking the experiment closer to ecological settings since users should
normally use such a system with a well-defined goal, knowing the
type of information they want to obtain.

Additionally, we thought it would be interesting to check if the
user’s performance changed when judging the passability of a real
door compared to a virtual one displayed in AR. Indeed, as previous
experiments showed perceptual issues linked to AR, we wanted to
verify their impact on the judgment of affordances. Therefore, we
performed a cross-evaluation of the following two factors:

Door virtuality(real/virtual)× Prior use of the avatar(yes/no)

We hypothesized that the participants in the real door conditions
would perform better than those in the virtual door conditions and
that those who had used their avatars would improve their estima-
tion performance in both cases.

5.4.1 Apparatus

System. Like in the previous experiments, we used a Microsoft
Hololens 2 to display the participant’s avatar. The system was the
same as before, except that we replaced the Puppeteering mode with
the Physical Control mode. We made this change to reduce the fo-
cus that the participants would put on their avatar’s control as they
wouldn’t have to handle its posture in this mode. Indeed, in this
mode, the animation system automatically puts the avatar into the
posture upon pressing the gamepad’s buttons.

The participants were given an XBOX Series X/S Bluetooth con-
troller connected to the headset to move the avatar and record their



answers with the A and B buttons (for “Yes” or “No” resp.). All
commands except walking were disabled to avoid variability in how
the users controlled their avatars.

Figure 5.12: Configuration UI used to
show/hide the virtual door and avatar,
to configure the avatar, and compute
the doorway sizes for each participant.
The list on the left is for the preparation
phase, whereas the one on the right is
for the evaluation phase.

The 13 doorway sizes were computed with a C# script upon
entering the user’s shoulder size through a UI on the Hololens
(Figure 5.12). Like in the experiment of Bhargava et al. (2020),
they ranged from 70% to 130% the participant’s shoulder size with
5% increments. These sizes were then used to create two lists of
doorways to be shown during the preparation and evaluation (in
random orders). The preparation list contained each of the 13

doorway sizes once whereas the evaluation list featured them 5

times each. To consult these lists without having to wear the headset,
the experimenter could import it onto a laptop over WiFi through
the Windows Device Portal.

Figure 5.13: Left Male avatar. Right Fe-
male avatar.

Avatar. To generate the avatar, we did not use Virtual Caliper as
before because it did not allow controlling the avatar’s shoulder
size. We used the UMA 2 Unity package instead, like in the paper of
Bhargava et al. (2020). UMA allows personalizing the features of 3D
mesh models within the runtime. The avatar’s shoulder size, height,
and gender were configured on the Hololens through a Bluetooth
keyboard connected to it (see Section 5.4.2 for details). Other body
parts were not changed. Lastly, we covered the avatar with the same
blue abstract texture as previously (see Figure 5.13).

Figure 5.14: Left Real door. When fully
opened, it completely recedes into the
wall frame. Right Virtual door. Mod-
eled with Unity primitive objects.

Environment. The experiment took place in a room equipped with
a pocket door of 2m x 1.6m, manually moved by the experimenter
in conditions RD and RDA (see Figure 5.14, left). For conditions
VDA and VD, we modeled a 3D life-sized replica of this door, which
the experimenter set in the exact place of the real one (see Figure
5.14, right). The virtual door was moved through a C# script. The
participants stood 2 meters ahead of the door to judge its passability.
This distance allowed the user’s field of view of the door to be large
enough to see the entire door in all conditions.

5.4.2 Methodology

The experiment lasted about 45 minutes. It was run in a between-
subjects design with the following four conditions:

• Condition “RDA” (real door after avatar control): wearing the
AR headset, the participants had to walk their avatar through
the physical door ahead of them and orally answer “Yes” or
“No” to whether they could pass without turning their shoul-
ders (preparation). They repeated this for the 13 door openings
presented sequentially. Then, they had to remove the AR head-
set and repeat these judgments with these same door openings,
each presented 5 times in a random order for a total of 65 trials
(evaluation).
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• Condition “RD” (real door): the participants didn’t train them-
selves with their avatars and would directly go through the 65-
trial evaluation of the physical door’s passability.

• Condition “VDA” (virtual door after avatar control): same as
condition RDA, but with the virtual door.

• Condition “VD” (virtual door): same as condition RD, but with
the virtual door.

Configuration. Upon the arrival of the participant, the experimenter
asked for their body height and measured their shoulder size with
sewing tape. The latter was collected to compute the doorway size
list. The participant then filled out Questionnaire 1, collecting demo-
graphic data and evaluating their relationship to AR and VR tech-
nologies. In the meantime, the experimenter put on the AR headset,
launched the experiment’s app, and configured the condition to be
passed through the UI in Figure 5.12. For conditions VDA and VD
(with a virtual door), they fully opened the physical door and in-
stantiated the virtual door in the room. Then, they placed this door
in the frame of the real door and locked its position. In conditions
RDA and VDA (with an avatar), the experimenter then instantiated
a UMA generic avatar through the UI. As the Hololens 2 floor de-
tection is not very precise, the experimenter manually adjusted the
avatar’s position on the ground. Once it appeared to be standing
on its surface, they locked the avatar’s movements on the vertical
axis and adapted its gender to match the user. To adjust the avatar’s
height and shoulder size, they asked the participant to stand in front
of them and superimposed the avatar onto their body. Then, they ad-
justed the sizes with the Bluetooth keyboard connected to the headset
until it visually matched the user4. 4 UMA does not support entering cm

values to customize the avatar. Instead,
it provides sliders ranging from 0 to 1 to
modify each feature. We adopted this
method to customize the avatar for this
reason.

The conditions requiring AR (RDA, VDA, and VD) were preceded
by an eye calibration. In the conditions involving an avatar, the
participants were introduced to it and asked to compare its shoulder
size and body height with their own. Before starting, the participants
were invited to take the gamepad and stand behind a tape line on
the floor, located 2 meters ahead of the door. They were then asked
to close their eyes while the experimenter went to the other side of
the door and hid behind the wall. Then, the experiment could begin.

Preparation. In the conditions using the real door, the experimenter
would consult the preparation phase’s doorway list on their laptop
to slide the door into the next position. To do so, they first slid the
door back and forth thrice before sliding it to the actual width. They
used a measuring tape attached to the top of the door frame (out of
the participant’s sight) to set the door to the right distance. Then, the
participant was asked to walk their avatar back and forth through
the door and to answer whether they they recorded the participant’s
oral answers on a spreadsheet.

In the conditions using the virtual door, the participant recorded
their answers through the gamepad. Pressing the A or B buttons



would slide the virtual door automatically into the next position in
the list, so the experimenter didn’t have to handle that either.

Evaluation. The same process was repeated as in the preparation
phase without the avatar and with the evaluation phase’s doorway
list. At the end of the 65 trials, equipment was removed from the
participant and they were invited to answer Questionnaire 2 evalu-
ating their experience.

5.4.3 Measures

The first part of Questionnaire 1 collected demographic data to char-
acterize the sample (gender, age, previous VR and AR experience,
and video game play time per week). The second part assessed the
participant’s wariness of technology over 5 items, issued from the
work of Anania (2019). They were meant to identify potential bias
related to personal opinion and confidence in the equipment. We de-
cided to include this scale upon observing mistrust in the AR avatar
from some participants of Experiment 1. Full details are available in
A.5.

During their task, the participants were asked to answer one
single yes-or-no type question: “Do you think you could pass the
door without turning your shoulders or curling up?”. We recorded
their answers for each doorway size presented during the evaluation
phase. They were not given feedback about the correctness of their
answers. Then, we computed the three following scores to assess
their accuracy and the type of errors they made:

• Accuracy score: number of correct answers on the 65 trials.

• Underestimation score: number of times the participant wrongly
estimated that they could not pass.

• Overestimation score: number of times the participant wrongly
estimated that they could pass.

Questionnaire 2 contained 14 items on a 5-point Likert scale, and
5 comment boxes letting the participants write their thoughts on the
AR system, virtual door perception, avatar’s control and appearance,
help provided by the avatar, and their global appreciation. Full de-
tails are available in Appendix A.4.

5.4.4 Participants

We recruited 42 participants from age 19 to 46 (m = 28, SD = 6.81,
26 identified as males). Most had previous experience with VR or
AR headsets (35 of them). No compensation was issued, and all
participants were unaware of the purpose of the experiment.
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5.4.5 Results

After verifying that the variables were homogeneous across groups
(i.e. age, relationship to technology), we ran a descriptive analysis
and statistical tests on the three accuracy scores. Shapiro-Wilk indi-
cated that all the data met the assumptions for parametric tests. The
homogeneity of variances was also validated by Levene’s test.

Accuracy assessment

Descriptive analysis. From our descriptive analysis, it is not clear
how the virtuality of the door and prior use of the avatar influenced
the user’s accuracy. In the virtual door conditions, the average accu-
racy score was roughly the same with and without prior use of the
avatar. In the real door conditions, scores seem to have varied in a
wider range when the avatar was used. Table 5.1 summarizes the
scores for each condition.

Table 5.1: Descriptive statistics on the accuracy scores.

Door Avatar N Mean SD Min Max

Score /65 Virtual With 11 55.8 4.40 48 62

Without 10 55.5 6.13 44 62

Real With 11 52.5 8.90 37 61

Without 10 57.0 5.03 45 62

Table 5.1:

As in the experiment of Bhargava et al. (2020), the passability
ratio (i.e. doorway width divided by shoulder width) predicted
the user’s judgments: participants were more likely to consider a
provided doorway passable as its width increased, and impassable
as its width decreased (see Figure 5.15). Figure 5.15: Average success score for

each of the 5 trials of each doorway size.

Statistical tests. We performed a two-factor ANOVA to compare the
global accuracy scores of the participants over four conditions. The
test did not show a significant difference for either factor (avatar:
p = .30, door: p = .65). The interaction between these two factors
was not significant either (interaction: p = .23). These results suggest
that there was a relatively homogeneous average success between
the groups. Therefore, we could not validate our hypothesis that the
prior usage of the avatar would globally help users to improve their
accuracy when judging a door’s passability.

To compare the type of error made in each condition, we
performed ANCOVAs that included the overestimation and un-
derestimation scores. We found a significant difference in the
underestimation scores of the users who had used their avatars
compared to those who had not (F(1, 37) = 51.56, p < .001***).
There were fewer underestimation errors when the avatar was used,
for both the real and virtual doors. Therefore, it seems that using
the avatar generally helped make fewer underestimation errors. We
could not find significant results on the overestimation scores.



To complement these tests, we verified whether the accuracy of
the participants evolved over time through a within-subjects analysis.
From repeated measures ANOVAs, we found the following results:

• Global accuracy: The user’s accuracy significantly deteriorates
over time, regardless of the condition (F(152) = 4.57, p = .017*).
This deterioration was faster when the avatar was used (F(152) =
2.78, p = .029*).

• Overestimation: The overestimation errors significantly increase
over time, regardless of the condition (F(152) = 4.57, p = .002**).
During the first trials, however, there were slightly fewer over-
estimation errors when the avatar was used (F(152) = 6.13, p <

.001***). The overestimation score joins that of the other condi-
tions after the fourth trial.

• Underestimation: There were fewer underestimation errors dur-
ing the trials with the virtual door than with the real door
(F(152) = 1.96, p = .02*). The avatar did not significantly im-
pact the evolution over time of the underestimation errors.

We found no significant interaction effects between the avatar and
door factors for the global accuracy, overestimation, and underesti-
mation scores.

Lastly, we ran an ANCOVA to test the effects of demographic
characteristics of users on these results. The variables tested were
average video game play time per week, previous VR and AR expe-
rience, age, gender, as well as the relationship to technology score.
We also ran Pearson correlation tests. We could not observe any sig-
nificant results.

User feedback

Figure 5.16 shows the results of the post-experiment questionnaire
of Experiment 3. From the oral feedback and comment boxes, it
seems that most participants found the task difficult, regardless of
the condition they passed. This was confirmed by item 9 on the
task’s easiness, to which 91% of participants disagreed.

Help provided by the avatar. The subjective feedback shows that
86% of the participants of RDA and VDA conditions used and relied
on their experience and memory of the avatar to answer the eval-
uation questions (item 11). Most of them gave high rates to items
10 and 12 (73% and 77% resp.), showing that they found that this
preparation was quite helpful to make their judgments and allowed
being more confident when answering. This is also clearly reflected
in some comment boxes. One of them detailed the following aspects:

“The avatar allowed me to really project myself. Without it, I would
never have known if I could pass or not and would have tended to
answer randomly. I was surprised during the training phase to see
that I could pass at times, which allowed me to adapt my answers
during the test phase.”
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1. I was able to focus on the task rather than
the headset and virtual display.

2. I got used to the display of the virtual
content.

3. The quality of the visual display made it
difficult or distracting for me to answer the

questions.

4. The virtual door seemed to be present with me
in the real world.

5. I felt that the virtual door was not well
integrated into the environment.

6. In general, I found it difficult to control my
avatar.

7. My avatar's morphology was similar to mine.

8. I found the appearance of my avatar disturbing
or distracting.

9. I could esily estimate my ability to get
through the door during the experiment.

10. Using my avatar helped me estimate my ability
to get through the door.

11. I used my training with the avatar to answer
the questions.

12. Using my avatar allowed me to answer
questions with more confidence.

13. I think the avatar may have misled me when I
answered the questions.

14. I enjoyed using the avatar.

100 50 0 50 100
Percentage

Response Strongly disagree Disagree Neutral Agree Strongly agree

Figure 5.16: Results of the subjective post-experiment questionnaire of Experiment 3 (translated from French). Detailed percentages
are available in Appendix A.4.

Figure 5.16:

Other comments included “I think that without the avatar I would
have underestimated the width of my shoulders much more” and “It helped
me to situate myself much better in space”. These multiple feedback
contrast with the lack of significant effects of our analysis. It seems
that even though most participants found their avatar useful, their
performance could not fully benefit from it. One participant wrote
a potential explanation for this: “The memory of the avatar fades as the
experiment progresses. At first it helps, then you forget”. We discuss this
in Section 5.4.6.

Avatar perception. The UMA avatar seems to have been well
accepted by the participants despite being much less personalized
than in previous experiments: 77% answered that they found that
their avatar correctly represented their ability to pass the door (item
7). No participant found the avatar’s appearance disturbing or
distracting (item 8), and most do not think their avatar misled them
during the task (item 13). Questions on the control of the avatar
returned more mixed feelings (item 6). Whereas some found it
easy to use (59%), others commented that it was difficult to put it
exactly where they wanted because of the sensitivity of the control.
One participant recommended adding a lateral control function that
doesn’t rotate the avatar.



Door perception. Items 4 and 5 show that the virtual door was not
always perceived as perfectly integrated into the real environment.
Whereas some provided positive comments (e.g. “sometimes you can
confuse shapes without knowing if the line is in the real or in the virtual”),
others were very sensitive to the AR rendering and not convinced
by it (e.g. “The virtual door was moving a little too much compared to the
small movements of my head”).

User focus. All participants reported that they could focus on their
task and were not particularly distracted by the virtual content,
but eventually got used to it (items 1, 2, and 3). This suggests that
the attentional tunneling issues we observed in Experiment 2 were
corrected in this experiment.

User engagement. All participants enjoyed doing the task, despite
it being repetitive (item 14). The participants often left their contact
information to be informed of the results and to be invited to future
experiments.

5.4.6 Discussion

We were interested in whether the memory acquired while manip-
ulating the avatar is assimilated and may be used in analogous sit-
uations. The feedback collected from the RDA and VDA conditions
shows that users felt the preparation with their avatars was useful
to make their judgments. However, we could not find evidence that
this preparation had actually helped them as there was no significant
difference with the other conditions.

Although the evaluation started immediately after the preparation
phase, it seems that the users were not able to remember the different
doorways’ passability they had tested with their avatars. One subject
commented the following: “After having forgotten a bit for which gap it
was possible to pass or not, the task became a little too hard and I was obliged
to answer by instinct”. Other participants shared similar impressions
orally during the experiment.

We believe that this impossibility to recall what they saw during
the preparation phase was experienced by most participants. In-
deed, the task required memorizing the door’s passability with a
centimeter-level accuracy, which is difficult in normal circumstances
too. We were expecting that the participants would improve their
judgments over time in the RD condition at least, as in the exper-
iment of Bhargava et al. (2020). In their real door condition, the
authors found that the user’s probability of answering correctly was
increased by 3% after each trial, despite not being given feedback
on their answer’s correctness. They could not observe such an im-
provement in their VR condition. We hypothesized that having used
the avatar during the preparation phase would amplify the improve-
ment they observed in real-world conditions. However, we could
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not observe any improvement — with or without the avatar — even
though our protocol followed the same methodology as theirs. The
reason for this remains unclear at this point and will need further
investigation.

Lastly, we could find no difference between the real and virtual
door conditions in terms of estimated chances of passing through
them. This could imply that the information that guides the affor-
dance perception of the virtual door accurately reflects the informa-
tion that is present in the physical door. However, the collected post-
experiment feedback shows that one-third of users felt that the vir-
tual door was not correctly integrated into the real environment. One
possible way to interpret this is that the sense of the virtual door’s
presence is not linked to affordance perception related to it. In other
words, the user’s judgment accuracy may be independent of how re-
alistically the door is integrated.

5.5 Conclusion

In this chapter, we explored how self-avatars and MR can be used to
extend our perception of physical environments by expanding our
range of action to areas outside of our peripersonal space. We used
two control techniques of the AR embodiment system designed in
Chapter 4 to evaluate the validity of our approach through three ex-
ploratory experiments. Our results highlight how such use of avatars
has the power to improve the user’s understanding of their options
during decision-making.

However, the advantages it provides seem limited in time: once
taking the AR headset off, it is hard to recall what one saw while
manipulating the avatar after a short period. Therefore, the system
we present seems to be most interesting when the user can use it
while in action.

Finally, from the experiments we ran, we also learned that the
Puppeteering mode requires cognitive efforts that can generate at-
tentional tunneling effects. We recommend using it when the num-
ber of iterations required to achieve a posture is low, or to use other
modes otherwise (e.g. Physical Control, as in Experiment 2).

Future work

The experiments we presented involved two of the control modes
we implemented in Chapter 4. As a follow-up, future work should
assess the usability of all three control modes by measuring time
performance. Embodied cognition being linked to the SoE, measur-
ing the user’s feeling of ownership and agency towards the avatar
may also reveal valuable information. We did not include a measure
of these senses as our goal was to primarily confirm that 3PP avatars
in AR could improve affordance perception, but we encourage
future experiments to investigate them in dedicated studies.



Secondly, it would be interesting to reproduce the experiments we
presented with an extra condition where the participant actually per-
forms the actions asked to be judged. This would allow comparing
more directly the experience acquired in the third-person through
one’s avatar with the one acquired by directly acting. Additionally,
Medeiros et al. (2018) previously identified that the avatar’s appear-
ance could impact spatial awareness in VR, but this fact was not
studied in AR. We would therefore recommend pursuing research
on this effect.

To finish, AR displays still have technical limitations that impede
exploiting avatar embodiment in physical space to its full potential.
In particular, contact identification between real and virtual surfaces
is a well-known perceptual issue of XR interfaces. This is partly
because rendering light and shadows on virtual objects in real time
is still a hard problem. Without shadows, holograms seem to float
in mid-air instead of resting against surfaces. This is an ongoing
problem, and we did not evaluate the impact of such an issue on
physical affordance perception. It will need to be investigated in
future work.
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Reality is merely an illusion,
albeit a very persistent one.

Albert Einstein



6
Transitioning from “being oneself”
to “being one’s avatar”
Work in progress

This chapter details the collaborative work done with Prof. Kiyoshi
Kiyokawa at the CARE laboratory throughout a two-month stay at the Nara
Institute of Science and Technology (NAIST). Our goal was to help users
build a stronger SoE toward their avatars. To do so, we explored ways to
mentally prepare users to embody their avatars. We conducted a pilot study
in VR to test a preparation protocol applied to embody an avatar represent-
ing the Hulk from the Marvel franchise. The protocol we designed involves
a mindfulness exercise and an acting activity to help participants imagine
that they are Hulk before seeing themselves in its body. We hypothesized
that this preparation process would help users to build a stronger SoE. As
the results of this collaboration were still being processed when writing this
thesis, only part of them are presented. Lastly, we briefly mention the second
project in which we participated, exploring the usage of graphical transitions
to smooth avatarization experiences. This project was led by Riku Otono of
the CARE lab.
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According to Harrell et al. (2017), the Avatar Dream stands on two
components: a technical one and an experiential one. The first one
aims at allowing the control of avatars as naturally as one’s body,
whereas the second one aims at making users live lifelike experi-
ences that would otherwise be impossible. While research has made
much progress on the first technical component, it seems that the
creation of believable embodiment illusions still often fails. In fact, it
is common to observe avatars being rejected by their users even with
state-of-the-art systems.

This difficulty is often explained by the existence of subjective fac-
tors (Dewez et al., 2019). Depending on the user, they can lead to
either a propensity to BOIs or reluctance to feel embodiment. There-
fore, it cannot be guaranteed that an embodiment system will gener-
ate the same experience across users. In addition to making exper-
imental research on BOIs complicated, this variability also makes it
impossible for some users to benefit from their effects. Indeed, “vir-
tual embodiment of a relevant avatar is not, in itself, sufficient to induce a
Proteus Effect” as Ash (2016) wrote.

While removing subjective factors is impossible, strategies can be
elaborated to reduce the variability that they cause. We explored two
of these strategies over a collaboration with colleagues1 of the CARE 1 Riku Otono, Monica Perusquía-

Hernández, Naoya Isoyama, Hideaki
Uchiyama, and Kiyoshi Kiyokawa par-
ticipated in this collaboration project.

lab:

• Mental preparation: consists of mentally conditioning the user to
embody their avatars before the body avatarization starts.

• Graphical transitions: consists of smoothing the experience of
the switch between the real and virtual bodies by applying visual
effects.

This chapter mostly details the research on the first strategy (men-
tal preparation). The second one will be mentioned more succinctly
as it was principally investigated by the master student Riku Otono
and his supervisors. The initial results of this collaboration suggest
that such approaches are possible to improve the strength of BOIs.
However, the research on both of these subjects (ran in parallel) was
still in progress while writing this manuscript. As such, this chapter
will only provide preliminary results.

6.1 Mentally preparing users

Embodiment experiences can be divided into three main phases: pre-
embodiment, embodiment, and post-embodiment (see Figure 6.1). In most
experiments on the SoE, the stimulation to induce the BOI is typi-
cally applied after entering the embodiment phase, once the user can
already experience their avatarization. Then, the post-embodiment
phase is often used to assess the resilient effects of the avatar on the
users or to collect additional subjective data.

The pre-embodiment phase, on the other hand, is rarely exploited:
during that time, participants are usually told about their task and
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confronted with their avatars without further due. Users have to
directly adapt to their new bodies and learn what it affords. To make
this change less unsettling, we propose to familiarize them with their
avatars beforehand and to mentally prepare them to embody them.

Figure 6.1: Main phases of embodiment
experiences. Pre-embodiment Before the
user embodies their avatar. Embodi-
ment Time during which the user expe-
riences and controls their avatar. Post-
embodiment Time after the embodiment
ended.

6.1.1 Related work

VR research indicates that personality traits (Dewez et al., 2019), hyp-
notic suggestibility (Walsh et al., 2015), and sensory suggestibility
(Marotta et al., 2016) are determinants of BOIs2. As their relation- 2 The dominance of such top-down fac-

tors has not yet been discussed in AR to
our knowledge, but it seems likely that
they also exist in such contexts.

ship with the SoE is not well understood, very few papers explored
ways to reduce their effects. We only found one article discussing
how the mental conditioning users could help induce stronger BOIs:
in their paper, Walsh et al. (2015) suggested future work to try using
hypnosis to manipulate embodiment perception. According to them,
putting users in a hypnotic state would enhance their attentional fo-
cus on the stimulus applied (e.g. VT stimulation) and therefore allow
for a stronger response to it. However, performing hypnotic proce-
dures requires training and their success remains dependent on the
user’s hypnotizability (Cardeña et al., 2014).

As mentioned before, previous work showed that avatar embod-
iment can be used to create empathy towards other people and in-
fluence their behavior (Yoon et al., 2014). In our research, we want
to verify if the opposite is also true: does building empathy and de-
liberately changing one’s behavior allow for a stronger embodiment
of avatars? In particular, we investigated the use of activities such
as mindfulness and role-playing which were shown particularly effi-
cient to build empathy towards others (Bertrand et al., 2018).

Mindfulness exercises often require subjects to concentrate on
their breathing and let thoughts run without trying to refrain from
them. They can be oriented to create perspective-taking experiences
and enhance empathy-related abilities by guiding the user’s imag-
ination (Hildebrandt et al., 2017). According to research by Lueke
et al. (2015), practicing mindfulness for just 10 minutes can help peo-
ple lessen their prejudices against other groups. Acting is also an
efficient way to foster perspective-taking abilities (Whitebread et al.,
2012). Role-playing techniques have been applied in a variety of set-
tings, including therapy and conflict resolution (Bertrand et al., 2018).



To create multisensory experiences, they combine physical dynamics
(e.g. switching seats with another participant) and story-telling. The
use of such practices to help users accept avatars as their own bodies
was never investigated to our knowledge. We present research on
this topic for the first time.

6.1.2 Design of a mental preparation protocol

We propose to combine mindfulness and acting exercises over a 10-
minute protocol aiming to guide users into imagining they have be-
come their avatars. This protocol is meant to be used with avatars
that represent specific characters bearing a personality or stereotypes
that can be imitated. Therefore, it is not compatible with abstract
avatarization forms or with avatars that are not different from the
users. Readers should however note that the experiment we present
does not aim to cover every case, but acts as an entry point to inves-
tigate how to better exploit pre-embodiment time.

First, with their eyes closed, the participant listens to the exper-
imenter’s instructions asking them to focus on their bodily signal
(breath, heartbeat, skin sensations). The experimenter also describes
the emotional states relevant to the avatar and asks them to imagine
it. The participant is then asked to picture their bodies progressively
turning into their avatars as described by the experimenter. After
that, the user stands up and tries to act like the character represented
by their avatar. As in the previous part, the experimenter provides
indications on how to impersonate their avatar. The participant is
then finally immersed into their virtual body in the 1PP.

To prevent the user from imagining something too different from
what the embodiment system will display, we propose to introduce
them to their virtual bodies before this process. This can be done by
simply showing the avatar’s 3D model on a screen and explaining
that this is what they should be picturing. Secondly, it seems neces-
sary to brief the user on who the avatar is before starting. Otherwise,
it might be difficult for them to imagine the overall behavior they are
expected to adopt. Therefore, the experimenter provides background
information about the avatar before starting. They can then check the
participant understood what they should imagine by asking them to
describe the avatar they are to embody.

Figure 6.2: Mental preparation process.
1) Clarification After seeing a picture of
their avatars, the participant watches a
video to better understand who it rep-
resents and how it behaves. 2) Mind-
fulness The participant imagines becom-
ing their avatars by listening to what
the experimenter describes while clos-
ing their eyes. 3) Acting The participant
imitates the avatar’s behavior while fol-
lowing the instructions of the experi-
menter.

This entire process aims to make the user a full-fledged actor of
their BOI by making them participate in its construction. As a conse-
quence, we hope to generate mental conditioning that will facilitate
the acceptance of the avatar once embodying it. The protocol de-
scribed above can be summarized in the following steps, illustrated
in Figure 6.2:

1. Clarification: the user is shown a picture of the avatar and is
explained who it is and how it behaves. The experimenter checks
that the user understood correctly by asking questions, e.g. “How
would you describe this character?”. The experimenter then orally
validates or corrects the answers of the user.
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2. Mindfulness: the user actively imagines being the character that
their avatar represents. To help them, the experimenter provides
instructions on what to imagine, both visually and emotionally,
e.g.“Think of something that made you angry or stressed re-
cently”, “Imagine that your body is growing muscly”, etc.

3. Acting: the user imitates the character that their avatars represent.
They also receive instructions to help them perform. For example,
“Clench your fists and breath deeply”. After going through this
step, virtual avatarization is immediately applied.

We believe this protocol may be interesting to test in both AR and
VR. Indeed, the problems of avatar acceptance are similar in these
two mediums and both can potentially benefit from such a prepa-
ration. To investigate its effects on the SoE, we ran a user study in
VR comparing the user’s SoE with and without its application. The
choice to use VR rather than AR was motivated by the necessity to
build a state-of-the-art embodiment system and by the larger amount
of research to compare our results.

6.2 User study

The goal of this experiment was to start testing the approach de-
scribed in Section 6.1.2. More generally, we wanted to check if men-
tally preparing users to embody their avatars could lead to a stronger
SoE and/or help reduce inter-subject variability. We additionally
aimed to better understand the mechanisms that lead users to accept
their avatars and raise new questions about the conditions that favor
strong BOIs.

6.2.1 Apparatus

System. We used an HTC Vive Pro connected to a PC equipped
with an NVIDIA GeForce RTX 2080 Ti graphics card, an Intel Core
i9-9900K processor, and 32 GB of RAM. The HTC lighthouses were
placed at opposite corners of a rectangle-shaped room of about 9

square meters. The participants were equipped with the VR headset,
two hand controllers, and two Vive trackers attached to their feet to
perform a 5-point body tracking. The experimental software was
built on Unity 2020.1.4f1 using SteamVR and the plugin FinalIK v2.1
developed by Pärtel Lang. A C# script was used to record the hand
controller’s motion. To display questionnaire material inside the VR
environment and record answers, we used the VR Questionnaire
Toolkit developed by Feick et al. (2020).

Avatar. For our experiment, we needed an avatar model representing
a character that would not be hard to imitate for people uninitiated
to acting. A character that is already familiar to the user and that dis-
plays a simple behavior would therefore be a plus. We chose to use
the Hulk from the Marvel franchise who has the advantage of being



a very stereotypical character, marked by his anger and brutality. He
is worldwide known and seems relatively easy to imitate compared
to other characters whose body languages are more subtle. It was
therefore an interesting choice for our experiment.

The model we used was a free asset designed with Maya by
Muhammad Awwad (Figure 6.3, right). It was rigged for animation
and included detailed body textures. We created animation clips to
put the user’s fingers into a fist upon pressing the hand controllers’
triggers. The rest of the body was entirely animated with body
tracking and IK. To do so, the avatar was calibrated in a two-step
process. First, the user was asked to stand up straight while wearing
the VR equipment. The avatar was then scaled down to match the
user’s height, and retrieved by using the headset’s tracked position.
Next, we used the VRIK Calibration script of the FinalIK plugin
to calibrate the avatar’s arms and legs lengths, as well as the user
camera position. Manual adjustments were quickly made by moving
the transforms of the target points of the head, hands, and feet if
they were not perfectly aligned with the user. Lastly, the resulting
avatar was scaled back to Hulk’s model size (2.5 meters tall).

Environment. The virtual environment was a realistic industrial area
created with free assets (Figure 6.3, left). Users were told they could
walk, but only in a restricted area delimited by a green circle on
the floor. This was to avoid collision with real surfaces. The en-
vironment included life-size objects such as soda cans to provide a
visual reference for users to understand the size of their bodies and
the environment’s content. A mirror was placed in front of them to
let them observe their entire bodies. Two conveyor belts that would
carry breakable stones for the experiment’s main task were placed on
their right (see Figure 6.6). We included ambiance noise (low sound
of construction work), as well as sound and vibration feedback pro-
vided by the hand controllers when touching the stones. This feed-
back varied with the strength of the touch applied.

Figure 6.3: Left Global view of
the VR environment. It includes
a mirror, two conveyor belts, and
diverse objects recreating an indus-
trial scenery. The green zone on
the floor was the area where users
were allowed to walk. Right Hulk
model used in the experiment. Avail-
able at: https://www.3dart.it/en/

free-hulk-rig-3d-model/

https://www.3dart.it/en/free-hulk-rig-3d-model/
https://www.3dart.it/en/free-hulk-rig-3d-model/
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6.2.2 Methodology

We compared two conditions in a within-subjects design: one where
the users performed an arbitrary task before the embodiment, and
one where they went through the mental preparation procedure.
Once in the VR environment, both conditions were exactly the same.
We ran these two conditions in a within-subject design as recom-
mended by Richard et al. (2022). Since it was likely that order effects
would occur, we split the conditions into two sessions separated by
one week. The conditions were the following:

Figure 6.4: Participant filling a Sudoku
sheet during condition NO_PREP. If
this was the second session, this task
was meant to prevent them from think-
ing about the mental preparation they
had been through the previous time.

• Condition “NO_PREP” (no preparation): control condition
where the participant sat down and filled Sudokus on paper for
12 minutes (see Figure 6.4). They were told that their Sudoku per-
formance was not assessed and that they would embody an avatar
representing Hulk in VR after that (without further details). Once
the Sudoku phase was done, the participants put on the VR equip-
ment and were asked to close their eyes while the experimenter
launched the software and calibrated their avatars. Finally, they
went through the VR phase.

• Condition “PREP”: participants sat down and were explicitly told
that their goal was to imagine being Hulk as strongly as possible.
They were briefed about the preparation process and about the
Hulk avatar they would embody in VR afterward. Then, they were
equipped with the feet trackers and went through the three-step
process described in Section 6.2 for about 12 minutes. The detail
of the instructions is in Appendix B. Finally, they were equipped
with the rest of the VR equipment and were asked to close their
eyes while the experimenter launched the software and calibrated
their avatars. The same VR phase as condition NO_PREP then
began.

Figure 6.5: VR questionnaire interface
that was used to measure the user’s
emotional state, the SoE, and cybersick-
ness symptoms.

During the VR phase, the participants were first given a short mo-
ment to get familiar with the environment. They could see their Hulk
body in the 1PP (Figure 6.6, middle). The experimenter asked them
to face the virtual mirror and reproduce the gestures displayed in a
video appearing next to it (Figure 6.6, left). The gestures were simple
arm and leg movements (raising arms, lifting legs, etc.) repeated for
2 minutes to provide VM stimulation. After that, the experimenter
asked the participants to face the conveyor belts and to try breaking
the stone carried by them (Figure 6.6, right). A total of 30 stones
were carried to the user for 1.5 minutes. If the participant punched
strong enough3, the stone would break into pieces with a shattering 3 This threshold was experimentally

chosen while prototyping the system.sound and a large controller vibration.
Lastly, the participants were asked to turn around and face the

questionnaire interface brought up by the experimenter. They could
select answers using hand rays activated for this purpose. Once
done, the experimenter stopped the experimental software and un-
equipped the user before inviting them to sit again and fill out more
questionnaires.



Figure 6.6: Left VM stimulation while
facing the virtual mirror. Middle 1PP
view of the participant. Right Scene
view during the main task where users
had to break stones. The green circle on
the floor shows the area that users were
instructed to stay in.

6.2.3 Measures

We collected demographic data to characterize the sample popula-
tion: age, gender, previous experience with VR technologies, video-
game play time per week, previous participation in acting activities,
and level of familiarity with the character of Hulk. During the ex-
periment, we asked the participants to answer several questionnaires
detailed in Appendix B:

• Sense of embodiment: assessed with the revised 16-item ques-
tionnaire of Peck and Gonzalez-Franco (2021). The items were
adapted to our experiment’s context and applied during the VR
embodiment after the punching task.

• Emotional state: measured with the Self-Assessment Manikin
(SAM) scale by Bradley et al. (1994). This scale evaluates the va-
lence, arousal, and dominance dimensions of a person’s affective
state. We applied it upon the participant’s arrival, during the VR
embodiment (after the punching task), and after leaving the vir-
tual environment.

• Simulator sickness: assessed with the 16-item questionnaire of
(Kennedy et al., 1993) to control cybersickness as a potential con-
founding variable.

• Subjective feedback: obtained through a 7-item custom question-
naire on a 7-point Likert scale. It also contained an optional com-
ment box for participants to write open-ended feedback and was
applied at the end of each session, outside of the virtual environ-
ment.

The emotional state was measured to control if the participants
could successfully imagine the emotions described by the experi-
menter during the preparation phase. Given they would embody
Hulk, they were asked to imagine being very angry and stressed as
this is one of the main traits of this character. We expected the SAM
applied during the embodiment would show lower valence, higher
arousal, and higher dominance scores than the SAM applied upon
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the participant’s arrival. We also expected the SAM applied after the
embodiment to show higher scores in condition PREP. In addition to
these questionnaires, we recorded the following measures:

• Punch speed: speed of the avatar’s hand upon entering in contact
with a stone. Recorded for each stone touched.

• Hand motion: distance traveled by each hand controller during
the punching task.

• Behavior checklist: sheet completed by the experimenter when
observing the participants during the VR phase. It was meant to
keep track of the user’s behavior. The list included the following
checkboxes: arches back, bends knees, takes a fighting posture,
stomps, kicks debris, breaths heavily, and clenches fists.

The punch speed was recorded to verify if the mental prepara-
tion led the users to punch stronger. Similarly, the hand motion was
recorded to see if they would make more ample movements or be
more agitated in condition PREP. As the users were not specifically
instructed to behave in any particular way once in the VR environ-
ment, these two measures served to indicate whether the preparation
process had lasting effects on the user. The checklist provided addi-
tional information about the type of movements that they made on
their initiative to embody their avatars.

6.2.4 Participants

We recruited 13 participants from age 25 to 35 (m = 29.5, SD = 4.1).
Only male participants were selected to match the avatar’s gender.
Among them, 53.8% had used a VR headset once or twice before,
23.1% used them a couple of times per year, 15.4% never, and 7.7%
had a frequent usage history. Regarding their participation in act-
ing activities (theater, role-playing, etc.), 61.5% had never done any
before, 30.8% did some once or twice, and 7.7% practice them a cou-
ple of times per year but not more than monthly. All participants
knew about Hulk: 61.5% indicated knowing him well from movies
or comics, 30.8% had watched at least one movie featuring him, and
7.7% had never watched any content featuring Hulk but to know
about him.

The participants were paid 1000 JPY in cash after the second ses-
sion. All were unaware of the purpose of the experiments. Lastly,
this experiment was approved by a local ethical committee.

6.2.5 Results

Embodiment. The answers to the SoE questionnaire were used
to compute the following five scores: Appearance, Response, Owner-
ship, Multisensory, and Global Embodiment. These scores were ob-
tained through the procedure described by the questionnaire’s au-
thors (Peck and Gonzalez-Franco, 2021). Table 6.1 and Figure 6.7
summarize the results of our descriptive analysis of the SoE.



Our conditions did not show large differences in SoE scores. We
checked the normality of the scores with a Shapiro-Wilk test and con-
firmed the data met the assumptions for a parametric test. Therefore,
we applied repeated-measures T-tests on each score. We could not
find any significant difference between our two conditions.

Table 6.1: Descriptive statistics of the embodiment scores. We report the median and the first (Q1) and third (Q3) quartiles for each
item in the following format: Median[Q1,Q3].

condition Appearance Response Ownership Multisensory Global SoE

NO_PREP 4.38[3.38, 5.19] 4.58[3.67, 5.58] 5.08[3.75, 5.71] 5[4.21, 5.5] 4.87[3.75, 5.52]
PREP 4.5[4.09, 5.38] 4.83[4.33, 5.54] 5.58[4.79, 6.08] 5.42[4.83, 6] 5.03[4.34, 5.73]

Table 6.1:

Figure 6.7: Boxplots representing the embodiment scores for each condition.

Figure 6.7:

Post-experiment questionnaire. Table 6.2 and Figure 6.8 outline
the results of our descriptive analysis of the post-experiment ques-
tionnaire results. This feedback shows more visible differences be-
tween our conditions, notably regarding P2, P3, P5, and P6.

Given the ordinal character of the data, we applied Wilcoxon rank
sum tests on each item. The results show that participants gave sig-
nificantly higher ratings to item P2 in condition PREP (p = 0.0237*)
with a moderate effect size (r = 0.468). This indicates that the
mental preparation led them to feel stronger or more powerful while
embodying the avatar compared to when there was no preparation.
Our analysis also revealed significantly higher ratings for item P6 in
condition PREP (p = 0.0346*) with a moderate effect size (r = 0.437).
This suggests that users felt more immersed in their avatars when
they had received the mental preparation compared to when they
had not.
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Table 6.2: Post-experiment questionnaire. We report the median and the first and third quartiles for each item.

ID Questions NO_PREP PREP

P1 “I felt my body was taller while in the avatar’s body.” 5[4, 6] 5.5[5, 6.25]
P2 “I felt stronger or more powerful while embodying the avatar.” 5[4, 6] 6[5.75, 7]
P3 “I felt angry or wild while embodying the avatar.” 3.5[2, 4.25] 6[3.5, 6.25]
P4 “It seemed to me as if I was just in a costume while being my usual self.” 5.5[4.5, 6] 4.5[3, 6]
P5 “I felt engaged when punching the stones.” 6[4.75, 6.25] 6.5[6, 7]
P6 “I momentarily forgot I was in an experiment.” 5[2.75, 6] 6[5.75, 7]
P7 “I was conscious of the physical environment around me.” 6[4.75, 6] 4.5[4, 6]

Table 6.2:

Figure 6.8: Boxplots representing the
answers to each item of the post-
experiment questionnaire.

Other measures. The hand motion, punch speed, behavior check-
list, emotional state, simulation sickness, and the relations between
them were not analyzed at the time this manuscript was submitted.

6.2.6 Conclusion

As the analysis of this experiment is still in progress, it is impossi-
ble to provide a global discussion of its outcomes. In light of these
preliminary results, however, it seems that we will not be able to con-
firm our hypothesis that our preparation protocol would strengthen
the SoE. Despite the one-week separation between the sessions, we
suspect that order effects might be linked to this, as well as the small
number of participants. Subjective feedback nevertheless suggests
that our approach may have improved the user experience of their
Hulk avatars. Other effects remain to be investigated and will be the
object of continuing research after the submission of this thesis.



6.3 Graphical transitions for body avatarization

Figure 6.9: Illustration of the transitions
applied, synchronized with the user’s
physical actions detected based on sur-
face electromyography magnitude.

Beyond the work presented above, we also participated in research
conducted by Riku Otono at the Care Lab. His idea was to apply vi-
sual effects at different stages of the user’s avatarization to make
it feel smoother. In addition, he proposed to first embody an in-
termediary avatar that looks similar to the user before switching to
the final avatar. As it is not clear which types of transitions should
be used, we conducted a user study comparing two of them: active
and passive transitions. In both cases, visual effects are applied to
let users see their avatar’s body gradually change. However, dur-
ing active transitions, the user is in control of the progress of this
change through their physical action whereas during passive tran-
sitions, this change is applied automatically. On top of comparing
these two transitions, our experiment included two other conditions
in which a black screen was displayed during each type of transition
to verify the impact of seeing visual effects.

Figure 6.10: Physical task performed
by the users to evaluate Proteus Effects:
users had to grip these dumbbells while
sEMG electrodes recorded their muscle
activity.

The user study was conducted using an AR system letting users
embody a generic avatar that transforms into a muscular body avatar
in the 3PP (see Figure 6.9). We measured the user’s SoE and Surface
Electromyography (sEMG) magnitude to evaluate their physical per-
formance and identify potential Proteus Effects. We hypothesized
that the SoE would be stronger in the presence of avatar transitions.
We supposed this would then lead users to apply more force during
a physical task (see Figure 6.10) and therefore result in higher sEMG
magnitudes.

Our results suggest that graphical transitions do improve the
user’s SoE and increase the Proteus Effects of muscular avatars. In
particular, we found that the Proteus Effect was sustained longer
in the presence of active transitions. We concluded that visual ef-
fects synchronized with physical action are efficient to let users feel
agency and benefit from a longer Proteus Effect during embodiment.
This phenomenon could be used in AR training for sports by employ-
ing a muscular avatar or for rehabilitation scenarios. We encourage
future work to pursue this line of research with other types of avatars
to verify the extension of these results.
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If you can see the light at the end of the tunnel,
you are looking the wrong way.

Barry Commoner



7
Discussion and Perspectives

Throughout this Ph.D., we investigated the embodiment of virtual
avatars in AR. Our main objective was to better understand how
users perceive these avatars, how this perception can benefit them in
daily life scenarios, and how to strengthen embodiment illusions. To
pursue this goal, we accomplished the following:

• We formalized a taxonomy of “avatarization” by introducing a
body avatarization continuum.

• We studied the impact of mixing virtual and real content on body
ownership illusions in optical see-through AR.

• We proposed and implemented the concept of using avatars in the
third-person perspective to explore the real world around us.

• We evaluated how the manipulation of such avatars can enhance
our perception of physical affordances.

• We designed and tested strategies to smooth the experience of
body avatarization.

Before discussing of perspectives brought by this thesis, the fol-
lowing section will briefly summarize how we achieved these differ-
ent contributions.

7.1 Summary of contributions

Our research started with theoretical work to better understand and
describe embodiment experiences: in Chapter 1, we introduced a
body avatarization continuum offering a way to categorize systems
according to the extent of the user’s virtual representation. Using
this continuum, we then reviewed the AR literature on avatar embod-
iment in Chapter 2. This allowed clarifying the technical aspects and
challenges linked to body avatarization in AR, the methods available
to induce and measure the SoE, and the existing similarities between
AR and VR embodiment. On the other hand, we identified a lack of
research on how the nature of AR impacts the user’s perception of
their avatars.



In Chapter 3, we delved into this topic through a user study in-
vestigating whether the mixed content of AR environments could
affect BOIs. Our experiment compared the user’s SoE towards vir-
tual robot hands embodied in the presence of different quantities of
virtual and real objects. We built an OST display allowing partici-
pants to see these hands animated by their movements, overlaid on
top of their own hands. Our results show that the participants felt
stronger ownership of the virtual hands when controlled in the pres-
ence of virtual and real objects mixed together, compared to when
the virtual hands were the only virtual content visible. This sug-
gests that the environment’s content should be taken into account
when designing embodiment experiences. However, we could not
conclude with confidence on the origins of the observed differences
and their extent to larger populations. This experiment should nev-
ertheless encourage the community to further investigate the idea
that the avatar itself is not the only moderator of the SoE, but that
the context and medium of the embodiment may also play a role.

Next, we researched how body avatarization and AR can be com-
bined together for concrete use cases. Using cognitive theories on
affordance perception, we proposed the concept of sending one’s
avatar to act remotely and improve our understanding of the phys-
ical world, as well as of our action possibilities within it. Chapter 4

details the proof-of-concept system we implemented to illustrate this
idea. It allows manipulating an avatar of matching body shape and
size with three complementary techniques, namely Physical Control
with a gamepad, Puppeteering with mid-air interactions, and mark-
erless Body Tracking with an RGB-D camera. We described scenarios
where each of these techniques can be relevant and discussed their
individual strengths and weaknesses.

Chapter 5 continued this research by evaluating the effects of
3PP avatar control on real-world affordance perception. We ran
three studies where participants controlled their self-avatars to test
actions in the physical environment in front of them. The first ex-
periment showed that manipulating a virtual version of oneself can
effectively improve one’s accuracy and confidence to estimate action
capabilities. The second experiment investigated how the memory of
the avatar’s manipulation can be exploited when reiterating the same
judgments once the avatar is no longer in sight. We could not find ev-
idence that having used the avatar impacted the user’s performance
as we found no significant difference between the conditions that in-
cluded prior usage of the avatar and the ones that did not. The last
experiment continued our inquiry into the resilient effects of avatars
by asking users to estimate a doorway’s passability. It additionally
compared their accuracy when facing a real door to when facing a
virtual one. We could not find significant effects of the avatar, nor
of the door’s virtuality on the user’s performance. Regardless, from
Experiment 1, we retain that the experience acquired through the
avatar can still be used to make better-informed decisions and to
better grasp the dimensions of things.
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Lastly, we investigated strategies to strengthen BOIs and reduce
variability caused by individual user characteristics. Chapter 6 de-
scribes our collaborative research with the CARE lab on how to ex-
ploit the different phases of embodiment experiences, and in par-
ticular, the time spent before the embodiment. We presented a VR
pilot study evaluating how the user’s mental conditioning can help
to create stronger BOIs. Participants went through mindfulness and
acting exercise that we had designed to help them imagine becom-
ing their avatars before embodying them. We evaluated the effects of
this preparation on the SoE toward an avatar representing the Hulk.
The results of this experiment could not be fully presented as their
analysis was still in progress when submitting this thesis. However,
a preliminary look seems to indicate that this mental preparation
might have led users to feel more powerful while embodying Hulk
and more immersed in the VR environment. Lastly, we participated
in the research of Riku Otono on transition effects to smooth the ex-
perience of body avatarization. The results of this work indicate that
applying visual effects and using an intermediary avatar that looks
more similar to the user can enhance the sense of agency and extend
Proteus Effects. We concluded that such strategies can be effective
to reinforce BOIs and deserve to be studied in more depth in future
work.

7.2 Short-term perspectives

Much remains to be addressed before we fully understand how
avatar embodiment is experienced in AR. In this section, we discuss
the open questions and perspectives highlighted by the contributions
of this thesis.

7.2.1 On the impact of AR content on the sense of embodi-
ment

The user study of Chapter 3 suggested that environmental factors
can affect BOIs in AR. However, our secondary analysis did not al-
low us to definitely confirm that the mix of real and virtual content
actually affects the SoE. We concluded that this was probably due to
our relatively small number of participants, but there is a possibility
that the differences we had initially observed were not linked to our
conditions. This would imply that the SoE was built independently
of the environment’s content in our experiment. Although it is im-
possible to assert that mixing contents really makes no difference,
two papers are consistent with this interpretation.

The first is that of Škola et al. (2016) who compared the traditional
BOI and the VHI in both VR and AR. Their findings show that AR
and VR produce similar illusions, albeit weaker than with a real rub-
ber hand. These results support the idea that AR and VR can be used
interchangeably to create BOIs. The second paper is that of Wolf,
Döllinger, et al. (2020) who compared full BOIs in VR and AR with



a VST HMD1. Unlike what the authors were expecting, their partici- 1 Subjects saw a photorealistic generic
avatar through an interactive virtual
mirror that offered visuomotor feed-
back. The physical world viewed in
the VST condition was faithfully repro-
duced in the VR condition.

pants did not report substantially different senses of ownership and
presence in AR and VR. They speculate that the immersion provided
by their systems was maybe too similar, i.e. the VST video resolution
and VR graphics might have been too comparable for users to expe-
rience a difference.

While this explanation makes sense and supports their initial hy-
pothesis that the SoE should differ in AR, this lack of difference can
be equally assumed as a sign that the BOIs evolved independently
of the displayed context. Establishing that there is no difference be-
tween BOIs in AR and VR, however, remains impossible. Using OST
instead of VST would maybe have changed the results, as might hav-
ing recruited more participants. Until a larger set of experiments is
run, it cannot be assumed that the display media and context have no
play at all. Conversely, if future work confirms that environmental
context is impactful as suggested by our experiment, questions will
remain on how exactly it affects the SoE, in which circumstances,
and how this is related to other factors. We encourage future work
to push the investigations further on this subject.

7.2.2 On the implementation of AR embodiment systems

Although more and more papers are implementing AR embodiment
systems, research seeking applications for them is still at its dawn.
We explored new functions for self-avatars in AR and proposed the
concept of using them to better understand the world that surrounds
us. Chapter 5 showed that building such AR systems is already pos-
sible. However, we were confronted with both technical difficulties
and multiple interrogations regarding how to design it.

First, our developments made us realize that there was a signifi-
cant lack of guidelines for designing AR embodiment applications.
In Chapter 4, to help future work, we attempted to detail our cre-
ation process and outlined different approaches to control avatars
in the 3PP based on different needs. However, the control of the
avatar is only one dimension of embodiment experiences; the user
perspective, extent of avatarization, abstraction, rending type, and
other aspects have to be considered when creating an avatarization
system. Identifying these dimensions of embodiment experiences
and constructing a design space could therefore benefit the creation
process of future AR embodiment applications.

Second, our developments were subject to several technical limi-
tations. For example, while prototyping, we decided to remove the
physics simulation service provided by the Hololens 2 because of
its lack of accuracy, which would have caused too many discrep-
ancies. In addition to encouraging the formalization of guidelines,
we therefore suggest future work also focus on solving these limita-
tions. Many difficulties remain to be addressed regarding the proper
3D registration and interactivity of avatars. In particular, full avata-
rization in the 1PP has barely been approached due to the difficulty
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of displaying virtual overlays in real time. Improving the technical
knowledge and providing implementation examples would facilitate
the exploration of the potential of AR avatars, but would also enable
the development of new studies to better understand their percep-
tion.

7.2.3 On the perception of self-avatars in AR

Although it was not the general tendency, the user study of Chapter 5

showed that some participants were reluctant to rely on their avatars
to judge their possibilities of action. Given they were explicitly told
that their avatars were customized to match their real bodies, this
observation rose several questions about the trust that users put in
their avatars.

Looking at self-perception literature, it seems that healthy people
often perceive their body sizes inaccurately (Piryankova et al., 2014).
The study of Nimcharoen et al. (2018) showed that this mismatch can
also apply when presented with self-avatars in a virtual mirror as
participants tend to identify themselves with slightly thinner virtual
bodies than their own (90% of their width). It is possible that the
participants of our experiment experienced a similar bias and that
it caused discrepancies when seeing that their avatars could reach
objects farther than they thought. This mismatch of expectations
was expressed by many participants, but it seems most still decided
to rely on their avatars during the evaluation.

In future work, it would be interesting to test up to which point
the avatar — at first faithful to the user’s body shape and size —
can be deformed before the user realizes it. The link between the
strength of the SoE and this breaking point could also be relevant to
investigate: would a strong embodiment help users to accept more
important body modifications? A future study could additionally
assess whether changes going unnoticed by the user could influence
the perception of one’s capabilities. For example, does embodying a
larger avatar make users underestimate their ability to enter a narrow
space? If so, it could be interesting to examine using these artificial
biases to correct our perception when it is faulty.

7.2.4 On the variability of embodiment illusions

Investigating the influence of avatar appearance in AR was out of
our scope, but studying it further may help us understand some of
our results. Throughout our experiments, we could observe that the
avatarization we applied evoked highly varying responses from the
participants. In Chapter 3, for example, several participants reported
being estranged from the virtual robot hands they embodied, as if
they were gloves rather than their actual hands. Similarly, although
it was not the overall trend, some participants of Chapter 6 described
that they felt as if they were in a costume rather than in the body of
Hulk. It is difficult to understand why only certain people had this



impression and which aspects of the 3D models caused it.
In the case of Hulk, it is possible that the willingness of users to

embody their avatars depended on their affinity with the character it
represented. Participants who originally disliked the Hulk character
might have been reluctant to accept its body as theirs. However, the
dominance of such top-down factors has not yet been investigated to
our knowledge, whether it be in AR or other research. Secondly, it
seems plausible that an avatar appearing lifelike to one person shows
significant flaws to the eyes of another, hence ruining the illusion2. 2 For example, a gamer who is used

to playing games in ultra-high defini-
tion may see their expectations disap-
pointed when presented with an avatar
with less realistic rendering, compared
to an XR user who is used to this type
of graphics.

This phenomenon was often described in previous VR experiments,
showing highly variable results with similar types of avatars (Lin et
al., 2016; Lugrin et al., 2015; Schwind et al., 2017).

Lugrin et al. (2015) hypothesized that this variability could be due
to the Uncanny Valley phenomenon, conceptualized by Mori et al.
(2012). According to the theory, users feel a greater connection to
anthropomorphic avatars as their degree of human resemblance rises
until it reaches a point where the connection is brought to a sudden
decline. This connection is reestablished to a greater extent from
the point where the user considers the avatar to be realistic enough.
Such judgment being highly subjective would explain why avatars
produce illusions that vary largely with users.

At this point, it is unclear whether experimenters seeking strong
embodiment illusions in AR should privilege certain appearances.
As experimental results on this subject are contrasting, it seems cru-
cial to continue research that will help understand their effects. We
suggest that future work investigates how subjective factors (famil-
iarity, suggestibility, personality, etc.) impact the way users react to
different avatars.

7.3 Long-term perspectives

We are still a long way from reaching the Ultimate Display and the
Avatar Dream. Obtaining technologies equalling those of the movie
of Avatar seems even farther away: in this movie, the main charac-
ter can control an organic body without moving and feel sensations
through it. Current AR technologies allow seeing oneself inside a vir-
tual body and controlling it within physical space, but they support
only limited interactions and provide rudimentary tactile feedback.
Therefore, the next big step seems to be the creation of multisensory
environments that not only involve the realistic integration of avatars
in the real world but also touch sensations when embodying them.
The skin forms the basis of our physical interactions with the world
and allows us to define a mechanical understanding of our environ-
ment. By integrating active tactile feedback, virtual content becomes
tangible and truly integrated into the real world, as physical objects.

Attempts to incorporate tactile sensations into AR applications are
still in their infancy. This is probably due to the slow diffusion of
haptic interfaces adapted to AR that are user-friendly, lightweight,
and affordable. Rosa (2016) also outlines the under-exploration of
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other cues such as audio feedback in AR experiences. For instance,
integrating heavy footstep sounds when embodying a weighty avatar
could improve the credibility of the embodiment. More generally,
visual and tactile stimulation provides users with natural interaction
feedback that can greatly enhance their understanding of the AR
system’s dynamics.

Secondly, important progress needs to be made in Brain-computer
Interface (BCI) research before users can control a whole virtual
body without moving, let alone a biological one. The investiga-
tion of avatar control through BCIs in AR, therefore, offers a sec-
ond long-term view for avatar improvement. Important progress in
visual tracking technologies now allows applying a one-to-one map-
ping of user movements onto their avatars without requiring them to
wear trackers. However, the agency is still limited by the number of
tracked joints and accuracy remains insufficient to provide seamless
animation. Additionally, AR HMDs are hardly incompatible with
facial tracking, and avatars rarely represent well their user’s expres-
sions. Until BCIs reach the required maturity to provide a fine degree
of control of avatars, research will have to seek alternative ways to
make avatar animation more representative of their users.

It will probably take many lifetimes to get James Cameron’s
avatars —if we ever get there. Nevertheless, the next generation of
avatars can be expected to arrive much sooner and will already al-
low us to do much more than today. We propose to discuss some of
the perspectives that this new generation may bring in the following
paragraphs.

7.3.1 Promises of AR avatars in the medical field

Figure 7.1: Development of a myoelec-
tric prosthesis simulator using AR by
Nishino et al. (2017).

One of the sectors that could highly benefit from the development of
AR avatars is medical care. With sufficient progress in BCIs, phys-
ically disabled people could become more autonomous by control-
ling virtual limbs to interact with connected devices (Feuchtner et
al., 2017). Patients preparing for graft could also train themselves
to use their prosthesis in advance by seeing it virtually attached to
their bodies, as (Nishino et al., 2017) started to investigate (Figure
7.1). Aside from prosthetics, new treatment strategies could also be
developed in various medical contexts: pain treatment, tremor stabi-
lization, and stroke rehabilitation using AR avatarization are already
being studied (Eckhoff et al., 2019; Kaneko et al., 2019; K. Wang et
al., 2017). Lastly, all of this could be done from home as the doc-
tors would be able to virtually visit their patients and incorporate
therapies right into their environments. Not breaking the normal
course of a day might lead to higher acceptability of treatments and
psychotherapies, but also finds utmost interest in the assistance of
mentally impaired people (e.g. autism spectrum disorders (Kellems
et al., 2020)).



7.3.2 Learning from AR embodiment experiences

Harnessing the Proteus Effect in AR could open additional doors to
novel educational methods and skill enhancement. Indeed, VR stud-
ies previously showed how embodying avatars representing stereo-
types of intelligence or musicality could momentarily improve the
user’s executive functioning, problem-solving skills, artistic and mo-
tor abilities3. One can easily picture the advantages of exploiting 3 Banakou, Kishore, et al. (2018) showed

that embodying Albert Einstein in
VR could increase executive function-
ing and planning abilities. Kilteni,
Bergstrom, et al. (2013), on the other
hand, showed that embodying a dark-
skinned casually dressed avatar re-
sulted in increased movement patterns
while playing the drums than with a
light-skinned formally dressed avatar.

these gains within specific real-world contexts by selecting the right
full avatarization. Alternatively, the Proteus Effect could be used to
increase awareness and reduce bias. Research has shown that partic-
ipants could experience a reduction of implicit biases after embody-
ing avatars with different gender, race, or ethnicity in VR (Banakou,
Hanumanthu, et al., 2016; Beltran et al., 2021; Peck, Seinfeld, et al.,
2013). This reduction could potentially be exploited for a long time
over normal life thanks to AR.

7.3.3 Role-playing and AR gaming

AR avatarization has unequivocal potential in innovative story-
telling and role-playing games. Through AR, users could instantly
step into the shoes of a story’s main character without having to
immerse themselves in a virtual world. Taking such gaming expe-
riences outside of VR allows seeing the physical world and exploit-
ing its configuration. This brings supplementary opportunities for
appealing game-plays involving interaction with real-world objects
(e.g. hiding behind real walls from attackers) and people (Nilsen
et al., 2004; Thomas, 2012). Although they have their share of tech-
nical difficulties, AR visualizations are not concerned with many of
the challenges linked to VR gaming, including avoiding real-world
obstacles (e.g. chairs), dealing with cybersickness, or navigating in
large spaces with room restrictions. Currently, most AR games are
handheld device applications that use screen interactions, leaving
body avatarization aside (Chatzopoulos et al., 2017). Although mo-
bile AR is an easy entry point, we believe HMDs will allow achieving
the true potential of AR gaming by letting users embody game char-
acters and customize their appearance.

7.3.4 AR avatars as vehicles of the self

Lastly, in a hypothetical future where connected devices are ubiq-
uitous and smartphones are replaced by AR glasses, people could
walk the street and display their avatars on their bodies for oth-
ers to see. This would enable people to explore and express their
identity more easily by allowing them to customize their appear-
ance virtually at will and without limit. Looking at the advent of
virtual influencers and similar entities, it seems that modern-day so-
cial media consumers and companies are already heading in this
direction. Some users design social identities from scratch and ma-
terialize them as hyper-realistic avatars for which they create online
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profiles or video channels. Rapidly gaining in popularity, some of
these profiles gather over 3 million followers and sometimes present
videos of flesh-and-blood people interacting with the featured avatar
(e.g. 19-year-old LilMiquela on Figure 7.2). The decrease in the cost
of tracking solutions and AR devices will eventually lead to more
avatar-people live interactions. Regular users will then be able to
embody their personalized self-avatars and convey the image they
choose to be and to see of themselves.

Figure 7.2: “Que sexy”. LilMiquela via
Instagram.

7.3.5 But is it right? Ethical questioning

As the ideas we describe may become possible in a near future, it
seems urgent to better assess perceptual and cognitive characteristics
of the embodiment of avatars in AR, but also to evaluate the medical,
social, and ethical risks of letting people take ownership of appear-
ances that are not their own. Indeed, achieving the Avatar Dream
might turn out harmful if it reinforces current social biases or tam-
pers with human well-being, property, and privacy rights. Future
studies should strive in making this dream a positive one, foster-
ing self-fulfillment and encouraging face-to-face interaction instead
of degrading human relations.

Secondly, there is a possibility that embodying avatars through
AR allows for experiencing longer-lasting effects than what was ob-
served in VR. This idea was previously described by Eckhoff et
al. (2019) who hypothesized that realistic AR experiences could in-
duce stronger virtual synesthesia than in virtual environments: be-
ing applied in a world known to be “real”, illusions could be per-
ceived more easily as actually being happening. This possibility is of
high interest for many applications, but it also raises many thought-
provoking questions about the long-term usage of avatars in AR. Can
the Proteus Effect alter our behaviors beyond the scope of AR exper-
iments? Would this alteration be durable? How can we control and
use it? What risks arise out of it?

Understanding these matters will have immediate and tangible
consequences for science, design, and production. However, for the
time being, these interrogations remain unanswered and based on
suppositions. As research has made it clear that virtual embodiment
is useful for more than just decoding cognitive processes, we expect
that future work will find great interest in investigating them. Until
then, I hope that the research presented in this thesis will act as a
small step towards an inspiring future for avatars and that others
will carry on this path.



To all the researchers that came before me,
and graciously lent me their shoulders to stand on,
and without who this work could be very different.

Fabien Benureau
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Appendix A
Experimental material of Chapter 5

A.1 Yes-or-no and estimation questions

Table A.1: The evaluation questions we asked orally after each experimental condition (translated from French). For yes-or-no
questions (YG1-7 and YB1-4), participants also provided a level of confidence on a scale from 1 to 10. For estimation questions,
(EG1-5 and EB1-4), they answered with a unit on a scale projected in the environment and with a margin of error (e.g. “21 plus or
minus 2”).

Environment ID Statement

“On the sheet-covered platform, do you think...
YG1 “You could walk under the chain suspended on the left without touching it, without bending your head?”
YG2 “Your heels could reach the block on the left if you lied down with your head against the block on the right?”
YG3 “You could touch the chain suspended on the left if you were standing in the middle of the left block? (facing us,

without bending over)”
YG4 “You could touch with your hands the [color A] grip on the left and the [color B] grip on the right at the same time

if you stood in the middle?”
YG5 “You could touch with your hands the [color A’] grip on the left and the [color B’] grip on the right at the same time

if you stood in the middle?”
Ground YN6 “You could touch the chain suspended on the left if you were standing underneath it and stretched your arms above

your head, without standing on your tiptoes?”
YG7 “You could touch the black beam above if you were standing on the left block and stretched your arms above your

head? (without standing on your tiptoes)”
... With what level of confidence from 1 to 10?”

“On the arbitrary scale projected on the wall, which unit do you think...
EG1 “The top of your head would reach if you were sitting on the block on the left?”
EG2 “The top of your head would reach if you were standing on the block on the right?”
EG3 “Your heels would reach if you lied down with your head against the block on the left?”
EG4 “Your hand would reach if you extended your arms above your head while standing in the middle?”
EG5 “Your heels would reach if you stretched your legs toward the right while sitting against the block on the left?”

... With what margin of error?”

“On the black beam up there, do you think...
YB1 “Your hands could reach the groove on the wall behind if you stretched your arms above your head? (without

standing on your tiptoes)”
YB2 “Your heels could reach the tape on the left if you lie down with your head against the suspension cable on the

left?”
YB3 “Your hands could reach the suspension cable on the far right if you stretched your arms towards it while lying

down, with your heels located against the tape on the left?”
YB4 “Your hand could touch the suspension cable on the left if you were standing on the tape on the left? (facing us,

Beam without bending over)”
... With what level of confidence from 1 to 10?”

“On the arbitrary scale projected on the wall, which unit do you think...
EB1 “The top of your head would reach if you were standing on the beam?”
EB2 “The top of your head would reach if you were sitting on the beam?”
EB3 “Your hand would reach if you extended it horizontally towards the right while facing us, with the middle of your

body aligned on the red line?”
EB4 “Your heels would reach (on the left) if you lied down on the beam with your head against the suspension cable on

the far right?”
... With what margin of error?”



A.2 Post-experiment questionnaire of Exp. 1

Table A.2: Subjective questionnaire results of the Experiment 1 presented in Chapter 4 (items translated from French. Participants
answered the statements Q1-11 on a 7-point Likert scale. Items C1-C5 were optional open-ended text boxes allowing participants
to write their points of view. All items were in common with the questionnaire of Experiment 2, except for items Q7, Q8, and Q9

(marked with a star).
Subject ID Statement Strongly Disagree Somewhat Neutral Somewhat Agree Strongly

disagree disagree agree agree

Q1 “My avatar’s morphology was similar to mine.” 0% 0% 12% 0% 31% 50% 6%
Appearance Q2 “I found the appearance of my avatar disturbing 50% 38% 0% 6% 6% 0% 0%

or distracting.”
C1 Comments on the appearance of the avatar (optional)

Q3 “My avatar seemed to be present with me in the 0% 19% 6% 6% 25% 31% 12%
real world.”

Presence Q4 “I had the feeling that my avatar was not well 12% 12% 31% 6% 19% 12% 6%
integrated into the environment.”

C2 Comments on the presence/integration of the avatar.

Q5 “I managed to put my avatar in the positions I 0% 0% 6% 0% 6% 50% 38%
wanted.”

Control Q6 “In general, I found it difficult to control my 19% 50% 0% 6% 19% 6% 0%
avatar.”

C3 Comments on the control of the avatar.

Q7* “Seeing my avatar helped me respond with more 0% 0% 12% 0% 0% 12% 75%
confidence.”

Q8* “I think my avatar correctly represents the space 0% 0% 25% 12% 0% 38% 25%
my body would occupy where I placed it.”

Help Q9* “I think my avatar may have misled me when I 12% 50% 0% 12% 12% 12% 0%
answered the evaluation questions.”

Q10 “Seeing my avatar made it difficult for me to 75% 12% 12% 0% 0% 0% 0%
answer the questions.”

C4 Comments on the help provided by the avatar.

Enjoyment Q11 “I enjoyed using my avatar.” 0% 6% 0% 6% 0% 44% 44%
C5 Comments on the appreciation of the avatar.

A.3 Post-experiment questionnaire of Exp. 2

Table A.3: Subjective questionnaire results of the Experiment 2 presented in Chapter 4 (items translated from French). Participants
answered the statements Q1-11 on a 7-point Likert scale. Items C1-C5 were optional open-ended text boxes allowing subjects to
write their points of view. All items were in common with the questionnaire of Experiment 1, except for item Q7 (marked with a
star).

Subject ID Statement Strongly Disagree Somewhat Neutral Somewhat Agree Strongly
disagree disagree agree agree

Q1 “My avatar’s morphology was similar to mine.” 0% 0% 13% 0% 20% 47% 20%
Appearance Q2 “I found the appearance of my avatar disturbing or distracting.” 47% 27% 0% 13% 13% 0% 0%

C1 Comments on the appearance of the avatar (optional)

Q3 “My avatar seemed to be present with me in the real world.” 0% 13% 7% 7% 47% 20% 7%
Presence Q4 “I had the feeling that my avatar was not well integrated in the environment.” 0% 40% 20% 0% 20% 13% 7%

C2 Comments on the presence/integration of the avatar (optional)

Q5 “I managed to put my avatar in the positions I wanted.” 0% 0% 13% 7% 0% 53% 27%
Control Q6 “In general, I found it difficult to control my avatar.” 13% 47% 13% 0% 20% 7% 0%

C3 Comments on the control of the avatar (optional)

Q7* “Seeing my avatar helped me respond with more confidence than in the condition 0% 7% 13% 0% 0% 53% 0%
Help where I did not use my avatar.”

Q10 “Seeing my avatar made it difficult for me to answer the questions.” 53% 33% 13% 0% 0% 0% 0%
C4 Comments on the help provided by the avatar (optional)

Enjoyment Q11 “I enjoyed using my avatar.” 0% 0% 7% 0% 13% 60% 20%
C5 Comments on the appreciation of the avatar (optional)
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A.4 Post-experiment questionnaire of Exp.3

Table A.4: Subjective questionnaire results of the Experiment 3 presented in Chapter 4 (items translated from French). Participants
answered the statements Q1-14 on a 5-point Likert scale. Items C1-C5 were optional open-ended text boxes allowing subjects to
write their points of view.

Subject ID Statement Strongly disagree Disagree Neutral Agree Strongly agree

Q1 “I was able to focus on the task rather than the headset and virtual display.” 0% 0% 0% 28% 72%
Attention Q2 “I got used to the display of the virtual content.” 0% 0% 0% 48% 52%

Q3 “The quality of the visual display made it difficult or distracting for me to answer the questions.” 57% 29% 14% 0% 0%
C1 Comments on the display (optional)

Q4 “The virtual door seemed to be present with me in the real world.” 10% 24% 33% 19% 14%
Door Q5 “I felt that the virtual door was not well integrated into the environment.” 14% 38% 14% 33% 0%

C2 Comments on the door (optional)

Q6 “In general, I found it difficult to control my avatar.” 32% 27% 27% 14% 0%
Avatar Q7 “My avatar’s morphology was similar to mine.” 5% 0% 18% 55% 23%

Q8 “I found the appearance of my avatar disturbing or distracting.” 64% 27% 9% 0% 0%
C3 Comments on the control and appearance of the avatar (optional)

Q9 “I could easily estimate my ability to get through the door during the experiment. 0% 2% 40% 57% 0%
Q10 “Using my avatar helped me estimate my ability to get through the door.” 0% 9% 18% 36% 36%

Help Q11 “I used my training with the avatar to answer the questions.” 0% 9% 5% 59% 27%
Q12 “Using my avatar allowed me to answer questions with more confidence.” 0% 5% 18% 45% 32%
Q13 “I think the avatar may have misled me when I answered the questions.” 50% 32% 9% 9% 0%
C4 Comments on the help provided by the avatar (optional)

Enjoyment Q14 “I enjoyed using my avatar.” 0% 0% 5% 45% 50%
C5 Comments on the appreciation of the avatar (optional)

A.5 Wariness of new technologies scale

Table A.5: Questionnaire applied before Experiment 3 to collect demographic data (D1-5) and evaluate the user’s opinion on new
technologies (W1-5). We used the “Wariness of New Technologies Scale” of Anania (2019), translated to French. Participants
answered W1-5 on a 5-point Likert scale.

ID Statement

D1 “Age”
D2 “Gender”
D3 “Body height”
D4 “How many hours do you spend playing video games per week?”
D5 “Have you used a virtual or augmented reality headset before?”

Strongly disagree Disagree Neutral Agree Strongly agree

W1 “In general, I am wary of new technology.” 33% 50% 14% 2% 0%
W2 “New technology scares me.” 64% 31% 2% 2% 0%
W3 “New technology is not as safe as it should be.” 24% 31% 31% 12% 2%
W4 “I tend to fear new technology until it is proven to be safe.” 21% 48% 14% 14% 2%
W5 “New technology is likely to be dangerous.” 7% 17% 31% 33% 12%



Appendix B
Experimental material of Chapter 6

B.1 Mindfulness instructions

The following instructions were given by the experimenter:

Please close your eyes. I will ask you to imagine yourself transforming
into the Hulk. First, focus on your breath. You are becoming conscious
of your body. You can feel your heartbeat. You can feel the sensations
on your skin, of your muscles. You feel very sensitive to everything.
Now, try to think of something that made you stressed or angry re-
cently. If nothing comes up, try to imagine someone attempting to
harm a person you love, in front of you. You have started to transform
into Hulk. You can feel your body change: your skin is progressively
turning green. You are becoming bigger, larger. You feel your mus-
cles becoming very tense, rigid. You start feeling powerful, like you
could break anything. Keep concentrating on your anger. The more
you think of it, the stronger you feel, and the more your body changes.
Continues like this repeating variations until 5 minutes are reached.

B.2 Acting instructions

The following instructions were given by the experimenter:

Please open your eyes, stand up, and walk to the middle of the room.
You are now Hulk. Try to act like him by following my instructions.
You may also improvise freely if you want. First, you can look at your
body and try to picture your skin being green, your limbs being much
larger. Your muscles seem to be pulsing. Try to contract them. Imagine
your heartbeat accelerating. Breathe deeply, slowly. Continue to recall
the moment that made you angry. Clench your fingers into a tight
fist. Now, arch your body. Take an aggressive posture, as if preparing
to fight. You are extremely angry now, and it shows on your face.
You feel like you want to scream. You feel like you want to punch
the walls and kick the things around you. But instead, you just walk
around with heavy steps, to keep control of yourself. Start walking
like your body is very large. Continues like this repeating variations until
5 minutes are reached.
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B.3 Virtual Embodiment Questionnaire (VEQ)

Table B.3: The embodiment questionnaire, adapted from Peck and
Gonzalez-Franco (2021).

We report the median and the first and third quartiles for each
item. The “Score” column gives the contribution of each item to the
following scores: Appearance (A), Response (R), Ownership (O), and
Multisensory (M).

ID Score Questions Condition A Condition B

Q1 A “I felt out of my body.” 3[2, 4.5] 3.5[2, 6]
Q2 A “I felt as if my (real) body were drifting toward the virtual body 4[3, 5] 5[3.5, 6]

or as if the virtual body were drifting toward my (real) body.”
Q3 A,M “I felt as if the movements of the virtual body were influencing 4.5[3.75, 6] 4.5[3, 6]

my own movements.”
Q4 A,R “It felt as if my (real) body were turning into an "avatar" body.” 5.5[3.75, 6] 5.5[3.75, 6.5]
Q5 A,O “It felt as if my real body was starting to take on the posture or 5.5[3.75, 6] 6[4, 6.25]

shape of the virtual body that I saw.”
Q6 A,R “I felt like I was wearing different clothes from when I came to 3.5[2, 2.5] 4[2.75, 5]

the laboratory.”
Q7 R “I felt as if my body was stronger.” 5[3, 6] 6[5, 6.25]
Q8 R “I felt a realistic sensation in my body when I broke the stones.” 5[4, 6] 6[5, 6]
Q9 A,R “I felt that my own body could have been affected by the virtual 5[2.75, 6] 5[3.75, 5]

world.”
Q10 O “I felt as if the virtual body was my body. ” 5[3, 6] 5.5[3.75, 6]
Q11 O “It felt that the virtual body resembled my own (real) body in 4[2, 5] 4.5[3.75, 6]

terms of shape/skin tone/other visual features. ”
Q12 O,M “I felt as if my body was located where I saw the virtual body” 5.5[4, 6] 6[5.75, 6]
Q13 O,M “I felt like I could control the virtual body as if it was my 5[5, 6] 6[6, 7]

own body.”
Q14 O,M “It seemed as if I felt the touch of the stones in the location where 5[4, 5] 6[5, 6]

I saw the virtual hands touched.”
Q15 R,M “It seemed as if the touch I felt was caused by the stones touching 5[4, 5.25] 5[4.75, 5.25]

the virtual hands. ”
Q16 A,M “It seemed as if my feet were touching the virtual floor.” 5[4, 5.25] 6[5.75, 7]



B.4 Self-Assessment Manikin (SAM)

Figure B.4: Self-Assessment Manikin scale (Bradley et al., 1994) ap-
plied before, during, and after the embodiment of the Hulk avatar.
Users had to rate the valence, arousal, and dominance of their emo-
tional state by selecting the corresponding manikin or box. The an-
swers were on a 9-point Likert scale.



Acronyms

1PP First-person Perspective. 24–26, 30, 34, 39, 91, 106, 109, 110, 120

3PP Third-person Perspective. 24–26, 34, 35, 39, 61, 65, 66, 69, 71, 73,
75, 76, 83, 84, 91, 99, 114, 120

AR Augmented Reality. 9

AV Augmented Virtuality. 10

BCI Brain-computer Interface. 123

BOI Body Ownership Illusion. 11, 17, 18, 23, 25, 27, 31–34, 39, 40,
43, 51, 52, 54, 57, 58, 104–107, 118–120

CAVE Cave Automatic Virtual Environment. 9, 26

EEG Electroencephalography. 32, 56

HDD Head-down Display. 89

HMD Head-mounted Display. 26, 27, 67, 68, 78, 83, 85, 120, 123, 124

HUD Head-up Display. 89

IK Inverse Kinematics. 27, 30, 70, 108

IoT Internet of things. 23

LoC Locus of Control. 42, 44, 46, 47, 54

MR Mixed Reality. 10, 11, 63, 65–67, 71, 99

MRTK Mixed Reality Tool Kit. 24, 69, 70

OST Optical See-Through. 26, 28, 30, 37–42, 44, 51, 52, 57, 58, 66–68,
118, 120

RHI Rubber Hand Illusion. 11, 56



SAM Self-Assessment Manikin. 110, 111

SCR Skin Conductance Response. 32

sEMG Surface Electromyography. 114

SLAM Simultaneous Localization and Mapping. 29

SoE Sense of Embodiment. 11, 12, 14, 17, 24, 25, 27, 28, 31–35, 38–41,
43–45, 47, 49–55, 57, 58, 99, 103–105, 107, 109, 111–114, 117–121

VHI Virtual Hand Illusion. 32, 33, 39, 43

VM Visuomotor. 33, 40, 41, 43, 109, 110

VR Virtual Reality. 8, 41, 66

VST Video See-Through. 25, 26, 28, 39, 40, 120

VT Visuotactile. 33, 34, 40, 105

WoW Windows-on-the-world. 25

XR Extended Reality. 9, 100, 122
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