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C’était assez dur, et ça a fait mal sur le bonhomme.20

- Hugo Lauras, navigateur.

1



Abstract

Study of swash motion in an embayed beach based on observations and

phase-resolving wave modeling - Case of the Grande Plage of Biarritz

Due to the ever growing anthropogenic pressure at the coast and the perspectives of sea level25

rise, coastal hazards such as overtoping are more threatening than ever. In this context, accurate

estimations of the wave contributions to the total water level (TWL) at the shoreline, namely

the run-up, are crucial for coastal engineers and those involved in coastal zone management

and engineering design. In this work, we propose to investigate wave run-up in an urban-

ized embayed beach based on observations and phase-resolving numerical modeling. First, the30

phase-resolving model based on the Boussinesq equations BOSZ is validated against laboratory

LiDAR measurements to provide an extensive validation and sensitivity analysis. Then, the

model is applied to the real configuration of the Grande Plage of Biarritz, a complex urbanized

embayed beach. A data-set from a 3-day field campaign carried out in 2018 including pressure

measurements and video-derived run-up data is utilized for the model validation. These ap-35

plications demonstrate that the model reproduces wave transformations and subsequent swash

motions reasonably well. The validated model results and observations are then used to investi-

gate the swash motions, under varying conditions of waves and tide. Results show that the tidal

level played a key-role in the swash dynamics. At low tide, the conditions were dissipative and

the swash was dominated by the infragravity motions. At high tide reflective conditions were40

observed with a domination of the short-wave frequencies. These changes are explained by the

double-slope profile where a low sloping area is found in the intertidal zone and a steep slope on

the foreshore. The tidal modulation also influenced the dissipation of infragravity waves, which

were found to dissipate energy substantially at low tide through breaking, while at mid and

high tide standing wave patterns, characteristic of shoreline reflection, were observed. Under45

energetic conditions the influence of the tide was minimized as the large waves tended to break

on the low sloping portion, regardless of the tide. These results highlight the complexity of the

swash behavior in 3D configurations and the potential of phase-resolving models to accurately

capture these processes.

50
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waves.
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Résumé

Étude de la dynamique du jet de rive dans une plage de poche à partir

d’observations et de modélisation numérique à phase-résolue - Cas de la55

Grande Plage de Biarritz

Dans le contexte de la montée des eaux associée au réchauffement climatique et d’une

pression anthropique dans les zones côtières toujours plus forte, une bonne compréhension et

modélisation du niveau d’eau total à la côte sont primordiales pour anticiper au mieux le risque

côtier et déployer à temps des solutions efficaces. En particulier, l’action des vagues appelée60

jet de rive joue un rôle important le long des côtes exposées aux houles océaniques. Dans cette

étude, nous avons étudié la dynamique du jet de rive dans une plage de poche urbanisée à forts

enjeux car soumise aux aléas submersion. Cette étude s’appuie sur de la modélisation numérique

à phase-résolue ainsi que des observations. Dans un premier temps, le modèle numérique est

validé sur un jeu de données issu d’une expérience en canal à houle. Ensuite, le modèle est ap-65

pliqué au cas réel de la Grande Plage de Biarritz, et est comparé à des mesures de pression pour

les vagues et à des mesures vidéo-métriques pour le jet de rive. Ces applications démontrent

les performances du modèle pour estimer le jet de rive, y compris dans un cas réel complexe

comme celui de la Grande Plage. Ensuite, les résultats du modèle validé et les observations sont

utilisés pour analyser les processus physiques observés à la Grande Plage. Il a tout d’abord été70

montré que la marée a un impact significatif sur le jet de rive. A marée basse des conditions

dissipatives sont observées où le jet de rive est dominé par les ondes infragravitaires en raison

de la faible pente dans la zone de déferlement (2%). A marée haute, la forte pente présente dans

la fin de la zone subtidale et la zone supratidale génère des conditions plutôt réflectives avec

une domination des ondes courtes du jet de rive. Cette variation du niveau d’eau a aussi pour75

effet de moduler la dissipation d’énergie associée aux ondes longues. Pour de faibles niveaux

d’eau une dissipation de l’énergie de la bande infragravitaire croissante avec la fréquence est

observée, suggérant une dissipation des ondes longues par déferlement. Á l’inverse, à marée

haute la forte pente a pour effet de ne plus totalement dissiper l’énergie et un régime nodal est

mis en place dû à la réflexion des ondes à la côte. Dans des conditions énergétiques, les vagues80

ont tendance à déferler en partie sur la pente douce qu’importe le niveau d’eau, réduisant la

modulation tidale. Ces résultats montrent la complexité du comportement du jet de rive dans

des configurations tridimensionnelles et le potentiel des modèles à phase-résolue pour capturer

ces processus.

85

Mots-clés : Processus côtiers, jet de rive, modèle numérique, modèle Boussinesq, vagues

infragravitaires.
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(c) : Sand piles and big bags set-up to mitigate the storm impact (February

2016). Waves are seen overwashing the dunes (Credit : Bertrand Lapègue / Sud
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CHAPTER 1. INTRODUCTION

1.1 General context

1.1.1 Anthropogenic pressure in coastal areas and climate change

Due to the immediate proximity to the ocean, coastal areas have offered a strategic posi-

tioning for marine trade and transport for a very long time. They usually provide abundant500

resources and valuable services (recreational and cultural activities) making it a preferred set-

tlement locations (Barbier et al., 2011, Neumann et al., 2015, Mehvar et al., 2018). The world

population density in these areas is now greater than anywhere else and more over in increase.

It is estimated that more than 45% of the world population live on less than 15% of the Earth’s

land area represented by the coastal zones (Christopher and Robert, 2003) and projected to505

reach more than 75% in 2035 (IUCN, 2017). Coastal areas are therefore undergoing an all

time high anthropogenic and economic pressure (Nicholls and Cazenave, 2010, Barbier et al.,

2011, Seto et al., 2011). While the abundance of resources and strategic positioning for trading

is not necessarily relevant anymore, coastal zones play still key-role in the economy of entire

countries. In Europe, one-third of the gross domestic product is generated within 500 m of the510

coast and the total value of economic assets was estimated in about 500-1000 billion euros in

2000 (Lombardo et al., 2004).

The coastal zone, being the interface between land and sea, is an extremely complex and

dynamic environment affected by numerous processes. These natural processes, including flood-

ing, wave action, coastal erosion and sedimentation threatens human activities and occupations515

(Davidson-Arnott et al., 2019, Ciavola et al., 2011) and are generally complex to avoid. For

instance, all European coastal countries have been affected by coastal erosion over the last

decades (Pranzini and Williams, 2013). Mitigation solutions implemented to limit the impact

of such coastal hazards are extremely expensive, estimated to average 5400 million euro per

year between 1990 and 2020 along European coasts (Lombardo et al., 2004).520

Figure 1.1: The concept of risk according to UNGA (2016).

Depending on the intensity of the threat and the stakes, the impacts of coastal hazards

can be dramatic and cost thousands of lives while it can go unnoticed. The outcome of such

situation, the risk is defined in UNGA (2016) as “the potential loss of life, injury, or destroyed

or damaged assets which could occur to a system, society or a community in a specific period

2
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of time, determined probabilistically as a function of the hazard, exposure, vulnerability and525

capacity” (see figure 1.1). In this definition, the hazard refers to a process that may cause

loss of life or property damage for example. Regions exposed to energetic swells are prone to

hazards, a situation that will worsen under the effect of climate change. Indeed, the regional

sea level is expected to rise (Stocker et al., 2013, Chaigneau et al., 2021), while occurrences

and intensities of energetic events such as cyclones are projected to increase (Knutson et al.,530

2021), inevitably leading to higher coastal risk episodes (Kirezci et al., 2020, Almar et al.,

2021, Vitousek et al., 2017). The exposure makes reference to the situation of people and

infrastructure within the hazard-prone area. The heavy urbanization of coastal zones and the

growing anthropogenic pressure drastically increase the level of exposure of these areas.Finally,

the vulnerability alludes to the various factors increasing the susceptibility to the impacts of the535

hazard, which here can be associated with the high economic stakes of coastal regions which

are generally highly touristic places.

The heavy urbanization and alteration of the shoreline, in combination with the ever increas-

ing anthropogenic pressure and the consequences of climate change will considerably threaten

human activities and lives in coastal areas in the near future. Therefore, it appears essential540

to improve our knowledge of nearshore physical processes to provide tools and solutions to

decision makers.

1.1.2 Embayed beaches - A typical feature of the Basque Coast

Rocky coastal zones represent approximately 80% of the world’s coast (Trenhaile and Tren-

haile, 1987). Within these areas, beaches constrained by rocky headlands are common (Ojeda545

and Guillén, 2008, Klein et al., 2010, Scott et al., 2011, Castelle and Coco, 2012, Robinet et al.,

2020). The presence of lateral boundaries has implications on currents (Castelle and Coco,

2012), cross and longshore sediment transports (Loureiro et al., 2012) and shoreline or dune

motion (Robinet et al., 2020). In general, it is recognized that the geological heritage can be

a key driver of the hydrodynamics and morphodynamics (Short, 2006, Enjalbert et al., 2011),550

which differs from open beaches.

These sheltered environments, referred to as embayed beaches, have been originally pre-

ferred locations of settlements as they offer a natural protection against climatic and oceanic

conditions. Nowadays, embayed beaches are still highly popular for tourism as they provide

safe recreational areas due to the sheltering from incident swells and the urbanization offers555

significant housing capacities, shops and restaurants. The economic values at stakes in these

environments are often crucial for the local communities, especially along the Basque Coast,

which is the context of this study.

The Basque Coast stretches 150 km (30 km for France and 120 km for Spain) along the

Atlantic Ocean. It is widely known as it offers a large variety of landscapes, a strong historical560

and cultural heritage as well as recreational activities. Historically composed of fishing villages

who settled in the different bays sheltered by geological protections (Biarritz, Guéthary, St Jean

de Luz, Ciboure...), during the 19th century the Basque Coast rapidly became a popular place
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among European Royalty and rich people. The many castles and large houses built by rich

owners are a visual testimony of that era and a symbol attracting many visitors. Nowadays,565

the economy of the Basque Coast mostly relies on tourism as it is a favored holidays destination

due to its warm water (up to 24°C in summer), its famous surf spots and the various towns

located all along the rocky coast. An example of popular cities along the Basque Coast is given

on figure 1.2. The oceanic offshore wave climate ranges from moderately to highly energetic,

Figure 1.2: Part of the Basque Coast, with highlights on the Concha Bay in San Sebastian
(Spain), the bay of Saint Jean de Luz - Socoa (France) and the Grande Plage of Biarritz
(France).

with storms, considered as such when Hs and Tp are respectively greater than 3.5 m and 13.8570

s, representing 7.24% of the yearly offshore wave climate (Morichon et al., 2018, Abadie et al.,

2006). The significant wave height 10-year return period has been statistically computed to

Hs = 6.7m with a peak period of Tp = 18s (Morichon et al., 2018). While this context might be

favorable for the development of wave energy converter (Lastiri et al., 2020, Delpey et al., 2021),

the Basque Coast have faced high levels of coastal floods in the last years (de Santiago et al.,575

2017, Callens et al., 2020, Arnoux et al., 2021). The consequences of these events can severely

damage seafront infrastructures as the coastline presents a succession of embayed beaches of

various shapes, densely urbanized and for most of them heavily engineered. An example of

an energetic swell hitting the Basque Coast is given on figure 1.3 (a) where large waves of

several meters are seen slamming the rocks and the wall. The consequences of such energetic580

events can be disastrous for the neighbouring buildings and infrastructures ((b) and (c)). For

instance the 2014 Hercules storm caused about 700ke of damages to the city of Biarritz.

Given the high stakes along the urbanized Basque Coast and the perspective of increasing

coastal risks due to climate change there is a crucial need for a better understanding of storm

impact.585
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Figure 1.3: Storm impact along the Basque Coast. (a) Waves slamming the Rocher de la
Vierge, © Isabelle Palé, (b) waves overtopping the seawall at the Grande Plage of Biarritz
during the Hercules storm in 2014 © De Maria, (c) damaged sea wall at Anglet after the
Justine storm of 2021 © Kty64.

1.1.3 Storm impact assessment

While the estimation of the exposure and vulnerability is of the domain of decision makers,

the quantification of the impacts of a storm requires significant knowledge of the various hy-

drodynamic processes. Asbury H. Sallenger (2000) proposed a scale that describes the different

storm impact regimes depending on the limit reached by the total water level. This scale uses590

the maximum and minimum elevations reached by the waterline, defined as RHIGH and RLOW

on figure 1.4 respectively. Even though this scale was initially developed to evaluate storm im-

pact on natural beaches i.e. with a dune system, it works in a similar fashion when the beach

is truncated with a vertical wall. Depending on the values of the maximum and minimum

waterline elevations, several configurations are found :595

• Swash regime : RHIGH < DLOW

The swash regime occurs when the upper limit of the waterline is lower than the lower

limit of the wall i.e. the waves will run up and down the beach face without any contact

with the wall (figure 1.5 (a)). This regime is associated with no particular threat in terms

of coastal hazard.600

• Collision regime : DHIGH > RHIGH > DLOW
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Figure 1.4: Defintion sketch of the variables used for storm impact. Adapted from Asbury
H. Sallenger (2000) for the case of engineered beach truncated with vertical wall.

The collision regime is characterized by the waves hitting the wall without overtopping

the edge of it (figure 1.5 (b)). This regime is associated with limited coastal hazard.

• Submersion regime : RHIGH > DHIGH

Under the submersion regime, the waves will run up the beach face slope as well as the605

wall, resulting in possible damage in the vicinity of the wall and major safety hazards if

people are nearby (figure 1.5 (c)).

• Inundation regime : RLOW > DHIGH

In this case the water continuously flows above the wall, resulting in significant inundation.

Figure 1.5: Different regimes as defined by Asbury H. Sallenger (2000), namely the swash
regime (a), the collision regime (b) and the submersion regime (c). The black dashed line on
image (c) indicates the wall location.

The application of the Asbury H. Sallenger (2000) scale is based on the estimation of the610

total water elevation (TWL) at the coast (RHIGH or RLOW ). The TWL is composed of different

components, acting at different time and space scales. The TWL is defined as :

TWL = ηtide + ηsu + ηs (1.1)
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where ηtide is the astronomical tide, ηsu is the storm surge and ηs is the wave run-up (figure

1.6).

Figure 1.6: Definition sketch of the TWL components, reproduced from Vitousek et al. (2017).

615

The astronomical tide is one the most important components of the TWL (Melet et al.,

2018). The tide level oscillates under the effect of the gravitational forces (by the Moon and

the Sun) and the rotation of the Earth.

The storm surge is the increase of mean water level above the astronomical tidal level

due to climatic conditions. Specifically it is the combination of two main processes : the wind620

and the atmospheric pressure. Under the action of strong wind the still water equilibrium is

disturbed and a higher water level is observed at the coast, while lower values in the opposite

direction. In a low atmospheric pressure area, such as a cyclone for instance, the water level

will rise. Conversely, in areas of high atmospheric pressure the water will be pushed down,

lowering the water level. This effect is known as the inverted barometer. As the increase in625

water level is directly proportional to the difference of pressure, a major storm with a 50 hPa

pressure drop would induce locally a 0.5 m water level increase.

The run-up ηs corresponds to the vertical oscillations of the waterline on the beach face,

under the influence of the waves. The elevation reached by the waterline is an important

process when considering extreme water level and associated flooding hazards (Peregrine and630

Williams, 2001, Hughes et al., 2010, Rodrigues et al., 2012, Serafin and Ruggiero, 2014, Cohn

and Ruggiero, 2016, Blenkinsopp et al., 2016). The run-up is usually decomposed into a static

component, called the set-up, and a dynamic component called the swash (Holman, 1986) :

ηs(t) = ηs + ηsSW
(t) + ηsIG(t)︸ ︷︷ ︸
swash(t)

(1.2)

where ηs is the shoreline set-up and represents the mean water elevation at the shoreline above

the still water level, ηsSW
and ηsIG are respectively the swash motion associated with the short635

waves (SW) (f > 0.05Hz) and the infragravity (IG) (f < 0.05Hz) frequency bands. The set-up
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corresponds to the increase in mean water level above the still water level (in the absence of

waves) due to momentum transfer to the water column by breaking waves (Longuet-Higgins

and Stewart, 1964). The swash corresponds to the vertical elevation oscillating with the broken

waves washing up on the beach face.640

Figure 1.7: Contributions of the different elements to extreme events, reproduced from Melet
et al. (2018).

The contributions of the different components of the TWL to extreme events is shown on

figure 1.7. The wave run-up (set-up + swash) appears as a driver to extreme TWLs. At a local

scale, depending on the wave conditions and the bathymetry configuration the contributions

of the set-up and the different swash frequency bands to the run-up vary. A more thorough

description of swash zone dynamics is provided in section 1.3. As the ultimate motion of the645

waves, wave run-up requires to understand all the previous transformations undergone by the

waves as they propagate towards the shore.

1.2 Nearshore waves

The nearshore zone is a region of complex coupled processes, combining hydrodynamics,

sediment transport and morphodynamics. In the context of our study, waves entering an embay-650

ment and propagating up to the shoreline undergo significant interactions with the bathymetry

as well as the geology. When propagating over a bathymetry exhibiting strong 3D gradients,

changes in wave height, length and direction are observed, ultimately leading to wave break-

ing close to the shoreline (figure 1.8). These processes govern the nearshore hydrodynamics

including wave run-up.655
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Figure 1.8: Idealised cross-section of a wave-dominated beach system. Wave propagate from
the offshore region, where interactions with the bottom are not considered, to the nearshore
region.

1.2.1 Short waves

Typical gravity waves, called here Short Waves (SW), are water waves with periods ranging

from 1 s to 20 s. They originate from the wind blowing over the ocean. When approaching the

shoreline, waves entering the nearshore region begin to interact with the bathymetry. When

the waves propagate over an irregular bathymetry, the changes in depth modulate the phase660

celerity, waves in deeper regions going faster and cause the wave crests to bend and align with

the isobaths (lines of equal depth). It is the reason why waves appear to approach nearly

parallel to the shoreline. An example of wave refraction is given on figure 1.9 panel (a), where

the wave crests are seen to bend and align with the shape of the coastline. If obstacles are

present, such as rocky headlands (Daly et al., 2014), islands (Kim et al., 2015) or breakwaters665

(Briggs et al., 1995), the wave energy is redistributed towards the sheltered zone as the energy

allows no discontinuity along the wave crests. This phenomenon, called diffraction, is illustrated

on figure 1.9 panel (b), where circular wave crests are observed in the sheltered region behind

the breakwater.

As the depth decreases, the group celerity decreases causing the wave height to increase670

as a result of energy flux conservation. In addition, the wavelength decreases causing the

steepening of the wave. This process, called the shoaling effect, causes the waves to steepen in

the nearshore. An example of wave shoaling is shown on figure 1.9 panel (c) where the waves

appear steeper closer to the shore. As the depth continues to decrease, excessive steepness

causes the waves to break at a location identified as the surf zone (see fig. 1.8). Wave breaking675

is the main dissipation process of wave energy in the nearshore zone. During breaking, the

majority of the wave energy is dissipated through viscous effect or air entrapment (Lubin et al.,

2006, Iafrati, 2011). An example of a breaking wave is shown on figure 1.9 panel (c). Wave

breaking is of great interest in coastal engineering as it drives the hydrodynamics from the surf

zone up to the swash zone. For instance, the wave set-up is directly controlled by wave breaking680
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(c)

(b)(a)

(d)

Figure 1.9: (a) Wave refraction around a headland, Scorpion Bay, Mexico. © Jacopo Cosmelli
(b) Wave diffraction around the tip of a breakwater. Source : Google Earth (c) Wave shoaling
at the Côte des Basques, Biarritz, France (d) Example of a plunging breaker in Brittany.
© Tristan Keroullé.

(Longuet-Higgins and Stewart, 1964), as well as longshore and rip currents (Bonneton et al.,

2010, Bruneau et al., 2011, Scott et al., 2016), the generation or release of infragravity waves

(see section 1.2.2), and swash processes (Guedes et al., 2012).

1.2.2 Infragravity waves

Infragravity waves (IG) are long-period waves, typically between 20 and 200s, that have not685

been directly generated by the wind, but by interactions between wind-generated waves. First

observations were made by Munk (1949) in the middle of the 20th century. However, it is only

recently that the importance of IG waves on the nearshore dynamics has been recognized (Bertin

et al., 2018b, figure 1). The importance of IG waves in various aspects of hydrodynamics, such as

rip currents (MacMahan et al., 2004, Greenwood and Brander, 2011), run-up and submersion690

(Guza et al., 1984, Holman and Sallenger Jr., 1985, Ruessink et al., 1998, Cheriton et al.,

2020), sediment transport (de Bakker et al., 2016), dune erosion (Cohn and Ruggiero, 2016) or

harbours resonance (Naciri et al., 2004, Thotagamuwage and Pattiaratchi, 2014, Bellafont et al.,

2018), has been widely demonstrated justifying the growing attention for these low frequency

waves.695
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In the literature two generation mechanisms are commonly identified : the Bound Wave

(BW) and the moving Break-Point (BP) mechanisms. Longuet-Higgins and Stewart (1964)

demonstrated that the presence of groups in the incident short-waves generated a wave of

similar frequency as the group, called bound wave. In the simple case of the superimposition

of two monochromatic waves of slightly different frequencies, wave crests and troughs locally700

add or cancel each other (figure 1.10). This creates a modulation envelope of the wave height.

Furthermore, through non-linear interactions the mean sea level oscillates out of phase with the

wave group. Under the assumption of flat bottom, which is the case in Longuet-Higgins and

Stewart (1964), the bound wave travels phase-locked with the wave group. Under the action

Figure 1.10: Top : Time series of two sinusoidal waves with periods of 14 s (blue) and 15 s
(pink) travelling over a flat bottom by 20 m water depth. Bottom : Resulting free surface
elevation (blue) and bound wave (red) as computed according to Longuet-Higgins and Stewart
(1964). Reproduced from Bertin et al. (2018b).

of the depth-limited short-wave breaking, the envelope no longer exists, and the bound waves705

are released (List, 1992, Janssen et al., 2003, Inch et al., 2017). The released IG waves now

propagate as free waves in the surf zone up to the shoreline.

The second mechanism is based on the consideration that depending on the wave height the

depth-induced breaking is initiated at different locations. Under the influence of the short-wave

envelope, the breakpoint will oscillate and the associated set-up will oscillate as well, inducing710

time-varying elevation at the frequency of the wave group i.e. an IG wave. This breakpoint

forcing generation mechanism, proposed by Symonds et al. (1982), supposes that IG waves

radiate from the breakpoint both shoreward and seaward.

Depending on the conditions, a generation mechanism can be dominating. Consistently

with the parametrization from Battjes et al. (2004), a number of studies identified bound IG715
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waves in low sloping dissipative environments (Janssen et al., 2003, de Bakker et al., 2013,

Inch et al., 2017, Poate et al., 2020) while the BP forcing has been highlighted in the presence

of high bathymetric gradients, for instance rocky platforms (Poate et al., 2020) or coral reefs

(Pomeroy et al., 2012, Van Dongeren et al., 2013).

While it has long been assumed that IG waves fully reflected at the shoreline due to their720

long wavelengths leading to standing wave structure (Guza and Thornton, 1985), recent studies

have highlighted IG wave dissipation near the shoreline based on field (Sheremet et al., 2002,

Ruggiero et al., 2004, Senechal et al., 2011, Guedes et al., 2011, 2013, Fiedler et al., 2015, Inch

et al., 2017) , laboratory (Battjes et al., 2004, van Dongeren et al., 2007) and numerical (Ruju

et al., 2012, de Bakker et al., 2016) data. Two main IG energy dissipation mechanisms are725

generally adopted : the dissipation through bottom friction and wave breaking. In the first

case, it was found that this mechanism is only significant in environments with high friction

coefficients such as coral reefs (Pomeroy et al., 2012, Van Dongeren et al., 2013, Péquignet

et al., 2014). IG wave breaking is now commonly accepted as the main mechanism on sandy

dissipative beaches (Battjes et al., 2004, van Dongeren et al., 2007, de Bakker et al., 2014,730

Rijnsdorp et al., 2015). As wave breaking is frequency-dependent, the energy dissipation is not

constant throughout the IG band and significant reflection can be observed at the shoreline in

the lowest frequencies (van Dongeren et al., 2007, Guedes et al., 2013, de Bakker et al., 2014,

Inch et al., 2017), possibly resulting in nodal structures characteristic of standing wave patterns

(Martins et al., 2017, Bertin et al., 2018a, Matsuba et al., 2021b).735

1.3 Swash zone dynamics

The swash zone is characterized as the portion of the beach face that is alternatively covered

and uncovered by the waves running up the beach. As a consequence the swash motions are the

ultimate result of all the wave transformations up to the shoreline. Run-up on natural beaches

is commonly investigated by discriminating the IG and SW bands, as these motions are forced740

by different processes whose interplay changes depending on beach state. The relation between

swash motions, in both frequency bands, and environmental parameters such as wave conditions

and beach slope has undergone lots of attention as it provides an understanding of the driving

mechanisms of the run-up. Most importantly it allows to derive parametric formulations capable

of a rapid run-up estimation based on wave parameters and beach morphology indicators (see745

section 1.4.1). In this section the contributions of short and long waves and the role of the

environmental parameters such as the wave conditions or the beach morphology are described.

The parameters contributing to the alongshore variability of the run-up are discussed.

1.3.1 Contribution of short and IG waves

The swash, as mentioned in eq. 1.2, is usually partitioned into SW and IG frequency bands.750

IG dominated swash motions are commonly observed under dissipative conditions favoured by

gently sloping beaches (Ruggiero et al., 2004, Stockdon et al., 2006, Senechal et al., 2018) while
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the SW frequency band prevails on steep reflective beaches (Guedes et al., 2012, de Bakker

et al., 2016). Typically dissipative / reflective conditions are characterized using the Irribaren

number :755

ξ0 =
β√
H0/λ0

(1.3)

where H0 and λ0 respectively represent the wave height and wavelength in deep water and β

the beach slope. Following the Iribarren number, dissipative conditions are generally associated

with low values of the Iribarren number (ξ0 < 0.3) (Wright and Short, 1984, Guza and Thornton,

1982, Raubenheimer and Guza, 1996, Ruessink et al., 1998, Ruggiero et al., 2001, Stockdon

et al., 2006), whereas reflective conditions are associated with ξ0 > 1.25 and intermediate760

conditions in between (Holland et al., 1995, Holland and Holman, 1999, Holman, 1986, Holman

and Sallenger Jr., 1985, Guedes et al., 2012).

1.3.2 Relation with environmental parameters

Typically, under moderate conditions the run-up is found to increase with the offshore

wave height H0 (Ruessink et al., 1998, Ruggiero et al., 2004) or a combination of the offshore765

wave height and wavelength such as
√
H0L0 (Stockdon et al., 2006, Vousdoukas et al., 2012).

However, under energetic conditions observations showed that the run-up did not increase with

increasing offshore wave height, suggesting a saturation of the run-up. Huntley et al. (1977)

proposed that the swash energy was saturated across the frequency band for which waves are

breaking. Since high frequency waves exhibit more breaking than lower frequencies, it implies an770

energy roll-off from the low to the high frequencies. Numerous studies evaluated energy roll-offs

in the SW frequency band proportional to f−4 or f−3 (Guza and Thornton, 1982, Raubenheimer

and Guza, 1996, Ruessink et al., 1998, Holland and Holman, 1999, Ruggiero et al., 2004, Hughes

et al., 2013, Guedes et al., 2013). An example of swash spectra corresponding to reflective and

dissipative conditions is given on figure 1.11. Under dissipative conditions (SIG/SSW = 1.95)775

the energy decrease extends into the IG band, up to f = 0.03 Hz. Under reflective conditions

(SIG/SSW = 0.38), a well defined peak in the SW frequency around f = 0.08 Hz is observed.

The saturation has commonly been observed for the SW frequency band (Huntley et al., 1977,

Guza and Thornton, 1982, Holman, 1986, Ruggiero et al., 2004, Stockdon et al., 2006, Senechal

et al., 2011, Hughes et al., 2013). A number of studies produced evidence that during dissipative780

conditions the saturation observed in the SW band could extend to the IG band (Ruessink et al.,

1998, Ruggiero et al., 2004, Senechal et al., 2011, Guedes et al., 2013), as wave breaking in the

low frequencies can be a significant dissipation mechanism (van Dongeren et al., 2007, de Bakker

et al., 2014). An example of saturation of the swash in the IG band from Senechal et al. (2011)

is shown on figure 1.12. Under extremely energetic conditions (Hs > 4m) the linear increase of785

the IG swash stops and a hyperbolic-tangent behaviour is observed. On the other hand, some

studies did not observe any saturation in the run-up values even under very energetic conditions

(Fiedler et al., 2015), suggesting that more in depth-studies are required to fully understand

protosaturation and full run-up saturation.
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Figure 1.11: Swash energy density spectrum derived from video imagery at the Grande Plage of
Biarritz. The blue and red curves respectively represents a the swash spectra under reflective
and dissipative conditions. Oblique black dashed line show the f−4 and f−3 energy roll-off.
The vertical black dashed line indicates the separation between IG and SW frequency bands
at 0.05Hz.

Along with the wave conditions the beach morphology over which waves propagate has790

been found to play a key-role in the swash values. The slope, both in the surf zone and on the

foreshore, influences the dissipation of wave energy and consequently the run-up amplitude.

Therefore, this dependency is often integrated in the parametric formulations. However, the

relation of each component to the slope is still highly discussed. For instance, some studies

highlighted the dependency of both SSW and SIG on the foreshore slope (Passarella et al., 2018,795

Gomes da Silva et al., 2018), while some parametrizations of SIG gave better results without

including the slope (Ruessink et al., 1998, Ruggiero et al., 2004, Stockdon et al., 2006, Senechal

et al., 2011). In addition, the section of the profile that has the most influence on the run-up is

still unclear, especially in the presence of complex morphologies. The foreshore slope is often

used in parametrization as the only morphological parameter (Ruggiero et al., 2001, Stockdon800

et al., 2006). However, it only accounts for a small portion of the profile and excludes the

influence of the submerged bathymetry, such as bar systems, which has been shown to have an

influence on the run-up Cohn and Ruggiero (2016).

1.3.3 Alongshore variability

While the temporal variability of the run-up amplitude induced by environmental parame-805

ters has undergone significant attention, alongshore changes are still poorly understood. Rug-

giero et al. (2004) used video measurements of TWL carried out on a dissipative beach under

moderate wave conditions to investigate alongshore variability of the run-up. They showed
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Figure 1.12: Significant swash height S versus offshore wave height H0. Left S, middle SSW and
right SIG. Symbols represent observations, and line is the hyperbolic-tangent fit to observations.
Reproduced from (Senechal et al., 2011).

that the highest values of the significant swash height exceeded the lowest values by over a

factor of two. This variability was attributed to alongshore differences in the foreshore slope810

as both swash components (SW and IG) exhibit significant correlation with this parameter.

Stockdon et al. (2006) evaluated the longshore variability of the run-up based on video data

under intermediate and reflective conditions on the long open beach of Duck (North Carolina,

USA). They showed that under moderately energetic wave conditions, the SW swash displayed

the highest variability, with a significant correlation with the foreshore slope. Conversely, the815

IG swash showed a lower variability and no significant correlation with the foreshore slope.

Guedes et al. (2012) reported observations of alongshore variability of a factor of 2 under calm

conditions on an intermediate pocket beach. Here again, the variability was primarily con-

trolled by the foreshore slope. Nonetheless, the investigation of the wave breaking distribution

showed a correlation with the run-up distribution, suggesting a morphological control in the820

surf zone. More recently, Senechal et al. (2018) investigated the run-up variability under mod-

erate conditions on a natural dissipative open beach. A large variability of a factor 3 was

reported for the IG components in similar fashion as previously documented. However, con-

trary to previous studies, the variability of the foreshore slope alone was not the main control of

alongshore distribution of the run-up. Evidence of a control by the inner surf zone morphology825

was highlighted leading to rapid and localized modifications of the wave field. This result was

previously suggested by a numerical study (Nicolae Lerma and Bulteau, 2017), based on the

phase-resolving nearshore wave model SWASH (Zijlema et al., 2011) that was carried out on

the same site. The SW swash appeared to be sensitive to the local slope, e.g. with higher values

15



CHAPTER 1. INTRODUCTION

in front of a rip channel. On the other hand, the IG swash component appears to be related to830

the outer bar system configuration and displays a different alongshore distribution than the SW

swash. This numerical study suggests different responses to morphological features depending

on the spectral component. The influence of both the underlying bathymetry and the foreshore

slope on the run-up has again recently been highlighted in Matsuba et al. (2021a) based on

observations and numerical computations.835

1.4 Estimation of the swash elevation

1.4.1 Empirical formulae

As a prime indicator for coastal risk assessment, an accurate prediction of the run-up is

necessary for coastal engineers and managers. As mentioned in the previous section, empirical

formulations have long been used to estimate the run-up, providing a fast and easy tool. These840

formulations usually relate bulk wave parameters (Hs, Tp), offshore or nearshore, as well as

morphological parameters, such as the foreshore slope βf , to statistical parameters such as

R2% representing the 2% run-up exceedance. Early studies have highlighted that the run-up

was related to offshore wave characteristics and beach slope, through the use of the Iribarren

number (eq. 1.3) (Hunt, 1961, Guza and Thornton, 1982, Guza et al., 1984, Holman, 1986,845

Holman and Sallenger Jr., 1985). Holman and Sallenger Jr. (1985) proposed to differentiate

the behavior of the run-up components i.e. ηs, SSW and SIG. This approach allows to consider

differently the SW and IG components in order to account for the different dependence of SSW

and SIG to the offshore wave height or the beach slope. Table 1.1 gives examples of existing

formulations. An extensive review of the existing parametric formulations has been compiled850

by Gomes da Silva et al. (2020).
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Table 1.1: Parametric formulations based on field data. Wave conditions are sorted in to moderate (Hs < 3 m) and energetic (Hs > 3 m).
Beach slope are differentiated into low and high sloping, with a threshold between the two for β = 0.05.Rs : significant run-up height. H0, L0

: offshore wave height and wave length. βSZ : surf-zone slope. βf : Foreshore slope.

Reference Equations Conditions

Guza and Thornton (1982) Rs(cm) = 3.48(cm) + 0.71H0(cm) Moderate, low sloping

Holman and Sallenger Jr. (1985) SSW/H0 = −0.19 + 0.69ξ0 Moderate to energetic
SIG/H0 = 0.09 + 0.53ξ0 high sloping
η/H0 = 0.14(0.06) + 0.35(0.46)ξ0 high tide (mid tide)

Ruggiero et al. (2001) SIG = 0.27(βsH0L0)
0.5 Moderate to energetic, low sloping

Raubenheimer et al. (2001) η/H0 = 0.019 + 0.003(βSZ)−1 Moderate, low sloping

Ruggiero et al. (2004) Rs/H0 = 0.27 + 1.04ξ0 Moderate to energetic, low sloping

Stockdon et al. (2006) η = 0.35βf
√
H0L0 Moderate

SIG = 0.06
√
H0L0 low to high sloping

SSW = 0.75βf
√
H0L0

Senechal et al. (2011) S = 2.14 tanh 0.4H0 Energetic, high sloping
SIG = 2.04 tanh 0.36H0

Vousdoukas et al. (2012) R2% = 0.53βf
√
H0L0 + 0.58

√
H3

0/L0 + 0.45 Moderate, high sloping

Didier et al. (2020) R2% = 0.117
√
H0L0 Moderate to energetic, high sloping
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While the rapidity and simplicity of these formulations make it an attractive tool for coastal

risk assessment, the performances of such formulations strongly rely on the fact that the study

site and the conditions are within the range of applicability of the formulations. Typically,

the performances of these formulations are disputable under energetic conditions (Stockdon855

et al., 2014, Nicolae Lerma et al., 2017), due to the complexity of instrumenting a beach under

extreme conditions. Atkinson et al. (2017) compared 11 existing run-up models again field data

under moderate wave conditions, on a variety of beaches. The best models exhibited a mean

NRMSE on the run-up of 25%. However, for a better match with a specific site, a calibration

of the formulation is possible (Vousdoukas et al., 2012, Da Silva et al., 2017). While it greatly860

improves the performances of the model, it requires instrumenting the site to retrieve data,

which can be costly and even impossible in some beach configurations.

Moreover, even though the majority of wave transformations take place in the surf zone,

many parametrizations use the average foreshore slope (Ruggiero et al., 2001, Stockdon et al.,

2006, Senechal et al., 2011) as the only morphological parameter which might not be the865

best indicator (Stockdon et al., 2006, Vousdoukas et al., 2012, Gomes da Silva et al., 2020).

For instance, the presence of sand waves, bar systems, rip channels can strongly influence

wave transformations along a cross-shore profile. The inclusion of bathymetric effect in a

parametrization has been achieved in some studies through the use of the wave height at

breaking, called breaker height Hb (Senechal et al., 2018, Blenkinsopp et al., 2016). However,870

collecting such measurements remains challenging in many sites.

Overall, parametric formulations are now widely used to estimate run-up due to their sim-

plicity of implementation and reliability in most cases. However, they face some serious flaws

when conditions are extreme or in complex beach configurations such as embayed beaches.

1.4.2 Process-based numerical models875

As an alternative to parametric formulations, process-based numerical models now offer a

promising capabilities to estimate wave run-up for various wave and beach conditions, notably

thanks to major developments of computing capacities. Wave models are generally sorted into

three main categories : spectral models, phase-resolving depth-integrated models and phase-

and depth-resolving models also called Navier-Stokes solvers. Spectral models do not actually880

model the free surface deformation associated with waves and consequent run-up on the beach.

Conversely, Navier-Stokes solvers such as RANS models resolve the all processes, including air

entrapment and turbulence, but at a prohibitive computational cost.

Phase-resolving and depth-integrated models offer a promising alternative. This type of

approach allows to account for the main processes of nearshore wave transformations while re-885

quiring an acceptable computational time. Similarly to the Navier-Stokes solvers, these models

compute the evolution of the free surface elevation in space and time. Furthermore, processes

such as refraction, diffraction, IG waves or current generation are intrinsically represented. The

major difference with the depth-resolving models is that the equations are averaged along the

vertical direction i.e. the free surface and horizontal velocity are only solved in a 2D plan.890
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This allows to drastically reduce the computation cost of the equations while solving relevant

nearshore hydrodynamic processes. An example of a nearshore wave field computed for the

Grande Plage of Biarritz with a phase-resolving wave model is shown in figure 1.13 . The

relevant nearshore processes such as wave shoaling, refraction and diffraction can be observed

as well as the dissipation of energy due to wave breaking.895

Figure 1.13: Instantaneous free surface elevation computed by the phase-resolving model BOSZ
used in this study at the site of Grande Plage.

The description of nearshore waves transformations from deep to shallow water requires to

account for both non-linear and dispersive effects. Non-linear shallow water (NLSW) models,

which assume hydrostatic pressure, are restricted to non-dispersive waves, i.e. long waves such

as tsunami or tidal bore, or shallow water applications e.g. at a 2 m depth (Raubenheimer

and Guza, 1996), which is often located already within the surf zone. In order to capture900

nearshore wave transformations numerical models need to include some dispersion degree. Two

types of models can be used to account for wave dispersion, Boussinesq-type models (BTM)

and non-hydrostatic NLSW models. The difference between these two types of models is that

the Boussinesq equations include the vertical variation of pressure in the momentum equation

while a non-hydrostatic pressure correction is implemented in the hydrostatic NLSW models.905

While these models slightly differ in terms of equations or set-up, they are in the end very

similar as they solve the same processes under similar assumptions. The main limitation of

depth-averaged models is that they do not allow the overturning of waves seen in depth-induced

wave breaking. Consequently, the corresponding energy dissipation is externally implemented

(a more complete description is given in section 3.2). In addition the undertow current, causing910

sediment transport, requires a detailed description of the velocity profile along the water column

which is not possible with depth-averaged models (Elsayed et al., 2022).

Dispersive phase-resolving models have widely been applied to nearshore wave studies. How-

ever, their application to run-up studies is relatively new and still requires comparison with

observations for validation. Some of these studies were performed under laboratory conditions,915
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which offer the advantage of being under completely controlled conditions and therefore al-

lows an extensive validation. Ruju et al. (2014) replicated a GLOBEX laboratory experiment

(Ruessink et al., 2013a) with the widely used SWASH model (Zijlema et al., 2011) to investi-

gate the swash response to variable conditions. The model was found to capture irregular wave

run-up with relative errors between 1% and 11% depending on the conditions and proved to920

be able to reproduce the energy transfers that govern the surf and swash zones. More recently,

the capacity of the SWASH model to accurately capture wave transformations run-up were

demonstrated again on reef profiles at laboratory scales (Peláez-Zapata et al., 2018, Liu et al.,

2021). Similarly, the fully nonlinear and dispersive Boussinesq-type model FUNWAVE-TVD

(Shi et al., 2012) was utilized to replicate irregular waves propagating over a laboratory scale925

fringing reef (Liu et al., 2020). Comparisons showed that the model was fit to capture rapid

wave transformations occurring on steep faces of reefs, including the run-up.

Recently, depth-integrated models have been applied to investigate swash motions under real

conditions on various field sites. For instance, the SWASH model was applied in 1D mode on an

urbanized field site (Fiedler et al., 2018) and in 2D mode on a natural open sandy beach (Nicolae930

Lerma et al., 2017) to compute storm-induced run-up. The studies demonstrated modeled run-

up errors of 12 and 10% respectively. Valentini et al. (2019) used the same model but under

lowly energetic conditions to reproduce wave run-up in a large embayed beach, yielding run-up

errors of the order of 10%. These studies highlight the potential of phase-resoling models to

capture wave run-up under real conditions.935

The importance of including both short and long waves components was investigated using

the non-hydrostatic (NH) and surfbeat (SB) versions of XBeach. Under laboratory conditions

the two XBeach versions were found to perform similarly for fringing reefs environments (Lash-

ley et al., 2018). This result can be explained by the dominance of IG motions at the shoreline.

Conversely, under field conditions along a reef-lined coast Quataert et al. (2020) found that the940

NH version was better at capturing run-up, testifying of the importance of modeling both short

and long waves. This result was also observed on an intermediate-reflective sandy beach (de

Beer et al., 2021). For the NH version, comparisons with video-derived swash data indicated

an error of about 14% on R2%.

1.5 Aims and objectives945

Under the perspective of climate change and the growing anthropogenic pressure, the in-

crease of extreme sea level events appears inevitable and therefore a deep understanding of

run-up processes is needed. Along the Basque coast, the highly urbanized and rugged coast-

line exposed to energetic swell makes it a specific site with complex hydrodynamic processes

coupled to high stakes. For that reason the local authorities are very involved in the shoreline950

management process and coastal related studies. The HPC Waves Chair (High Performance

Computing), led by Volker Roeber since its launch in 2019, is part of this synergy and is ded-

icated to the study of coastal risks and their numerical simulation. The chair is co-funded by
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the E2S program, the Region Nouvelle Aquitaine and the Communauté Agglomération Pays

Basque. The aim of the chair is to improve accuracy and speed of numerical models, to obtain955

an accurate and complete description of coastal processes for problematic such as the impact on

structure, marine renewable energies, submersion and development of operational forecasting

tool at the beach scale. In this context, the overall objectives of this thesis are to provide

an effective tool to estimate wave run-up under realistic conditions and to investigate swash

motions in a geologically constrained embayed beach. More specifically, the work is organized960

around two main questions :

1. Is a phase-resolving nearshore wave model capable of accurately modeling

wave induced run-up ? While the use of depth-integrated phase-resolving models

is becoming increasingly popular for coastal applications owing to major improvement

of computational capacities, the application of such models to compute the run-up is965

still rather new. The application of these models would enable extensive investigations

of swash zone processes. However, their capacities to capture the run-up need to be

assessed. In addition, the sensitivity of the numerical results to the model set-up is of

great interest to be able to apply a model to a specific location without the need for prior

measurements for validation.970

2. What is the behavior of the swash in a geologically constrained meso-tidal

environment ?

Hydrodynamics and swash zone processes in complex environments such as embayed

beaches exhibiting strong bathymetric gradients and geological features are far from be-

ing predictable. Insights about the driving mechanisms in these configurations are thus975

required to improve run-up estimations and offer reliable tools to decision-makers regard-

ing the submersion hazard.

1.6 Outline of the thesis

To answer the previously stated questions, this work is articulated as follows :

980

In chapter 2, the methodological aspect of this work is detailed. It includes a presentation

of the GPB an urbanized embayed beach that constitutes our study site. Then, we present the

conditions and the settings of the field campaign that was carried in 2018 on this site to measure

waves transformation and total water level along the beach. The technique used to derive run-

up data from the video-monitoring station is also presented. Finally, the different methods985

that can be performed to reconstruct the free surface elevation from pressure measurements are

discussed.

In chapter 3, we assess the ability of BOSZ (Roeber et al., 2010), a depth-integrated

phase-resolving model, to simulate nearshore wave processes and run-up. The model is first

validated for relevant nearshore processes such as diffraction, refraction and shoaling on aca-990

demic benchmarks (Whalin, 1971, Berkhoff et al., 1982) using monochromatic waves. Then,
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the 1D laboratory experiment of Blenkinsopp et al. (2019, 2021) is replicated to assess the

performances of the model to estimate wave run-up of irregular waves. A sensitivity analysis

is carried out to evaluate parameters that need further attention when modeling wave run-up.

This part has been published under Pinault et al. (2020) in the Journal of Marine Science and995

Engineering.

In chapter 4, the model is applied to a real case, at the site of the Grande Plage of Biarritz.

After a validation based on pressure measurements and video-derived run-up data, the driving

mechanisms of the hydrodynamics and wave run-up at the GPB are studied based on numerical

computations and observations. Different wave scenarios (Hs and Tp) as well as tide levels are1000

used to evaluate the site behavior under various conditions. This work is currently under

review in the journal Estuarine, Coastal and Shelf Science. Then, the cross-shore evolution of

infragravity waves is analyzed. In particular the dissipation of IG energy near the shoreline is

investigated to better understand the swash response to wave forcings.

Finally, in the chapter 5 we conclude this thesis by summarizing the output of this work,1005

associated with both the methodological aspect of the phase-resolving numerical modeling and

the physical analysis of the swash motions in an embayed beach. The perspectives arising from

this work are also discussed.
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2.1 Introduction

In this chapter, first we introduce the field site (section 2.2) of the Grande Plage of Biarritz1045

and the field campaign (section 2.3) that took place during winter of 2017/2018. In section 2.4,

we then briefly present the advantages and drawbacks of intrusive and non-intrusive techniques

that can be deployed in field conditions to measure swash characteristics. The video monitoring

station used in this study is then detailed in section 2.5 as it offers the best compromise

between a large spatial coverage and a high enough resolution in order to capture the water1050

level evolution at high frequency along our study site. In section 2.6, the procedure to extract

the swash line from timestack images is detailed, along with the spectral methods used to

analyze the swash motions. The second part of the chapter (section 2.7) is dedicated to the

determination of the free surface in the surf zone based on pressure sensor measurements.

We discuss the different methods that can be used to perform free surface reconstruction from1055

pressure sensor measurements and then present the procedure used to perform spectral analysis

of nearshore waves measurements.

2.2 Study site

In this section, the characteristics of the study site of the Grande Plage of Biarritz are

presented. This site was chosen as it is highly exposed to energetic swells and urbanized, which1060

makes it vulnerable to coastal hazards such as submersion (see figure 1.3 panel (b)).

2.2.1 Context

The Grande Plage of Biarritz (GPB) is one of the main attraction of the touristic city of

Biarritz. It is also famous for its seafront casino and the Hotel du Palais on the northern side

of GPB, a historical hotel built during the Napolean III era (see figure 2.1, panel (b)), and1065

recreational activities such as surfing.

The GPB has always been exposed to the impact of storms with varying degrees of damage

(see figure 2.1 panel (c) and (d)). In 2014 the energetic wave conditions during the Hercules

storm in combination with high tidal coefficients caused significant damage (Abadie et al.,

2018) for a cost of 700ke. In recent years, public authorities have tried to limit the impact1070

of flooding events by installing temporary protection measures. These include beach scraping,

which consists of pushing sand against the seawall toward the lower portion of the beach, and

the placement of sandbags (figure 2.1 panel (c)). These counter-measures have the advantage of

being temporary and relatively easy to be set up. However, they might not be sufficient under

some extreme conditions as damages to neighbouring buildings have been observed during1075

recent storms. Moreover, there is evidence that the intensity of the impact of storms can vary

along the GPB; implying that the design of an optimal protection solution could vary according

to the exposure of the different beach sections to the incoming wave action.
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Figure 2.1: Location and situation of the study site Grande Plage of Biarritz. (a) Location of
the GPB. (b) : crowded beach in front of the Casino during a calm day. The Hotel du Palais is
seen in the background (Credit : Radio France - Céline Arnal). (c) : Sand piles and big bags
set-up to mitigate the storm impact (February 2016). Waves are seen overwashing the dunes
(Credit : Bertrand Lapègue / Sud Ouest). (d) : Submersion event during the Ciara storm in
February 2020, water is seen overtopping the wall (Credit : SurfingBiarritz).

2.2.2 Beach characteristics

The GPB is a 600 m long engineered beach within a 1.2 km long embayment located in1080

the south-west of France (figure 2.1 panel (a)). The embayed beach is constrained by two

headlands and is backed by a seawall, protecting shops and habitations from high water level

and wave overtopping as well as providing a recreational area for walking or restaurant terraces.

The GPB is a mesotidal environment with a spring tidal range of 4.5 m and a mean water

level of 2.64 m (charts datum). Highest water levels reach +4.7 m excluding any surge. The1085

elevation of the top of the seawall is +7.65 m. The double-barred profile (figure 2.2 panel (b))

exhibits a low sloping region in the subtidal zone (x < 800m, with the outer bar at x = 600m)

and in the lower part of the intertidal area (800m < x < 1000m), with an inner bar that rather

looks like an almost flat terrace around x = 950 m (slope 2-3%). Conversely, the foreshore is

quite steep (slope 8-10%). For that reason, the GPB is characterized as intermediate-reflective1090

(Morichon et al., 2018).

The beach morphology exhibits a large rip channel and a 3D nearshore bar system, as a

result of the geological constraints (Enjalbert et al., 2011) visible on figure 2.2 panel (a). In

addition, the presence of rocky features in the nearshore bathymetry induces a complex offshore

wave height distribution (Varing et al., 2020, Delpey et al., 2021).1095

The GPB opens to the Bay of Biscay and is mainly exposed to sea swells coming from the

WNW direction (315°). The offshore wave climate ranges from moderately to highly energetic,

with occasional high storm events. For example, storms with offshore (Hs, Tp) = (3.5m, 13.8 s)
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represents 7.24% of the yearly offshore climate (Morichon et al., 2018, Abadie et al., 2006). The

significant wave height 10-year return period has been statistically computed to Hs = 6.7 m1100

with a peak period of Tp = 18 s (Morichon et al., 2018).

2.3 Field campaign

In the framework of the MAREA project (Modélisation et Aide à la décision face aux Risques

côtiers en Euskal Atlantique), a cross-border European project (INTERREG POCTEFA) aim-

ing at better understanding storm impact along the Basque Coast , a field campaign was carried1105

out during winter 2018 to measure wave transformations and run-up along the GPB. The events

targeted in this campaign are energetic events coinciding with spring tides, generally responsi-

ble for high water levels, potentially leading to overtopping. Measurements include wave data

provided by an array of pressure sensors described in section 2.3.1 as well as video run-up data,

described in section 2.3.2.1110

2.3.1 Nearshore wave measurements

During the 3-days MAREA campaign, pressure sensors were deployed in the nearshore

region to capture wave transformations in shallow water. Four pressure sensors were positioned

along a cross-shore transect located in the middle of GPB (profile ID02 on figure 2.2 (a))

to measure wave transformation across the intertidal zone (figure 2.3). Their elevations were1115

measured with a RTK GNSS and vary between +0.3 m up to +2 m (chart datum). They were

complemented with a subtidal bottom-mounted pressure sensor (type SEABIRD) moored at

12 m depth that provides wave characteristics in the shoaling zone prior to wave breaking.

Figure 2.2: Field campaign description. (a) bathymetry of the GPB and locations of the
measuring devices including pressure sensors and a video station. The white dashed lines
represent the cross-shore transects where the swash was video monitored. From left to right :
ID01, ID02, ID03 and ID04. (b) Cross-shore profile at ID02. Blue dashed lines represents lowest
and highest water level at the site. (c)/(d) View from camera 1/4 and transects locations.

The RBR sensors were tightly attached to metallic poles which were deeply buried in the

sand to avoid any loss of material during the energetic events that occurred. The SEABIRD was1120
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Figure 2.3: Cross-shore profile with pressure sensors locations. Note that the cross-shore axis
starts at an arbitrary location but is consistent throughout the thesis.

moored to the bottom by a professional team of divers prior to the campaign when conditions

allowed it. All the sensors recorded bottom pressure continuously with a 2 Hz frequency. For

spectral analysis purpose, the pressure time series were divided in 30 min bursts. Due to the

extensive tidal range (more than 4 m), the four intertidal sensors were located alternatively in

the surf or swash zone. Therefore, to avoid any non-physical results, only the moments when1125

the sensors were fully submerged have been used in this study. The method used to reconstruct

the free surface from the pressure measurements is detailed in section 2.7.

2.3.2 Video estimation of the swash

The swash motions were measured using timestack images from the video monitoring station

of the GPB, described in section 2.5. The cameras are sampled at 1 Hz and each timestack1130

image represents a duration of 14 min to minimize the contribution of the tide on the water

line position (Stockdon et al., 2006, Gomes da Silva et al., 2019). The analysis of the timestack

images were performed at four longshore locations, spaced by approximately 100 m (figure 2.6)

and referred to as ID01 to ID04, resulting in a data-set of more than 160 samples (14 min TWL

time series) distributed among the locations. The methodology used to derive swash motions1135

from timestack images is further described in section 2.6.

2.3.3 Experimental conditions

Offshore wave data were continuously recorded by a Datawell directional buoy, moored

offshore in 50 m depth at about 6 km off the coast. This buoy is part of the french natioanl

CANDHIS network (http://candhis.cetmef.developpement-durable.gouv.fr/) operated1140

by the CEREMA. The buoy provides hourly frequency-direction spectra of the sea state.

Tidal data were provided by a tide gauge deployed at the Bayonne-Boucau harbor located

5.5 km north of the study site. It automatically records the level of water measured at regular

10 min intervals. The gauge is operated by the French Naval Hydrographic and Oceanographic

Service (SHOM) as part of the REFMAR network (https://data.shom.fr/donnees/refmar).1145
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In this work, a focus is made on a storm recorded from January 31 to February 02, 2018. The

window corresponds to spring tide. This period was selected as it potentially represents the

highest threat to surrounding buildings due to very high tidal level. The tidal level varied

between +0.5 m and +4.8 m. Variable offshore wave conditions were observed during the field

experiment (fig 2.4). They were first moderate with (Hs, Tp) = (1.5m, 11 s), followed by storm1150

conditions with values reaching (Hs, Tp) = (4.5 m, 15.4 s) from mid-day of the second day.

The peak direction of wave propagation was mainly comprised between 300° and 320°, while

during the most energetic event, a stable direction of 315° was observed, which corresponds to

near-normal incidence of the GPB.

Figure 2.4: Conditions observed during the field campaign. Red shaded areas denote the
webcam working hours (day time and from mid to high tide). Light grey and darker grey areas
respectively denote CP07 and CP04 working hours (depending on the tide level they were not
always submerged).

Finally, the data set was complemented with an extensive topo-bathymetric survey con-1155

ducted on January 31, covering the beach and the nearshore area up to 25 m meters depth.

This dataset was complemented offshore by the national reference dataset from French Naval

Hydrodraphic and Oceanographic Service (SHOM).

2.4 Monitoring of the swash motion

2.4.1 Intrusive techniques1160

Intrusive techniques have been widely used in the past to measure swash motions. One sys-

tem consists in resistance wires which conductance varies depending on the degree of immersion

(Holman and Guza, 1984). To measure the swash excursions along a cross-shore profile, wires
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can be placed horizontally over the beach face, at a fixed distance. In this configuration, the

wires record the most seaward location at which water depth exceeds the vertical elevation of1165

the wires, allowing to capture the time evolution of the landward limit of the swash motion

(Guza and Thornton, 1982, Holman and Guza, 1984, Holland et al., 1995, Raubenheimer et al.,

1995, Raubenheimer and Guza, 1996, Ruessink et al., 2013b, Peláez-Zapata et al., 2018, Liu

et al., 2020). The main drawback of this method is that the height of the wires is at the basis on

the definition of the swash tongue, which implies that measurements are extremely sensitive to1170

this parameter (Holman and Guza, 1984, Holland et al., 1995, Raubenheimer and Guza, 1996).

Alternatively, the wire can be placed vertically to evaluate the swash depth (Waddell, 1980,

Hughes, 1992). An example of a resistance wire is given on figure 2.5 panel (a). While data

post-processing are usually straightforward as they are based on a linear relation between the

conductance and the water elevation, the resistance wires suffer a certain number of disadvan-1175

tages (Foote and Horn, 2002, Pitman, 2014). First, it requires a tedious calibration step prior

to on-site deployment. Secondly, the electronic gauges require constant power-supply which can

be difficult to provide on-site and are at risk to be damaged in the swash zone under energetic

conditions (Masselink and Puleo, 2006).

Pressure sensors (PSs), usually used to measure the free surface elevation in the surf zone1180

or seaward, have also been used to measure swash depth. For example, Masselink and Russell

(2006) buried a series of PSs to have them flush with the beach face in order to estimate the

amount of water above the bed. However, the swash zone carrying large quantity of sediments,

progressively the PSs can be covered with a large thickness of sand which can skew the mea-

surements. In addition, only the swash depth at the PS location is measured, but not the1185

swash extension. More generally, instrumenting a beach with PSs under storm conditions can

be complex (Nicolae Lerma et al., 2017), preventing data-set from including highly energetic

wave conditions (Senechal et al., 2011). In addition, as surface-piercing objects these instru-

ments can lead to obstruction of the flow and therefore disturb swash events.

1190

2.4.2 Remote sensing

As an alternative technique to intrusive devices, remote sensing methods, that allow to mon-

itor data from a distance without any form of contact with the water, are gaining importance

(Pitman, 2014). An emerging method to remotely monitor the swash and surf zone is based on

light and radio detection and ranging, LiDAR and RADAR respectively. The use of this type1195

of technology is becoming increasingly popular as it allows a precise 3D mapping of the area of

interest. It has been used in recent studies to measure swash zone processes (McNinch, 2007,

Blenkinsopp et al., 2010, Brodie et al., 2015, Fiedler et al., 2015, Blenkinsopp et al., 2021).

Examples of a LiDAR scanner and X-band radar are shown on figure 2.5 panels (c) and (d).

These systems can record the free surface elevation in the surf and swash zones by measuring1200

the round trip time of either a laser (LiDAR) or radio (RADAR) pulse. The advantage of this

methodology is that it is not limited by daylight and less sensitive to weather conditions (McN-
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inch, 2007). It also provides a detail description of the swash zone, including the swash depth,

and requires less post-treatment than the video-derived data. However, instrumenting a beach

under energetic conditions might be challenging. In addition, these instruments are usually set-1205

up for a given period of time and their area of measurement are usually localized, excluding any

long term and large scale monitoring, of the order of the year along an entire beach for example.

Figure 2.5: Illustration of the different types in-situ measurements of the swash zone (a)
: resistance wire that can be set horizontally or vertically (reproduced from Martone et al.
(2018), (b) : video monitoring station looking over the Grande Plage of Biarritz, (c) : LiDAR
scanner positioned above the swash zone (reproduced from Blenkinsopp et al. (2010)), (d) :
Car-mounted X-Band radar (reproduced from McNinch (2007)).

Video monitoring systems allow to capture high frequency processes (up to several Hz)

during large periods of time (several years), for spatial scales ranging from meter to kilometer1210

(Aarninkhof et al., 2003). For the last decades, they have been used in several coastal studies

with typical applications spanning from hydrodynamic processes such as wave breaking (Gal

et al., 2011, Guedes et al., 2012, Almar et al., 2012, Robertson et al., 2015, Andriolo, 2019),

rip currents (Turner et al., 2007, Orzech et al., 2010, Gallop et al., 2011, Enjalbert et al.,

2011), swash motions (Holman and Guza, 1984, Lippmann and Holman, 1989, Guedes et al.,1215

2011, 2012, Senechal et al., 2011, Vousdoukas et al., 2009, 2011) to morphological processes

including subtidal and intertidal bathymetry estimation (Collins et al., 2020, Bouvier et al.,
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2020), shoreline and dunes monitoring (Blossier et al., 2017, Hein and Winter, 2019). The

advantage of measuring swash motion through a video monitoring station is that it can be

set-up for a long period of time. In addition, it is usually very resistant to climatic conditions1220

as it is located away from the energetic swash zone and sometimes even indoor (see fig. 2.5

panel (b)).

Usually, a video monitoring system is fixed and located high above the ground to minimize

the distortion effects. It is composed of several cameras in order to cover the whole study area

with a sufficient spatial resolution. Those camera are operated with a software allowing to syn-1225

chronize the acquisition of images from each camera, to pre-process these images and to transfer

them to a server via internet access. Since the installation of the pioneer Argus system in 1992

(Holman et al., 1993, Holman and Stanley, 2007) at Agate Beach in the USA, various video mon-

itoring systems have followed, such as the Kosta (https://www.kostasystem.com/en/), The

Beachkeeper (Dessy et al., 2008), The Cosmos (Taborda and Silva, 2012). Along the French1230

Basque coast, the SIRENA video monitoring system (https://coo.icm.csic.es/service/

video-monitoring) is operated by the SIAME laboratory on three sites to monitor morphol-

ogy changes, coastal flooding and wave transformation at the foot of a cliff, respectively at the

Anglet, Biarritz and Socoa stations (http://sirena.univ-pau.fr/). An example of a video

station is given on figure 2.5 panel (b).1235

2.5 Video station of the GPB

In this study, we use the images collected by a video station deployed in 2017 at the Grande

Plage of Biarritz to monitor the swash motion under varying wave conditions. In this section,

we present the characteristics of the station and the geo-rectification procedure allowing to1240

estimate metric distances from images necessary to quantify the swash motion.

2.5.1 Settings of the station

The video monitoring station of the GPB is located at +30 m in a neighbouring building

on the southern crop of the beach (figure 2.6). The monitoring system is controlled by the

open source software SIRENA (https://sourceforge.net/projects/sirena-remote/). The1245

station is comprised of four cameras oriented to cover the whole area of interest, spanning from

the outer surf zone to the beach front. Cameras 1 and 4 are directed towards the upper part

of the beach and provide data for swash and submersion monitoring. Specifically, timestack

images (described later) are captured along 4 cross-shore transects (ID01 to ID04) spaced by

approximately 100 m along the beach (figure 2.6). Cameras 2 and 3, not used in this study, are1250

directed towards the lower part of the intertidal zone and the subtidal zone, to capture incident

wave transformation.
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Figure 2.6: Video station of the GPB with black lines indicating the positions of cross-shore
profiles where swash motion is followed.

2.5.2 Video station products

The Biarritz video-monitoring station produces three different types of images, namely

timestack, timex and variance images.1255

Timestack images represent the temporal evolution of pixels intensity along a cross-shore

transect spanning the area of interest, from the shoaling zone up to the swash zone. They have

been used in several studies to investigate wave run-up (Guedes et al., 2011, 2012, Senechal

et al., 2011, 2018, Stockdon et al., 2006, Vousdoukas et al., 2009, 2011) or wave breaking (Gal

et al., 2011, Almar et al., 2012, Robertson et al., 2015, Andriolo, 2019). The timestack images1260

generated by the GPB video station are sampled at a rate of 1 Hz during 14 min to limit the

effect of tide level on the location of wave breaking and swash zone slope ((Senechal et al., 2011,

Stockdon et al., 2006, Vousdoukas et al., 2012)). An example of a timestack image is given

in figure 2.7 panel (b) where the horizontal axis refers to the cross-shore position and vertical

axis to the time.1265

TIMe EXposure images are the result of the time averaged RGB triplets of each indi-

vidual image collected during a 14 min at 1 Hz (panel (c)). The gain of such image is that it

smooths out short scale motions (lower than the sampling duration) as well as possible obstacles

such as people, ships. It allows to highlight the location of the breaking zone that appears as a

white pattern due to the presence of foam as well as the swash zone that is usually the ultimate1270

area of wave breaking at the shore. Various studies based on timex images have been carried

out to study for example rip currents formation and migration (Turner et al., 2007, Orzech

et al., 2010, Gallop et al., 2011, Enjalbert et al., 2011), to investigate wave breaking properties
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Figure 2.7: Typical output images from the Biarritz video station. (a) Snapshot of the Grande
Plage of Biarritz , (b) timestack image, (c) timex image and (d) variance image.

(Guedes et al., 2012, Andriolo et al., 2020) and more recently to perform bathymetric inversion

(Collins et al., 2020).1275

Finally, variance image represents the standard deviation of pixel intensities over a sam-

pling period. Areas exhibiting large temporal variability appear bright on the image while still

areas are darker. For instance, the surf and swash zone appear brighter than the rest of the

image on figure 2.7 panel (d) due to significant motions in these areas. While variance images

are a typical product from coastal video monitoring systems very few studies use them for1280

scientific purposes.

2.5.3 Image geo-rectification

In this study, timestack images are geo-rectified in order to quantify swash motions along

the GPB. The image geo-rectification is a calibration process in which the oblique image cap-

tured by a camera is rectified into a plan image with corresponding real world coordinates.1285

The transformation of real-world coordinates to pixel coordinates (or the other way around)

is achieved by applying standard photogrammetric procedures (Holland et al., 1997), which

consists in a series of transformations on the basis of the collinearity equations. The relation

between image and real-world coordinates involves the camera location N(xc, yc, zc), also called

projection center, its focal length f and its orientation, defined through 3 camera angles (the1290

tilt τ , azimuth φ and roll σ).

The relation between real world coordinates (x, y, z) and the image-plan reference frame
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Figure 2.8: Definition of the variables for the DLT where N is the projection center, O the
object and I its image.

(u, v) is obtained using a Direct Linear Transformation (DLT). The DLT involves that the

object O, its image I and the projection center N are collinear (see fig. 2.8). It is given by:

u =
L1x+ L2y + L3z + L4

L9x+ L10y + L11z + 1

v =
L5x+ L6y + L7z + L8

L9x+ L10y + L11z + 1

(2.1)

where the parameters Li (called DLT parameters) are functions of 11 unknowns : the coordi-1295

nates of N in both the object-space (xc, yc, zc) and image-plan reference frame (u0, v0, f), the

camera angles (τ ,φ,σ) and horizontal and vertical scale factors (λu,λv) which are used as a

unit conversion factors to express image coordinate unit (pixel) into real world coordinate unit

(meter). A more detailed description of the DLT parameters is given in appendix B.1.

1300

2.5.4 Ground Control Points

The resolution of the system of equations 2.1 requires to identify on a reference image a

minimum number of points whose Real World coordinates are known. Those points are called

Ground Control Points (GCPs). Each GCP bringing two new equations, the system needs a

minimum of 6 points to solve the equations and find the 11 unknowns of eq. 2.1. More GCPs1305

leads to an over-determined system that can be solved in a least-squares sense. The control

points must not be co-planar and therefore should form what is called a control volume. Each

GCPs is measured in space using a DGPS system (geographic coordinates as well as elevation)

and simultaneously recorded with the camera, allowing to precisely determine which pixel was

associated with the measured coordinates, as displayed in 2.9. In the context of this study, a1310
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Figure 2.9: GCP pixel identification on the camera image (a) and DGPS-RTK measurement
of the GCP coordinates (b).

total of 13 GCPs were used for the calibration of the camera. They are shown in figure 2.10 (in

red) as well as their recalculated locations using the geo-rectification (green). This procedure

Figure 2.10: GCPs used for the calibration of the camera. Red : original locations, green :
re-calculated locations via geo-rectification.

yielded a mean (max) error of 12px (33px) and 2.5m (6.5m) in terms of distance. Multiple

sources of inaccuracy can be identified : the identification of the GCPs on the image being

manually performed by an operator for a distant GCP from the video station a deviation of a1315

few pixels is possible, a bias in the GPS elevation...

The geo-rectification procedure is valid under the ideal assumption of distortion free lenses and

square image pixels. In practical applications the spherical shape of the camera lenses impose a

certain amount of distortion, which needs to be corrected before applying the geo-rectification.

The procedure is detailed in appendix B.2.1320
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(1) Camera 1 (transects ID01 and ID02)

(2) Camera 4 (transects ID03 and ID04)

Figure 2.11: Pixel footprints map for cameras 1 and 4 in the longshore (a) and cross-shore
(b) directions. Solid black and white lines indicate locations of the cross-shore transects and
the wall respectively. The black dashed lines on subfigure (1) represent the location of the two
transects captured by camera 4.

2.5.5 Pixel resolution map

Pixel footprints are the projection of each pixel in real world coordinates through geo-

rectification. The pixel footprints do not have the same size i.e. the resolution varies on the

rectified image. The resolution is inversely proportional to the pixel spatial dimension. In

practical terms, the pixel footprints far from the camera are the most distorted and largest,

yielding therefore the lowest resolution. The theoretical accuracy is approximated as (Lippmann

and Holman, 1989) :

Lc(x, y) = R(x, y)
δ

Nu

(2.2)

La(x, y) =
Lc(x, y)

cos(τ(x, y))
(2.3)

where Lc (La) is the cross-bore (bore sight) size of a single pixel, Nu the number of horizontal

pixels composing the image, R the distance between the camera and the location of interest

(x, y), τ the tilt camera angle, and δ the lens horizontal field of view. The spatially varying

dimensions of Lc and La for each camera are projected along a cross-shore- and alongshore-1325

oriented coordinate axis, yielding two maps of pixel footprints within the area of interest. The

pixel footprint maps of the Biarritz video station are shown on figure 2.11. In the upper part of

the beach, the angular resolution (cross-shore) ranges from 1 to 15 cm and the radial resolution

(longshore) from 1 to 5 m.
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2.6 Wave run-up estimation from timestack images1330

The estimation of the wave run-up using the timestack images captured by the GPB video

station includes two steps. First, the water line position is determined using a pixel clustering

algorithm. Then, geo-rectified topographic measurements of the beach profile elevation are

used to determine the corresponding water level.

2.6.1 Waterline detection method1335

In our study, the detection of the water line position on the timestack images is carried out

using a clustering algorithm based on a Color Contrast (CC) method. It consists in identifying

the interface between the dry part of the beach and the submerged area, namely the extension

of the swash zone, by analysing the pixel intensity gradients.

The pixel intensity clustering (PIC) is achieved by regrouping pixels intensities into n sim-1340

ilar grey shadings derived from the RGB (Red-Blue-Green) values of the timestack images.

This method has been successfully used in previous studies (Vousdoukas et al., 2012, Gomes

da Silva et al., 2019). The n classes are determined using the Otsu’s automatic thresholding

method (Otsu, 1979). The threshold between each class is automatically chosen as the one

minimizing intra-class intensity variance, or equivalently maximizing inter-class intensity vari-1345

ance. An example of algorithm results for n = 4 classes is shown on figure 2.12. Panel (a)

shows the contour of the automatically defined classes while panel (b) shows distribution of

pixel intensity as well as the thresholds. The quality of the image segmentation heavily relies

Figure 2.12: Left : Contour of the 3 minimizing intra-class variance thresholds (n = 4 seg-
ments) over an image of Biarritz. Right : associated pixel intensity distribution and thresholds
calculated according to Otsu’s method.

on the image itself. If the pixel intensity distribution exhibits sharp peaks, a satisfying result

is observed. On figure 2.12 panel (b) the distribution shows 3 distinct peaks, allowing for a1350

clear identification of the thresholds.
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2.6.2 Sensitivity analysis of the segmentation procedure

Initially, the method assumed a bi-modal distribution of the pixel intensity meaning two

classes and one threshold. The upgrade of the algorithm to multi-modal problems is straight-1355

forward but the credibility of the thresholds decreases as the number of classes increases (Otsu,

1979). We carried out a sensitivity analysis to assess the dependency of the detected waterline

position to the number of classes used in the segmentation algorithm. A comparison between

n = 2, 3, 4 is shown on figure 2.13. A low number of classes, 2 for instance, usually produces

over-smooths swash lines and fails to capture the run down of the swash line, as swell as small1360

scale variations. This results in an underestimation of the swash amplitude, especially in the

high frequencies (panel (b)). A number of 3 or 4 classes allows to improve the accuracy of the

segmentation. A number of classes greater than 4 results in noisy time series that could not be

used. In this study, we used a number of n = 4 classes.

Figure 2.13: Influence of the number of class on the TWL time series (a) and resulting swash
spectrum (b).

Once the image is segmented, the stack is read seaward (from top to bottom on figure 2.13)1365

and the swash line is detected as being the first maximum pixel value (white). Indeed, the

white foam composing the run-up tongue is usually converted to true white whereas the sand

is converted to grey. Once the swash line is identified, the resulting product is a time series of

pixel locations, corresponding to the location of the swash line along the given transect every

second. It is worth to note that the automatic detection is not always robust and manual1370

corrections are sometimes necessary to correctly process some images. In addition, under poor
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lighting conditions or during rain episodes the quality of the timestack proved to be too poor

to be used for analysis.

2.6.3 Swash elevation time series and statistics

The time series of pixel locations, representing the total water level (TWL) motion along a1375

cross-shore transect, are then converted into vertical TWL elevation time series by geo-rectifying

the topographic profiles measured with a DGPS, using the DLT coefficients calculated in section

2.5. Each geo-rectified profile is interpolated onto the pixel coordinates to provide each cross-

shore pixel the corresponding elevation (see fig. 2.14). The swash motion is then obtained by

subtracting the average of the 14-min time series, which consists in removing the astronomical1380

tide and the eventual storm surge and wave set-up components of the TWL.

Figure 2.14: (a) Identification of the swash line on a timestack image. (b) Geo-rectified
bathymetric profile.

The determination of the contribution of the SW and IG frequency bands to the swash

motion that is analysed in 4.1, is based on a spectral analysis of the swash time series. The

power spectral density (PSD) is computed using the Welch’s method (Welch, 1967). The time

series are divided into 50% overlapping segments and each segment is then tappered using1385

a Hanning window. Associated confidence intervals are computed according to Emery and

Thomson (2001, equation 5.108) :

(ν − 1)s2(f)

χ2
1−α/2,ν

< σ2(f) <
(ν − 1)s2(f)

χ2
α/2,ν

(2.4)

where ν is the degree of freedom calculated as in Emery and Thomson (2001, table 5.5), σ2

and s2 are the true and calculated variances respectively and α the confidence coefficient at
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5%. When represented in a logarithmic scale, the confidence interval becomes constant and1390

expressed as :

CI =

]
(ν − 1)

χ2
1−α/2,ν

;
(ν − 1)

χ2
α/2,ν

[
(2.5)

The calculation of the spectrum allows to compute integrated quantities on defined frequency

band. Commonly, the significant swash heights within the IG and SW frequency bands are

computed respectively as :

SIG = 4

√∫ fc

fl

E(f) df (2.6a)

and1395

SSW = 4

√∫ fh

fc

E(f) df (2.6b)

where E is the spectral density at the frequency f of the swash elevation time series. The

cut-off frequency fc, that separates SW and IG frequency bands, is set equal to fc = 0.05 Hz,

similar than in previous studies (Stockdon et al., 2006, Senechal et al., 2011, Nicolae Lerma

et al., 2017, Gomes da Silva et al., 2019). The total significant swash height S is then computed

as the sum of the IG and SW components according to:1400

S =
√
S2
IG + S2

SW (2.7)

Figure 2.15 displays an example of a swash time series and its associated spectrum. The

spectrum displays two distinct peaks, one in the SW and one in the IG frequency bands,

suggesting a contribution of both wind-forced short waves and IG waves.

Figure 2.15: Example of the swash line extraction and treatment (data from ID02). (a) :
swash time series identification on the timestack. (b) : Energy density spectrum derived from
the measured swash time series in (a). The black dashed line represents the cut-off frequency
between the SW and IG band.
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2.7 Free surface reconstruction methods

In this section, we present the reconstruction method that was applied to estimate the free1405

surface from pressure sensor measurements carried out during the MAREA field campaign. We

present three different methods and discuss their domain of application.

Figure 2.16: Definition sketch of the variables.

2.7.1 Hydrostatic reconstruction

The simplest reconstruction method consists in neglecting vertical acceleration and only

considering the pressure as hydrostatic. This implies that the measured pressure is assumed to1410

only depend on the weight of the water column above the sensor and the atmospheric pressure,

such as :

Ptot = Patm + ρghH (2.8)

where Ptot is the total pressure, hH is the water depth, Patm is the atmospheric pressure, ρ is

the fluid density and g the acceleration of gravity. The corresponding hydrostatic free surface

elevation is then given by :1415

ηH = hH + δm − h =
Ptot − Patm

ρg
+ δm − h (2.9)

where δm is the elevation of the sensor above the bottom and h the still water level at the

point of measurement, given by a tidal gauge for instance. The hydrostatic assumption is

usually valid for long waves, such as tsunami, coastal seiches (Bellafont et al., 2018), tidal

waves or in the breaking zone where the waves propagate as bores (Raubenheimer et al., 1996,

Sénéchal et al., 2001). For instance, Lin and Liu (1998) showed based on numerical results1420

from a validated RANS model that the pressure under spilling breakers is almost hydrostatic,

with a maximum deviation of 7%, occurring under the broken wave front. However, in the

shoaling and surf zones the vertical acceleration of the fluid becomes non negligible and the

resulting pressure is no longer hydrostatic. Under these conditions, the hydrostatic assumption

significantly underestimates the wave height (Bonneton and Lannes, 2017, Bonneton et al.,1425
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2018, Mouragues et al., 2019, Martins et al., 2020).

2.7.2 Linear reconstruction

The derivation of the pressure field based on the linear theory provides a first order estimate

of the non-hydrostatic terms. The Transfer Function Method (TFM) is the most common

approach (Fiedler et al., 2015, Brodie et al., 2015, Do et al., 2016, Lashley et al., 2019, Risandi1430

et al., 2020, Bertin et al., 2020) to reconstruct the free surface elevation from pressure sensors

deployed over the entire neashore zone. This method provides a good estimate of integrated

quantities such as Hs (Tsai et al., 2005, Mouragues et al., 2019). Following the linear theory,

the derivation of the pressure field using Bernoulli’s equation leads to the following transfer

function :1435

Kp,L(f, h, δm) =
cosh (hk(f))

cosh (δmk(f))
(2.10)

This coefficient is a function of the total depth h, the measurement elevation with respect to

the bottom δm and the wave number k(f). It allows to compensate the pressure attenuation

observed under dispersive waves (Tsai et al., 2005, Oliveras et al., 2011). The linear attenuation

is frequency-dependent with a higher attenuation of high frequencies in deeper water, as shown

on figure 2.17. For h = 1 m, the attenuation is relatively small, even for frequencies higher

Figure 2.17: Attenuation coefficient at 10 cm above the bottom in function of the frequency for
different water depths. A factor of 1 means no attenuation while a factor of 0 means complete
attenuation.

1440

than 0.3 Hz (shorter than 3.3 s) with a calculated attenuation of around 20%. However, for

h = 10m the attenuation is significant and applies lower in the spectrum, with a value of 60%

in f = 0.15Hz and almost completely dampens the frequencies higher than 0.2Hz.

As the transfer function is also frequency-dependent, for irregular signals such as pressure time
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series under oceanic waves it needs to be applied directly on the spectrum :1445

F(ηL)(f) =

{
Kp,L(f)F(ηH)(f) if f ≤ fc

F(ηH)(f) if f > fc
(2.11)

where F(ηH)(f) and F(ηL)(f) are respectively the Fourier transforms of the hydrostatic ele-

vation ηH(t) and the linear elevation reconstruction ηL(t). Due to the exponential growth of

the transfer function in the high frequencies, a cut-off frequency fc is applied above which the

spectrum is no longer corrected. This constitutes the main limitation of the linear reconstruc-

tion, however energy in the high frequency part of the spectrum is usually low. By retaining1450

the phases, the corrected free surface elevation can then be obtained from an inverse Fourier

transform :

ηL(t) = F−1(F(ηL)) (2.12)

Alternatively the power spectrum density (PSD) can be calculated directly as :

PSD(ηL)(f) =

{
K2
p,L(f)PSD(ηH)(f) if f ≤ fc

PSD(ηH)(f) if f > fc
(2.13)

This method allows for a direct computation of the significant wave height Hs and avoids

an inverse Fourier transform, necessary to obtain the time series of ηL(t). An example of

Figure 2.18: Hydrostatic and linear reconstruction of data recovered from a seabird moored
at 12m depth during the MAREA campaign of 2018. (a) : Hydrostatic elevation (blue) and
linear reconstruction elevation (red line). (b) : PSD of the hydrostatic elevation (blue) and
the linear reconstruction using a cut-off frequency of fc = 0.25Hz (red).

1455

linear reconstruction is provided on figure 2.18. As shown on panel (b), in the low frequencies

(f < 0.07 Hz) the two spectra are similar. The transfer function effects are visible in the high

frequencies, where the linearly corrected spectrum shows much higher value than the hydrostatic

spectrum. For frequencies higher than f = 0.25Hz the two spectra are identical as no correction
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is applied. Computed significant wave heights are Hs = 0.8m and Hs = 1.0m for the hydrostatic1460

and linear reconstruction respectively. In terms of time series (panel (a)), the crests are higher

and the troughs lower as a result of the high frequency components amplification.

2.7.3 Non linear reconstruction

Recently, nonlinear methods have undergone an increasing attention in order to improve

the description of higher harmonics (Oliveras et al., 2011, Constantin, 2012, Clamond and1465

Constantin, 2013), underestimated using the TFM method due to the cut-off frequency. These

harmonics are known to be responsible for the shape of the individual waves, such as skewness

or asymmetry (Bonneton and Lannes, 2017, Mouragues et al., 2019, Martins et al., 2020). An

example of such method is the fully-dispersive non-linear reconstruction method derived by

Bonneton and Lannes (2017), which uses the linear reconstruction :1470

ηNL = ηL −
1

g
∂t(ηL∂tηL)

= ηL −
1

g
(ηL∂ttηL)− 1

g
(∂tηL)2

(2.14)

The first nonlinear term enables to capture more accurately the wave extrema by increasing

the crests and flattening the troughs, while the second term amplifies the wave skewness and

asymmetry (Mouragues et al., 2019). This method relies on the previously calculated linear

reconstruction ηL and therefore incorporates the effect of the cut-off frequency. Figure 2.19

Figure 2.19: Hydrostatic, linear and non-linear reconstruction (computed following Bonneton
and Lannes (2017)) of data recovered from a seabird moored at 12m depth during the MAREA
campaign of 2018. (a) : Hydrostatic elevation (blue), linear reconstruction elevation (red line)
and non-linear reconstruction elevation (green line). (b) : PSD of the hydrostatic elevation
(blue) linear reconstruction using a cut-off frequency of fc = 0.25 Hz (red) and non-linear
reconstruction (green).
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shows the implementation of the nonlinear method described in Bonneton and Lannes (2017)1475

on pressure data recovered from a Seabird device. The free surface calculated with the non-

linear method shows an amplification of the crests computed with the linear theory and lower

troughs (panel (a)), suggesting a more skewed wave profile. This feature is the result of the

amplification of the higher harmonics observed in the nonlinear reconstruction spectrum (panel

(b)). While this part of the spectrum is crucial for the free surface profile (Bonneton and1480

Lannes, 2017, Mouragues et al., 2019, Martins et al., 2020), the resulting Hs is almost identical

in the linear and nonlinear reconstructions (Hs = 1.0m for both).

2.7.4 Wave statistics

After performing a Fourier transform on the free surface elevation time series, wave statistics1485

are computed in the same way from the PSD as with the swash time series. The significant

swash heights within the IG and SW frequency bands are computed respectively as :

HIG = 4

√∫ fc

fl

E(f) df (2.15a)

and

HSW = 4

√∫ fh

fc

E(f) df (2.15b)

where E is the spectral density at the frequency f of the free surface elevation time series. The

total significant wave height S is then computed as the sum of the IG and SW components1490

according to:

Hs =
√
H2
IG +H2

SW (2.16)

2.8 Conclusion

In this chapter, we described the field campaign and monitoring techniques that were used

to measure the swash motion and the nearshore waves in the embayed beach of GPB. During

the campaign, wave conditions ranged from moderate (Hs < 2 m) to energetic (Hs > 4 m)1495

and the tidal level varied between +0.5 m and +4.8 m, constituting a data-set of a wide

range of conditions for analysis and model validation purposes. The swash motions along

the embayed beach of the GPB were derived from timestack images acquired by a video-

monitoring station, as it allows to capture wave run-up continuously and at different longshore

locations. In addition, this type of set-up allows to capture high-energy events, which can1500

be complicated with in-situ measurements. The swash line time series was extracted from

timestack images by discriminating color contrasts , and then converted to elevation using the

geo-rectified topographic profile. To evaluate nearshore wave processes, data from pressure

sensors are used in this study. Free surface elevation times series were computed from the
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bottom pressure recordings by applying a frequency-domain attenuation correction based on1505

the linear theory. The hydrostatic approximation proved to be too restrictive as some pressure

sensors were located too deep, where the non-hydrostatic pressure is non negligible. Conversely,

the non-linear approximation improved the details in the high-frequency spectrum tail, enabling

to describe more accurately the free surface shape but resulting in almost identical wave energy

as the linear theory.1510
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3.1 Introduction

Measuring wave and swash processes in the field is usually complex and costly, especially

under energetic conditions. Thanks to numerical tools, process-based numerical models allow

for a reasonable description of the hydrodynamics at a much lower cost. In addition, numerical1535

modeling can be used to compute past events and future events in order to assess the potential

impact of climate changes such as sea level rise. As discussed in section 1.4.2, the phase-

resolving depth-integrated approach, namely NLSW models or BTM, has become increasingly

popular for coastal applications as it resolves the relevant physical processes at a relatively cheap

computational cost, allowing to consider numerical domains of up to several square kilometers.1540

Therefore, it is important to estimate the performances and limitations of this approach to

ensure the best possible results.

In this chapter, the performances of the BTM BOSZ to capture wave transformations and

run-up are assessed. After a description of the model in section 3.2, a validation using two

2D laboratory experiments with non-breaking waves (Whalin, 1971, Berkhoff et al., 1982) is1545

presented in section 3.3. Then the high-quality wave and swash measurements from a longshore-

uniform laboratory experiment (Blenkinsopp et al., 2019, 2021) are used to perform an extensive

validation of the model with respect to run-up processes in section 3.4. A sensitivity analysis is

then carried out to evaluate the influence of various model parameters on the results, including

the grid size, the initial phase distribution or the wave breaking criterion. This work takes the1550

form of an article published in the Journal of Marine Science and Engineering (Pinault et al.,

2020).

3.2 Description of the Boussinesq-type model BOSZ

Over the past decades, Boussinesq-type models (BTM) have undergone increasing popu-

larity within the coastal engineering community (Brocchini, 2013). Indeed, the capabilities of1555

these dispersive phase-resolving depth-integrated models makes them a suitable tool to capture

nearshore wave processes. The BTM BOSZ (Boussinesq Ocean & Surf Zone model) (Roe-

ber et al., 2010, Roeber and Cheung, 2012b) was developed for coastal applications including

tsunamis studies (Horrillo et al., 2014, Lynett et al., 2017, Roeber and Cheung, 2012a, Morichon

et al., 2021), harbor oscillations (Azouri et al., 2018, Bellafont et al., 2018) and wave trans-1560

formations (Li et al., 2014, Filipot et al., 2019, Varing et al., 2020). In our study, the model

is applied to compute nearshore wave transformations and most importantly wave run-up. In

this section, the Boussinesq approach along with the BTM BOSZ are detailed.

3.2.1 Dispersion errors in Boussinesq-type equations

The idea of the Boussinesq equations (Boussinesq, 1872) is to reduce the three-dimensional1565

problem to a bi-dimensional problem by getting rid of the vertical coordinate in the Navier-

Stokes equations (or Euler equations). The horizontal and vertical flow are decomposed as a
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truncated finite Taylor expansion as a closing equation for the vertical integration. The starting

point of many works is the set of equations derived by Peregrine (1967), where the Taylor series

is expressed using the depth averaged horizontal velocity ū :1570

ηt +∇.[(h+ εη)ū] = 0

ūt +∇η + ε(ū.∇)ū + µ2

[
h2

6
∇(∇.ūt)−

h

2
∇[∇.(hūt)]

]
= 0

(3.1)

The main limitation is the growing dispersion error as kh increases (see fig. 3.1). This error

limits the range of applicability of the model and restricts it to the case of very long waves

while the coastal area is largely influenced by short waves such as wind waves. In order to

improve the frequency dispersion characteristics of the Peregrine (1967) formulation, Nwogu

(1993) used the horizontal velocity at an arbitrary depth, yielding :1575

ηt +∇[(h+ εη)uα] + µ2∇.
[
(
z2α
2
− h2

6
)h∇(∇.uα) + (zα +

h

2
)h∇[∇.(huα)]

]
= 0

uαt +∇η + ε(uα.∇)uα + µ2
[z2α

2
∇(∇.uαt) + zα∇[∇.(huαt)] = 0

(3.2)

The truncated Taylor series expansion retains of the order of O(ε, µ2) where ε = a0/h0 and

µ = h0/L0 express the non-dimensional parameters defining respectively the degree of non

linearity and frequency dispersion (where a stands for the wave amplitude, h the water depth,

L the wavelength and the subscript 0 denotes the deep water values of the associated quantities).

The choice of using the velocity at an arbitrary depth rather than the usual depth averaged1580

velocity improves the dispersion properties of the Boussinesq model, making it applicable to a

wider range of water depths, from intermediate to shallow water and able to cope with fully

non linear waves on a variable bathymetry. The dispersion properties are also improved by

retaining contributions of higher order in the governing equations, but it strongly increases the

computational costs.1585

The dispersion capacities of the formulation by Nwogu (1993) is compared to the one of

Peregrine (1967) on figure 3.1 with zα = −0.531h. The set of equations from Nwogu (1993)

agrees well with the Airy theory dispersion for kh < π. For kh > π the dispersion error grows

larger, overestimating the phase celerity and wavelength in deep water. The error reaches about

12% for kh = 2π. In the formulation from Peregrine (1967), an underestimation of the phase1590

speed and wavelength is noted, with a computed phase speed of 85% of what it should be for

kh = π. An in-depth comparison of the various BTM models can be found in Brocchini (2013).

3.2.2 BOSZ formulation of the Boussinesq equations

In the BOSZ model the set of equations from Nwogu (1993), consisting of a continuity

equation and two momentum equations in the x and y direction, is expressed in a conservative1595
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Figure 3.1: Error in kh with zα = −0.531h. Adapted from the BOSZ manual.

form and is written as follows :

Ht + [Hu]x + [Hv]y

+

[(
z2α
2
− h2

6

)
h
(
uxxvxy

)
+
(
zα +

h

2

)
h
(
(hu)xx + (hv)xy

)
]

x

+

[(
z2α
2
− h2

6

)
h
(
vyyuxy

)
+
(
zα +

h

2

)
h
(
(hv)yy + (hu)xy

)
]

y

= 0

(3.3)

(Hu)t + (Hu2)x + (Huv)y + gHηx

H
z2α
2

[uxxt + vxyt] +Hzα[(hut)xx + (hvt)xy]

+ u

[(
z2α
2
− h2

6

)
h
(
uxxvxy

)
+
(
zα +

h

2

)
h
(
(hu)xx + (hv)xy

)
]

x

+ u

[(
z2α
2
− h2

6

)
h
(
vyyuxy

)
+
(
zα +

h

2

)
h
(
(hv)yy + (hu)xy

)
]

y

+ τ1 = 0

(3.4)
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(Hv)t + (Hv2)x + (Huv)x + gHηy

H
z2α
2

[vyyt + uxyt] +Hzα[(hvt)yy + (hut)xy]

+ v

[(
z2α
2
− h2

6

)
h
(
uxxvxy

)
+
(
zα +

h

2

)
h
(
(hu)xx + (hv)xy

)
]

x

+ v

[(
z2α
2
− h2

6

)
h
(
vyyuxy

)
+
(
zα +

h

2

)
h
(
(hv)yy + (hu)xy

)
]

y

+ τ2 = 0

(3.5)

where h denotes the water depth, η the free surface elevation and H = h + η the flow depth.

The subscripts (x, y) and t stand for partial derivative with respect to space and time, g is the

gravitational acceleration, (u, v) is the horizontal flow velocity at the reference depth zα and

(τ1, τ2) is the Manning roughness coefficient. The variables are defined on figure 2 in section1600

3.4 (Pinault et al., 2020).

The expression of the equations in a conservative form allows the use of Finite Volume

Method. To handle discontinuities, such as the ones observed due to wave breaking, a shock-

capturing Riemann solver scheme is used. The use of such scheme is not necessary where no

discontinuities are observed, i.e. in most of the computational domain for typical coastal ap-1605

plications. In addition, it proved to be rather diffusive and therefore unusable in conditions

where unbroken waves have to propagate over a large distance. To cater for this issue the BOSZ

model offers the option to use the Finite Volume Riemann solver in the surf zone while a Finite

Difference 2nd-order upwind scheme, much less diffusive, is used in the rest of the domain. The

Figure 3.2: Evolution of the PSD of a propagating swell over flat bottom after 2km (black),
12km (blue) and 22km (red) for the Riemann flux (left) and 2nd-order upwind scheme (right)
formulations. The initial spectrum is TMA-shaped with Hs = 2 m and Tp = 15 sec. Adapted
from the BOSZ manual.

propagation of a TMA-spectrum over a flat bottom on figure 3.2 shows the decay of the wave1610

field when using the Finite Volume, with a decrease of more than 50% of the input level after

about 20 km. In comparison, the shape and the overall energy are well conserved in the case

of the Finite Difference.
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The time step is adaptative and based on the Courant–Friedrichs–Lewy condition (CFL).1615

The Courant number is expressed as such in one dimension :

C =
u∆t

∆x
< Cmax (3.6)

where u is the velocity, ∆x the grid size and ∆t the time step. The CFL condition imposes that

in one time step, information must not travel more than a cell, hence Cmax < 1. For stability

purposes a value of Cmax < 0.5 is recommended.

3.2.3 Wave generation1620

Depending on the application, several types of wave input for the boundary condition can

be used. It includes a sine wave, solitary wave, spectral distribution based on either empirical

formulations or data and a free surface time series. The types of input used in this study are

developed in the next subsections.

3.2.3.1 Empirical spectrum1625

Wave input conditions can be set in the model to follow predefined empirical spectral shapes,

such as the commonly-used JONSWAP (Hasselmann and Olbers, 1973), Pierson-Moskovitz

(Pierson and Moskowitz, 1964), Bretschneider (Bretschneider, 1959) or TMA spectra (Hughes,

1984). The wave spectrum is scaled to match the Hs given in input and shifted to the correct

Tp. In order to prevent large over estimations of the phase speed and wavelength due to1630

the frequency-dispersion error, a cut-off frequency is applied to the spectrum above which

the energy is redistributed to the lower frequencies. The value of the cut-off depends on the

user-defined maximum kh value, generally kh = π (or equivalently L = 2h), and the offshore

water depth. The energy above the frequency cut-off is redistributed to the lower part of the

spectrum, to conserve the initial significant wave height Hs. While this limitation due to the1635

weakly-dispersive properties of the equations is generally not too restrictive as the tail of the

spectrum contains little energy, under certain conditions, for instance a wind sea in deep water,

the energy redistribution will considerably modify the input spectrum. For instance, at a depth

of 50 m a cut-off frequency at kh = π means that the resulting spectrum will not have energy

for periods smaller than 8sec. An example of the energy redistribution is provided on figure 3.31640

for two different cases using a Pierson-Moskowitz spectrum. In panel (a) the initial spectrum

(blue) a significant amount of energy is contained in the high frequencies (Tp = 8 sec) and the

water depth is relatively deep (h = 50 m). This results in a relatively low frequency cut-off at

f = 0.1250 Hz (T = 8 sec), and a considerable amount of energy is therefore redistributed in

the lower part of the spectrum, for energy conservation purposes. The resulting spectrum (red)1645

is completely distorted from the initial one. In the second case, panel (b), much less energy

is contained in the tail of the spectrum and the depth is intermediate, leading to a relatively

unchanged spectrum.
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Figure 3.3: Redistribution of the energy above the cut-off frequency (kh = π) in the case of (a)
Tp = 8 sec and h = 50m and (b) Tp = 12 sec and h = 20m for a Pierson-Moskowitz spectrum
shape. Note that the PM spectrum naturally contains a significant amount of energy in the
high frequencies, much more than a JONSWAP spectrum for example, amplifying the impact
of the energy distribution.

The frequency-discretization of the initial spectrum depends on the user-defined duration of

computation. This is made to ensure no recycling of a time series to prevent any artificial wave1650

grouping. The frequency binning is calculated as :

∆f =
1

∆T
(3.7)

where ∆f is the frequency binning and ∆T the total length of computation. By doing so, the

model ensures no repetition of the input time series at the wavemaker.

3.2.3.2 Spectral input1655

When the spectral distribution is available, via a wave buoy or a spectral model for example,

it is possible to use it as the offshore boundary conditions in the model. The input spectrum

undergoes the same treatment as the empirical spectrum i.e. the redistribution of the energy

above the cut-off frequency and a frequency binning according to the length of the time series

to avoid artificial recycling.1660

3.2.3.3 Time series

If available, time series of free surface elevation can be used as input in BOSZ . In field

conditions it is rather rare to be given access to such information, but it is common in labora-

tory conditions. It has the advantage of providing the phases and thus allowing for extensive
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comparisons (see section 3.4).1665

To initialize the solution, the free surface and and the horizontal particle velocities are needed.

If the velocities are not known, which is often the case when the waves are measured using

resistive gauges or LiDAR scanners, the velocity can be estimated using the long wave theory

approximation :

U = η

√
g

h
(3.8)

This approximation holds within the long wave theory i.e. when waves are not too disper-1670

sive. In the case of short waves, for example a wind sea, at a relatively deep location, the

approximation could significantly underestimate the velocity and therefore distort the initial

solution.

3.2.4 Wave breaking implementation

As a depth-integrated formulation the overturning of the free surface can not be described1675

so the description of the wave breaking processes is challenging. As the water depth decreases

the wave steepens and the non-linearity increases, counter balanced by the dispersion terms in

the equations. These terms can grow exponentially, to the point of creating numerical artifacts

and in some cases instabilities. To avoid these situations the strategy is to deactivate locally

and momentarily the dispersion terms over a few grid cells, along the wave breaking front. To1680

identify the cells in which the deactivation might be needed, different criteria are implemented.

Here, the strategy used it the wave height to water depth ratio. At each time step and in each

grid cell, the ratio of the free surface elevation η and the local water depth h is evaluated. If the

ratio exceeds the value of Cb, then the dispersion terms are switched off i.e. the Boussinesq-type

equations are reduced to the NLSWE :1685

η

h
> Cb (3.9)

This strategy to determine wave breaking is in fact well known in coastal engineering, and

often used to determine the maximum height a wave can reach prior to breaking. For instance,

theoretical calculations by McCowan (1894) showed that the maximum ratio of the wave height

over the water depth prior to breaking reached a value of 0.78 in the case of a solitary wave.

For numerical applications, the actual wave height, defined from crest to trough, can be cal-1690

culated in 1D relatively easily by applying a zero up-crossing method for example. In 2D, it

becomes more challenging as waves are free to propagate in any direction, the definition of

crest to trough becoming more challenging. As an approximation, the free surface elevation η

is used. It results in a slight underestimation of the wave height, but not more than 50% as

the troughs are generally smaller than the crests in terms of amplitude.1695

55



CHAPTER 3. COMPUTATION OF SWASH HYDRODYNAMICS WITH A
PHASE-RESOLVING MODEL

Figure 3.4: Bathymetry of the experiment. (a) : Colormap of the bathymetry. (b) : cross-shore
profile in the middle of the domain.

3.3 Model validation on 2D non-breaking waves

In this section two numerical tests are presented in order to assess the BOSZ model for non-

linear processes undergone by short-waves in the nearshore, namely refraction, diffraction and

shoaling. The numerical tests are based on two-dimensional laboratory experiments performed

with non-breaking waves. The laboratory benchmark cases include the wave propagation over1700

a semicircular submerged shoal from Whalin (1971) and over an elliptic shoal from Berkhoff

et al. (1982).

3.3.1 Wave propagation over a semicircular shoal

First, the BOSZ model is used to replicate a laboratory experiment originally performed by

Whalin (1971). This test, which consists in the propagation of a unidirectional monochromatic1705

waves over semicircular shoal, has become a standard to evaluate the ability to handle non lin-

ear refraction and diffraction for dispersive wave models (Engsig-Karup et al., 2008, Eskilsson

and Sherwin, 2006, Eskilsson et al., 2006, Li et al., 1999, Madsen and Sørensen, 1992, Sørensen

et al., 2004, Mara Tonelli, 2009, Walkley and Berzins, 2002, Ricchiuto and Filippini, 2014).

1710

3.3.1.1 Experimental set-up

The original experiment was performed in a wave tank sized 25.6 mx6.069 m with a depth

of 0.4572m at the wavemaker. The shoal starts around x = 8 m, with a minimum depth of

0.1524m at the end of the tank, as shown on figure 3.4 panels (a) and (b). The cross-shore

section is linear with a slope of about 4% along the center-line. The isobaths are semi-circular,1715
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and mathematically described by the set of equations 3.10.

h(x, y) =





0.4572 x ≤ 10.67− λ(y),

0.4572 + 0.04(10.67− λ(y)− x) 10.67− λ(y) < x < 18.29− λ(y),

0.1524 x ≥ 18.29− λ(y)

(3.10)

Where λ(y) =
√

6.096y − y2.
In this work, a monochromatic input with a period of T = 2sec and amplitude of A = 0.0075m

is computed. It corresponds to a degree of dispersivity of kh = 0.73 < 2 indicating that it is in

the range of applicability of the model, as shown on figure 3.1.1720

3.3.1.2 Model set-up

The computational domain consists in a square grid of 5 cm, meaning in case 1 the wave is

described initially with 30 cells. The domain is made in total of 112362 cells. Lateral boundary

conditions are set to solid reflective walls, consistently with the experiment, with a width of

6.069 m. To generate the input conditions an internal wavemaker is used, thus requiring a1725

sponge layer for the outgoing signal generated. In addition, a sponge layer boundary condition

is implemented at the end of the domain to prevent any wave reflection. For these reasons the

numerical tank is longer than the one in the experiment, starting at x = −10m up to x = 36m.

The longer the wave the larger the wavemaker, for example in case 3 , which corresponds to

the longest wave, the wavemaker source covers 42 cells, from −8 m to −6 m approximately.1730

A standard bottom friction manning coefficient of n = 0.013 sm−1/3 is used to represent the

concrete bottom used in the experiment. A standard CFL value of 0.5 was used. The free

surface outputs are sampled at a rate of 20Hz.

3.3.1.3 Results

An example of the waves generated are shown on figure 3.5. The top panel shows a snapshot1735

of the fully developed free surface. The shoaling can be noticed as well as the strong 3D effect

due to focusing of the wave as it refracts on the elliptic shoal. Indeed, as the energy is gradually

directed towards the center, the amplitude of the wave increases along the center-line. The

focusing point, where the maximum of amplitude along the center-line is reached, is around

x = 18m. The wave then propagates on a flat bottom and the energy is gradually spread out1740

due to the effect of diffraction, leading to a decrease in amplitude around the center-line and

an increase on the side. If the tank was infinite the wave would eventually return to its original

shape.

To compare model results and laboratory data, a spectral analysis is performed on the free

surface elevation time series along the cross-shore axis at the center of the tank, from x = 3m1745

to x = 25 m. The figure 3.6 compares data and numerical results of the evolution of the 1st,

2nd and 3rd harmonics. The wave appears to be very linear for low values of x (amplitude of

the 2nd and 3rd harmonics very small corresponding to a sine wave) but as it propagates on the
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Figure 3.5: Perspective view of the free surface at t=420 s (top panel) and free surface profile
in the middle of the domain (bottom panel).

Figure 3.6: Comparison of 1st (blue), 2nd (red) and 3rd (green) computed (dashed line with
square markers) and experimental harmonics along the center-line.
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shoal the non-linearities increase. On both figure 3.5 and 3.6 it is clearly seen that the focusing

point of the energy is around 18 m, where all harmonics show an increase, before decreasing1750

on the flat part under the action of diffraction. The numerical results and the experimental

data are in good agreement and show the same trend, suggesting that non-linear processes are

correctly handled by the model.

3.3.2 Wave propagation over an elliptic shoal

Similarly to the previous experiment, the BOSZ model is compared to a laboratory experi-1755

ment from Berkhoff et al. (1982). This test case, consisting in a unidirectional monochromatic

wave propagating over a tilted slope and a shoal, is a classic test case to evaluate model per-

formances for refraction (Mara Tonelli, 2009, Walkley and Berzins, 2002, Wei et al., 1995,

Pengzhi Lin, 2007, Ma et al., 2012, Ricchiuto and Filippini, 2014).

3.3.2.1 Experimental set-up1760

The laboratory experiment was performed in 20 m wide and 22 m long tank with a depth

of 0.45 m at the wave-maker, located in y = −10 m. The bathymetry (figure 3.7) consisted

in a tilted slope of 1/50, on top of which an elliptic shoal is placed, centered in (0; 0). The

bathymetry is mathematically described by b(x, y) = bf (x, y) + bh(x, y) following equation 3.11

:1765

bf (x, y) =





(5.82 + yr)/50, if yr ≤ −5.82,

0, otherwise

bh(x, y) =




−0.3 + 0.5

√
1− (xr

5
)2 − ( yr

3.75
)2, if (xr

5
)2 + (yr

3
)2 ≤ 1,

0, otherwise

(3.11)

where xr = xcos(20°)− ysin(20°), yr = xsin(20°) + ycos(20°).
The input wave is monochromatic and unidirectional, with a period of T = 1 sec and an

amplitude of A = 0.0232m.

During the experiment, time series of the free surface profile were measured along 5 long-

shore sections, as shown on the figure 3.7 at y=[1.0, 3.0, 5.0, 7.0, 9.0] and along the cross-section1770

at the center-line (section 7).

3.3.2.2 Model set-up

The numerical domain consists in a square grid of 5 cm, spanning from x = −20 m up to

y = 16m and x = −10m to x = 10m, for a total number of 289121 cells. The input sine wave1775

is generate using an internal wavemaker, thus requiring a sponge layer for the outgoing signal.

In addition, a sponge layer is applied at the end of the domain to prevent reflected waves from
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Figure 3.7: Bathymetry of the experiment. Black dashed lines represent the sections used for
comparison between numerical results and experimental data.

entering the area of interest. Consistently with the experiment, the lateral boundaries are set

to solid reflective walls.

A standard CFL value of 0.5 was used. A 20Hz sampling was used for the free surface elevation.1780

The wave heights are measured using a zero-up crossing method on the last 20 seconds and the

mean wave height is calculated consistently with the experiment.

3.3.2.3 Results

The results normalized by the incoming wave amplitude are compared on figure 3.8. As

the wave propagates it bends under the action of refraction to align with the tilted isobaths1785

(sections 1 and 2 on figure 3.8). Wave focusing due to the shoal occurs at sections 3 and 4,

causing an increase of the wave height along the center-line which reaches a factor of 2 and

starts decreasing afterwards in section 5. The cross-shore transect of section 7 clearly shows

the increase of the wave height followed by the decrease under the action of diffraction as the

wave moves further away from the shoal.1790

Table 3.1: NRMSE at each section calculated as NRMSE = 1
Xobs

√
1
N

∑N
i=1(Xmod −Xobs)2.

Section 1 Section 2 Section 3 Section 4 Section 5 Section 7

NRMSE (%) 6.1 9.9 10.5 16.2 25.9 10.3

60



CHAPTER 3. COMPUTATION OF SWASH HYDRODYNAMICS WITH A
PHASE-RESOLVING MODEL

Figure 3.8: Numerical (solid black line) and experimental (red circles) free surface profiles
along sections 1 to 5 and 7.

The agreement between laboratory and numerical results are satisfactory and comparable

to previous studies found in the literature (Mara Tonelli, 2009, Walkley and Berzins, 2002, Wei

et al., 1995, Pengzhi Lin, 2007, Ma et al., 2012, Ricchiuto and Filippini, 2014). These results

demonstrate that wave refraction and diffraction can be well simulated by the numerical model.
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3.4 Estimation of irregular wave runup on intermediate1795

and reflective beaches using a phase-resolving nu-

merical model - Article in JMSE 2020

In this section, the BOSZ model is validated against laboratory measurements (Blenkinsopp

et al., 2019, 2021) for both wave transformations and run-up in the case of irregular breaking

waves. This validation takes the form of an article published in the Journal of Marine Science1800

and Engineering (Pinault et al., 2020).
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Abstract: Accurate wave runup estimations are of great interest for coastal risk assessment
and engineering design. Phase-resolving depth-integrated numerical models offer a promising
alternative to commonly used empirical formulae at relatively low computational cost.
Several operational models are currently freely available and have been extensively used in recent
years for the computation of nearshore wave transformations and runup. However, recommendations
for best practices on how to correctly utilize these models in computations of runup processes are
still sparse. In this work, the Boussinesq-type model BOSZ is applied to calculate runup from
irregular waves on intermediate and reflective beaches. The results are compared to an extensive
laboratory data set of LiDAR measurements from wave transformation and shoreline elevation
oscillations. The physical processes within the surf and swash zones such as the transfer from gravity
to infragravity energy and dissipation are accurately accounted for. In addition, time series of the
shoreline oscillations are well captured by the model. Comparisons of statistical values such as R2%
show relative errors of less than 6%. The sensitivity of the results to various model parameters is
investigated to allow for recommendations of best practices for modeling runup with phase-resolving
depth-integrated models. While the breaking index is not found to be a key parameter for the
examined cases, the grid size and the threshold depth, at which the runup is computed, are found to
have significant influence on the results. The use of a time series, which includes both amplitude
and phase information, is required for an accurate modeling of swash processes, as shown by
computations with different sets of random waves, displaying a high variability and decreasing the
agreement between the experiment and the model results substantially. The infragravity swash SIG is
found to be sensitive to the initial phase distribution, likely because it is related to the short wave
envelope.

Keywords: Boussinesq-type model; wave runup; LiDAR scanner

1. Introduction

Estimation of the total water level (TWL) at the shoreline is an important asset for coastal engineers
and those involved in coastal zone management and engineering design. For instance, the TWL
describes one of the key components in forecasting tools for the assessment of coastal flood risk
or storm impact intensity [1–3]. The empirical formulae commonly used to design coastal structures,
such as sea walls or rubble mound breakwaters, also rely on the determination of the maximum
water level [4]. The calculation of the TWL has thus been the subject of many studies [5,6] aiming in
particular to improve the estimation of the wave-induced runup [7–12], which is one of the primary
contributions to the TWL with tide and atmospheric surge.

J. Mar. Sci. Eng. 2020, 8, 993; doi:10.3390/jmse8120993 www.mdpi.com/journal/jmse
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Wave runup is composed of a mean time component, the wave setup, and a time-varying
component, the swash [13]. The setup depends on an increase in mean sea level at the wave period
scale that balances the onshore component of the momentum flux of the waves in the breaking and surf
zones [14]. The swash is composed of a short-wave (SW) or incident wave component, corresponding
to high frequency oscillations of the water level in the frequency band between 0.04 and 0.25 Hz,
and an infragravity (IG) component corresponding to the contribution of long waves with frequency
ranging between 0.002 and 0.04 Hz. Therefore, the accurate determination of the runup contribution
to the TWL requires tackling a series of challenges associated with the processes of transformation
of short waves from intermediate to shallow waters together with the interaction of bound and free
long waves. In addition, the respective contribution of SW and IG waves will depend on the type
of beach. In the case of a dissipative beach, the dynamics of the swash zone will be dominated by IG
waves, whereas for intermediate to reflective beaches both types of waves will contribute to the TWL
at the shoreline [15].

One type of approach to estimate the runup consists of applying empirical formulations derived
either from laboratory data [16–20] or field observations [13,21–24]. These formulae have the advantage
of providing an estimation of the runup essentially based on the knowledge of offshore bulk wave
parameters, such as the significant wave height Hs the peak wave period Tp, and the beach geometry
as the foreshore beach slope β f . This type of approach can easily be implemented into coastal risk
forecasting tools based on fast and low cost computations. However, their application to beaches with
complex 3D features is usually limited [7,10,23]. Indeed, comparing several empirical formulations
Atkinson et al. [23] showed that the most accurate models give a relative error of R2% of up to
25%. Thus, it is often necessary to develop site-specific runup formulations [25,26], which require a
significant measurement effort to cover a wide range of oceanographic conditions at a given site [25].
Furthermore, it is often hazardous to collect data in natural environments, especially during extremely
energetic events [10,27], which is probably the reason for the sparse existence of runup data from
extreme events. Another limitation of empirical formulae is that they do not provide any information
on the physical processes that control the wave-induced water level at the shoreline.

The limits of empirical formulae can be overcome through application of process-based
deterministic numerical wave models. For instance, a phase-and-depth resolving model based
on the Reynolds-averaged Navier–Stokes equations was recently used to study the sources of runup
variability on planar beaches [28]. However, the application of this type of wave model is mainly
intended for in-depth studies of physical processes that control wave transformations and their
interactions with coastal structures [29]. Indeed, the high resolution and long computation time limit
their application to real beach configurations. Phase-resolving and depth-integrated models offer
a promising alternative. This type of approach allows to account for the main processes of wave
transformation in intermediate and shallow waters, including dispersion and nonlinear effects,
while requiring an acceptable computation time. For instance, the SWASH model [30], a widely
used nonhydrostatic nonlinear shallow water model, was applied in 1D mode on an urbanized
field site [11] and in 2D mode on a natural open sandy beach [10] to compute storm-induced runup.
The COULWAVE model [31], a weakly dispersive and fully nonlinear Boussinesq-type model, was used
to investigate wave processes in a fringing coral reef environment at two atoll sites in the western
tropical Pacific [32]. The BOSZ model [33], a weakly dispersive and weakly nonlinear Boussinesq-type
model was used to compute wave setup induced by energetic breaking waves at a fringing reef
site in Hawai’i [34]. The model was incorporated into a full model suite for coastal inundation [35]
and later used for probabilistic mapping of storm-induced coastal inundation under climate change
scenarios [36]. Both studies involved large computational domains with millions of cells. Most of
the previously cited studies demonstrate the ability of phase-resolving depth-averaged models to
compute the cross-shore sea and swell waves, the IG waves, and wave-induced setup. This type of
approach also succeeds in correctly estimating the 2% exceedance runup value (R2%) , which is usually
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used as an indicator of storm impact intensity. However, few studies have focused on the detailed
computation of time-varying swash dynamics.

Accurate measurements of water level oscillation at the shoreline under real conditions are
usually difficult to perform. It requires one to instrument a thin layer of water, usually during energetic
wave conditions in a changing environment. Laboratory data can offer the advantage of providing
synchronized high temporal and spatial resolution of wave transformations and wave-driven water
level oscillations under controlled conditions. Free surface elevations can be measured using resistance
or capacitance wave gauges distributed along a cross-shore transect. The runup oscillation on the beach
face is usually measured using a long capacitance wire gauge mounted normal to the beach slope
at a fixed height above the bottom. For example, the data collected during the GLOBEX project [37]
was used to validate the application of SWASH to compute the runup variability under dissipative
conditions corresponding to irregular waves breaking over a gentle slope [38] for three different
incident wave conditions. The relative runup errors ranged between 1% and 11%. Laboratory data
of free surface elevation for eight gauges and runup oscillations were used to provide a comprehensive
and detailed methodology for sensitivity analysis, calibration, and validation of the SWASH model
for its application to the computation of runup oscillations over fringing reefs [39]. The fully nonlinear
and dispersive Boussinesq-type model FUNWAVE-TVD was tested with laboratory data to assess its
ability to predict the cross-shore evolution of significant wave heights in the SW and IG frequency
bands, and the runup spectrum for irregular waves propagating over a laboratory scale fringing
reef [40]. Detailed data from a laboratory experiment for waves breaking over submerged reef [41]
were also used to validate the computation of runup over a steep-sided coastal structure with a
Boussinesq-type model [42]. As an alternative to commonly used measuring devices such as pressure
sensors or runup wires, the use of LiDAR scanners in coastal research is becoming increasingly
common in both field [43–45] and laboratory [46] experiments. The use of a LiDAR scanner provides
a continuous description of the area of interest, as opposed to point-by-point measurements with
previously cited measuring devices. A single instrument is required to cover a relatively large area.
Moreover, LiDAR scanners allow for remote measurements, thus providing data in a nonintrusive
way. This can be critical for studies of small-scale processes where surface piercing instruments can
lead to obstruction or disturbance of the flow.

In the present work, the Boussinesq-type wave model BOSZ [33,34] is compared to an extensive
runup laboratory data set based on LiDAR data obtained during the DynaRev large-scale experiment [46].
The study focuses on the ability of a depth-integrated phase-resolving model to accurately compute both
the setup and the contribution of SW and IG waves of the time-varying water elevation at the shoreline in
intermediate and reflective beach configurations. Furthermore, this work presents a detailed sensitivity
analysis of the computed results to the model settings, including the influence of phase distribution of
the incident short waves and the definition of the threshold value for runup determination.

The outline of the paper is as follows. In Section 2, the model used in this study is
described together with the laboratory data set. The comparisons between the model computations
and measurements of spectral wave characteristics, free surface elevation time series, and runup
components are presented in Section 3. A discussion of best practices for proper setup of a
phase-resolving wave model with the objective to compute runup oscillations over intermediate
and reflective beaches is presented in Section 4. Finally, concluding remarks are drawn in Section 5.

2. Methodology

2.1. Laboratory Experiment

The experimental runup data used in this study were collected during the DynaRev physical
experiment that was carried out in the Großer Wellenkanal, GWK, (Large Wave Flume) in Hanover,
Germany. The experiment originally focused on the investigation of the performance of specific
revetments against erosion and runup excursions under varying wave conditions and water levels.
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A series of tests was performed in the 309 m long, 7 m deep, and 5 m wide canal equipped with
a combined piston-flap type wavemaker. A more comprehensive description of the laboratory
experiments is presented in Blenkinsopp et al. [46].

In total, more than 130 runs were completed for a total of 141.6 h of testing. The wave conditions
followed the distribution of a JONSWAP spectrum. The tested wave conditions varied from Hs = 0.6 m
to Hs = 1.2 m and from Tp = 6 s to Tp = 12 s with the water level between 4.5 m and 4.9 m.
In the present study, only the 20 min long runs are considered. The sandy bottom was initially
composed of a 1/15 planar slope (≈6.6%) (Figure 1). After the first runs, the bed reached an equilibrium
with the development of a stable inner bar. Measurements of the bottom profile before and after each
20 min run show no significant bed changes occurred during this time.

Figure 1. Bathymetric profile for case DR0 (see Table 1) with WG1 and WG2 wave gauge positions (red
circles) as well as LiDAR scanner zone (grey area). WG3 and WG4 (red square) refer to virtual wave
gauges derived from the LiDAR scanner measurements. The dashed line shows the profile for case
SBE2 (see Table 1) indicating the inner bar.

Outside the surfzone, the free surface displacement was measured with two wave gauges WG1
and WG2 (Figure 1) located at x = 50 m and x = 170 m, respectively. The free surface displacement
in the entire surf and swash zones was measured at high resolution using an array of three SICK
LMS511 2D LiDAR scanners mounted on the experimental roof. Those scanners allowed to measure
the free surface elevation continuously over an extent of 65 m (grey area on Figure 1), starting from
the cross-shore position of x = 215 m up to the upper part of the beach at x = 280 m with a
resolution of 10 cm. For detailed comparisons between model results and measurements in the surf
and swash zone, two virtual gauges WG3 and WG4 (Figure 1) were set in order to extract water
elevation time series from the LiDAR data. WG3 was located at a depth of 1 m and WG4 was
positioned deep into the surfzone at a location where the profile is always submerged by at least 10 cm.
For case DR0 (see Table 1), cross-shore locations of WG3 and WG4 correspond to x = 235 m and
x = 245 m, respectively. Due to the nature of the LiDAR scanner vertical splashes occurring during the
wave overturning process can potentially lead to abnormally high nonphysical values. After careful
assessment of the data, these recording were removed from the samples. Wave gauges and LiDAR
scanners were sampled at 25 Hz. Each run lasted 20 min and a spin-up time of 1 min was considered
to allow the wave field to be fully saturated.

1805
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2.2. Selected Test Cases

Three test cases were selected from the DynaRev data set as they are representative of different
beach states. Usually, the beach state is defined by the Irribaren number [17] or surf similarity parameter
given by:

ξ =
β f√

H0/L0
(1)

where β f is the foreshore slope and H0 and L0 are the deep-water significant wave height and
wavelength, respectively. In the present study, the foreshore slope is calculated as the average slope
over the swash zone as defined in Stockdon et al. [22]. Traditionally, a low Iribarren number (ξ < 0.3)
indicates a dissipative beach. For higher values, ranging between 0.3 and 1.25, the beach is classified
as intermediate, and for ξ > 1.25, it is classified as reflective [47]. According to this classification,
the three selected cases allow to study runup for intermediate and reflective conditions. They are
summarized in Table 1. The Ursell number, Ur = Hλ2/h3, where H is the total wave height, λ the
wavelength, and h the still water depth, expresses the degree of nonlinearity of the waves.

Table 1. Three beach state cases (I: intermediate, R: reflective). WL: water level.

Case Name Hs (m) Tp (s) β f (-) ξ (-) Initial Still WL (m) Ursell Number Ur (-) State

DR0 0.8 6 6% 0.50 4.5 11.7 I
SBE2 1.2 8 10% 0.91 4.9 28.2 I
SBA1 0.6 12 10% 1.93 4.9 33.7 R

2.3. Numerical Model

For the present study, the Boussinesq-type wave model BOSZ [33,34] is used to compute the runup
for irregular waves propagating over intermediate and reflective beaches. This phase-resolving
depth-integrated numerical model is based on a conserved variable formulation of Nwogu’s
equations [48]. Contrary to the nonlinear shallow water equations (NLSWE), Boussinesq equations
naturally include dispersion terms to account for the nonhydrostatic pressure effects of periodic waves.
To account for frequency dispersion, Nwogu [48] expressed the vertical gradient of the horizontal
velocity at an arbitrary depth zα through a truncated Taylor series expansion in combination with
the irrotationality condition uz = wx. This allows for an approximation of the horizontal velocity’s
vertical variation in terms of only the horizontal velocity components at zα. The third momentum
equation in the z-direction vanishes from depth integration and a pseudo-3D solution is obtained
in the 2D horizontal plane. The resulting set of equations agrees well with the Airy theory in terms of
its dispersion properties for kh < π or a little beyond that. For kh > π, the dispersion error increases,
which causes an overestimation of the wavelength in deep water typical for most equations of this type.
The value of zα can be adjusted for an optimal compromise between linear dispersion and shoaling
properties. For most applications, zα = −0.531 · h works reasonably well and is used throughout this
study. The set of equations, expressed in conservative form, consists of a continuity equation and two
momentum equations in the x- and y-directions. In 1D, only the terms in the x-direction are retained:

Ht + (Hu)x + ψC + ψwm = 0 (2)

(Hu)t + H
z2

α

2
uxxt + Hzα(hut)xx + (Hu2)x + gHηx + uψC + τ1 = 0 (3)

ψC =

[(
z2

α

2
− h2

6

)
huxx +

(
zα +

h
2

)
h (hu)xx

]

x
(4)

The second and third term in the momentum equation arise from the Boussinesq-type
approximation derived by Nwogu [48] and account for nonhydrostatic pressure correction. The term
uψC is not part of the original equation by Nwogu [48] and due to conserved variable formulation of
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Roeber et al. [33]. The term results from the following expression of the momentum equation of the
NLSWE with the local acceleration term expressed with the conserved variable (Hu) instead of with
only u:

H(ut + uux + gηx) = (Hu)t + (Hu2)x + Hgηx − u[Ht + (Hu)x] = (Hu)t + (Hu2)x + Hgηx + u[ψC], (5)

as Ht + (Hu)x = −ψC from the continuity equation. The momentum equation therefore includes
information from the continuity equation that supports the correct representation of a shock front
in terms of flow depth, speed, and dissipation. The mass source term, ψwm, serves as the internal
wavemaker for the generation of periodic waves (see Wei et al. [49]). Here, h denotes the water depth,
η denotes the free surface elevation, and H = h + η denotes the total flow depth. The variables are
defined on Figure 2. The subscripts x and t stand for partial derivatives with respect to space and time,
g is the gravitational acceleration, u is the horizontal flow velocity at the reference depth zα, and τ1 is
the Manning roughness term.

Figure 2. Definition sketch of the free surface flows.

Since the equations are depth-integrated, the solution cannot describe wave overturning,
which essentially requires more than one value of the solution in the vertical direction. Therefore,
a breaking wave is approximated as bore or hydraulic jump with a discontinuous profile.
Since the governing equations contain the elliptic dispersion terms, discontinuous solutions are not
directly possible, but they require special treatment along the breaking wave front. One possibility
is the deactivation of the dispersion terms locally and momentarily based on particular conditions
queried in each time step. The BOSZ code offers several options to identify individual cells along
the wavefront where the dispersion terms can be ignored and the solutions from the subset of the
NLSWE can be used instead. These options include criteria based on geometry and kinematics. Here,
the criterion based on a free surface elevation to water depth ratio is used, expressed as follows:

η

h
> Cb (6)

If the ratio of free surface to water depth is larger than a given value Cb, the dispersion terms are
deactivated. It is important to note that no additional term is strictly required to account for the energy
dissipation under breaking waves, since the shock-solution of the underlying NLSWE in combination
with a shock-capturing numerical scheme properly accounts for the dissipation rate. The approach
of deactivation of dispersion terms has been used in multiple previous studies and provides a robust
solution as long as the grid spacing is not excessively fine.
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Theoretical calculations from McCowan [50] showed that the highest ratio of η/h in shallow water
prior to breaking was 0.78, which is the value adopted here. However, the study by McCowan [50]
refers to the ratio of wave height to water depth that includes the leading trough, which is difficult to
compute on the fly. The sensitivity of the results to the value of Cb is addressed in the discussion.

2.4. Model Settings

The upstream boundary of the numerical domain is lined up with the first gauge WG1
of the physical experiment. The total length of the numerical domain is 222 m long. The grid size of the
computational domain is constant and set to dx = 0.5 m. For each test case, the free surface elevation
time series measured at WG1 is prescribed at the offshore wave boundary, allowing the model to be
forced with the exact incident wave phases. Since the incident wave velocity imposed at the offshore
boundary is not available from the experiment measurements, it is computed using the shallow water
approximation based on Airy wave theory that relates wave speed to the local water depth:

U = η.
√

g
h

(7)

where U is the horizontal particle velocity. Though the time series clearly shows dispersive waves,
the selected conditions are of relatively low frequency dispersion (kh < 0.25π), which reasonably
justifies the long wave approximation. In order to match the conditions of the experiment, a constant
Manning friction coefficient of n = 0.02 sm−1/3 is used to account for sand of medium grain size.
The time step is adaptive to ensure stability under the Courant-Friedriechs-Lewy (CFL) condition of a
fixed value of 0.5. The free surface was saved to output files at a frequency of 10 Hz.

2.5. Data Analysis

The power spectral density (PSD) of the free surface elevation is computed by applying a fast
Fourier transform (FFT) algorithm to 5 min segments of the 19 min time series using a 50% overlapping
Hanning window, resulting in about 20 degrees of freedom and a frequency resolution of d f = 0.0033 Hz.
Associated 95% confidence intervals are calculated according to Emery and Thomson [51]. While 19 min
is relatively short for low frequency analysis, it is a common duration in runup studies[7,10,22,52],
as the results over this time span are hardly influenced by tidal fluctuations or offshore conditions.
Nonetheless, given the short duration of the experimental data, the results of low frequency components,
i.e., periods longer than 1 min, are subject to uncertainty. The significant wave height is then calculated as:

Hs = 4
√

m0 (8)

where m0 denotes the zero-order spectrum moment.
Instantaneous free surface elevation is averaged over the 19 min at each cross-shore location to

provide spatial distribution of the setup η̄. The time-varying shoreline elevation ηs(t) is tracked as
the last cell in the shoreward direction where the water depth is greater than a threshold depth δ.
The value of δ was fixed to 10 cm as recommended in previous studies [7]. This value was applied to
process both numerical and physical data. An example of the results of shoreline tracking carried on
scanner data is shown in Figure 3.

In the numerical experiment, all calculations are performed using fixed bathymetry. Comparisons
of the bathymetric profiles before and after each 20-min trial showed that no significant changes
were observed, validating the use of fixed bathymetry. Alternative methods that take small-scale bed
variations into account [44] are not reproducible with a numerical model such as BOSZ . For the sake
of consistency in the analyses, the data from the numerical model and from the experiment were
processed in an identical way, i.e., over a fixed profile. The swash time series is obtained by removing
the shoreline setup η̄s from the shoreline elevation time series ηs(t). The swash power spectral density
is derived in a manner similar to that of the free surface spectra. The significant swash height S[ fl : fh ]
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of a given frequency band obtained between fl and fh is calculated by computing the power spectral
density of the swash time series according to:

S[ fl : fh ]
= 4

√√√√
fh

∑
fl

PSD( f )d f (9)

where fl and fh denote the low and high frequency cutoff, respectively, and d f is the frequency
resolution (first non-null value of the frequency vector). The total significant swash height is then
computed according to:

S =
√

S2
SW + S2

IG (10)

where SSW and SIG denote the significant swash heights computed in the SW frequency band
( fl = fp/2 and fh = 3 fp), and in the IG frequency band ( fl = d f and fh = fp/2), respectively.

Finally, the 2% runup exceedence (R2%) corresponding to the maximum water elevation reached
by 2% of the highest runup is computed according to Stockdon et al. [22] consistently with other
studies [11,28,52]:

R2% = 1.1(η̄s + S/2) (11)

Figure 3. LiDAR scanner flow depth measurement using a threshold depth of 10 cm.

3. Results

The BOSZ model computes wave transformation processes including shoaling, breaking,
and energy transfer between SW and IG waves. These quantities are compared with measurements for
the three test cases from Section 2.1. Moreover, the detailed scanner data are used to examine the model
for the calculation of wave-induced oscillations of the shoreline water elevation and runup statistics.

3.1. Wave Propagation

3.1.1. Spectral Wave Characteristics

The depth-induced wave breaking between gauges WG2 and WG3 results in a significant energy
dissipation that is well captured by the model for the three cases (Figure 4). In addition, the transfer
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of energy from the SW frequency band to the IG band caused by time variations of the breaking
point position is also accurately computed. Measurements carried out deep in the surf zone, at gauge
WG4 for the intermediate beach cases DR0 and SBE2, reveal that most of the peak energy has been
dissipated and the energy is now distributed between the IG and SW frequency bands (Figure 4c,f).
For the reflective beach case SBA1 (Figure 4i), the energy at WG4 is distributed between the two
frequency bands with a clear peak in the SW band. The detailed wave transformation patterns from
the surf zone up to the swash zone for the three beach state configurations are well reproduced
by the model.

Figure 4. Comparisons between the observed (red dashed line; mostly obstructed) and computed
(blue solid line) spectra at the three wave gauge locations for case DR0 (a–c), SBE2 (d–f), and SBA1
(g–i). The vertical dotted line represents the peak frequency and the black dashed line represents the
frequency cutoff between the SW and IG band. Shaded areas define the 95% confidence intervals. The
bathymetric profile was assumed fixed in the numerical computation for each of the three scenarios.

The model’s accuracy to compute wave energy transfers in the surf and swash zones is evaluated
by computing the relative error of Hs at the different gauge locations that is defined as:

E(%) = 100
Hp

s − Hm
s

Hm
s

(12)

where Hp
s and Hm

s stand for the predicted and the measured significant wave heights Hs, respectively.
The errors of the total significant wave height Hs, the short-wave significant wave height HSW and
the infragravity significant wave height HIG are summarized in Table 2. The highest error is reached
for case SBE2 at WG3 due to an overestimation of HIG, while it is low for the two other cases. The IG
component HIG appears to be slightly overestimated in all cases. Deeper into the surfzone, at WG4,
the discrepancy reduces. The absolute errors, the difference between the modeled and measured setup,
are less than 3.1 cm, which is low given the overall scale of the test. The errors are of the same order of
magnitude as the precision of the initial still water level measurements.

Continuous cross-shore LiDAR measurements of the evolution of the significant wave heights
associated with the different frequency bands are compared to the numerical results on Figure 5 for all
cases. As Table 2 showed, HIG is slightly overestimated in the outer surfzone but reduces in the inner
surfzone. The free surface profiles modeled are in good agreement with the LiDAR measurements as
shown in the bottom panels of Figure 5.
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Table 2. Relative error of Hs, HSW , and HIG, and absolute errors of the setup η̄ at the different wave
gauges locations. The still water level is indicated for reference.

Case Name WG2 WG3 WG4

DR0 depth (m) 4 1 0.30
Hs (%) −1.95% −2.52% −1.36%

HSW (%) −1.70% −6.70% −3.17%
HIG (%) +5.24% +23.3% +3.25%
η̄ (cm) −1.0 −2.0 −3.1

SBE2 depth (m) 4.5 1 0.45
Hs (%) 1.28% 8.51% 6.90%

HSW (%) +0.58% −1.23% −2.47%
HIG (%) +13.4% +19.5% +16.6%
η̄ (cm) 2.7 −0.3 −1.4

SBA1 depth (m) 4.5 1 0.45
Hs (%) −1.14% −0.55% −0.91%

HSW (%) −2.01% −3.06% −6.06%
HIG (%) +10.4% +23.9% +9.58%
η̄ (cm) 0.08 −1.5 −2.6

Figure 5. Cross-shore evolution of computed (blue solid line) and observed (red dashed lines)
significant wave heights. Values at WG2 are shown as circles at x = 170 m. (a–c): HSW of cases
DR0, SBE2, and SBA1. (d–f): HIG of cases DR0, SBE2, and SBA1. (g–i): bed profiles with modeled
(blue) and LiDAR measurements (red) of the instantaneous free surface at t = 961 s.

3.1.2. Free Surface Elevation

Comparisons of the free surface time series are shown for case DR0 at the four wave gauges
(Figure 6). The agreement between physical and numerical model results is fairly good. The wave
amplitudes and phases computed with the model generally match the measurements. The asymmetry
of the waveform that resembles a sawtooth wave as a result of wave shoaling and the amplitude
attenuation by friction and breaking are well reproduced. The results for cases SBE2 and SBA1 are of
comparable agreements and are therefore not shown for brevity.
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Figure 6. Comparisons between observed (red dashed line) and computed (blue solid line) free surface
time series at different cross-shore locations for case DR0.

The ability of the model to reproduce the evolution of the free surface along the flume as well
as the shoreline motion is evaluated through the root mean square error (RMSE), bias, coefficient of
determination R2, and Willmott’s index of agreement. Willmott’s index [53] is computed as:

d = 1− ∑n
i=1(Ci −Oi)

2

∑n
i=1(|Ci − Ō|+ |Oi − Ō|)2 (13)

where C and O denote the computed and observed values, respectively, and n the total number
of points. The agreement index has values between 0 and 1, d = 1 meaning a perfect agreement
between the observed and computed values and, conversely, d = 0 indicating no agreement at all
between the values. The results for the three wave gauges are summarized in Table 3.

Table 3. RMSE, bias, R2, and Willmott’s index of agreement d at the three wave gauges.

RMSE (m) Bias (m) R2 (-) Willmott’s d (-)

DR0
WG2 0.06 −0.01 0.93 0.98
WG3 0.09 −0.02 0.67 0.90
WG4 0.09 −0.04 0.60 0.87

SBE2
WG2 0.11 0.03 0.90 0.97
WG3 0.17 −0.003 0.55 0.86
WG4 0.13 −0.01 0.60 0.88

SBA1
WG2 0.04 0.01 0.95 0.99
WG3 0.1 −0.01 0.74 0.93
WG4 0.1 −0.03 0.68 0.89

The Willmott’s index of 0.86 and higher confirms the satisfying agreement between computed and
measured time series for all cases and at all locations. The coefficient R2 shows a decreasing correlation
between the model and the experiment in the surfzone at WG3 and WG4. A continuous cross-shore
analysis of the coefficient R2 in the LiDAR scanner area (not shown here) shows that high values of R2

are observed prior to breaking and that the values decrease continuously throughout the surfzone.
The limitation of depth-integrated equations in the breaking zone is a possible explanation for this trend.
Moreover, LiDAR scanners are known to capture large vertical splashes occurring during energetic
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breaking events, locally leading to overestimation in the free surface measurements. A negative bias is
observed for all experiments at WG3 and WG4. A possible explanation, consistent with the analysis of
R2, is a slightly excessive dissipation of wave energy around the onset of wave breaking due to the
selected condition of deactivation of the dispersion terms in the governing equations of the model.

The ability of the numerical model to capture second order statistics is evaluated with the
comparisons of wave skewness Sk and asymmetry As, calculated as [54]:

Sk =
〈(η − η̄)3〉
〈(η − η̄)2〉3/2 (14)

Sk =
〈H(η − η̄)3〉
〈(η − η̄)2〉3/2 (15)

where H denotes the Hilbert transform and 〈.〉 denotes the time-average operator. These two
quantities provide information on the wave-by-wave shape in contrast to the computed and measured
comparison of the free surface elevation. Increasing values in wave skewness mean more asymmetry
in the vertical direction, i.e., the wave crests increase proportionally more than the troughs decrease.
Negative values in the waves’ asymmetry indicate a steepening of the wave face toward the beach
with a sharper leading edge and a flattened back. Especially for breaking waves, where the local wave
dissipation can influence the shape of the individual waves significantly, it is difficult to obtain close
agreement between measured and computed skewness and the asymmetry value. The cross-shore
evolution of Sk and As are shown for all cases on Figure 7.

Figure 7. Cross-shore evolution of the computed (blue solid line) and observed (red circles) skewness
Sk and asymmetry As for all cases. Values at WG2 are shown as circles at x = 170 m. (a–c): Sk of cases
DR0, SBE2, and SBA1. (d–f): As of cases DR0, SBE2, and SBA1.

The sharp decrease of the wave asymmetry As, due to the steepening of the face as the depth
decreases, is well captured by the model. The vertical deformation characterized by increasing values
in skewness is observed similarly in both numerical and laboratory data. Considering the challenging
conditions in the surf zone, the agreement between model and laboratory data is satisfying.

Overall, these comparisons show that the wave transformation processes in the surf and swash
zones on intermediate and reflective beaches can be computed with a high degree of accuracy and
confidence by a phase-resolving depth-integrated model such as BOSZ .
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3.2. Wave Runup

3.2.1. Shoreline Elevation Oscillations

The LiDAR scanner allows for accurate measurements of the shape of the runup tongue from
which the water line position can be inferred. The measured and computed shoreline elevation time
series ηs(t) are compared on Figure 8. The model succeeds in reproducing the amplitude and phases
of the shoreline oscillations.

Figure 8. Comparisons between the observed (red) and simulated (blue) continuous shoreline elevation
ηs and swash spectra for cases DR0 (a,b), SBE2 (c,d), and SBA1 (e,f). Blacked dashed line: IG cutoff
frequency ( fp/2). Black dotted line: peak frequency fp. Shaded areas define the 95% confidence intervals.

The swash energy distribution is also well captured by the model. For instance, the model shows
that the swash spectrum at high frequencies exhibits a spectral decay of f−4, which is consistent
with the measured spectra and other studies [21,55]. Furthermore, for the two intermediate beach
state cases DR0 (Figure 8b) and SBE2 (Figure 8d), the swash is mainly dominated by low-frequency
or infragravity oscillations, whereas for the reflective case SBA1 (Figure 8f), the SW contributions to the
shoreline oscillations become more important. For all cases, the results show good agreement between
the measured and modeled swash spectra. Following the statistical analysis of the wave gauges from
Table 3, the RMSE, bias, R2 coefficient, and Willmott’s index for the shoreline motion ηs are presented
in Table 4.

Table 4. RMSE, bias, R2, and Willmott’s index of agreement d for ηs.

Case Name RMSE (m) Bias (m) R2 (-) Willmott’s d (-)

DR0 0.07 −0.01 0.71 0.87
SBE2 0.13 −0.02 0.79 0.91
SBA1 0.08 −0.01 0.89 0.96

Willmott’s index indicates a close match between the numerical and experimental time series,
with values higher than 0.87. A negative bias is observed for all cases, suggesting that the model
underestimates the amplitude of the oscillations. It is consistent with Table 3 where all bias at WG4
are negative. A possible explanation is a slight overdissipation of energy in the surfzone due to the
breaking parametrization. Interestingly, the values presented in this table indicate a better match of ηs
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than for η at WG4. Overall, the statistics show that the model is capable of capturing the time series
oscillations with a satisfying accuracy.

3.2.2. Runup Statistics

To quantify the ability of the model to compute the different contributions to R2%, SW and IG
swash components (SSW and SIG, respectively) and the shoreline setup η̄s are computed and compared
to the measured values. The results are displayed in Table 5. The relative discrepancy between the
observed and computed R2% is low, ranging between −3.4% and −6.0% which is comparable to the
SWASH model performance for dissipative beach [38]. The underestimation of R2% is consistent with
Tables 3 and 4, suggesting that an overdissipation of the short wave energy in the surfzone results in
underestimation of R2% values. The infragravity component SIG is well reproduced by BOSZ for the
three cases with a maximum relative error of the order of 3%. Discrepancies are more pronounced for the
computation of SSW . However, the relative errors are smaller than 10%. Similarly to SSW , the shoreline
setup η̄s displays error smaller than 10%.

Table 5. Relative errors of the R2% and the different runup components. Values from the numerical
model are shown after the vertical bar.

Case Name R2% SSW SIG η̄s
DR0 −3.4% 0.44 m −1.2% 0.28 m −3.3% 0.42 m −4.7% 0.15 m
SBE2 −6.0% 0.84 m −9.8% 0.63 m −1.7% 0.86 m −8.7% 0.23 m
SBA1 −3.9% 0.65 m −5.9% 0.77 m +2.5% 0.47 m −4.4% 0.14 m

Despite the minor discrepancies with the LiDAR data, the model satisfactorily computes
the dynamics of the shoreline elevation oscillations, including interaction between incoming bore and
the receding runup. The results attest the ability of the model to compute the different components of
the runup with a high degree of accuracy for the intermediate and reflective beach states considered
in this study.

4. Discussion

4.1. Model Sensitivity to the Grid Size

A sensitivity analysis of the computed R2% and its components SSW , SIG, and η̄s to the grid size is
conducted for all cases by varying the grid resolution from dx = 0.30 m to dx = 2 m by a 0.1 m step.
Previous studies have shown a strong correlation between R2% and the quantity

√
H0L0, where H0

is the deep-water significant wave height and and L0 is the wavelength [22]. In order to relate the
grid size to the incident offshore wave parameters, a normalized grid size based on this parameter is
proposed. Considering that, according to the linear theory, L0 = g

2π T2
p , this normalized grid size χ can

be expressed as:

χ =
√

H0L0

/
(dx.β f ) =

√
g

2π
H0T2

p

/
(dx.β f ) (16)

The model’s performance is evaluated using the relative error given by Equation (12). The results
are displayed on Figure 9. It is worth noting that the higher the normalized grid size χ, the finer the
grid. Overall, the model’s accuracy increases consistently with the grid resolution. For large grid sizes,
R2% and its components are underestimated by up to 40% for the majority of the beach states and
even up to nearly 60% for the shoreline setup computed for case DR0. Only the IG swash component
SIG is slightly overestimated for coarse grids in the case SBA1—a reflective beach. In general, SIG
has a lower sensitivity to the grid size, which is consistent with the previous numerical study carried
out with SWASH on a fringing reef [39]. The relative error curve shows an asymptotic shape from
χ ∼ 200, which is close to the value corresponding to the grid size dx = 0.5 m used in the present
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study. To further verify the relevance of the parameter χ, synthetic cases are carried out at two different
scales. A TMA spectrum is propagated over a straight slope with different Hs, Tp, and still water levels.
The conditions are summarized in Table 6.

Table 6. Synthetic tests and their graphic markers. WL: water level.

Hs (m) Tp (s) Intial Still WL (m) β f (-) ξ (-) Marker

L1.1 3 13 20 5% 0.47 blue stars
L1.2 5 15 20 5% 0.42 blue circles
L2.1 3 13 20 10% 0.94 green stars
L2.2 5 15 20 10% 0.84 green circles
S1.1 0.15 2.9 1 5% 0.47 black stars
S1.2 0.25 3.35 1 5% 0.42 black circles
S2.1 0.15 2.9 1 10% 0.94 red stars
S2.2 0.25 3.35 1 10% 0.82 red circles

Figure 9. Relative error of the runup components between the numerical results and the laboratory
experiment in function χ for case DR0 (blue stars), SBE2 (green plus signs), and SBA1 (black circles).
The corresponding χ to dx = 0.5 m is shown in red. Note that χ increases for decreasing values of dx.

The computed cases exhibit fairly different wave conditions to represent a wide range of scenarios
and to generalize the previous finding. The evolution of R2% and its components are displayed on
Figure 10. Similarly to what is observed in Figure 9, the values tend to converge as χ increases. Again,
χ ∼ 200 appears to be a reasonable value to ensure correct computation of the total runup and its
components. Though this value is model-dependent to a certain extent, other numerical models of a
similar kind should not behave entirely differently.

This result can serve as a recommendation for properly setting up a phase-resolving model for
runup computation. For instance, a runup computation along a 1D transect over an intermediate to
reflective beach with incident irregular waves of H0 = 3 m and Tp = 13 s offshore would require a
grid size of around 2 m (foreshore slope β f ∼ 7%).
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Figure 10. Self-contained deviation of the runup components from the results obtained with the
smallest grid size as a function of χ. For markers and curves colors, refer to Table 6.

4.2. Runup Sensitivity to the Wave Breaking Detection Criterion

The simulation of wave breaking in depth-integrated wave models is generally a challenging task.
Indeed, this type of model cannot solve for the free surface overturning of a breaking wave and does
not include the 3D turbulent dissipation process. To overcome this limitation, the dispersive term
of the governing equations can be deactivated once an onset breaking criterion is reached. Thus, the set
of equations reduces to the NLSWE, which are a subset of the Boussinesq-type equations. The NLSWE
have the advantage that they can describe a discontinuity in the free surface and implicitly treat the
dissipation in the hydraulic jump. The solution benefits from a finite volume method such as it is the
case in BOSZ . In the BOSZ version used in the present study, the onset breaking criterion is based
on the free surface height to water depth ratio Cb given by Equation (6). A sensitivity analysis of the
runup computation to the value of Cb is conducted by running the model for the three cases with Cb
values varying from 0.4 to 1.2 (Figure 11).

Figure 11. Evolution of the relative errors of R2% and its components depending of the breaking
coefficient Cb for case DR0 (blue stars), SBE2 (green plus signs), and SBA1 (black circles).
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For case DR0, the intermediate beach configuration without inner bar, R2% and its components are
more sensitive to Cb than for the two other cases. For this case, relative errors increase with Cb except for
the IG swash component, for which the relative error decreases. In the SBA1 and SBE2 cases, the swash
components are insensitive to Cb. In contrast, the relative error of the mean shoreline setup increases
linearly with Cb, a trend that can be seen in the relative error evolution of R2%. Overall, the best results
for all of the components are obtained for Cb ranging between 0.6 and 0.8, which is consistent with the
value used in this study (Cb = 0.78), based the theoretical work from McCowan [50], and with other
studies [42,56].

4.3. Sensitivity of the Runup Determination to the Threshold Depth

The determination of the leading edge of runup requires to define an ad hoc criterion.
In the present study, the threshold depth δ used to track the limit between dry and wet cells was
set to 10 cm according to recommendations from previous studies based on field data [57,58] and
numerical results [7,12]. In this section, the influence of the value of δ on R2% and its components is
investigated for both the numerical results and the laboratory data by varying δ from 4 cm up to 20 cm
(Figure 12). In general, a threshold depth resembles a low-pass filter. Overall, low values of δ result
in higher runup, swash, and shoreline setup values regardless of the beach type, even if this trend is
less pronounced for the determination of SSW in case DR0. Moreover, for small δ lower than 6 cm,
it is worth noting that runup components computed from laboratory data are particularly variable,
especially for the SBE2 case. It is hypothesized that for this case, small changes in the measured bed
profile of the order of 5 cm have an influence on the determination of the runup tongue. This tendency
is not observed in the numerical results. In fact, all the computations were carried out using a fixed
bottom. Additional tests (not shown here) reveal that when the experimental shoreline position
is extracted using a variable profile, the runup components show a behavior similar to that of the
numerical results, confirming the influence of small changes of the foreshore slope when using low
values of δ to identify the runup limit. Finally, the 10 cm threshold value used in this study provides
similar runup values between experimental data and numerical results, which is consistent with other
studies (e.g., [22,57]).

Figure 12. Experimental (dashed line) and numerical (solid line) runup components depending on the
threshold depth δ for the DR0 (blue stars), SBE2 (green plus signs), and SBA1 (black circles) cases.
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4.4. Influence of Phase Distribution of Incident Waves on Runup

For the comparisons between measured and computed runup, the BOSZ model was forced using
the free surface times series measured at the wave gauge WG1. The results confirm the ability of the
model to accurately compute the oscillations of the shoreline elevation in case the phase distribution
is known (Figure 8). However, for practical applications of the model, an empirical offshore wave
spectrum or a spectrum from a phase-average model such as SWAN or WaveWATCH III is commonly
used to generate the input free surface elevation time series. In this case, the phases are not known
and a distribution of random phases is used instead. Obviously, these random phases remain fixed
throughout the computation.

The influence of incident phase distribution on the assessment of overtopping volumes has been
highlighted in previous studies [42,59,60], showing that the overtopping volume can be overestimated
by more than 100%. Wave runup sensitivity to phasing of incident waves was also studied for
sloping beach [28,61] and fringing reef environments [32], showing significant differences between
R2% computed with measured phases and random phases. In particular, the significant IG wave height
computed near the shoreline of an idealized fringing reef profile was overestimated by 20% using
randomly distributed phases.

The influence of the phase distribution on the shoreline elevation is investigated here for the
three test cases. Ten runs are computed with the same input energy spectrum as the one measured,
but with different uniform random phase distributions within the interval [−π : +π].

The runup components, normalized by the mean value of the ten runs, are compared in Figure 13
to assess the variability of the runup in dependence of the random phase distribution. The results show
that SIG is the most sensitive component of the runup with significant variations in all cases. The total
IG signal is composed of both bound and free long waves, where bound waves are phased-locked to
the wave group traveling at the group speed [62]. The wave groups are the result of the effect of the
dispersion relation on the initial superposition of the different spectral components; their shape and
appearance in time depend essentially on the initial phase distribution. The bound components in the
IG band are directly affected by the wave phases. Consequently, changes in the phases lead to some
variability of the bound waves, which are released as free IG waves after wave breaking. Moreover,
Yao et al. [32] suggested that the short waves envelope, which is highly dependent on the interaction
of the swell waves with each other, partially controls the IG wave transformations. On the other
side, SSW and the averaged quantity of setup at the shoreline η̄s change only slightly with the phase
angles. The SW swash and setup are mainly controlled by the depth-induced breaking of individual
short waves and might be less sensitive to the SW envelope and, therefore, to the phase distribution.
As reported by Torres-Freyermuth et al. [28], the variability increases with decreasing values of ξ,
suggesting that the runup variability is larger on dissipative beaches. One possible reason for that is
the increasing contribution of the IG band to the runup on dissipative beaches.

The relative errors between R2% and its components from the random phases and the laboratory
data are summarized in Table 7. The errors in R2% are much larger than when the measured time series
is used directly as input in the model (see Table 5). On average, the use of random phases overestimates
the measured runup, with a maximum overestimation of 35% for the DR0 case. This highlights the
aleatory nature of the runup and the notorious difficulties of comparing numerical results to measured
laboratory or field data when no phase information is available. Furthermore, the IG swash is largely
overestimated in all cases.

Table 7. Maximum and mean relative errors of the computed scenarios in comparison with the
laboratory experiment.

R2% SSW SIG η̄s

DR0 Max mean rel. err. +35.0% +22.5% +6.8% +3.5% +71.0% +47.3% +3.9% −0.3%
SBE2 Max mean rel. err. +20.0% +9.8% +12.9% +2.8% +40.0% +24.8% −10.4% −6.0%
SBA1 Max mean rel. err. +8.5% +4.32% −8.9% −3.2% +62.8% +30.4% −6.3% −0.01%
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Figure 13. Runup components normalized by the mean value for the 10 random tests for case DR0 (a),
case SBE2 (b), and case SBA1 (c). Red: R2%, green: η̄s, blue: SSW , and black: SIG.

5. Conclusions

As phase-resolving depth-integrated models are gaining importance for runup studies,
precise validations under controlled conditions and recommendations for best practice are required.
In this work, a high-quality laboratory data set is used to investigate the capability and sensitivity
of the Boussinesq-type model BOSZ for the computation of nearshore wave transformations, including
swash processes over intermediate and reflective beaches. The data set includes accurate LiDAR
measurements of the free surface elevation in the surf and swash zone as well as shoreline
elevation oscillations.

Wave transformations are accurately captured with low cross-shore errors for both the significant
wave height Hs and the wave setup η̄. Time series from the numerical model output of shoreline
elevation oscillations as well as swash spectra show a satisfying agreement with the laboratory data.
The statistical runup quantity R2% is successfully computed with relative errors of less than 6%.
The IG swash is well predicted with errors smaller than 3.5%. The SW swash and shoreline setup are
reasonably well predicted with errors of less than 10%.

The discussion evaluates the sensitivity of the results to the model settings for general numerical
computations of wave runup by depth-integrated phase-resolving models. Multiple computations
with different breaking indices show that in the range of Cb = 0.6 to 0.8, the numerical results show
little variability overall. Some parameters, such as the grid size or the threshold depth defining the edge
of the runup tongue, are found to have a significant impact on the results, and thus the performance
of the model. A nondimensional parameter is proposed to find the optimal grid size to improve
numerical accuracy. A depth threshold of 10 cm, consistent with other studies [11,22], is found to be
the most appropriate value for systematic comparisons of numerical and laboratory data to prevent
small changes in the beach profile from having a disproportional impact. For model/data comparison,
a free surface time series is used as the boundary condition for the numerical model, thus providing
information of both amplitude and phase angles. Computations with different sets of random phases
demonstrate that accurate replication of the laboratory data can only be achieved when the exact
phases are not known. Moreover, a significant variability is observed among the runs with different
random phases due to the sensitivity of the IG swash to the initial phase distribution. For beaches with
high influence of IG energy, i.e., intermediate to dissipative beaches, the variability of the runup can be
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significant. If the goal is to reproduce particular runup values, which were previously measured in the
laboratory or field, the lack of information of the incident wave phases can contribute to substantial
uncertainty. It should also be noted that special attention is necessary when data from laboratory
experiments such as the one in this study are used. The generation of irregular waves in a laboratory
environment essentially relies on the same technique as that which is used in phase-resolving models,
i.e., a wave spectrum is decomposed into a series of individual waves. Laboratory data are inevitably
subject to the same problem related to the waves’ phases as phase-resolving wave models.

Overall, the phase-resolving depth-integrated BOSZ model shows satisfying capabilities in
modeling irregular wave runup on intermediate and reflective beaches. It proves that this type
of numerical model can be a powerful tool for coastal risks assessment and hazard mitigation projects.
The sensitivity analysis performed provides guidelines on how to utilize the model and, more generally,
any phase-resolving depth-integrated model to find the best accuracy at the lowest computational cost
and ensure quality results for runup modeling studies.
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CHAPTER 3. COMPUTATION OF SWASH HYDRODYNAMICS WITH A
PHASE-RESOLVING MODEL

3.5 Conclusion1825

In this chapter, the performances of the BTM BOSZ were extensively assessed to capture

short-wave nearshore coastal processes such as refraction, diffraction, shoaling, wave breaking

and most importantly run-up, under different conditions. The model proved to be handling

satisfactorily refraction, diffraction and shoaling of non-breaking waves as showed in sections

3.3.1 and 3.3.2. The increasing non-linearity of waves traveling over decreasing depth is well1830

captured, which is important especially for wave shape as high-order terms mostly contribute

to skewness and asymmetry rather than overall energy.

The replication of the large-scale run-up experiment performed in the GWK by Blenkinsopp

et al. (2019, 2021) published in Pinault et al. (2020) allowed to precisely validate the model

performances for the propagation of irregular breaking waves up to the run-up. Specifically, it1835

was shown that the model accurately captured the wave height and set-up. Regarding the run-

up, both the time series and the spectra showed a satisfying match with the experimental data.

The quantities R2%, SIG, SSW and ηs were well predicted with errors lower than 6%, 3.5%,

10% and 9% respectively. The high-quality data-set enabled a detailed sensitivity analysis

of the results to the model settings common to all depth-integrated phase-resolving models.1840

For instance, it was shown that the model results were particularly sensitive to the grid-size,

with an under-estimation of the run-up values when coarse grids are used, due to numerical

diffusion. The influence of the initial phase-seeding was also investigated, as phase-resolving

models usually assume a random distribution of phases when no time series is available. In

this experiment, the use of random initial phases considerably decreased the match between1845

model and laboratory data and significant variability of the IG swash was observed among the

different runs. Rutten et al. (2021) reported a similar behavior, and showed that the phase

distribution induced more variability than morphodynamic changes under storm conditions.

The validations cases showed that the model is capable of handling nearshore coastal pro-

cesses and most importantly run-up. These validations further prove that phase-resolving1850

depth-integrated models are valuable tools for the investigation of the different hydrodynamic

processes, with acceptable computational times and limitations. The sensitivity analysis showed

that some parameters can have a significant influence on the results, for instance the grid size

or the initial phase distribution, and suggest more work on this aspect to fully understand the

behaviors of such numerical models and the possible improvements.1855
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Chapter 4

Swash motion and hydrodynamics in a

meso-tidal embayed beach - Case of the

Grande Plage of Biarritz
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CHAPTER 4. SWASH MOTION AND HYDRODYNAMICS IN A MESO-TIDAL
EMBAYED BEACH - CASE OF THE GRANDE PLAGE OF BIARRITZ

4.1 Introduction

In this chapter, the hydrodynamics and swash motions at the GPB during moderate and

energetic wave conditions are investigated for different water levels. The study combines both

the analysis of measurements carried out during a 3-days field campaign and numerical results1885

computed with the phase-resolving model BOSZ described in the previous chapter. The objec-

tive of this study was twofold. First, the data are used to assess the performance of BOSZ to

compute the run-up along a constraint embayed beach and to capture the different frequency

components of the swash motion in real conditions. Secondly, the model results are used to

analyse the influence of environmental and morphological parameters to the swash motion at1890

this meso-tidal intermediate reflective beach. The results of this work are presented in section

4.3 as an article, currently under review in the journal Estuarine, Coastal and Shelf Science.

This section is preceded with a description (section 4.2) of the regional wave model, based on

SWAN , that was used to provide input spectra for the BOSZ computations.

In alongshore uniform environment, 1D model configurations are often implemented to re-1895

duce computational time. It assumes that longshore wave processes are negligible compared

to cross-shore processes. However in constrained environments such as embayed beaches this

assumption might not hold due to the alongshore gradients in the bathymetry. In particular,

the study site of the GPB is characterized by the presence of 3D morphological and geological

features, such rip channels or rocks. To evaluate the importance of modeling longshore pro-1900

cesses, a 1D model configuration is set-up to capture wave transformations and run-up, and

compared to the performances of the 2D model configuration in section 4.4.

Understanding the cross-shore transformations of infragravity waves is crucial for accurate

estimations of the IG swash response to variable incident forcings. In particular, the mechanism

of IG energy dissipation under varying wave conditions on an intermediate reflective beach are1905

largely unexplored. In section 4.5, the IG wave processes at the site of the GPB are further

investigated, to provide explanations of the swash variability highlighted in section 4.3. After an

analysis of the cross-shore processes, the generation mechanism of the IG waves is investigated.

Then, the dissipation of IG energy is explored, under varying conditions of waves and tide

levels. The influence of environmental conditions on the dissipation rates of the IG energy is1910

investigated to provide explanations to the swash behavior.

4.2 Modeling of the incident wave conditions

The numerical modeling of waves using a nearshore model configuration requires knowledge

of the boundary conditions i.e. a description of the waves as they underwent transformations

from deep water. Boundary conditions are typically provided by either regional spectral wave1915

models (Valentini et al., 2019), offshore wave buoys (Nicolae Lerma et al., 2017) or nearshore

pressure sensors (de Beer et al., 2021). The chosen strategy depends on the availability of

measurements at the offshore boundary of the nearshore wave model but also on the alongshore

distribution of offshore wave conditions. Here, the location of the BOSZ offshore boundary was
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limited by the dispersion capacities of the model (see section 3.2), restricting offshore conditions1920

to intermediate water depth. The Anglet buoy, the only measurement providing information

about the offshore wave climate at the site (figure 4.1), is located at a depth 50 m. This

deep water regime prevents any period smaller than 8 sec from being generated at the BOSZ

boundary. In addition, the alongshore variability at the site imposes a wide numerical domain.

Figure 4.1: SWAN and BOSZ (inside the black dashed lines) numerical domains with loca-
tions of the Anglet wave buoy (red triangle) and seabird (white triangle) used for the SWAN
validation.

Therefore, an offshore boundary corresponding to the Anglet buoy location would result in an1925

extremely large numerical domain, which would be too costly in terms of computation or would

require a large grid size preventing a correct computation of small scale processes such as wave

run-up. As a workaround, a SWAN model configuration (Booij et al., 1999) was implemented

to propagate offshore wave conditions up to an acceptable location for the BOSZ boundary, at

a depth of about h = 20m. At this depth, the highest frequency input in the model is around1930

5 sec.

In this section, the SWAN model configuration is first described. Then, a validation at two

different locations is proposed, to ensure consistency of the results and identify possible bias

into the BOSZ model. Finally, an analysis of the large scale wave patterns is proposed, to

provide insights of the wave field prior to the BOSZ numerical domain.1935
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4.2.1 Settings of the spectral wave model SWAN

The SWAN model domain extends 6.5 km offshore up to a depth of 50 m and spans 13.5

km alongshore (figure 4.1). The unstructured grid is composed of cells varying from 10 to 50 m,

with higher resolution focusing on large bathymetric variations (Delpey et al., 2021). SWAN is

run in non-stationary mode with a time step of 5 min. Incident wave energy conditions obtained1940

from the frequency-directional spectra of the Anglet wave buoy are prescribed uniformly along

the offshore boundary. Tide-induced water level variations are also taken into account in the

computation using the local tide gauge of Bayonne-Boucau harbor located 5.5 km north of the

study site. An exponential frequency discretization is considered, using 50 frequencies, fi , from

0.04 to 0.5 Hz so that fi+1 = 1.05fi. The directional grid is regular with a 5°resolution. Wave1945

generation by wind is not considered in the simulation because of the small extension of the

domain considered. Triad interactions, susceptible of generating super-harmonics, are included

in the computation. Finite-depth wave-bottom interactions processes such as shoaling, bottom

friction (Madsen et al., 1988) and refraction are taken into account. Depth-induced breaking

is accounted for using Battjes and Janssen (1978) formulation with a breaker index γ = 0.73.1950

4.2.2 Validation

The SWAN model configuration is validated against wave measurements in order to evaluate

its accuracy in representing coastal wave propagation up to the nearshore area where the BOSZ

boundary is found. The measurements from the Anglet wave buoy, located in deep water

(h = 50 m), and the Seabird, located in intermediate depth (h = 12 m), are used. Their are1955

shown in figure 4.1 as red and white triangles respectively.

Figure 4.2: Comparisons of bulk parameters Hs and Tp observed (red) and modeled using
SWAN (blue) at the Anglet wave buoy ((a), (b)) and Seabird ((c), (d)).

The comparison of model results with observations on figure 4.2 shows that the model
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reproduces well the variations of wave regime encountered during the field experiment. During

this period a highly energetic event occurred, with a Hs of more than 4.5 m measured at

the buoy, allowing to assess the model in extreme conditions. Under such conditions, an1960

underestimation of the wave height can be noticed at the seabird (panel (c)). Corresponding

statistics are shown in table 4.1. Four metrics are used to assess the model performance :

the Root Mean Square error (RMSE), the Normalized Root Mean Square error (NRMSE), the

correlation coefficient R2 and the bias. At the Anglet wave buoy the model shows an excellent

Table 4.1: Statistics evaluating the fit between observed and modeled values for the significant
wave height Hs and peak period Tp at the wave buoy and seabird locations.

Wave buoy Seabird

Hs RMSE (m) 0.07 0.22
NMRSE (-) 0.02 0.09

Bias (m) -0.03 0.14
R2 (-) 0.99 0.96

Tp RMSE (s) 0.61 1.25
NMRSE (-) 0.19 0.13

Bias (s) 0.23 0.21
R2 (-) 0.93 0.78

correlation for Hs, which is expected as the wave buoy is located at the offshore boundary of1965

the model and is used as an input. The statistics show a RMSE of 0.07 m corresponding to a

NRMSE of 2%, with a correlation coefficient of R2 = 0.99. For the peak period Tp results are

more scattered, with a R2 of 0.93 and a positive bias of 0.23 s. Nonetheless the RMSE is less

than a second, which is acceptable. At the Seabird location the SWAN models gives satisfying

results despite a slight positive bias of the significant wave height of +0.14 m, identified during1970

the extreme event on figure 4.2. Nonetheless, statistics show a satisfying correlation with

R2 = 0.96 and R2 = 0.78 for Hs and Tp respectively, with associated NRMSEs around 10%.

The visible scatter for Tp comes from the wind sea present during some events of the campaign,

resulting in a bi-modal spectrum with a peak in the wind-sea frequency band, around 6 s, and a

peak in the sea-swell band, around 11 s. As the peak energy was relatively close in both bands1975

it results in strong variability of Tp, as it only represents the period with the highest energy

and not an averaged value.

4.2.3 Implementation of the offshore boundary conditions in BOSZ

An example of the significant wave height distribution computed with SWAN is given on

figure 4.3. Due to the heterogeneous bathymetry, strong refraction patterns are observed leading1980

to significant variability of the wave field with focusing areas alternating with shadowing areas.

Along the offshore BOSZ boundary (black dashed lines), the significant wave height varied by

up to 1.5 m during the campaign, representing an increase by up to 40% between the lowest

and highest longshore value. In order to have a representative offshore wave energy spatial
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distribution as input in BOSZ , the model is forced at the offshore boundary by 20 equally-1985

distributed directional wave spectra given by the SWAN configuration.

Figure 4.3: Hs map from SWAN around the GPB on the 2nd of February at 05 am. Red and
blue circles respectively represent the locations where SWAN spectra were extracted and used
as input in BOSZ . Black dashed lines delimitate the BOSZ domain. Black lines indicate the
isoline within the BOSZ domain.

According to the wave-maker theory a flat bottom is required at the offshore boundary. On

figure 4.3 the area between the offshore boundary and the first isoline is flat and fixed at -17 m.

For that reason, SWAN spectra were extracted along the -17 m isoline (blue circles on figure

4.3 and used at the offshore boundary (red circles).1990

Each component of the SWAN spectrum is represented by a linear monochromatic wave

with an individual amplitude, frequency, direction and random phase. The same set of random

phases is used for the model runs to ensure identical phase locking. The differences between the

computed scenarios are then solely due to differences in the magnitudes of the input spectra but

not due to changes in phase locking. The waves are generated near the offshore boundary using1995

an internal wavemaker and the resulting superpositions of all components form an irregular sea

state. To avoid recycling of the input time series and generation of artificial wave grouping, the

SWAN spectra are sub-sampled to frequency bins of 0.00018 Hz. A description of the complete

BOSZ model set-up, including the grid size, the boundary conditions or the wave breaking

implementation is provided in section 4.3.2000
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4.3 Characterization of the swash zone dynamics based

on field data and model results : Article currently

under review
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ABSTRACT
Wave run-up is a key factor for the assessment of coastal flood risk during large swell events. The
behavior of swash motions along embayed beaches is strongly influenced by particular features such
as rocky headlands, irregular morphology, or tides, that have not received much attention in the past.
In the present paper, swash motions along an engineered embayed beach were investigated under
moderate to energetic wave conditions through field observations and numerical computations. Using
pressure sensors and video-derived run-up data a Boussinesq-type nearshore wave model was found
to fairly captures the relevant wave transformation and swash zone processes. The tidal water level
variationswere found to have a significant impact on the overall swash amplitude and it to condition the
respective role of short- and long-wave components to the swashmotions. In the studied configuration,
the tidal level rise was shown to cause a transition from a very dissipative to a reflective or intermediate
beach configuration depending on incident wave energy. Moreover, swash amplitudes were observed
to vary significantly alongshore with differences of up to a factor of 2.2. Numerical results suggest
that both the foreshore slope and the sub-tidal morphology play a key-role in the alongshore swash
distribution.

1. Introduction
Rocky coastal zones represent approximately 80% of

the world’s coast (Trenhaile and Trenhaile, 1987). Within
these areas, beaches constrained by rocky headlands are
common (Ojeda and Guillén, 2008; Klein et al., 2010; Scott
et al., 2011; Castelle and Coco, 2012; Robinet et al., 2020).
These partially sheltered environments, herein referred to
as embayed beaches, have been traditionally preferred for
settlements as they offer a natural protection against large
waves and currents. Nowadays, many embayed beaches are
highly urbanized but still threatened by energetic open-
ocean swells; a situation, which tends to get worse with
climate change. With the likely increase in storm frequency
(Knutson et al., 2021) combined with sea level rise, the oc-
currence of coastal flooding is expected to be more frequent
and potentially devastating in populated shorelines (Kirezci
et al., 2020; Knutson et al., 2021). It is thus essential to
well understand the hydrodynamics functioning of this type
of beaches. This knowledge can especially support the im-
plementation of management strategies by local authorities,
including the development of efficient early warning systems
to mitigate the consequences of hazardous coastal flooding
event.

The estimation of the total water elevation (TWL) at the
shoreline is often a key element in coastal risk management

∗Corresponding author
jonas.pinault@univ-pau.fr (J. Pinault);

denis.morichon@univ-pau.fr (D. Morichon); matthias.delpey@suez.com (M.
Delpey); volker.roeber@univ-pau.fr (V. Roeber)

ORCID(s): 0000-0003-3449-3440 (J. Pinault); 0000-0003-4264-0412 (D.
Morichon); 0000-0001-7596-8524 (M. Delpey); 0000-0002-3768-9863 (V.
Roeber)

strategies (Asbury H. Sallenger, 2000; Didier et al., 2019;
Xie et al., 2019). This quantity can be considered as the
final product of all contributions to a flood hazard. It is often
used as an indicator to assess the risk of coastal flooding by
comparing the estimate of the two percent TWL exceedence
with the elevation of coastal defenses for a given storm
(de Santiago et al., 2017). The assessment of the TWL
requires considering the contributions from tides (�tide),storm surge (�su), and nearshore waves through the local
wave run-up (�s(t)) :

TWL(t) = �tide + �su + �s(t) (1)
The wave run-up can be largely influenced by local features
in the beach topography over much smaller spatial scales
than the other TWL contributions. This makes the run-
up often the most challenging contribution to be assessed.
The estimation of the wave run-up requires consideration
of a static component, the wave set-up, and a dynamic
component, the swash (Holman, 1986). The swash, as a time
varying component, can be divided into two parts : the inci-
dent band that refers to short waves (SW) with frequencies
ranging from 0.05 to 0.25 Hz, and the infragravity band
(IG) describing the frequency range from 0.002 to 0.05Hz.IG dominated swash motions are commonly observed under
dissipative conditions favoured by gently sloping beaches
(Ruggiero et al., 2004; Stockdon et al., 2006; Senechal
et al., 2018) while the SW frequency band prevails on steep
reflective beaches (Guedes et al., 2012; de Bakker et al.,
2016).

Previous studies have shown that the amplitude of the
swash and the respective contribution of its spectral com-
ponents vary depending on environmental parameters. For
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instance, it has been demonstrated that the tidal modulation
of nearshore wave processes can have a significant impact on
the swash motions (Guedes et al., 2011; Brinkkemper et al.,
2013; Khoury et al., 2019; Gomes da Silva et al., 2020).
Guedes et al. (2011) observed variability of the significant
swash height by a factor of 2 between low and high tide on
a microtidal intermediate barred-beach. The influence of the
tide in the presence of sandbars has been further examined
under laboratory conditions by Khoury et al. (2019). It was
shown in this experimental study that position, height, and
type of wave breaking were significantly impacted by the
tidal level and ultimately affect the run-up.
While environmental parameters affecting the temporal vari-
ability of the run-up has received a lot of attention, studies
focusing on the spatial variability of the run-up are sparse.
Ruggiero et al. (2004) used video measurements of TWL
carried out on a dissipative beach under moderate wave con-
ditions to investigate alongshore variability of the run-up.
They showed that the highest values of the significant swash
height exceeded the lowest values by over a factor of two.
This variability was attributed to alongshore differences in
the foreshore slope as both swash components (SW and IG)
exhibit significant correlation with this parameter. Stockdon
et al. (2006) evaluated the longshore variability of the run-
up based on video data under intermediate and reflective
conditions on the long open beach of Duck (North Carolina,
USA). They showed that under moderately energetic wave
conditions, the SW swash displayed the highest variabil-
ity, with a significant correlation with the foreshore slope.
Conversely, the IG swash showed a lower variability and no
significant correlation with the foreshore slope. Guedes et al.
(2012) reported observations of alongshore variability of a
factor of 2 under calm conditions on an intermediate pocket
beach. Here again, the variability was primarily controlled
by the foreshore slope. Nonetheless, the investigation of the
wave breaking distribution showed a correlation with the
run-up distribution, suggesting a morphological control in
the surfzone. More recently, Senechal et al. (2018) investi-
gated the run-up variability under moderate conditions on a
natural dissipative open beach. A large variability of a factor
3 was reported for the IG components in similar fashion
as previously documented. However, contrary to previous
studies, the variability of the foreshore slope alone was not
the main control of alongshore distribution of the run-up.
Evidence of a control by the inner surf zone morphology
was highlighted leading to rapid and localized modifications
of the wave field. This result was previously suggested
by a numerical study (Nicolae Lerma and Bulteau, 2017),
based on the phase-resolving nearshore wavemodel SWASH
(Zijlema et al., 2011) that was carried out on the same site.
The SW swash appeared to be sensitive to the local slope,
e.g. with higher values in front of a rip channel. On the
other hand, the IG swash component appears to be related
to the outer bar system configuration and displays a different
alongshore distribution than the SW swash. This numerical
study suggests different responses to morphological features
depending on the spectral component.

Despite the numerous studies dedicated to run-up char-
acterization, very few were carried out in embayed beaches.
As opposed to open beaches, embayed beaches are con-
strained by lateral boundaries and as a result often exhibit
complex 3D morphological features such as rip channels
(Enjalbert et al., 2011; Castelle and Coco, 2012). Thus, the
hydrodynamics of the swash zone of those natural or man-
made embayments is expected to differ from those observed
at open beaches. For instance, Valentini et al. (2019) have
shown that empirical models, which are widely used to
assess run-up, often fail at estimating the run-up at an em-
bayed beach. These results confirm what has been reported
in a previous study carried out by Da Silva et al. (2017)
who assessed various parametric formulations for run-up
estimation on an embayed beach under varying conditions
and who found that the performances were poor in the region
where the wave field is affected by the headlands.

The intention of the present study is the documentation
and investigation of swash motion characteristics in a meso-
tidal engineered embayed beach influenced by 3D morpho-
logical features. The study is based on the analysis of TWL
times series derived from timestack images, which were
recorded with a video monitoring station during moderate to
energetic incident wave conditions and different water levels.
Those data are complemented with the results of a phase-
resolving model that serve as surrogate to measurements
and help to investigate the contributions to the run-up for
this type of beach. The characteristics of the study site,
Grande Plage of Biarritz (GPB) in southwest France, are
first presented in section 2. This site was selected as it is
representative for embayed beaches with high societal and
historic stakes, which are highly exposed to storm hazards.
The details of the field campaign and the methodology
used to estimate the swash along the beach are described
in section 3. The data is then used in section 4 to assess
the performance of a phase-resolving model. The combined
field data and numerical results are analyzed in section 5 to
provide a better understanding of the swash dynamics. The
numerical set-up and swash behavior are then discussed in
section 6. Themain results are summarized in the conclusion
section.

2. Study site
The Grande Plage of Biarritz (GPB) is a 600 m long

engineered beach within a 1.2 km long embayment located
in the south-west of France (figure 1 panel (a)). The embayed
beach is constrained by two headlands and is backed by a sea-
wall, protecting shops and habitations from high water level
and wave overtopping as well as providing a recreational
area for walking or restaurant terraces. The beach is well
known around the world for its surfing. It is also famous for
its seafront casino and the Hotel du Palais on the northern
side of GPB, a historical hotel built under the Napolean III
era (see fig. 1, panel (b)).

The GPB opens to the Bay of Biscay and is mainly
exposed to sea swells coming from the WNW direction
(315°). The offshore wave climate ranges from moderately
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Figure 1: Location and situation of the study site Grande Plage of Biarritz. (a) Location of the GPB. (b) Crowded beach in
front of the Casino during a calm day. The Hotel du Palais is seen in the background (Credit : Radio France - Céline Arnal). (c)
Sand piles and big bags set-up to mitigate the storm impact (February 2016). Waves are seen overwashing the dunes (Credit :
Bertrand Lapègue / Sud Ouest). (d) Submersion event during the Ciara storm in February 2020, water is seen overtopping the
wall (Credit : SurfingBiarritz).

to highly energetic, with occasional high storm events. The
significant wave height 10-year return period has been sta-
tistically computed to Hs = 6.7 m with a peak period of
Tp = 18 s (Morichon et al., 2018). The GPB is a mesotidal
environment with a spring tidal range of 4.5 m and a mean
water level of 2.64 m (charts datum). Highest water levels
reach +4.7 m excluding any surge. The elevation of the top
of the seawall is +7.65 m. The double-barred profile (figure
3 panel (b)) exhibits a low sloping region in the subtidal
zone (x < 800 m, with the outer bar at x = 600 m) and
in the lower part of the intertidal area (800 m < x < 1000
m), with an inner bar that rather looks like an almost flat
terrace around x = 950 m (slope 2-3%). Conversely, the
foreshore is quite steep (slope 8-10%). For that reason the
GPB is characterized as intermediate-reflective (Morichon
et al., 2018). The beach morphology exhibits a large rip
channel and a 3D nearshore bar system, as a result of the
geological constraints (Enjalbert et al., 2011) visible on
figure 3 panel (a). In addition, the presence of rocky features
in the nearshore bathymetry induces a complex offshore
wave height distribution (Varing et al., 2020; Delpey et al.,
2021).

The GPB has always been exposed to the impact of
storms with varying degrees of damage (see figure 1 panel
(c) and (d)). In recent years, public authorities have com-
mitted to limit the impact of flooding events by installing
temporary protection measures. These include beach scrap-
ing, which consists of pushing sand against the seawall

toward the lower portion of the beach, and the placement of
sandbags (figure 1 panel (c)). These counter-measures have
the advantage of being temporary and relatively easy to be
set up. However, they might not be sufficient under some
extreme conditions as damages to neighbouring buildings
have been observed during recent storms. Moreover, there
is evidence that the intensity of the impact of storms can
vary along the GPB; implying that the design of an optimal
protection solution could vary according to the exposure of
the different beach sections to the incoming wave action.

3. Field data
During the winter 2018, a field campaign was launched

between January 31 and February 2 to measure nearshore
wave transformations and subsequent swash motion along
the GPB during energetic incident wave conditions.
3.1. Offshore wave, tidal and topographic data

Offshore wave data were recorded by a directional buoy
moored in 50 m depth at about 6 km from the coast. Hourly
frequency-direction wave spectra were derived from the
vertical and horizontal displacements recorded by the buoy.

Tidal data were provided by a tide gauge deployed at the
Bayonne-Boucau harbor located 5.5 km north of the study
site. It automatically records the level of water measured at
regular 10 min intervals.
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In this paper, a focus will be made on a storm recorded
from January 31 to February 02, 2018. The window corre-
sponds to spring tide. The tidal level varied between +0.5m
and +4.8m. Variable offshore wave conditions were ob-
served during the field experiment. They were first moderate
with (Hs, Tp) = (1.5 m, 11 s), followed by storm conditions
with values reaching (Hs, Tp) = (4.5m, 15.4s) frommid-day
of the second day. The peak direction of wave propagation
was mainly comprised between 300° and 320°, while during
the most energetic event, a stable direction of 315° was
observed, which corresponds to near-normal incidence of
the GPB.

An extensive topo-bathymetric survey was conducted
on January 31, covering the beach and the nearshore area
up to 25 m meters depth. This dataset was complemented
offshore by the national reference dataset from French Naval
Hydrodraphic and Oceanographic Service (SHOM).
3.2. Video swash monitoring

Run-up motion along the swash zone of the GPB was
tracked with video cameras installed at +30 m in a neigh-
bouring building on the southern crop of the beach (fig-
ure 3). The video monitoring system is controlled by the
open source software SIRENA (https://sourceforge.net/
projects/sirena-remote/). The system is comprised of four
cameras oriented to cover the whole area of interest, span-
ning from the outer surfzone to the beach front. In the upper
part of the beach, the angular resolution (cross-shore) ranges
from 1 to 15 cm and the radial resolution (longshore) from
1 to 5 m (Morichon et al., 2018).

Four cross-shore time series of pixel intensities sampled
at 1 Hz, commonly referred to as timestack images, are
generated at each camera. Those transects are spaced by
approximately 100 m (fig. 3 panel (a)) and referred to as
ID01 to ID04. Each timestack image represents a duration
of 14 min to minimize the contribution of the tide on the
water line position (Stockdon et al., 2006; Gomes da Silva
et al., 2019).

The TWL position is automatically detected on the geo-
rectified timestack images based on a Color Contrast method
(CC) using a modified Otsu (1979) segmentation algorithm,
similar to the approach described by Vousdoukas et al.
(2012). An example of the swash line detection and asso-
ciated swash spectrum is given on figure 2). The automatic
extraction of the swash line was not always possible and
manual corrections were sometimes necessary for some im-
ages, especially under poor lighting or rainy conditions. The
TWL pixel positions were then converted to TWL elevation
time series using topographicmeasurements carried out with
a NRTK-GNSS each day, at low tide, along the four cross-
shore transects.

The timestack images collected during the 3-day stud-
ied time window were processed resulting in a data-set of
more than 160 samples. To ensure consistent results when
evaluating the alongshore variability of the swash, only the
events when data at all four transects were available have
been conserved resulting in a data-set of 26 events (104

timestack images), covering different tide levels and wave
conditions.
3.3. Nearshore and surfzone wave measurements

Four pressure sensors were positioned along a cross-
shore transect located in the middle of GPB to measure
wave transformation in the intertidal zone (figure 3). Their
elevations were measured with a RTK GNSS and vary
between +0.3 m up to +2 m (chart datum). They were
complemented with a subtidal bottom-mounted pressure
sensor (type SEABIRD) at 12 m depth that provides wave
characteristics in the shoaling zone prior to wave breaking.

All the sensors recorded bottom pressure continuously
with a 2 Hz frequency. For spectral analysis purpose, the
pressure time series were divided in 30 min bursts. Due to
the extensive tidal range (more than 4 m) the four intertidal
sensors were located alternatively in the surf or swash zone.
Therefore, to avoid any non-physical results, only the mo-
ments when the sensors were fully submerged have been
used in this study.
3.4. Data Processing

Free surface elevation times series �(t) are computed
from the bottom pressure recordings by applying a frequency-
domain attenuation correction based on the linear theory
(Tsai et al., 2005; Oliveras et al., 2011) with a cut-off
frequency of 0.25 Hz to avoid the blow up of the solution
due to the presence of secondary harmonics (Bonneton
and Lannes, 2017). The swash time series �s(t) (eq. 1) areobtained after detrending the video estimated TWL(t) time
series to remove the static components such as the tide, the
surge and the wave set-up (Vousdoukas et al., 2011).

Power densities (PSD) of �(t) and �s(t) are then com-
puted using Welch’s method (Welch, 1967) on 400 s seg-
ments using a 50% overlapping Hanning window. This re-
sults in a frequency resolution of df = 0.0025Hz and 24
and 12 DOF for the free surface elevation and the swash
respectively. IG (0.003-0.05 Hz) and SW (0.05-0.25 Hz)components of the significant wave heights and significant
swash heights are calculated respectively as :

HIG, SIG = 4

√

∫
0.05Hz

0.003Hz

E(f ) df (2)

and

HSW , SSW = 4

√

∫
0.25Hz

0.05Hz

E(f ) df (3)

where E is the spectral density at the frequency f of either
the free surface or the swash elevation time series. The total
significant wave or swash height are computed as the sum of
the IG and SW components :

Hs, S =
√
H2
IG +H2

SW ,
√
S2
IG + S2

SW (4)
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Figure 2: Example of the swash line extraction and treatment (data from ID02). (a) swash time series identification on the
timestack. (b) Energy density spectrum derived from the measured swash time series in (a). The black dashed line represents the
limit between the SW and IG band (see section 3.4).

Figure 3: Field campaign description. (a) bathymetry of the GPB and locations of the measuring devices. Four pressure sensors
were deployed close to the shore, one Seabird sensor was located at a depth of about 10m. A video station was recording high
frequency cross-shore transects at different locations. The white dashed lines represent the cross-shore transects where the swash
was video monitored. From left to right : ID01, ID02, ID03 and ID04. (b) Cross-shore profile at ID02. Blue dashed lines represents
lowest and highest water level at the site. (c)/(d) View from camera 1/4 and transects locations.

4. Numerical modelling
4.1. BOSZ model

The BOSZ model (Roeber et al., 2010; Roeber and Che-
ung, 2012b) is used to compute the hydrodynamics of the
surf and swash zones. It is a phase-resolving depth-averaged
Boussinesq-type model based on the set of equations from
Nwogu (1993), but alternately expressed in conservative
form. Previous studies using BOSZ include tsunamis and
long waves (Horrillo et al., 2014; Lynett et al., 2017; Roeber
and Cheung, 2012a; Morichon et al., 2021), harbor oscil-
lations (Azouri et al., 2018; Bellafont et al., 2018), wave
transformations (Li et al., 2014; Filipot et al., 2019; Varing
et al., 2020) and wave run-up (Pinault et al., 2020b).

This numerical model inherits the properties of the set
of equations, being weakly nonlinear and weakly dispersive,
enabling the modeling of wave transformations from inter-
mediate to shallow water. Typical for depth-integrated solu-
tions, overturning of the free surface cannot be described and
the breaking process is approximated through a discontinuity
in the flow analogous to a bore. To allow for the formation
of discontinuous flows, the dispersion terms are locally and

momentarily deactivated, which reduces the equations cell-
wise to the hydrostatic nonlinear shallow water equation.
In this study, the initiation of wave breaking relies on a
wave height to water depth ratio. A shock-capturing Finite
Volume scheme with HLLC Riemann solver is used for
the computation of the numerical solution in the surf zone,
whereas a Finite Difference 2nd-order upwind scheme of
lower diffusivity and computational expense is used for the
cells outside the surf zone where the local water depth is
larger than 2 ⋅HS .
4.2. Model set-up

The computational domain extends 2.5 km offshore and
spans 3.5 km in the longshore direction. The offshore bound-
ary of the model corresponds to the 18 m isobath depth. The
bathymetry is derived from the topo-bathymetric datasets
described earlier.

A constant grid size of 3.5 m by 3.5 m is used, resulting
in a total of 714,000 cells. The grid size was selected as
reasonable compromise between numerical accuracy, sta-
bility, and computational cost for the assessment of the
swash hydrodynamics as detailed in Pinault et al. (2020b).
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For all computations, the bathymetry is stationary as no
morphological change is considered in the computations.

The wave height to water depth ratio for the initiation of
wave breaking is set to �∕H = 0.65. Pinault et al. (2020b)
suggested that any value within the range of 0.6 to 0.8 gave
satisfactory results when comparing model run-up values
to laboratory observations under the condition that the grid
spacing is not excessively fine.

Each run corresponds to a constant tide level and repre-
sents the sea state conditions observed over a window of 15
minutes. The assumption of a constant water level is justified
as only minimal changes of less than 20 cm were observed
at the tidal gauge over the 15 min period. The model is
run for 1.5 hrs where the first half hour was allocated for
model spin-up and 1 h of simulation data. The run time
ensures a full saturation of the wave-field across the entire
domain and a sufficiently long time series for statistical
analyses. The computational time for a single run is about 20
hours on a cluster machine with 16 CPUs. The time step is
adaptive and based on a CFL number of 0.45. The Manning
coefficient representing the roughness was set to constant
n = 0.02 sm−1∕3 over the whole domain to account for
sand of medium grain size. The free surface elevation data
is output at a rate of 1Hz.
4.3. Boundary conditions

The model is forced at the offshore boundary by di-
rectional wave spectra computed from a spectral model
over the inner shelf with the code SWAN (Booij et al.,
1999). The SWAN domain extends 6.5 km offshore up to
a depth of 50 m. The unstructured grid is composed of cells
varying from 10 to 50 m, with higher resolution focusing
on large bathymetric variations (Delpey et al., 2021). The
outputs consist of 20 frequency-directional spectra equally
distributed along the BOSZ offshore boundary. The use of
a spatial distribution for the input conditions is meant to
represent the variability of the wave field which is present
over the particular sea floor trajectory (Varing et al., 2020).
Each component of the spectrum is represented by a linear
monochromatic wave with an individual amplitude, fre-
quency, direction and random phase. The same set of random
phases is used for the model runs to ensure identical phase
locking. The differences between the computed scenarios
are then solely due to differences in the magnitudes of the
input spectra but not due to changes in phase locking. The
waves are generated near the offshore boundary using an
internal wavemaker and the resulting superpositions of all
components form an irregular sea state. To avoid recycling
of the input time series and generation of artificial wave
grouping, the SWAN spectra are sub-sampled to frequency
bins of 0.00018Hz. Sponge layers are applied at the offshoreand lateral boundaries of the numerical domain to absorb
possible outgoing wave energy and to mimic open ocean
conditions. To prevent any loss of energy within the area of
interest, the domain is extended beyond the site of the GPB.
While it increases the computational time it ensures a fully
saturated wave field in the area. It should be noted that no

other forcing is applied to the model, i.e. the wave field is
solely generated from the offshore spectra. It is understood
that these spectra are only an approximation of the sea state
and that local currents or wind fields cannot be accounted
for with this method.
4.4. Model result analysis

The TWL elevation time series is derived from themodel
results using a depth threshold of 5 cm to detect the waterline
position. This approach is similar to previous studies (Ruju
et al., 2014; Fiedler et al., 2018; Pinault et al., 2020b). The
value of the depth threshold used in our study is consistent
with recent studies (Almar et al., 2017; de Beer et al., 2021).
As with the processing of the video measurements of the
TWL, the swash time series is derived from the computed
TWL time series by subtracting the mean value, which
removes both the tide level and wave set-up. The PSD are
computed in the same way for the computed data as for
the observations, as well as significant wave and swash
heights and their spectral components (equations 2 and 3).
For consistency, wave heights are computed over two 30 min
windows and averaged, whereas swash heights are computed
over four 15 min windows.

The model performance is evaluated by computing the
Root Mean Square Error (RMSE), the Normalized Root
Mean Square Error (NRMSE), the bias, the coefficient of
determination (R2) and the scatter index (SCI) according to:

RMSE =

√√√√1
n

n∑
i=1

(Ci − Oi)2 (5a)

NRMSE = RMSE
max(Oi) −min(Oi) (5b)

bais = 1
n

n∑
i=1

(Ci − Oi) (5c)

SCI =
√

1
n
∑n
i=1(Ci − Oi)2

max
(√

1
n
∑n
i=1 |Oi|2, Ō

) (5d)

where O and C respectively denotes the observed and com-
puted values, and n the number of points.
4.5. Model validation

A total of 80 runs was carried out to test the capacity
of the BOSZ model configuration to compute the observed
wave transformation in the surf zone and the subsequent
swash motion. Those runs cover most of the incident wave
conditions and tidal levels that occurred during the 3-day
period.
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Figure 4: Comparison between modeled and observed significant wave heights of the SW (panel (a))) and IG (panel (b)) bands.
The color scale indicates the water depth at the sensor locations. Black squares represent the Seabird data. Solid, dashed and
dotted lines respectively represents the 1:1, 10% and 30% error lines.

4.5.1. Nearshore wave transformation
A detailed comparison between computed and measured

significant wave heights is given in Figure 4. It shows that the
model consistently reproduces HSW and HIG. A positive
bias is obtained at the SEABIRD location where the model
tends to overestimateHSW for the most energetic conditions
(table 1). It seems that this discrepancy is rather local or
somehow compensated by the rest of the propagation, as
model statistics in the intertidal area are overall good (CP05
to CP07) with a low scatter index SCI of the order of 10%. At
CP04, the shallowest location, the statistics forHs are good,however biases of 0.23 and -0.34 m respectively for HSWand HIG are observed. It is worth to note that the CP04
sensor was often emerged during the field campaign, which
limits the amount of data available to assess the performance
of the model at this depth.

An example of comparison between computed and ob-
served wave spectra is displayed in figure 5. The model
correctly reproduces the cross-shore evolution of the wave
energy frequency distribution as the waves propagate from
intermediate to shallow waters (panel (d)). In particular, it
captures well the energy transfer between the SW and the
IG frequency bands in the surfzone. Discrepancies appear
at some frequencies and are expected, since the exact wave
conditions remain unknown and only an approximation from
a spectral model is used as forcing for the Boussinesq model.
The total amount of energy (Hs) is well reproduced and the
agreement between model and observations is very close
at the shallowest pressure sensor (figure 5 panel (c)). In
addition, the biases obtained at this point (CP04 in table 1)
could be due to a shift in location rather than an erroneous
energy distribution when looking at the cross-shore transect
in figure 5 panel (d). Indeed, the remarkable increase inHIG

up to approximately 1.3 m at CP04 location, is reproduced
by the model but slightly further shoreward. This is also
suggested by the comparison with the spectrum extracted 2
grid cells shoreward of CP04 location (light blue curve in
panel (c)), which shows a better match with the observations.

4.5.2. Swash motion
The ability of the BOSZ model to compute the swash

dynamics is illustrated by the comparisons between the
computed and the video-derived swash components (S,SSWand SIG) at transect ID01 to transect ID04 (figure 6). The
total significant swash height S and the infragravity signif-
icant swash height SIG are overall well reproduced for the
entire field campaign. The major discrepancies are observed
for the short wave significant swash height SSW , whose
distribution is more scattered.

Error statistics for the swash motion are given in table 2.
In total, the model captures reasonably well the significant
swash height with a RMSE of 0.42 m (corresponding to
a NRMSE of 0.16), a R2 of 0.74 indicating a good linear
correlation and a SCI of 0.19. A negative bias of 0.30 m
is noted, suggesting that the model tends to underestimate
the total significant swash height S. The IG swash shows
a higher correlation coefficient R2 than the SW swash.
However, a stronger negative bias is observed for SIG at
almost all locations compared to the one of SSW suggesting
that most of the underestimation of S is due to the IG
component.When looking at each longshore location, model
and observations show the best match at ID04 with a RMSE
of 0.27 m. In contrast, a RMSE of 0.54 m is observed at
ID03. The southern locations, ID01 and ID02, show similar
behaviors with a RMSE of 0.43 m at both locations. Both
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Table 1
Statistics evaluating the fit between observed and modeled values of wave heights. The statistics are evaluated at each cross-shore
location and for all locations together (total).

Total Seabird CP07 CP06 CP05 CP04

Hs RMSE (m) 0.31 0.49 0.16 0.16 0.13 0.11
NMRSE (-) 0.10 0.20 0.08 0.07 0.08 0.13
Bias (m) 0.11 0.38 -0.05 -0.05 0.01 0.01
R2 (-) 0.94 0.96 0.95 0.92 0.93 0.92
SCI (-) 0.18 0.21 0.10 0.11 0.10 0.07

HSW RMSE (m) 0.32 0.48 0.16 0.17 0.15 0.30
NMRSE (-) 0.10 0.20 0.07 0.08 0.09 0.76
Bias (m) 0.13 0.38 -0.05 -0.03 0.03 0.23
R2 (-) 0.94 0.96 0.94 0.91 0.91 0.36
SCI (-) 0.18 0.21 0.11 0.12 0.13 0.27

HIG RMSE (m) 0.11 0.07 0.07 0.08 0.07 0.35
NMRSE (-) 0.08 0.15 0.08 0.10 0.09 0.38
Bias (m) -0.02 0.03 -0.01 -0.04 -0.05 -0.34
R2 (-) 0.88 0.92 0.95 0.93 0.96 0.97
SCI (-) 0.18 0.24 0.11 0.14 0.12 0.34

Figure 5: Comparison between observations (red) and model (blue) results on the 02/02 at 4.30am (Hs = 3.5 m Tp = 14 s,
WL=+4.7 m). Spectra at locations of (a) seabird (depth of 15.5 m), (b) CP07 (3.8 m) and (c) CP04 (1.2 m). Light blue on (c)
corresponds to the numerical spectrum extracted 2 grid cells further shoreward. The vertical black dashed line represents the limit
between the SW and IG frequency band. Hso and Hsc respectively indicate Hs observed and computed. (d) Cross-shore transect
of HSW (solid line, circles) and HIG (dashed line, crosses), left axis. The bathymetric profile and still water level are indicated in
black and grey lines, right axis.

the IG and SW bands behave similarly with better statistics
at ID04.

Overall, the statistical model performance parameters
show that the BOSZ model performs reasonably well in
computing the nearshore wave propagation in the GPB for
moderate and energetic wave conditions and different tide
levels. Though, some discrepancies between computed and
observed data remain. These differences are expected, since
not all processes are taken into account by the model and
the exact wave conditions at the time of the campaign are

unknown. Nevertheless, figures 7 and 8, which are presented
in the results section, show that the model reproduces well
the variability induced by the tide and incident wave energy.
These qualities indicate that the model is a suitable tool for
studying swash motion at an embayed beach such as the
GPB.
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Figure 6: Comparison of modeled and observed S (a) , SSW (b), SIG (c). Blue, red, green and black colors respectively represent
the longshore locations ID01, ID02, ID03 and ID04. Crosses, pluses and circles respectively represent the different dates (31/01,
01/02 and 02/02). Solid, dashed and dotted lines respectively represents the 1:1, 10% and 30% error lines.

Table 2
Statistics evaluating the fit between observed and modeled
values of swash heights. The statistics are evaluated at each
longshore location and for all locations together (total).

Total ID01 ID02 ID03 ID04

S RMSE (m) 0.42 0.43 0.43 0.54 0.27
NRMSE (-) 0.16 0.21 0.21 0.32 0.11
Bias (m) -0.30 -0.26 -0.39 -0.41 -0.14
R2 (-) 0.74 0.75 0.85 0.51 0.85
SCI (-) 0.19 0.21 0.20 0.22 0.11

SSW RMSE (m) 0.38 0.40 0.38 0.46 0.29
NRMSE (-) 0.21 0.30 0.25 0.29 0.22
Bias (m) -0.13 -0.16 -0.29 -0.13 0.02
R2 (-) 0.44 0.62 0.53 0.23 0.49
SCI (-) 0.25 0.27 0.26 0.30 0.18

SIG RMSE (m) 0.37 0.41 0.31 0.46 0.30
NRMSE (-) 0.18 0.29 0.20 0.31 0.15
Bias (m) -0.29 -0.40 -0.24 -0.41 -0.20
R2 (-) 0.76 0.78 0.80 0.66 0.79
SCI (-) 0.22 0.28 0.20 0.25 0.17

5. Results
5.1. Significant swash height evolution

The evolution of the significant swash height S during
the 3-day case study are analysed at the four timestack
transects based on video observations and model results
(figure 7). Video captures cannot be performed at night time
and detection of the TWL line was challenging during some
of the most energetic conditions. Thus the model is used as
surrogate when video data are not available. The alongshore
averages of S vary from 0.4 m to 3.5 m with a mean of
1.8 m. This represents a range of 172% around the mean
value. At the four locations, the values of S are highly
modulated by the tide. For example, under similar incident
wave conditions, S varies by a factor of 8 between low tide
(LT) and high tide (HT) at ID01 with respectively S = 0.3m
and S = 2.5m. The varying wave conditions, which include
moderate swell (Hs = 1.5m, Tp = 11 s) to storm conditions

(Hs = 3.5 m and Tp = 14 s), also influence the swash
statistics. As expected, increasing wave heights and periods
induce higher values of S all along the GPB. For instance at
ID02, S is 2.3 times larger under energetic conditions than
under moderate conditions for a similar tide level.

The tide in combination with the incoming storm swell
during the second day abruptly increases the swash heights.
At ID01, a swash height of 0.33 m is observed at 11:30 am
and reaches 3.3 m at 2:30 pm, representing an increase by a
factor of 10 over the span of 3 h.
5.2. Tidal modulation of the swash

To quantify more precisely the impact of the tide on the
swash amplitude in this meso-tidal environment, the evolu-
tions of (S, SSW , SIG) normalized by the offshore wave
heightH0 are displayed on figure 8 as a function of the waterlevel (WL) for the two distinct wave regimes of the studied
time window. The WL corresponds here to the astronomical
tide �tide plus the potential surge �su (see eq. 1) as measured
by the tidal gauge. Both the observations (circles) and the
numerical results (crosses) are displayed and exhibit similar
trends, testifying again of the model results consistency.
The influence of WL on the amplitude of the significant
swash is pronounced for moderate wave conditions (blue).
For this wave regime, S varies by a factor of 4.5 from
0.3Hs at LT up to 1.4Hs at HT based on numerical results
(crosses). Observations (circles) show a similar trend as the
numerical results although no data were available at low
tide. In contrast, under energetic conditions the variability
of S and SSW is less pronounced. The evolution of SIG is
less dependent of the wave regime, with the ratio SIG∕HSincreasing almost linearly withWL from 0.3 at LT to 1.2 and
1 at HT respectively for moderate and energetic conditions.
5.3. Analysis of the longshore variability of S

Significant variability of swash height was observed
along the beach during the studied events. The experimental
data-set shows that under energetic conditions, S varied by
up to 1.5 m alongshore during a single event, which corre-
sponds to a 90% difference between the minimum and max-
imum values. Under moderate conditions, this difference
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Figure 7: Evolution of the significant swash height through time. (a) : Time series of Hs (blue dashed line), Tp (red solid line)
and the tide level (blue solid line). (b), (c), (d) and (e) : Time series of the significant swash height S at the different longshore
locations, respectively at ID01, ID02, ID03 and ID04. Blue line : numerical data, red squares : observations.

Figure 8: Evolution of the significant swash heights normalized
by the offshore significant wave height at the ID02 location
as a function of the water level, under moderate (blue) and
storm (red) conditions. (a) : S, (b) : SSW , (c) : SIG. Circles
denote the observations and crosses the numerical data. The
bathymetric profile is shown on panel (d), the two blue dashed
lines indicating the low and high water levels.

reached 120% or 1 m. Numerical results exhibit a similar
behavior with ranges of 1.0 m (66%) and 1.13 m (112%)
under energetic and moderate conditions respectively. The
location of highest swash values, or hotspot, appears to be
modulated by the environmental conditions.

To further examine this aspect, the numerical dataset
was divided into six classes, each representative of a specific

type of conditions, combiningwave characteristics andwater
levels that occurred during the studied time window. The
number of events observed and simulated in each class are
given in table 3. The longshore standard deviation of the
swash frequency components computed for each class are
used as statistics to quantify the alongshore variability of the
swash (table 4). Only the numerical results were considered
as they provide a continuous longshore distribution and by
consequence a better representation of each class of events.
The longshore standard deviations of S ranges between 13
cm and 46 cm. The variability of S is greater for higher
water levels for bothmoderate and energetic conditions, with
for example �(S) = 22 cm at LT and �(S) = 46 cm
at HT. The alongshore swash variability appears driven by
both frequency components as �(SSW ) and �(SIG) are
of the same order of magnitude. At LT, for moderate and
storm conditions, the variability is slightly dominated by the
infragravity frequency band (�(SIG) > �(SSW )), as well as
the swash motions (SIG∕SSW >2.5). At MT and HT, while
SSW andSIG are more balanced (with a slight prevalence of
IG for the two energetic classes), SSW appears to be leading
the alongshore variability.
5.4. Spectral distribution of the swash energy

The energy density spectra computed from the 15 min
swash times series are averaged over the classes defined in
table 3 to further characterize the dependency to environ-
mental conditions (fig. 9). At LT, the class-averaged spectra
are highly dominated by the IG band along the entire beach
regardless of the incident wave conditions (panels (a) and
(d)), with a mean ratio of 2.5 and 2.9 under moderate and en-
ergetic conditions respectively (table 4). At MT, under mod-
erate conditions (panel (b)) the energy distribution presents
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Table 3
Classes separating the dataset into events of similar conditions and corresponding number of events modeled. The number of
observed events is shown between brackets.

Wave energy Low tide (LT) Mid tide (MT) High tide (HT)
0.5 m < WL < 1.8 m 1.8 m < WL < 3.5 m 3.5 m < WL < 4.7 m

Moderate
1.2 m<Hs<1.7 m Computations : 10 (0) Computations : 5 (8) Computations : 8 (9)
10 s<Tp<12 s

Storm
3 m<Hs<4 m Computations : 7 (0) Computations : 10 (9) Computations : 10 (0)

13.5 s<Tp<14.5 s

Table 4
Statistics of the longshore variability of the swash for each class of conditions. The standard deviation (�) is given by columns 3,
4 and 5 for S, SSW and SIG respectively. The last column provides the averaged (mean), minimum (min) and maximum (max)
ratio SIG∕SSW .

Wave energy Tide �(S) (m) �(SSW ) (m) �(SIG) (m) SIG∕SSW mean | min | max

Moderate
Low tide 0.13 0.08 0.11 2.5 | 1.6 | 4.1
Mid tide 0.26 0.25 0.13 0.8 | 0.6 | 1.4
High tide 0.28 0.29 0.27 1.0 | 0.4 | 1.7

Storm
Low tide 0.22 0.12 0.19 2.9 | 2.0 | 5.1
Mid tide 0.27 0.25 0.20 1.2 | 1.0 | 2.0
High tide 0.46 0.49 0.41 1.3 | 0.6 | 2.1

Increasing water level
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Figure 9: Modeled swash spectra as a function of the alongshore distance. Each spectrum is an average of all events in each class
defined in 3 and normalized by its maximum value. The horizontal black dashed line represents the limit between the IG and SW
frequency bands. The vertical red dashed lines indicate longshore positions of the webcam transects (see fig. 3 (a)). For reference
of the alongshore position see figure 11.
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a bi-modal pattern with higher energy in the SW frequency
band, typical from reflective behaviors. For similar water
level conditions but under storm conditions (panel (e)), the
distribution is more spread out despite the presence of two
distinct peaks in the lower IG band and in the lower SW
frequency band. At HT (panels (c) and (f)), both frequency
bands are visible in similar intensities (mean ratio around 1,
table 4). Those results confirm the strong tidal modulation of
the swashmotion and the secondary influence of the incident
wave conditions.

Alongshore differences of swash energy distribution be-
tween frequency bands are clearly visible for each class.
Generally, a lower energy is found in the southern part of
the domain (y < 450m) while several hotpots of energy both
in the SW and IG frequency bands are observed at different
longshore locations. At LT (panels (a) and (d)), most of the
energy is clearly in the IG band and exhibits lower values in
the southern part of the domain. A strong concentration of
IG energy is found around y = 700 m.
At MT, under storm conditions (panel (e)), the spectrum is
saturated at all frequencies over the entire beach with the
energy gradually increasing from south to north (i.e. with
increasing algonshore distance). Similarly to LT, a stronger
concentration of IG energy is found around y = 700 m.
Under moderate conditions (panel (b) the decrease of energy
in the south is abrupt, with virtually no energy found before
y = 430 m. The low energy zone extends even further into
the IG band. In the SW frequency band, three distinct peaks
are well defined in the northern part of the domain (y>600
m) while only the main peak is visible souther from this limit
.
At HT, the low frequencies display a similar behavior as
at LT and MT, exhibiting an increase from south to north,
gradual under moderate conditions (panel (c)) and more
abrupt under storm conditions (panel (f)). However, the
energy distribution in the SW frequency band displays a
highly variable behavior, with several distinct hotspots of
energy. These features are disseminated along the beach
centered around the frequency f = 0.08Hz under moderate
conditions and f = 0.06Hz under storm conditions which
correspond to the incident swell peak frequency. As a result,
the southern part of the domain appears SW dominated
while some locations in the northern part are clearly IG
dominated.

6. Discussion
6.1. Short and long wave contributions to the

swash under varying conditions
The water level has been shown to have a significant

influence on the wave and swash dynamics in an environ-
ment exhibiting complex morphologies such as bar systems
(Guedes et al., 2011, 2012; Vousdoukas et al., 2012; Cohn
and Ruggiero, 2016; Khoury et al., 2019; Matsuba et al.,
2021). In this study, a significant tidal-induced variability
of a factor of 4.5 was observed under moderate conditions

(figure 8), with low values found at LT. Cross-shore evo-
lution of Hs (see example in figure 5) supported by visual
observations show that wave breaking primarily occurs on
the low sloping region at LT. This results in a wide surf zone
dissipating a substantial amount of SW energy ultimately
leading to predominant control of the swash by long waves.
In contrast, at HT plunging breakers on the steep foreshore
are observed, dissipating less wave energy before reaching
the shoreline.
Furthermore, differences in the tidal level also result in
contrasted relative contributions of the SW and the IG to
the swash motion. To highlight these variable situations,
figure 10 shows the evolution of the alongshore averaged
ratio SIG∕SSW as a function of the water level. For low
water levels (WL<2m) the swash appears largely dominated
by low frequency motions (1.5<SIG∕SSW <3.5), typical
of low sloping beaches (Ruggiero et al., 2004; Stockdon
et al., 2006). As the tide level increases, the relative con-
tribution of the IG swash decreases. For moderate wave
conditions, the swash becomes SW dominated from WL
= 2.5 m (MT) to 3.5 m. For comparable WL in energetic
conditions, SIG∕SSW is close to 1. At high tide (WL >
3.5 m), the relative IG contribution increases again and the
configuration is back to IG predominance. Thus, depending
primary on the water level and secondary on the incident
wave energy, the same studied beach may alternatively ex-
hibit dissipative or reflective or intermediate configurations.
An explanation for these contrasted situations can be found
again in the tidal modulation of the surfzone location and the
related slope, especially under moderate wave conditions.
Under energetic conditions, largewaves tend to break deeper.
At HT, waves still break over the flat terrace, resulting in
a rather dissipative behavior despite the higher WL. This
behavior is consistent with the lower variability of S and
SSW under energetic conditions on figure 8. In addition, the
low values of SIG observed at LT on figure 8 suggest that a
portion of the IGwave energy is dissipated through breaking,
consistently with previous studies carried out under dissipa-
tive conditions (van Dongeren et al., 2007; de Bakker et al.,
2014). While averaged values clearly show a trend depend-
ing on the tide level, significant alongshore variations of the
dominating swash contribution are observed, especially at
HT and LT, where the IG component is dominating. For
example, under energetic conditions (red curve) for a water
level of 4.5 m the swash ratio varies between 0.7, character-
istics of reflective conditions, and 2.0 more representative of
dissipative conditions. Thus, remarkably, both reflective and
dissipative swash regimes may be simultaneously present
along the same studied beach.
6.2. Alongshore variability of the swash

We observed a pronounced alongshore variability of the
swash and its frequency components with a ratio of 2.2
between the lowest and the highest value of S measured
along the beach. This result is comparable to the along-
shore variability previously documented at a dissipative
open beach (Senechal et al., 2018), a dissipative semi-open
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Figure 10: Alongshore averaged ratio SIG∕SSW against the water level. The solid line and crosses denote the numerical data,
and shaded areas indicate the 25 and 75 percentile of the alongshore values. Blue and red colors respectively indicate moderate
(Hs < 1.5m) and storm conditions (Hs > 3m).

beach (Ruggiero et al., 2004) and at a reflective pocket beach
(Guedes et al., 2012). The measured longshore variability
of the swash was confirmed by our numerical computations
that allow to supplement the data set with additional wave
and water level conditions. The averaged variability of S
computed within each class of conditions (defined in table
3) also shows a significant variability with a standard de-
viation ranging from 0.13 m up to 0.46 m (table 4). This
is comparable to Stockdon et al. (2006), whose study was
carried out on dissipative and reflective beaches. In our
study, we show that the contribution of SSW and SIG to
the alongshore variability of the swash is usually balanced in
most of the cases studied. This result contrasts with previous
studies both for dissipative beaches where the variability
was contained within the IG band (Ruggiero et al., 2004;
Senechal et al., 2018; Pinault et al., 2020a), and for reflective
beaches where SSW was the predominant component of the
swash amplitude’s variability (Guedes et al., 2012).
6.2.1. Beach slope influence

The spatial correlations between the alongshore distri-
bution of the swash and the foreshore slope are calculated
(table 5) to assess the influence of the beach slope. The
foreshore slope �f was calculated here as the slope over a
region of ±0.5m around the still water level. The total swash
S exhibits a positive correlation with �f (90% of the time) :
an increase of �f results in an increase of the amplitude ofS.
SSW is significantly correlated (at the 95% confidence level)
to �f 95% of the time, while for SIG it is only 63% of the
time. This result is consistent with previous studies showing
that SSW and the foreshore slope are linearly dependent
(Stockdon et al., 2006; Ruggiero et al., 2004; Nicolae Lerma
and Bulteau, 2017), while the influence of the beach slope on

Table 5
%R2 : Percentage of spatial correlations significant at the
95% level. The value in parenthesis indicates the percentage
of significant correlations that are positive. R̄2 : averaged
correlation over all events.

R2(S, �f ) R2(SSW , �f ) R2(SIG, �f )

%R2 93 (90) 95 (98) 63 (100)
R2 0.48 0.52 0.33

SIG is often omitted in run-up estimation formula (Stockdon
et al., 2006; Senechal et al., 2011; Brinkkemper et al., 2013).
Values of R2 averaged over the whole data-set (R2) suggest
that the alongshore variability of SSW can be partially
explained by the foreshore slope variation (R2 = 0.52). The
influence is much less pronounced for SIG (R2 = 0.33).
The analysis of R2 computed for the different classes of
conditions highlights that the influence of the foreshore slope
can vary according to the wave and water level conditions
(table 6). The influence of �f on the variability of S is
the highest at mid tide for both moderate and energetic
wave regimes. Both SSW and SIG exhibit the same trend,
with higher values for SSW consistently with table 5. Poor
correlation is found between SIG and �f at both LT and
HT. Consistently with previous results, SSW is (partially)
correlated with �f at HT under moderate conditions, while
this not the case anymore during the storm.
6.2.2. Nearshore morphology influence

In order to better understand the role of the nearshore
morphology on the swash dynamics, maps of significant
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Figure 11: Significant wave height Hs normalized by the offshore wave height. Black lines display the contour of the bathymetry
and white lines the contour of the values plotted in the colormap (Hs∕H0).

Table 6
Squared correlation coefficients between the alongshore distri-
butions of the swash and the foreshore slope. Values shown
are significant at the 95% percentage confidence level. All
calculated coefficients were positive.

Wave energy R2(S, �f ) R2(SSW , �f ) R2(SIG, �f )

Moderate
Low tide 0.29 0.34 0.19
Mid tide 0.68 0.70 0.43
High tide 0.41 0.57 0.08

Storm
Low tide 0.24 0.42 0.17
Mid tide 0.61 0.59 0.40
High tide 0.31 0.26 0.12

wave heights Hs are computed for each class of wave con-
ditions and water levels defined in table 3 (figure 11). These
maps reveal that the influence of the tide on the nearshore
wave field characteristics varies according to incident ener-
getic conditions. Under moderate conditions, the surf zone
gets narrower and moves further onshore as the water level
increases, while for energetic conditions the influence of
the tide is less pronounced, since waves mostly break fur-
ther offshore. As a consequence, while the alongshore dis-
tribution of the wave-field in intermediate water depth is
relatively uniform, with a variability of less than 10% be-
tween maximum and minimum at a depth of 15 m for all

conditions, the nearshore wave-field exhibits clearly non-
uniform patterns. Furthermore, the presence of geological
and three-dimensional morphological features influences the
distribution of Hs in different ways along the beach. The
most obvious effect is the significant decrease of wave en-
ergy in the lee-side of the rocks that corresponds to the area
of low swash energy observed on figure 9 for x<450 m.
Furthermore, as suggested in previous studies (Guedes et al.,
2012; Nicolae Lerma and Bulteau, 2017; Senechal et al.,
2018), the uneven distribution of wave energy induced by the
nearshore topography can influence the swash components.
Under moderate conditions, lower energy is observed in
the rip channel (around x = 500m), which corresponds
to a de-focusing area due to refraction above the channel’s
sides. In this region a lower swash energy is found at LT
in the IG frequency (figure 9 panel (a)) but is less visible
at mid or high tide. Morphology-induced variations of the
wave-field are also observed over the large channel located
at x = 700 m. While a higher swash energy is observed
at LT in that region, under both moderate and energetic
conditions (see figure 9 panels (a) and (d)), Hs values aresmaller suggesting that in this particular case, higher waves
in the nearshore do not necessarily lead to higher swash
values. Under energetic conditions the wave-field displays
considerably less alongshore variability in the nearshore
except in the vicinity of the rocky islands, as a result of wave
breaking that occurs much further offshore.
Finally, the correlation between the wave and swash height
distributions are given in table 7. At MT, under both mod-
erate and energetic conditions the alongshore distributions
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Table 7
Squared correlation coefficients between the alongshore distri-
butions of the swash and the significant wave height at a depth
of 1 m. Values shown are significant at the 95% percentage
confidence level.

Wave energy R2(S,Hs) R2(SSW ,Hs) R2(SIG,Hs)

Moderate
Low tide 0.10 0.38 -
Mid tide 0.95 0.93 0.87
High tide 0.49 - 0.84

Storm
Low tide 0.17 0.53 0.09
Mid tide 0.73 0.73 0.57
High tide 0.08 0.05 0.48

of the wave and swash heights are highly correlated (0.57 <
R2 < 0.95). At LT SIG displays very low correlations with
Hs, whereas forSSW poor correlations are found at HT. The
variability observed in table 7 suggests that the influence
of the morphology on the swash distribution is frequency-
dependent. A deeper analysis to understand exactly how each
frequency is affected by morphological features is required
to fully explain the alongshore variability of the run-up.
6.3. Phase-resolved modeling of swash motion

While the use of phase-resolving models, especially
Boussinesq-type, is becoming increasingly popular for coastal
engineering applications, only few studies present compar-
isons between model results and and run-up observations
in realistic study cases. The SWASH model (Zijlema et al.,
2011) has been assessed against run-up data on open dis-
sipative beaches under moderate conditions (Hs<2.3 m)
in 2D by Guimarães et al. (2015), under highly energetic
conditions (Hs>6 m) in 2D by Nicolae Lerma et al. (2017)
and in 1D by Fiedler et al. (2018). More recently, the
model was applied to lowly-energetic conditions (Hs<2 m)
in an embayed beach by Valentini et al. (2019). The non-
hydrostatic version of XBeach was applied by de Beer et al.
(2021) under mildly energetic conditions (Hs<3.1 m) on an
intermediate open beach.
In the present study, the BOSZ model is validated against
data obtained in the constrained environment of an inter-
mediate reflective embayed beach under wave conditions
varying from moderate (Hs=1.5 m) to highly energetic
(Hs=4.5 m). Moreover, the studied time window corre-
sponds to a large spring tidal range (0.5 m<WL<4.7 m),
which results in a wide range of swash values (0.8 m<S<3.5
m for the observations). The study site is characterized by a
significant morphological complexity, being an urbanized
embayed beach with many bathymetric heterogeneities at
various depths. This configuration required the use of a large
numerical domain. The domain is 3.5 km in the longshore
compared to only 2 km in Nicolae Lerma et al. (2017), 380
m in de Beer et al. (2021) and 203 m in Valentini et al.
(2019). The offshore boundary is set at about 20 m depth
compared to about 10 m in Fiedler et al. (2018); de Beer

et al. (2021) and 6 m in Valentini et al. (2019). At the
offshore model limit, the boundary condition was derived
from an inner shelf spectral model (SWAN) to account for
the variability induced by strong bathymetric gradients to
be found between 50 m and 20 m , when other studies
(Nicolae Lerma et al., 2017; Fiedler et al., 2018; de Beer
et al., 2021) used direct measurements carried out at a single
offshore position assuming longshore uniform incident wave
conditions. Due to the large numerical domain, the grid
size was limited to reduce the computational cost. It was
set to 3.5 m in both directions, which is larger than that in
most of the previous studies, where a mesh size of 0.5 m
(Fiedler et al., 2018; de Beer et al., 2021) to 2 m (Nicolae
Lerma et al., 2017) was used. Additional tests (not shown
here) showed that most of the dominant processes were
sufficiently resolved with a 3.5 m grid size and decreasing
the cell dimensions did not significantly add to the quality
of the computed results, but instead, considerably increased
the computational cost. Moreover, the strong bathymetric
gradients pose a challenge to numerical stability when small
grid sizes are used. Nonetheless, normalized errors NRMSE
computed here are about 15% for S which is comparable
with previous studies (Nicolae Lerma et al., 2017; Fiedler
et al., 2018; Valentini et al., 2019; de Beer et al., 2021).
Most important, the trends observed in the large space-time
variability of the swash motions are consistently captured by
the model.

7. Conclusions
In this study, the swash zone dynamics in a mesotidal

embayed beach is investigated based on the combination of
field measurements and numerical computations covering
moderate to energetic incident wave conditions. The follow-
ing conclusions can be drawn from this work:

• The phase-resolving Boussinesq-type model BOSZ
(Roeber et al., 2010; Roeber and Cheung, 2012a) was
found to accurately compute nearshore wave transfor-
mation and swash motion for this geologically con-
strained and urbanized pocket beach. In particular, it
allows to capture the evolution of the contribution of
both incident and infragravity waves on the swash
motion in dependence of the tide level. This result
demonstrates that this type of nearshore wave model
can serve as a promising complementary tool to better
understand the functioning of complex beach config-
urations where it is notoriously challenging to carry
out extensive field measurements.

• Themeasurements and themodel computations reveal
that the intermediate-reflective profile of the beach
combined with a large tidal range results in a strong
modulation of the swash motions along the tide cycle.
The significant swash height varied from 0.3Hs up to
1.4Hs respectively at low and high tide. The tide was
found tomodulate the swashmotion by controlling the
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breaking zone location and thus the spatial distribu-
tion of energy dissipation. This leads to a wide dis-
sipative surfzone with an IG dominated swash at low
tide, as well as at high tide under storm conditions. In
contrast at high tide under moderate wave conditions,
a narrow surfzone on the steep foreshore results in a
SW dominated swash motion.

• Observations showed that the significant swash height
varies by up to a factor of 2.2 alongshore, and is
of the same order of magnitude as previous studies.
The analysis of the characteristics of the wave field
shows that the geology and nearshore morphology
contribute to the alongshore non-uniformity of the
swash by rapidly and locally redistributing and focus-
ing wave energy through refraction. In addition, the
foreshore topography also conditions the short wave
contribution to the swash, with more or less influence
depending on the tide level.
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CHAPTER 4. SWASH MOTION AND HYDRODYNAMICS IN A MESO-TIDAL
EMBAYED BEACH - CASE OF THE GRANDE PLAGE OF BIARRITZ

4.4 Swash motion computation with a 1D model config-

uration

For operational purposes, such as integration in an Early Warning System (EWS), 1D

model configurations offer the advantage of being much faster to run and easier to implement

than 2D configurations. In this section, we study the potential of a 1D model configuration to2025

reproduce the observed wave transformations and swash motions at three longshore locations

corresponding to timestacks ID02, ID03 and ID04. This study aims to quantify the differences

with a 2D model configuration in a highly alongshore non-uniform environment.

The 1D model configuration implemented at GPB is derived from the 2D model configu-

ration. The entire campaign was computed at the three longshore locations. ID01 was not2030

modeled as it is located directly behind a rock. A constant grid size of 3.5 m was used. The

closest SWAN spectrum were used as offshore spectral wave forcing (figure 4.3). For compari-

son, the computation of the 1.5 hrs model runs took around 20 hours for the 2D model and 5

min for the 1D model.

4.4.1 Nearshore wave transformation2035

A comparison of significant wave heights and spectral energy distributions computed with

the 1D and 2D model configurations is given on figure 4.4. This event was characterized by

energetic conditions with (Hs, Tp) = (4.1 m, 14.3 s) at mid tide (+2.7 m). Before the surf

zone the two model implementations exhibit a difference of about 70 cm for HSW , which is

responsible for the overestimation of the 2D version at the seabird. In the 1D configuration the2040

offshore input spectrum corresponds to a defocus zone (figure 4.3). This could explain the lower

values observed at the seabird. In addition, the overestimation is also observed in the SWAN

results which supports that the bias originated from the SWAN configuration rather than from

BOSZ . Within the surf zone (x > 500m), the two curves are superimposed suggesting a similar

dissipation rate in both configurations, and very little refraction in the 2D model. A higher HIG2045

is observed in the 1D model, especially close to the shoreline, which results in an overestimation

of the IG wave height at the sensors locations.

At CP07 location, the deepest sensor in the intertidal zone (panel (b)), the 1D configuration

does not exhibit the correct peak at f = 0.0675Hz observed contrary to the 2D configuration. In

addition, the two peaks observed in the IG band, f = 0.005/0.0225Hz are largely overestimated,2050

while the lowest peak tends to be underestimated by the 2D configuration. At the CP06 and

CP05 locations (panels (c) and (d)) all spectra display the same 3 peaks. However, the 1D

configuration shows a considerable increase of energy in the frequencies lower than 0.05Hz. The

sharp spectral peaks observed at CP06 and CP05 suggests a nodal structure due to reflected

wave at the shoreline, explored into details in section 4.5). The 1D configuration shows a much2055

more pronounced nodal structure, probably as both the incoming and reflected IG waves are

overestimated. At the shallowest location (panel (e)), the energy is contained in the IG band

and largely increased in the 1D case. The fact that the 1D configuration considerably increases
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Figure 4.4: (a) : Significant wave heights HSW (solid line, circles) and HIG (dashed line,
crosses) for the observations (red) the 1D (black) and 2D (blue) configuration. (b), (c), (d)
wave spectra at the deepest to shallowest pressure sensors locations (CP07, CP06, CP05) and
(e) at the shallowest submerged location of the observations (red), 1D (black) and 2D (blue)
configurations.

energy unevenly with respect to the frequencies is problematic as it does not reflect the correct

spectral shape.2060

Performance statistics of the 1D configuration over the whole 3-days data-set are shown in

table 4.2, in green when it represents an improvement and in red when a deterioration compared

to the 2D configuration is observed. In total, a better performance of the 1D configuration is

noted, with a RMSE decreasing from 0.31 m to 0.22 m for Hs. This is due to a better match with

the seabird data, mostly visible for HSW , where the RMSE is reduced to 0.18 m instead of 0.482065

m in the 2D configuration, and the bias from +0.38 m down to +0.09 m. However, for HIG the

1D configuration significantly overestimates values at the seabird, with a bias increasing from

+0.03 m to +0.15 m. The values are more scatter (SCI of 0.58). The increase is also observed

at the other pressure sensors locations with significant positive bias (> 0.15 m) while the 2D

configurations slightly underestimates the values. The SCI values indicate a more scattered2070

distribution compared to the 2D configuration. For HSW , the results at the pressure sensors

are very similar between the 1D and 2D configurations, with a slight increase in the 1D case,

resulting in a slight positive bias instead of slight negative bias. The more conservative behavior

of the 1D configuration is consistent with results reported in previous studies (Stockdon et al.,

2014, Nicolae Lerma et al., 2017, Valentini et al., 2019).2075

4.4.2 Swash motion

The performances of the 1D and 2D models during the 3-days campaign are now compared

for the swash values and shown in table 4.3. Overall, when compiling the results at all longshore

locations (from ID02 to ID04) the 1D configuration yields similar results with a RMSE of 0.43
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Table 4.2: Statistics evaluating the fit between observed and modeled values for wave heights
in the 1D configuration. The statistics are evaluated at each cross-shore location and at the all
locations (total). Green : better performances of the 1D model, red : better performances of
the 2D model.

Total Seabird CP07 CP06 CP05 CP04

Hs RMSE (m) 0.22 0.20 0.22 0.20 0.23 0.29
NMRSE (-) 0.07 0.08 0.09 0.10 0.13 0.35

Bias (m) 0.15 0.11 0.15 0.15 0.2 0.26
R2 (-) 0.96 0.97 0.95 0.94 0.94 0.94
SCI (-) 0.13 0.09 0.14 0.13 0.18 0.19

HSW RMSE (m) 0.18 0.18 0.17 0.13 0.14 0.34
NMRSE (-) 0.06 0.07 0.07 0.06 0.08 0.86

Bias (m) 0.07 0.09 0.03 0.04 0.07 0.32
R2 (-) 0.96 0.97 0.94 0.94 0.92 0.75
SCI (-) 0.13 0.08 0.11 0.09 0.12 0.30

HIG RMSE (m) 0.25 0.18 0.29 0.26 0.28 0.20
NMRSE (-) 0.17 0.36 0.35 0.32 0.36 0.21

Bias (m) 0.19 0.15 0.25 0.23 0.24 -0.03
R2 (-) 0.90 0.95 0.93 0.94 0.96 0.92
SCI (-) 0.13 0.58 0.48 0.44 0.47 0.19

Table 4.3: Statistics evaluating the fit between observed and modeled values for swash heights
in the 1D configuration. The statistics are evaluated at each longshore location and at the all
locations (total). Green : better performances of the 1D model, red : better performances of
the 2D model.

Total ID02 ID03 ID04

S RMSE (m) 0.43 0.47 0.33 0.45
NRMSE (-) 0.17 0.22 0.20 0.19

Bias (m) -0.05 0.08 -0.20 -0.04
R2 (-) 0.76 0.77 0.87 0.79
SCI (-) 0.18 0.22 0.14 0.19

SSW RMSE (m) 0.45 0.43 0.51 0.41
NRMSE (-) 0.25 0.29 0.32 0.30

Bias (m) -0.31 -0.35 -0.29 -0.3
R2 (-) 0.39 0.44 0.29 0.50
SCI (-) 0.29 0.29 0.33 0.25

SIG RMSE (m) 0.57 0.60 0.49 0.60
NRMSE (-) 0.28 0.38 0.33 0.29

Bias (m) 0.17 0.36 -0.04 0.18
R2 (-) 0.56 0.77 0.59 0.6
SCI (-) 0.33 0.38 0.27 0.33

m against 0.42 m in 2D. However, the bias is reduced from -0.31 m in 2D to -0.05 m 1D, which2080

is consistent with the higher values of Hs observed in table 4.2 and the general observation that

1D model configurations lead to less energy dissipation (Stockdon et al., 2014, Nicolae Lerma
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et al., 2017, Valentini et al., 2019).

While overall 1D and 2D performances are similar, when looking in details at the respective

frequency contributions the 1D configuration appears less accurate than the 2D one. Indeed,2085

a larger negative bias is observed for SSW (-0.31 m), compensated by a positive bias of SIG

(+0.17 m), whereas in the 2D configuration both components were underestimated. In addition,

the RMSE of each component has increased under the 1D configuration (from 0.38 to 0.45 m

for SSW and from 0.36 to 0.57 m for SIG). The RMSE for SIG/SSW (not shown) in the 1D

configuration is twice the one of the 2D, proving that the spectral distribution is wrongly2090

captured.

4.5 Role of infragravity waves to swash motion

In section 4.3, we have shown the critical influence of IG waves on swash motion. Indeed,

the swash motion was IG dominated on more than 50% of the data-set (see figure 10 in section

4.3). The IG swash response to the offshore wave height was seen to be modulated by the2095

incident wave conditions and most importantly by the tidal level, primarily by controlling the

slope in the area of the SW breaking. In this section, we propose a detailed study of the

transformation of incoming IG waves under different water levels and wave conditions along

one representative cross-shore profile of the GPB. In particular, the dissipation of IG energy

near the shoreline is investigated to provide further insights on the control of environmental2100

parameters on the IG swash. The study is based on the previously validated numerical data-set.

The same classification of conditions as in section 4.3 (table 3) is used, consisting in 3 averaged

water levels, +1.2 m (LT), +2.7 m (MT) and +4.5 m (HT), and two averaged wave regimes :

(Hs, Tp) = (1.5m, 11s) and (3.5m, 14s). Results along the cross-shore transect corresponding to

ID02 are used since the pressure sensors used for validation were deployed along this transect.2105

4.5.1 Cross-shore transformation of infragravity waves

Figure 4.5 shows the evolution of HSW , HIG and their ratio for the six classes of wave and

water level conditions. Under moderate wave conditions (panel (a)), the location of the surf

zone is tidally-modulated. At LT wave breaking occurs on the second part of the low sloping

area (x > 600 m) where SW energy is strongly dissipated across a wide surf zone. At HT,2110

waves break on the high sloping foreshore dissipating much less energy. The evolution of HIG

is relatively similar under all tides with a gradual increase, followed by an abrupt section on

the foreshore at HT.

Under energetic conditions (panel (b)), the large waves start breaking deeper. This results

in a similar dissipation of the SW energy at all tides, occurring on a wide surf zone and starting2115

on the low sloping part around x = 500m. The increase of IG energy is gradual up to the outer

bar (x = 600m). Then, it continues to grow before abruptly increasing at the shoreline at MT

and HT. However, HIG remains constant or slightly decreases after the bar at LT.

The importance of the IG waves decreases as the tide increases under both moderate and
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Figure 4.5: Cross-shore evolution of HSW (solid lines) and HIG (dashed lines) along ID02 under
moderate (a) and energetic conditions (b) at LT (blue), MT (red) and HT (black). The ratio
of HIG/HSW is indicated on panels (d) and (e). The cross-shore profile (black) along with the
still water levels (colors) are shown on panels (c) and (f).

energetic conditions (panels (d) and (e)). Under energetic conditions, we observe IG domi-2120

nated wave motions near the shoreline at LT and MT. At HT, the contribution s of the two

spectral components are more balanced. Under moderate conditions, waves are IG dominated

at LT while SW dominated at MT and HT (HIG/HSW < 0.5).

4.5.2 Cross-shore energy spectrum distribution2125

Figure 4.6 displays the computed cross-shore variation of the wave spectrum for the six

scenarios. The high-energy spectra (lower row) exhibit a broader peak saturated in the SW

frequency from the lowest part of the band (about 0.05Hz) up to more than 0.015Hz compared

to the moderate cases which show a clear peak around f = 0.08 Hz. As the waves propagate

on the bar (around x = 600m), an increase of SW super-harmonic components, corresponding2130

to approximately 2fp is observed suggesting an increase of non-linearity at this location. This

high-frequency energy contributes to locally increasing the asymmetry and skewness of the

individual waves (Mouragues et al., 2019). When reaching shallow waters, the energy across

the SW frequency band decreases, starting with the highest frequencies. Simultaneously, an

increase of IG energy is noticeable starting around x = 800 m and x = 500 m under moderate2135

and energetic conditions respectively.

The wave spectra also highlight the presence of a standing wave pattern in the IG frequency
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Figure 4.6: Cross-shore wave spectrum along the ID02 transect, for each class of event. Note
that the color scale is logarithmic to emphasize lower values. Black dashed line represents the
cut-off frequency of fc = 0.05Hz. White dashed lines indicate natural frequencies for a given
cross-shore location as calculated using eq. A.8. The cross-shore profiles (black) and still water
levels (blue) are shown on panels (g)-(i).

band. Indeed, regions of nearly null energy that could correspond to nodes location are followed

by regions of high energy typical of anti-nodes (de Bakker et al., 2014, Martins et al., 2017,

Bertin et al., 2018a, Matsuba et al., 2021b). This is further corroborated using equation A.82140

as the anti-node locations observed correspond well with predicted anti-nodes locations (white

dashed lines on figure 4.6). The presence of a nodal structure appears both tide and wave

conditions dependent. At LT only the first mode (around f = 0.02 Hz) is excited, really close

to the shoreline (around x = 900 m). At MT and HT the nodes/anti-nodes are much more

visible, especially under energetic conditions. The nodal structure is a consequence of reflection2145

at the shoreline of waves that have not been dissipated. The influence of the tide and wave

conditions on the dissipation of IG waves is further explored in section 4.5.4.

4.5.3 Mechanisms of infragravity waves generation

In the literature, two mechanisms of IG waves generation are commonly identified : the

Bound Wave (BW) and the moving Break-Point (BP) mechanisms. The first mechanism says2150

that IG waves are generated through non-linear interactions within the wave groups and traveled

bound to the group until released in the surf-zone. The second mechanism states that the

depth-induced wave breaking occurring at different cross-shore locations depending on the wave

height, the associated set-up will oscillate and create an IG wave propagating both sea- and

shore-ward from the break-point. In this section, the contribution of these two mechanisms to2155

the generation of the observed IG waves is investigated by comparing the cross-shore evolution
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of the wave group η̃ to the IG waves ηIG. The method used to determine η̃ and ηIG is detailed

in appendix A.

The cross-correlation between the upper envelope of the wave groups η̃ at the location

x0 = 520 m (before the surf zone) and IG wave signal ηIG at each cross-shore location is2160

presented on figure 4.7. Under all conditions, a negative correlation is observed at increasing
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Figure 4.7: Cross-correlation between the upper envelope of wave groups η̃ before the outer-
bar (x0 = 520 m) and IG waves ηIG at all locations. Red indicates positive correlations and
blue indicates negative correlations. The red circle corresponds to the location x0 where η̃ is
calculated. Solid black lines correspond to the trip time of shallow water waves from each
location to x0. Black dashed lines indicate the trip time from each location, to the shore and
back to x0.

time lags as the distance to the shoreline decreases. This pattern follows the predicted time

lag of a wave propagating at the shallow water celerity
√
gh (black solid line). This feature has

commonly been reported in the literature (Janssen et al., 2003, de Bakker et al., 2013, Inch et al.,

2017) and suggests that the IG signal travels out of phase and bound with the SW envelope2165

and at the shallow water celerity. The negative correlation extends all the way to the shoreline,

indicating that the bound IG waves persist through the surf zone where they are released due to

depth-induced breaking of the SW and propagate to the shoreline (Janssen et al., 2003). This

result is consistent with Poate et al. (2020) who suggested that BW mechanism is expected

to dominate on sloping platforms, such as sandy beaches, whose slope is less 0.1, whereas the2170

BP mechanism is expected to dominate on steep sloping environment such as sub-horizontal

platforms.

A negative correlation is observed at MT and HT (panels (b), (c), (e) and (f)) for increasing

time lags as the distance from the shoreline increases. This pattern highlights possible shoreline

reflection as it corresponds well to the predicted lag of reflected wave traveling at
√
gh indicated2175
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by the black dashed lines, consistently with previous studies (Ruju et al., 2012, Janssen et al.,

2003, Poate et al., 2020, Matsuba et al., 2021b).

4.5.4 Dissipation of IG waves

As concluded from figures 4.6 and 4.7, IG wave reflection at the shoreline is observed only at

MT and HT. The absence of reflection at LT is investigated here by evaluating the dissipation2180

of IG waves near the shoreline. This analysis is based on the separation between the incoming

(E+(f) or H+
IG) and reflected (E−(f) or H−

IG) IG components. The separation is performed

using the collocated measurements of horizontal cross-shore velocities and free surface elevation,

as described in Sheremet et al. (2002) (see appendix A.2).

Bulk reflection coefficients R2 = H−
IG

2
/H+

IG
2

(eq. A.5) of the partitioned IG band are pre-2185

sented on figure 4.8 for the different classes of conditions. The cross-shore evolution of R2
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Figure 4.8: Cross-shore evolution of bulk-IG reflection coefficient R2 for the different frequency
bands for each class of conditions. Red : 0.003 − 0.017 Hz, Blue : 0.017 − 0.034 Hz, Black :
0.034− 0.05Hz. Top row : moderate conditions, bottom row : energetic conditions. From left
to right : low, mid and high tide.

generally indicates that under moderate conditions (panels (a)-(c)) leaky IG waves (free re-

flected IG waves) dominate the low frequency wave motions outside the surf zone (R2 > 1) and

seawards while released incident bound IG wave are prevailing from the surf zone up to the

shoreline (R2 < 1). Under energetic conditions (panels (d)-(f)), IG motions are dominated2190

by incident IG waves. Consistently with previous field studies (Guedes et al., 2013, de Bakker

et al., 2014, Inch et al., 2017), the infragravity dissipation observed is frequency-dependent with

generally more energy being conserved at lower frequencies. At MT and HT, R2 is close to 1

at the shoreline, which allows the development of standing wave patterns.
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Table 4.4: Bulk R2 coefficients for the partitioned IG band. Coefficients are given at the
shoreline and minimum cross-shore value (shoreline | minimum).

Wave energy 0.003− 0.017Hz 0.017− 0.034Hz 0.034− 0.05Hz

Moderate
Low tide 0.46 | 0.46 0.21 | 0.11 0.11 | 0.05
Mid tide 0.78 | 0.70 0.77 | 0.60 0.64 | 0.37
High tide 0.47 | 0.47 0.48 | 0.47 0.42 | 0.42

Storm
Low tide 0.43 | 0.29 0.24 | 0.03 0.16 | 0.02
Mid tide 1.10 | 0.63 0.91 | 0.27 0.77 | 0.13
High tide 0.89 | 0.62 0.74 | 0.38 0.48 | 0.15

Values of R2 at the shoreline and cross-shore minimum are given in table 4.4. Generally,2195

the values show a higher bulk reflection coefficient, i.e. lower dissipation, for the lowest part

of the IG band. This is especially true under energetic conditions and at LT under moderate

conditions. For instance at LT under moderate conditions R2 values at the shoreline are 0.46,

0.21 and 0.11 for the low, middle and high IG band. The difference between the values at the

shoreline and the minimum reflection coefficient indicates that part of the dissipation happens2200

before the swash zone, hence in the shallow surf zone, consistently with previous observations

(Guedes et al., 2013).

To further investigate the frequency-dependency of the IG waves dissipation at the shoreline,

the coefficient of reflection R(f) (eq. A.4) is shown on figure 4.9 as a function of the normalized2205

bed slope βH computed from Battjes et al. (2004) as :

βH =
hx
ω

√
g

H+
(4.1)

where hx is the bed slope, ω the angular frequency of the IG waves and H+ is the height of the

incoming IG wave.

Under energetic conditions (panel (b)), the distribution agrees quite well with the parametriza-

tion proposed by van Dongeren et al. (2007). It implies that the reflection coefficient R increases2210

with the slope and decreases with the frequency. The transition from mild-to-steep sloping

regime, where the IG energy dissipation is no longer frequency-dependent, is observed to be

around βh ≈ 3 which is higher than reported by Van Dongeren et al. (2013) under laboratory

experiment but consistent with field data from de Bakker et al. (2014), Inch et al. (2017). The

water level indicates at LT only the lowest frequencies are not dissipated (R > 0.8) while the2215

highest IG frequencies undergo almost complete dissipation (R < 0.2), which is consistent with

the dissipative conditions due to the low sloping terrace. At MT and HT the dissipation is less

significant, with minimum values of R = 0.75 and R = 0.45 respectively, but still shows an

increasing trend with βh.

Under moderate conditions (panel (a)), the values agree well with parametrization from van2220
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Figure 4.9: Amplitude reflection coefficient R at the shoreline versus normalized bed slope βH
for f = 0.0033 − 0.05 Hz with a 0.005 Hz step size under moderate (a) and energetic (b)
conditions. The black solid line represents min(1, 0.2πβ2

H) as found in van Dongeren et al.
(2007). The incoming and reflected components are computed according to Sheremet et al.
(2002). The color scale indicates the water level (m).

Dongeren et al. (2007) at LT only. As under energetic conditions, the shortest IG waves are

the most dissipated, with values as low as R < 0.1, suggesting an almost complete dissipation,

while the longest IG waves exhibit almost full reflection (R > 0.9). At HT a considerable

scatter is observed, all frequencies showing a similar reflection coefficient of about R = 0.4 and

hence exhibiting only partial reflection. At MT, the values show a slight increasing trend with2225

βh, with values of R ranging from 0.6 to more than 1.

The relationship between R and βh suggests that wave breaking is the dominant dissipation

mechanism at the shoreline. Indeed, under all tides for energetic conditions and only at LT for

moderate conditions all but the lowest frequency waves are in the mild sloping regime. This

result is consistent with previous studies led on dissipative beaches (Guedes et al., 2013, Inch2230

et al., 2017) even though the GPB is considered as intermediate-reflective, suggesting that the

low sloping part of the profile is acting on the IG energy dissipation even at high tide. However,

under moderate conditions at MT and HT, mainly the high sloping foreshore is active, which

results in an almost constant dissipation rate across the IG band.

4.5.5 IG waves and swash motions2235

In this section, the relationship between IG waves and swash is investigated. The study

is based on the comparison between the IG swash amplitude ASIG
and the amplitudes of the

incoming and outgoing IG waves, referred to A+
IG and A−

IG respectively. Those amplitudes are

calculated as A±(f) =
√

dfE±(f) where E±(f) is either the incoming/outgoing wave spectra

or the swash spectrum and df the associated frequency resolution. Results are shown on figure2240

4.10 for different given frequencies. The amplitude of the IG swash ASIG
agrees well with the
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Figure 4.10: Comparison of the incoming/outgoing IG wave amplitudes measured at a depth of 2
m and IG swash amplitudes of each frequency component. (a)-(d) Incoming IG waves. (e)-(h)
Outgoing IG waves. The color scale indicates the water level. Circles and plus signs respectively
show the intermediate (Hs <3 m) and energetic (Hs >3 m) offshore wave conditions. R2 and
s respectively indicate the correlation coefficient and the slope of the linear relationship.

outgoing IG component A−
IG with R2 values ranging between 0.67 and 0.81 (panels (e), (f),

(g) and (h)). The same response is observed at each frequency, with a linear fit slope s

between 3.4 and 3.9. The water level, which has been seen to modulate the entire surf zone and

associated energy dissipation mechanisms, is not seen to particularly influence the relationship.2245

However, the relationship between ASIG
and A+

IG appears more frequency dependent, with R2

values between 0.57 and 0.66 at 0.01, 0.02 and 0.035 Hz while it is only of 0.4 at f = 0.05

Hz. The linear fit slope decreases as the frequency increases, indicating a weaker response of

the swash for the same IG forcing. This is consistent with previous observations of decreasing

IG wave energy near the shoreline, especially for the high frequencies. Conversely to A−
IG, the2250

water level appears to play a significant role in the IG swash response, especially in the high

frequencies. For f = 0.05 Hz (panel (d)), which represents the cut-off frequency between the

IG and SW bands, at low tide the swash response is much weaker than at high tide, which is

consistent with energy dissipation through IG wave breaking. The response of the swash over

the whole IG wave band to the incoming and outgoing IG components H+
IG and H−

IG are shown2255

on figure 4.11. As expected, the outgoing component H−
IG (panel (b)) appears to be a better

scaling parameter for SIG than H+
IG (panel (a)), with correlation coefficients R2 of 0.65 and

0.85 respectively.
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Figure 4.11: Comparison of the (a) incoming and (b) outgoing IG wave heights measured at a
depth of 2 m and IG swash height. The color scale indicates the water level. Circles and plus
signs respectively show the intermediate (Hs <3 m) and energetic (Hs >3 m) offshore wave
conditions. R2 and s respectively indicate the correlation coefficient and the slope of the linear
relationship.
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4.6 Conclusion

In this chapter, the hydrodynamics and the swash motions were investigated in an embayed2260

beach exhibiting complex 3D morphological and geological features using both observations and

validated numerical data. The numerical study is based on a 2D configuration of the BOSZ

model forced at the offshore boundary by the output of a regional SWAN model. Prior to the

results analysis, the BOSZ model configuration was validated against pressure measurements

and video-derived swash data at the site of the Grande Plage of Biarritz (section 4.3). The2265

model showed satisfying performances despite the complexity of the site where high bathymetric

gradients are found. The significant swash heights S, SSW and SIG were captured with NRMSEs

of 16%, 21% and 18% respectively. These results clearly show the potential of phase-resolving

depth-integrated models to compute the run-up, even in highly rugged configurations exhibiting

strong bathymetric gradients.2270

The implementation of a 1D model configuration, evaluated in section 4.4, showed in overall

a more conservative behavior with higher values observed, where the 2D configuration tends

to underestimate run-up data. However, the spectral distribution was not conserved resulting

in a much larger increase of IG energy compared to the SW band. This suggests that the

1D configuration might not be fully representative of the processes undergone in the surf and2275

swash zone, compared to the 2D configuration. This result suggests that in beach configurations

where strong bathymetric gradients are present, the use of a 2D model configuration is crucial to

capture the relevant wave transformation processes and ultimately compute the details of swash

motions. However, such implementation requires a considerably higher computational cost, 20

h against 5 min for the 1D model, which prevents its application for operational purposes.2280

Based on the validated model results and video estimations of the total water level reached

along the shore, the swash motions were first investigated, under moderate to energetic condi-

tions and different tidal levels. The shape of the cross-shore profile, which exhibits two distinct

sections with one low sloping area in the subtidal and intertidal zone and a high sloping fore-

shore, has a strong influence on the hydrodynamics regimes. Indeed, dissipative conditions2285

associated with low swash values were observed at low tide, while reflective conditions were

characteristics of mid and high tides. The tidal modulation was less significant under energetic

conditions as the large waves tend to break further offshore, on the low sloping area under all

tides.

The alongshore variability of the swash motions was also addressed. The analysis of the2290

nearshore wave field shows that the distribution of the swash along the beach is strongly linked

to the distribution of the wave heights. It is hypothesized that the geology and nearshore

morphology contribute to the alongshore non-uniformity of the swash by rapidly and locally

redistributing and focusing wave energy through refraction. Similarly to previous studies, the

foreshore topography was seen to have an influence on the SW swash. However, further work2295

is needed to fully understand the influence of the geological and morphological features on the

different frequency bands of the wave field.

Finally, the dynamics of IG waves at the site were investigated in section 4.5 to better
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understand the high tidally-induced modulation of the swash values. The released bound IG

waves exhibit partial reflection at the shoreline depending on the water level, leading to nodal2300

structures typical of standing wave patterns. The dissipation of IG waves was observed to be

frequency-dependent, suggesting IG wave breaking as the main energy dissipation mechanism.

As a result the tidal level induced a variable response of the swash for identical incident IG

wave amplitudes. This was especially noted in the highest IG frequencies, where most of the

dissipation is observed. This suggests that a precise prediction of the IG swash would require2305

to consider partitioned incoming IG wave frequency bands and the inclusion of a morphological

parameter to represent the influence of the ”active” slope.
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Chapter 5

Conclusions and perspectives

In the following, a number of aspects are discussed related to the results presented in2310

previous chapters. In section 5.1, we first summarize the answers to the scientific questions

laid out in the general introduction. The implications, limits and perspectives of this work are

developed in section 5.2.

5.1 Main results

In recent years, under the threat of global warming and the ever growing anthropogenic2315

pressure along coastal areas, many studies have focused on providing a better estimation and

understanding of wave run-up for coastal risk prediction. Following the development of compu-

tational capabilities, process-based numerical models are rapidly evolving and allow to capture

wave transformations in the nearshore up to the run-up. In light of this, this thesis aimed to :

Assess the capabilities of a numerical model to capture wave run-up and provide a better2320

understanding of run-up processes in a complex highly-urbanized embayed beach.

This objective was first achieved by carefully validating the Boussinesq-type model BOSZ

against an extensive laboratory data-set (chapter 3), and then using field data collected at the

site of Grande Plage (chapter 4 section 4.3). The swash behavior under varying conditions was

then investigated in sections 4.3 and 4.5.2325

The main results of this thesis are first that depth-integrated phase-resolving models provide

a promising tool to evaluate wave run-up, even in a complex configuration such as a meso-tidal

intermediate-reflective embayed beach. Secondly, it was found that in meso-tidal configurations

exhibiting 3D morphologies the influence of the tide on the wave transformations led to signifi-

cant variability of the swash values. The specific scientific findings are detailed in the following2330

sections as answers to the questions laid out in the introduction chapter.
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5.1.1 Is a phase-resolving model capable of accurately modeling

wave run-up ?

The model was first compared to high-quality laboratory data of wave and run-up data

under intermediate-reflective conditions (chapter 3). The model showed excellent accuracy at2335

capturing irregular wave run-up, including the individual phases of up and down rush that

compose the swash motion. Wave transformations from intermediate to shallow water were

also well captured, not only in terms of wave energy spectrum or integrated quantities (Hs)

but also in terms of time series. The LiDAR measurements of the surf and swash zones allowed

a precise sensitivity analysis of computed run-up to model parameters. More specifically, the2340

significant influence of the initial phase-distribution on the swash was highlighted, especially

on the IG component. We showed that for accurate computations of the run-up, a complete

description of the initial conditions is needed.

The model was then applied to a real case scenario, on the Grande Plage of Biarritz (GPB).

The GPB is a meso-tidal engineered embayed beach exhibiting a double-barred profile with the2345

presence of 3D morphological and geological features, such as rip channels, shoals and rocky

islands. This configuration makes it one of the most challenging site to compute wave run-up as

compared to sites found in the literature where open-beaches are generally well represented. The

data-set, composed of pressure measurements and video-derived swash data, includes moderate

(Hs ' 1.5m) to energetic (Hs > 4m) wave conditions under large spring tidal cycle. The model2350

was found to perform fairly well at capturing wave and swash zone processes. The wide range

of wave regimes, ranging from highly dissipative at low tide to reflective at high tide, were well

reproduced by the model. This application of the BOSZ model to a real case study further

proved the potential of phase-resolving depth-integrated models to estimate wave run-up under

a large range of conditions and beach configurations. The possibility of implementing a 1D2355

model configuration for operational purposes was also evaluated. In such highly heterogeneous

environment, the use of 1D modeling provided large overestimations of the IG components

near and at the shoreline, prescribing the use of a full 2D model in alongshore non-uniform

environments.

5.1.2 What is the behavior of the swash in a geologically constrained2360

meso-tidal environment ?

Based on the validated model results and observations, the swash motions at the GPB

were first investigated, under moderate to energetic conditions for different tidal levels. The

cross-shore profile, exhibiting two distinct sections with one low sloping area in the subtidal

zone and one high sloping foreshore in the intertidal zone, resulted in a strong modulation2365

of the hydrodynamics at the site. While SW energy was completely dissipated at low tide,

released bound IG waves exhibited reflection at the shoreline, especially for low frequencies.

The frequency-dependent reflection coefficient suggests IG wave breaking as the main energy

dissipation mechanism. As a result, the swash exhibited a large range of values, for the same
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offshore conditions. In addition, the relative contributions of the SW and IG bands to the2370

swash varied significantly during the tidal cycle, ranging from completely IG dominated at low

tide, to SW dominated at mid and high tide. Under energetic conditions the large waves tend

to break further offshore than under moderate conditions, dissipating SW energy on the low

sloping area even at high tide. As a result, the swash motions and general behavior of the site

are less sensitive to the tidal variations under energetic than moderate conditions. Nonetheless,2375

these results highlights the importance of the subtidal morphology on the swash values, even

though most of the run-up parametrizations only account for the foreshore slope.

Secondly, the alongshore variability of the swash motions was addressed. The swash dis-

tribution was seen to be correlated both to the foreshore slope and to the wave distribution,

suggesting an influence of the nearshore morphological and geological features on the wave2380

field. The dominating features are however unclear, along with their exact influence on each

frequency band. Understanding the driving factors contributing to the alongshore variability of

the run-up is of paramount importance to mitigate coastal risks such as submersion. The poten-

tial use of a model configuration such as the one employed here to investigate the contributing

factors to the distribution of the swash is detailed in the perspectives (section 5.2.2.1).2385

5.2 Further work

This work brought additional insights on the numerical modeling of the swash and the swash

dynamics in a complex beach configuration. In this section, several perspectives are discussed,

including ways to improve the model and its applications in terms of understanding the pro-

cesses but also to help manage the risks of coastal flooding. Thus, the development of numerical2390

models that could improve run-up predictions is discussed in section 5.2.1. The influence of

the morphological features on the different frequency bands are still poorly understood and a

validated model configuration could help bring new insights, as detailed in section 5.2.2.1. Fi-

nally, in section 5.2.2.2 the benefit of phase-resolving models to tackle climate change problems

is highlighted by evaluating the efficiency of a coastal defense.2395

5.2.1 Nearshore wave model developments

The ever improving computational capabilities and evolving numerical formulations are

constantly pushing the boundaries of numerical modeling. For instance, the wave breaking

detection relied in this work on the wave height to water depth ratio. The associated energy

dissipation was based on the momentary deactivation of the dispersive terms in the Boussinesq2400

equations. The initiation of wave breaking is still an active field of research, and new methods

could improve the accuracy of the modeling (Varing et al., 2021). Similarly, new dissipation

mechanisms, such as the addition of an eddy viscosity term (Kennedy et al., 2000), are promising

with more numerical stability. This would allow to capture wave transformations in the surf

zone more accurately and potentially improve run-up predictions. It would also allow to refine2405

the grid size, as instabilities with typical formulations arise in the surf zone with small grid
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sizes.

In addition, the development of GPU (Graphics Processing Units) to solve depth-integrated

equations offers a promising perspective to drastically reduce computational time (Mihami and

Roeber, 2020, Brodtkorb and Holm, 2021). This would allow larger numerical domain, for2410

instance larger than 10 km to make sure large scale longshore processes are captured, and finer

grid sizes to resolve as accurately as possible local processes such as swash motions.

5.2.2 Model applications

5.2.2.1 Influence of morphology and geology

The site of the GPB displays highly 3D morphological features, inducing a significant along-2415

shore variability in both the wave field and the swash distribution (see fig. 9 and 11 in section

4.3). However, the influence of the different features on the different frequency bands is still

unknown and complex to quantify based on observations. The validated model configuration

could be used as a numerical tank by altering the bathymetry to determine the driving features

of the nearshore hydrodynamics.2420

Figure 5.1: Comparisons (ratios) of the wave heights after and before the modification of
the bathymetry. (a)-(b) rocks removed , (c)-(d) nearshore morphology homogenized (depth
contours shown in white lines). Depth contours are shown in black lines.

Preliminary results are presented in the following to illustrate the potential of our model to

analyse the influence of rocky islands and nearshore bathymetry on the wave field and swash

motion. We performed two computations, one without the rocks (in y = 400m and y = 800m
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on figure 5.1) and one with an alongshore uniform morphology (white lines on figure 5.1). Both

computations correspond to mid tide under moderate conditions (Hs, Tp) = (1.5m, 11 s).2425

The influence of the geology is mainly local (figure 5.1 (a) and (b)). An increase of SW

energy is observed in the absence of the rocks which highlights the sheltering effect on the

incident waves. Considering IG waves (panel (b)), some influence is visible on the right part

of the domain, but on the left side the IG wave field appears unchanged, whereas the short

waves are modified. This suggests a different influence on the two frequency bands. The initial2430

nearshore bathymetry shows distinct features, such as a rip channel around y = 600 m, no

longer present with the alongshore uniform bathymetry (panels (c) and (d)). This time the

influence is much more visible, on both the SW and IG bands. For instance, at the location of

the rip channel a simultaneous decrease of SW energy and an increase of IG energy is observed.

A possible reason for that is that this deeper region dissipates less SW energy through depth-2435

induced wave breaking and therefore generates less IG waves.

Figure 5.2: Comparisons (ratios) of the swash heights after and before the modification of the
bathymetry. (a) rocks removed , (b) nearshore morphology homogenized. Black, blue and red
lines respectively indicate the total, SW and IG swash heights.

The alongshore distributions of the swash for the two modified beach configurations are

compared on figure 5.2. Similarly than for waves, the influence of the morphology on the swash

is greater than the one of the geology. Near the location of the rip channel, a decrease by 40%

of the SW swash is observed while an increase of about 10% of the IG swash is observed. This2440

is consistent with the influence on the wave field noted on figure 5.1. In the case with no rock

sheltering (panel (a)), the swash values are generally higher, up to 15% for both the SW and

IG swash heights. However, the strongest variations are less than 20%, while it reaches 40%

when the morphology is modified.

These preliminary results show that a better understanding of the influence of subtidal2445

morphology on the run-up is crucial as it is a key driver to coastal inundation. Various studies

showed significant alongshore variability in extreme water levels, causing various degrees of

damage (Matsuba et al., 2021a). A better comprehension of these alongshore processes would
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benefit the coastal community to better predict extreme sea level events and implement more

efficient solutions.2450

5.2.2.2 Evaluation of a coastal defense efficiency

The study was carried out at an unprotected embayed beach. The implementation of

coastal defenses, either permanent or temporary, would require an assessment of the impact

on the wave field and swash motion. In this section, we propose to apply the BOSZ model

Figure 5.3: Cross-shore profile of the tested coastal defenses. (a) detached breakwater, (b)
submerged breakwater. The horizontal blue lines represent the water level for the numerical
experiment.

to study the influence of two offshore breakwater configurations. The first one consists in a2455

detached breakwater (figure 5.3 panel (a)). It is located on the outer-bar and its top is at

+10m. The seaward slope is 40% (1/2.5) while the shoreward slope is 150% (1.5/1). The

second configuration (panel (b)) is similar to the first one, i.e. same location, same slopes on

both sides, but it only reaches +0 m, hence it is always submerged. The advantage of such

design lies in its social acceptability, as it is not visible from the beach. Both computations2460

correspond to mid tide under energetic conditions (Hs, Tp) = (3.5m, 14 s).

The influence of the protection solutions on the wave field are shown on figure 5.4. As

expected the sheltering effect of the emerged breakwater ((a) and (b)) is much larger than

of the submerged one ((c) and (d)). Immediately behind the structure a reduction of 80% of

HSW is observed for the emerging breakwater against 40% for the submerged one. In addition,2465

close to the shoreline HSW appears almost not affected in the submerged case, as the ratio

presents values close to one, suggesting no sheltering effect (panel (c)). In the case of HIG,

the dissipation is also much greater for the emerged case. In the submerged case, the SW

depth-induced breaking might be happening on the structure, generating IG waves at this

location.2470

Consistently with figure 5.4, the swash is much more attenuated with the emerged breakwa-

ter than with the submerged breakwater (figure 5.5). The two frequency bands show distinct

behaviors. In both cases the IG swash is the most attenuated, almost twice as much as SSW .

In the case of the submerged breakwater (panel (b)), the SW swash is even increased at some
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Figure 5.4: Comparisons (ratios) of the wave heights after and before the implementation of
a coastal defense. (a)-(b) detached breakwater shown on figure 5.3 (a), (c)-(d) submerged
breakwater shown on figure 5.3 (b).

locations (ratio> 1). This suggests that, as noticed with the waves on figure 5.4, both frequency2475

bands are to be considered differently to fully quantify the efficiency of a coastal protection.

This preliminary work illustrates the potential of phase-resolving models to carry out nu-

merical experiments for various coastal applications. It allows to investigate wave and run-up

processes under a wide range of conditions and continuously along the beach. For a similar2480

results, a field campaign would be extremely costly and complicated to set-up. It also allows

to compute an infinite number of scenarios, for instance to assess the efficiency of different

architectures of coastal defenses. Finally, in the context of climate change, such models can be

applied to anticipate as accurately as possible the increasing coastal risks.
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Figure 5.5: Comparisons (ratios) of the swash heights after and before the implementation of
a coastal defense. (a)-(b) detached breakwater shown on figure 5.3 (a), (c)-(d) submerged
breakwater shown on figure 5.3 (b). Black, blue and red lines respectively indicate the total,
SW and IG swash heights.
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Gomes da Silva, P., Medina, R., González, M., and Garnier, R. (2018). Infragravity swash

parameterization on beaches: The role of the profile shape and the morphodynamic beach

state. Coastal Engineering, 136:41–55.2690
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Appendix A3065

Analysis of infragravity waves

The analysis of low frequency motions such as IG waves requires the use of dedicated

analytical tools. In this section the tools used throughout the study (mainly in section 4.5) are

detailed.

A.1 Short-waves envelope3070

Nearshore IG waves are frequently investigated using cross-correlation between the SW

envelope ˜η(t), representing the wave groups, and the IG waves ηIG(t) (List, 1991, 1992, Janssen

et al., 2003, Ruju et al., 2012, Matsuba et al., 2021b).

The SW envelope η̃(t) is calculated here following the method of List (1991) :

η̃(t) =
π

2
|ηSW (t)|IG (A.1)

where the subscripts SW and IG denote successive high and low pass filtering, and || represents3075

absolute value. The filtering are performed using a cut-off frequency of fc = 0.05Hz, consis-

tently with the definition of the IG waves chosen in this study. An example of a wave signal

along with the SW envelope η̃(t) is given on figure A.1.

A.2 Separation between incident and reflected waves and

reflection coefficient3080

If the IG waves are not dissipated they can be reflected at the shoreline. The IG wave

signal recorded at one location is therefore the sum of the incoming and reflected IG waves.

To separate the incoming from the reflected wave signal the methodology used here is the one

described by Sheremet et al. (2002). Assuming that the IG waves are shore-normal propagating

shallow water waves, the energy and cross-shore energy fluxes are estimated from collocated3085
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Figure A.1: Free surface elevation η(t) (blue) and associated envelope η̃(t) (red) time series
calculated as in A.1.

pressure (or free surface elevation) and horizontal velocity measurements as :

E±(f) =
1

4

[
Coηη(f) +

h

g
Couu(f)±

(
2

√
h

g
Coηu(f)

)]
(A.2)

F±(f) = E±(f)
√
gh (A.3)

where Coηη and Couu are the autospectra of the free surface elevation η and the horizontal

velocity u respectively and Coηu is the η − u cospectrum.

3090

The frequency-dependant reflection coefficient R(f), characterizing which amount of energy

is being reflected at the shoreline, can be estimated as :

R(f) =

√
E−

E+
(A.4)

Incident and reflected wave heights were calculated using eq. 2.6a and eq. 2.6b using E±(f)

instead of E(f).

Bulk reflection coefficient R2, which consists in the reflection coefficient integrated over a fre-3095

quency band (Sheremet et al., 2002), is calculated as :

R2 =

∫ f2
f1
E−(f) df

∫ f2
f1
E+(f) df

(A.5)
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where f1 and f2 are the bounds of the frequency range considered.

A.3 Travel time of reflected waves and natural frequen-

cies

Possible reflection at the shoreline is often highlighted through cross-correlation as a lag3100

corresponding to the travel time to the shoreline back and forth of the IG wave. The predicted

travel round-trip time of long waves from a cross-shore location is calculated as in Ruju et al.

(2012) :

τ(x0) =

∫ shore

x0

(
1

Cg(x)
+

1

C(x)

)
dx (A.6)

where Cg and C respectively represent group and phase velocities and x0 is the cross-shore

position considered. This translates that waves are first considered group waves when traveling3105

towards the shore at therefore the group velocity, but are then free reflected waves and the

velocity considered becomes the phase celerity. Assuming that the IG waves travel at the

shallow water celerity (Matsuba et al., 2021b), it yields :

τ(x0) = 2

∫ shore

x0

dx√
gh(x)

(A.7)

where h(x) is the local depth.

At each cross-shore location x0, an anti-node is generated if the incident and reflected wave3110

crests are superimposed. It imposes that the round-trip time τ from this location up to the

shoreline equals integer multiples of the wave period 1/f . The corresponding natural frequencies

are therefore calculated as :

fn(x0) = n/τ(x0) = n
1

2
∫ shore
x0

dx√
gh(x)

, n = 1, 2, 3, 4... (A.8)

n = 1 corresponding to the fundamental frequency and n = 2, 3, 4 being respectively the 2nd,

3rd and 4th harmonics (or modes).3115
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Photogrammetry

B.1 Geo-referencing of oblique video data

Let O be the object to capture and I its projected image in the image plan. N is the

projection center, the point in which all the projections meet. The definition of the variables3120

is shown on figure 2.8. The coordinates of O and I are respectively (x, y, z)O and (u, v)I . The

subscript O and I respectively denotes the object-space and image-plan reference frame. The

projection center N is positioned as (xc, yc, zc)O. The projection of N onto the image plan is

denoted P (the principal point) and has for coordinates (u0, v0, 0). Therefore, the coordinates

of N in the image-plan reference frame can be expressed as (u0, v0, f)I , where f is the focal3125

distance of the camera. Points O,I and N are collinear. This collinearity condition is at the

basis of the DLT method. It can be mathematically written as :

B = cA (B.1)

where B = ~NI,A = ~NO and c is a scalar. As B =



u− u0
v − v0
−f




I

and A =



x− xc
y − xc
z − zc




O

, A must

be expressed in the same reference frame as B :

AI = TI/OAO (B.2)

where TI/O is the transformation matrix from the object-space to the image-plan reference3130

frame.

TI/O =



r11 r12 r13

r21 r22 r23

r31 r32 r33


 (B.3)

It yields :
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

u− u0
v − v0
−f


 = c



r11 r12 r13

r21 r22 r23

r31 r32 r33






x− xc
y − yc
z − zc


 (B.4)

Using the 3rd equation from eq. B.4, the scalar c is isolated and from equations 1 and 2 of eq.

B.4 it yields :

u− u0 = −f r11(x− xc) + r12(y − yc) + r13(z − zc)
r31(x− xc) + r32(y − yc) + r33(z − zc)

v − v0 = −f r21(x− xc) + r22(y − yc) + r23(z − zc)
r31(x− xc) + r32(y − yc) + r33(z − zc)

(B.5)

After reorganizing and isolating the object coordinates in the image-plan frame (u, v), the

system is expressed as equation 2.1, where the coefficients Li are defined as :

L = −(xcr31 + ycr32 + zcr33)

L1 =
(u0r31 + fr11)

λuL

L2 =
(u0r32 + fr12)

λuL

L3 =
(u0r33 + fr13)

λuL

L4 = −(L1xc + L2yc + L3zc)

L5 =
(v0r31 + fr21)

λvL

L6 =
(v0r32 + fr22)

λvL

L7 =
(v0r33 + fr23)

λvL

L8 = −(L5xc + L6yc + L7zc)

L9 =
r31
L

L10 =
r32
L

L11 =
r33
L

(B.6)

where λu and λv are respectively the horizontal and vertical scale factors. The rii coefficients3135

are the successive camera rotations :
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r11 = cos(φ) cos(σ) + sin(φ) cos(τ) sin(σ)

r12 = − sin(φ) cos(σ) + cos(φ) cos(τ) sin(σ)

r13 = sin(τ) sin(σ)

r21 = − cos(φ) sin(σ) + sin(φ) cos(τ) cos(σ)

r22 = sin(φ) sin(σ) + cos(φ) cos(τ) cos(σ)

r23 = sin(τ) cos(σ)

r31 = sin(φ) sin(τ)

r32 = cos(φ) sin(τ)

r33 = − cos(τ)

(B.7)

where the different angles are defined according to figure B.1.

Figure B.1: Definition of the camera angles.

B.2 Intrinsic parameters

Due to the spherical shape of the lenses, most cameras impose a certain amount of distortion

of the image and thus require rectification (known as inverse distortion) before applying the

geo-rectification from eq. 2.1. The decentering distortion is composed of a radial and tangential

components which are commonly called intrinsic parameters. Indeed,as opposed to extrinsic

parameters which depend on the camera set-up (such as (φ, σ, τ) for example), the intrinsic

parameters only depend on the camera and are determined in a laboratory using several images

of a checkerboard at various angles for example. The distorted image can be corrected using

the Brown-Conrady distorsion model (Conrady, 1919) :

uu = ud + (ud − uc)(K1r
2 +K2

2R
4) + P1(r

2 + 2(ud − uc)2) + 2P2(ud − uc)(vd − vc) (B.8)

vu = vd + (vd − vc)(K1r
2 +K2r

4) + 2P1(ud − uc)(vd − vc) + P2(r2 + 2(vd − vc)2 (B.9)

where (ud, vd) is the distorted image due to the actual lens, (uu, uu) is the undistorted image as

projected by an ideal pinhole camera, (uc, vc) is the distortion center, Kn (Pn) is the nth radial3140

(tangential) distortion coefficient and r =
√

(ud − uc)2 + (vd − vc)2 represents the distance

between the distorted image point and the distortion center. In fact, the distortion center is
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the same point as the principal point P as defined on figure 2.8, i.e. (uc, uv) = (u0, v0). The

laboratory calibration performed prior to the field campaign yields values for the camera model

parameters (Kn, Pn, (u0, v0),λu,λv), reducing the number of unknowns in the DLT parameters3145

from eq. B.6 to 7 (τ ,φ,σ,f ,xc,yc,zc). Each GCP bringing two new equations a minimum of 4

points are needed to solve the system. Holland et al. (1997) described a method to lower the

number of unknowns to 4 by constraining the camera position (xc, yc, zc), yielding a minimum

number of GPCs of two.
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Abstract: 
It is of common knowledge that energetic swell events bare the potential of threatening 
people and infrastructure in densely inhabited coastal regions. Parametric formulations, 
based on various data-sets, have been commonly employed to easily estimate wave run-
up based on offshore conditions and beach parameters. These formulations are however 
mostly based on open beaches data-sets and their accuracy in complex 3D configuration 
such as an embayed beach is thus questionable. 
In this numerical study, a phase-resolving Boussinesq-type model is used to investigate 
the longshore distribution of wave run-up in an idealized embayed beach from an oblique 
wave approach in order to isolate the sole effects of the geologically constrained 
configuration. The numerical model accounts for all major physical processes including 
refraction, diffraction, reflection, shoaling, breaking. Different scenarios are considered 
from moderately to extremely energetic incident wave conditions and bay orientations. 
The run-up is found to vary significantly alongshore for the majority of the tested 
scenarios (run-up elevation can vary by a factor 3). A spectral analysis of the water levels 
shows that this variability is tightly connected to the infragravity waves (0.002 to 
0.04 Hz). The relative contribution of those long waves to the total run-up varies along 
the beach displaying hotspots where wave energy focuses leading to highest run-up 
values. Those results, obtained for an idealized embayed beach, suggest to further 
investigation on the role of infragravity waves including the processes of nearshore wave 
transformation in more realistic embayement conditions in order to improve flooding risk 
assessment in this particular type of beach. 
Keywords: Embayed beach, Run-up, Infragravity waves, Boussinesq-type model, 
Longshore variability. 
 
1. Introduction 
The total water elevation at the coast is composed of two components: the tide 
(astronomical and meteorological) and the incident waves - namely the run-up. Usually, 
wave run-up is divided into a static component, the wave set-up, and a dynamic 
component, the swash (HOLMAN & SALLENGER, 1986). The swash, as a time varying 
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component, can be subdivided into two frequency bands: the incident or short-wave band 
(usually from 0.04 to 0.25 Hz) and a lower frequency band (from 0.002 to 0.04 Hz) 
referring to the infragravity band (IG). The contributions of the spectral swash 
components mostly depend on the beach state (RUESSINK et al., 1998; RUGGIERO et 
al., 2004; STOCKDON et al., 2006), given by the Iribarren number ξ (BATTJES, 1974). 
Infragravity dominated run-up is usually found under dissipative conditions (ξ<0.3) and 
incident dominated run-up under reflective conditions (ξ>1.25). The run-up has been 
extensively studied in the past decades. Field studies have focused on the relationships 
between run-up values, beach characteristics and offshore bulk wave parameters 
(HOLMAN, 1986; STOCKDON et al., 2006; ...). They were mostly conducted on open 
beaches and during low to mild energetic conditions. Their application to extreme events 
and beaches with complex geometries (embayed beaches, rocks, coastal structures…) is 
thus questionable. Several studies have highlighted these limitations (STOCKDON et al., 
2014; POWER et al., 2013; ...). 
Despite their common presence around the world, embayed (natural or artificial) beaches 
are still considered complex environments. They are constrained by headlands, and the 
hydrodynamics and morphological processes within the bay differ from the open beaches 
depending on the degree of embaymentisation (FELLOWES et al., 2019). Numerous 
studies were carried out to better understand the behaviors of these complex environments 
(CASTELLE & COCO, 2012; LOUREIRO et al., 2012) but have mostly focused on 
sediment transport or morphodynamics. The combined effects of refraction-diffraction 
processes in the lee of headlands have been intensively studied (GODA et al., 1978) to 
describe wave heights distribution in embayed beaches but less is known about their 
effects on wave run-up at the coast. 
Considering different storm scenarios and a highly idealized embayed beach 
configuration, this numerical study, based on a Boussinesq-type model, investigates the 
relative contribution of the incident and infragravity waves on the run-up intensity and 
variability. 
 
2. Methodology 
 
2.1 Bathymetry 
An idealized bathymetry, comprising a sloping beach constrained between 2 headlands, 
is used in this study to assess the influence of a semi-enclosed basin on the longshore run-
up distribution. 
The beach cross-shore profile is based on a beach equilibrium profile (DEAN, 1991) 
given by z=A(D50)x2/3, where A is the sediment scale parameter depending on D50, the 
median grain diameter (taken equal to 0.3 mm in our study). It is completed with an 8% 
slope above the mean sea level, as the beach state considered is intermediate-reflective. 
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Furthermore, the beach is constrained between two headlands and isobaths within the bay 
are assumed to be curved (see figure 1). 
The degree of embaymentisation (related to the length of the headlands compared to the 
width of the beach) is the main geological feature controlling the hydrodynamics and 
morphological processes. The embayment morphometric parameter for this study 
(FELLOWES et al., 2019) is chosen as 1 (length of the headlands being equal to the width 
of the beach) as it represents an embayed beach with high coastal indentation, and thus 
exhibiting different behaviors than open beaches. This idealized beach is 1km long and 
the headlands extend to 1km offshore from the shoreline. Mean sea level is fixed at 0m. 
 

 
Figure 1. Contour lines of the bathymetry (area of interest) exposed to waves with an 

angle of incidence θ (left) and cross-shore transect in the middle of the embayed beach 
(right). The incident swell direction varies between 0 ̊ and 30 ̊. 

 
2.2 Wave conditions 
Three different wave conditions are chosen to represent moderate, high, and very 
energetic swell conditions. Three swell directions are selected to study the influence of 
the propagation direction of the swell in relation to the orientation of the entrance of the 
idealized bay. All the scenarios are listed in table 1. 
 
Table 1. Forcing conditions. 
Event Case Hs (m) Tp (s) Direction (°) 
Moderate 1;4;7 2 12 0;15;30 
High 2;5;8 3 15 0;15;30 
Stormy 3;6;9 6 18 0;15;30 

 
A TMA wave spectrum is used to represent the nearshore incident wave conditions at the 
offshore boundary (depth = 20 m). 
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2.3 Numerical model 
The phase-resolving Boussinesq-type model BOSZ (ROEBER et al., 2010; ROEBER & 
CHEUNG, 2012a) is used in this study. The model is based on the set of Boussinesq 
equations by NWOGU (1993) expressed in conservative form. Phases are randomly 
assigned to the different frequencies. This weakly non-linear and weakly dispersive 
model inherently accounts for relevant physical processes in coastal zones including 
refraction, diffraction, reflection, shoaling, dissipation and breaking. In addition, it allows 
to simulate the generation and transformation of IG waves, which have been shown to 
contribute to the run-up (STOCKDON et al., 2006). The model has been validated for the 
relevant processes in different benchmarks (HORRILLO et al. 2014; LYNETT et al. 
2017; ROEBER & CHEUNG, 2012b). 
The inside of the bay is 1x1 km and the whole computational domain extends 2.5km 
offshore and from 1 to 3km on the sides. The resolution is 5m in the longshore direction 
and 2.5 m in the cross-shore direction. The computation is carried out for one hour 
including a ramp up time of 15 minutes. The incident wave regime is kept constant during 
each run. The free surface is recorded at 2 Hz. 
 
2.4 Post processing 
The run-up time series is extracted at each longshore location by detecting the water 
elevation in the furthest wet cell with a threshold depth of 10 cm (STOCKDON et al. 
2014). 
Wave set-up <η> is calculated as the time-averaged water-level elevation at the shoreline. 
The swash is obtained after subtracting the set-up from the run-up time series. The run-
up 2% exceedance value is computed considering the cumulative distribution and its 98th 
percentile (STOCKDON et al., 2006). 
The 45 minutes long signal is separated into segments of 2048 points and is analyzed 
using a Hanning window with 50% overlapping. The significant swash height is 
calculated computing the power spectral density, PSD(f): 
 
ܵ ൌ ඥ∑ܲܵܦሺ݂ሻ݂݀               (1) 
 
The cut-off period chosen for the separation of the IG and incident band is 2Tp 
(SHEREMET et al., 2011). In literature the cut-off frequency is often given as 0.04 Hz 
but given the variability of Tp in the wave conditions a moving cut-off frequency gives a 
better representation of the infragravity band. 
The significant swash height for the incident and the IG bands are computed by using eq. 
(1) within their specific ranges. 
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3. Results 
 
3.1 Variability of R2% 
To first assess the magnitude of the run-up variability, R2% along the beach is computed 
for different incident wave conditions. The results are presented in table 2, where the 
coefficient of variation (CV) is calculated from the standard deviation (std) divided by 
the mean. 
The analysis of std and CV values of R2% shows that significant variations are found along 
the beach, the variability increasing with the wave field obliquity. For the most energetic 
scenarios (cases 3,6,9) the std ranges from 0.26 m to 0.62 m up to 0.87 m. An increase of 
more than 500% between the lowest and the highest longshore value of R2 % is observed 
in case 7 (moderate climate and 30° of incidence). For the most energetic case under the 
highest incidence (case 9), an increase of 212% is noted. 
Due to the shadowing of the headlands, which reduces the area exposed to direct swell, 
the mean longshore R2% is smaller in the cases of oblique wave fields regardless of the 
level of incident energy. For example, mean R2% goes down from 3.89 m to 3.59 m for 
the stormy case. However, the highest R2% values occur for oblique conditions. Indeed, 
the highest R2% among all the runs is obtained for a 30° incident peak wave angle. It 
illustrates the fact that despite being partially sheltered by the headlands (reduction of the 
mean longshore value) under oblique conditions, the run-up is unevenly distributed, 
leading to the generation of hotspots where the energy is focused with subsequently 
higher run-up values. 
 
Table 2. Longshore statistics of R2% for the different incident wave conditions. Min, mean, 
max, std respectively refer to minimum, longshore mean and maximum value of R2% (m), 
CV the coefficient of variation and min/max the ratio of the maximum over the minimum 
longshore value. 

Angle Case 
R2% 

min mean max std CV max/min 

0° 
1 1,12 1,36 1,45 0,08 5,95% 1,3 
2 1,88 2,2 2,39 0,13 5,95% 1,27 
3 3,41 3,89 4,17 0,26 6,60% 1,22 

15° 
4 0,69 1,24 1,58 0,24 19,39% 2,31 
5 1,45 2,14 2,68 0,33 15,29% 1,85 
6 2,95 3,84 4,8 0,62 27,57% 2,94 

30° 
7 0,31 1,08 1,73 0,35 32,09% 5,61 
8 0,87 1,82 2,84 0,5 27,57% 2,94 
9 2,49 3,59 5,29 0,87 24,34% 2,12 
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3.2 Analysis of run-up components 
Water motion close to the shore is controlled by both the short incident waves and IG 
waves (0.005-0.04 Hz). In the following, a spectral analysis of the computed swash signal 
is performed for each scenario to estimate the contribution of each frequency band to the 
water level variations. 
The longshore anomaly (calculated as the difference between the local value and the mean 
longshore value) of the different run-up components is illustrated on figure 2 in order to 
understand how the uneven distribution is generated. 
The comparison of the anomaly of total R2% (top panel) with the anomalies of the incident 
(middle panel) and IG bands (lower panel) shows that the anomaly in the run-up is 
strongly related to the distribution of the IG swash. Indeed, the same trend and the same 
orders of magnitude (more than 1.5 m for the most energetic case) are observed. On the 
contrary, the incident band shows very little deviation, with a maximum anomaly of less 
than 0.5 m. 
 

 
Figure 2. Longshore anomalies (difference between the local value and the mean 

longshore value) of R2%, the significant swash height IG Sig and incident Sinc. Curve 
color: blue: moderate, red: high, yellow: storm, black dashed line: geometric shadow. 

 
Figure 2 confirms that the wave angle induces a substantial anomaly in the run-up 
distribution. For the most energetic case, the anomaly can be well over 1 meter. As 
expected, in the shadow zone (right side of the black dashed lines), sheltered from the 
incident waves by the headland, the run-up anomaly is negative, meaning the values in this 
area are smaller than the mean value. Outside the shadow zone the run-up gradually 
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increases to a point of locally high values, in the area exposed to direct swell, close to the 
opposed headland. It appears that the headland plays a crucial role in focusing the energy 
leading to a high run-up. 
 
3.3 Contributions of incident and infragravity bands 
Figure 3 shows the distribution of the ratio Sig/Sinc along the beach. For all wave 
conditions in the case of a normal incident swell the swash motions are IG dominated 
(Sig/Sinc >1). For the most energetic conditions, the IG domination is stronger than for the 
two other cases, which is expected as the conditions are more dissipative. When the swell 
is approaching the embayed beach with an angle, the contributions of incident and IG-
waves vary along the beach, meaning that the energy is redistributed spatially and also in 
the frequency domain. In the exposed zone, a clear increase of the IG energy is noticeable. 
The swash motions in all cases become strongly IG-dominated, with values of Sig/Sinc 
higher than 1.5. This means that during a single event, sections of the beach can behave 
as dissipative, intermediate or reflective. 

 

 
Figure 3. Longshore evolution of the ratio Sig over Sinc for the different conditions. Curve 

color: blue: 0°, red: 15°, yellow: 30°. 
 

Usually the beach state is given globally for a beach depending on the foreshore slope and 
offshore conditions (Iribarren number). However, in this configuration a different 
parametrization should be used to accurately define the beach state. 
The different processes (diffraction, reflection) could contribute to the uneven longshore 
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distribution of the wave height and therefore impact the wave breaking. As a primary 
mechanism of energy dissipation and transfer, the distribution of the wave breaking is 
closely related to the one of the run-up and needs to be further investigated. 
 
4. Conclusions 
In this study, the variability of the run-up along an idealized simplified embayed beach 
was addressed based on the results of a phase-resolving model for different incident wave 
conditions and bay orientation. The results show that the run-up can vary significantly 
along this idealized beach, with alongshore hotspots where run-up values can be 
amplified by a factor of over 1.5 compared to the mean longshore value. As expected, 
under oblique incident wave conditions the mean longshore R2% values are smaller due 
to increasing sheltering effect of the headlands, however this is also when the highest 
values of R2% are observed. This study also highlights that the longshore variability of the 
run-up is essentially controlled by the variability of energy in the IG band. This result 
suggests that the consideration of IG waves might be critical to correctly address run-up 
characteristics in an embayed beach including their uneven contribution along the beach, 
which can vary according to incident wave conditions. This should be confirmed under 
more realistic beach configurations. 
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Nationales Génie Côtier – Génie Civil, pages 139–148.

https://doi.org/10.5150/jngcgc.2020.016.

• Roeber, V., Nestler, J. D., Pinault, J., Azouri, A. and Bellafont, F. (2020). MULTI-

SCALE INFRA-GRAVITY WAVE DYNAMICS - THE FRENCH BASQUE COAST.

Coastal Engineering Proceedings.3180

https://doi.org/10.9753/icce.v36v.waves.46

• Roeber, Volker; Pinault, Jonas; Morichon, Denis; Abadie, Stephane; Azouri, Assaf; Guiles,

Martin; Luther, Doug; Delpey, Matthias; Danglade, Nikola (2019): Improving Wave Run-

up Forecasts – Benefits from Phase-resolving Models. In Coastal Structures 2019.

https://doi.org/10.18451/978-3-939230-64-9 075.3185

Conference presentation

• Pinault, J.; Morichon, D.; Roeber, V. (2020, November 4–5). LONGSHORE VARIABIL-

ITY OF WAVE RUN-UP ALONG AN EMBAYED BEACH DURING ENERGETIC

EVENTS [Conference presentation]. UHINAK : Cross border conference on climate and

coastal change, Irun, Spain.3190

• Pinault, J.; Roeber, V.; Lastiri, X.; Delpey, M.; Morichon, D.; Abadie, S. (2021, June

16-18). Spatial and temporal wave variability at the Basque Coast : From wave energy

168



APPENDIX D. PHD OUTCOMES

at regional scales to runup of individual waves [Conference presentation]. B’Waves21,

Bordeaux, France.

• Pinault, J.; Morichon, D.; Roeber, V.; Delpey, M. (2021, July 1-2). Numerical study of3195

wave transformations and runup variability along an embayed beach - Grande Plage of

Biarritz, France [Conference presentation]. Coastal Dynamics 21, Delft, The Netherlands.

Teaching

• Introduction to water wave mechanics (2019-2020-2021). Computations in Coastal and

Civil Engineering (CCCE), Université de Pau & des Pays de l’Adour.3200
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