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Abstract

English

Future fusion reactors will use a mixed fuel of deuterium and tritium. As a radioactive isotope of hydrogen,
tritium can represent a nuclear safety hazard and its inventory in the reactors materials must be controlled.
In ITER, the tritium in-vessel safety limit is 700 g.

The tritium inventory of the ITER divertor was numerically estimated with the FESTIM code, which was
developed to simulate hydrogen transport in tungsten monoblocks. A parametric study was performed
varying the exposure conditions (surface temperature and surface hydrogen concentration) and a behaviour
law was extracted. This behaviour law provided a rapid way of estimating a monoblock inventory for a
given exposure time and for given surface concentration and temperature. This behaviour law was then
used and interfaced with output data from the edge-plasma code SOLPS-ITER in order to estimate the
hydrogen inventory of the whole ITER divertor. Under conservative assumptions, the total hydrogen inventory
(deuterium and tritium) was found to be well below the ITER tritium safety limit, reaching ≈ 14 g after 25
000 pulses of 400 s.

To investigate the inŕuence of helium exposure on these results, a helium bubble growth model was developed.
The results of this helium growth model were in good agreement with published numerical results and
experimental observations. A parametric study was performed to investigate the inŕuence of exposure
conditions on the bubbles density and size. To investigate the inŕuence of helium bubbles on hydrogen
transport, deuterium TDS experiments of tungsten pre-damaged with helium were then reproduced. The
distribution of bubbles density and size was computed using this helium bubble growth model and the
results were used in FESTIM simulations. It was found that exposing tungsten to helium could potentially
reduce the hydrogen inventory by saturating defects, making it impossible for hydrogen to get trapped.
Moreover, the effect of helium bubbles (creation of additional traps for hydrogen) is limited to the near
surface region (small compared to the monoblock’s scale)

French

Les futurs réacteurs à fusion nucléaire utiliseront un combustible composé de deutérium et de tritium. En
tant qu’isotope radioactif de l’hydrogène, le tritium peut représenter un risque en terme de sûreté nucléaire
et son inventaire dans les matériaux des réacteurs doit être maîtrisé. Dans ITER, la limite de sécurité du
tritium dans la chambre à vide est de 700 g.

L’inventaire de tritium du divertor ITER a été estimé numériquement avec le code FESTIM, qui a été développé
pour simuler le transport d’hydrogène dans des monoblocs de tungstène. Une étude paramétrique a été
réalisée en faisant varier les conditions d’exposition (température de surface et concentration en hydrogène de
surface) et une loi de comportement a été extraite. Cette loi de comportement a permis d’estimer rapidement
les inventaires monobloc pour un temps d’exposition donné et pour une concentration et une température
de surface données. Elle a ensuite été utilisée et interfacée avec les données de sortie du code edge-plasma
SOLPS-ITER aőn d’estimer l’inventaire d’hydrogène de l’ensemble du divertor d’ITER. Avec des hypothèses
conservatrices, l’inventaire total d’hydrogène (deutérium et tritium) s’est avéré bien en dessous de la limite
de sécurité du tritium d’ITER, atteignant ≈ 14 g après 25 000 impulsions de 400 s.

Pour étudier l’inŕuence de l’exposition à l’hélium sur ces résultats, un modèle de croissance de bulles
d’hélium a été développé. Les résultats de ce modèle de croissance de l’hélium étaient en accord avec les
résultats numériques et observations expérimentales déjà publiés. Une étude paramétrique a été réalisée pour
étudier l’inŕuence des conditions d’exposition sur la densité et la taille des bulles. Aőn d’étudier l’inŕuence
des bulles d’hélium sur le transport de l’hydrogène, des expériences TDS en deutérium sur du tungstène
pré-endommagé à l’hélium ont ensuite été reproduites. Les distributions de la densité et de la taille des bulles
ont été calculées à l’aide de ce modèle de croissance des bulles d’hélium et les résultats ont été utilisés dans
les simulations FESTIM. Il a été constaté que l’exposition du tungstène à l’hélium pouvait potentiellement
réduire l’inventaire d’hydrogène en saturant les défauts, rendant impossible le piégeage de l’hydrogène. De



plus, l’effet des bulles d’hélium (création de pièges supplémentaires pour l’hydrogène) est limité au proche
région de surface (petite par rapport à l’échelle du monobloc)



Introduction

łI would put my money on the sun! What a source of power! I hope we don’t have to wait until oil and coal run out

before we tackle that.” Thomas Edison once said. The use of fossil fuels (coal, gas, oil) has allowed the modern
human civilisation to reach its current standard of living. However, their intensive use led to astronomical
carbon dioxide (CO2) emissions. Since Edison died in 1931, 1500 billion tonnes of CO2 have been emitted on
Earth from burning fossil fuels and about 33 billion tonnes of CO2 are still being released every year [1]. The
consequence of these emissions is global warming and these CO2 emissions must stop in order to limit it to
an łacceptable” level - regardless of the remaining oil and coal reserves. Reducing the CO2 emissions implies
reducing the world’s energy consumption while developing low-carbon sources of energy. It is very unlikely
that these new sources will be able to completely replace fossil fuels. They would however act as a shock
absorber in the energy crisis mankind is facing.

When looking at the Sun, Edison saw how massive and inexhaustible its energy was. The process powering
the stars is called nuclear fusion. It does not release any greenhouse gases, it is energetically dense and its fuel
is abundant on Earth. Could it be one of these new sources of energy?

Answering this question by a simple ‘yes’ or ‘no’ would be oversimplifying. Throughout the years, spectacular
progress has been made. Until 2000, the performance of nuclear fusion devices doubled every 1.8 year - faster
than Moore’s law stating that the computational power of processor doubles every 2 years [2].

However, many other challenges lie ahead: materials development, supply-chain, systems integration,
maintenance... One of these challenges is tritium, a radioactive isotope of hydrogen essential for fusion. With
deuterium - another isotope of hydrogen - it will be the fuel of a fusion reactor.

The őrst main issue is the scarcity of tritium on Earth. Tritium decays into helium with a half-life of
approximately 12 years, which means it is very rare in nature. The current reserves of tritium on Earth are a
few kilograms and fusion reactors will require a lot more (around 100 kg a year for one reactor). For this
reason, tritium will have to be produced inside the fusion reactor.

The second issue is due to the tritium radiotoxicity. Its ingestion - typically when present in water - is a health
hazard. The quantity of tritium contained in the reactor must therefore be limited to minimise the effects of a
potential accident or release to the environment.

Hydrogen retention in materials will have an impact on both these points. Due to its small size (one of
the smallest elements), tritium can penetrate the materials lattices and eventually be trapped in the reactor
structure. This would make the tritium fuel cycle even more challenging: how to inject tritium in the reactor
if a large portion of the fuel is trapped in the materials? Moreover, as time goes by, the components of
a reactor would build up an inventory of tritium, which would increase their radioactivity, making the
decommissioning of a power plant more challenging. Contaminated components would indeed have to
be handled as radioactive waste. Other issues like material embrittlement are also impacted by hydrogen
retention.

Are we able to predict tritium retention in fusion reactors?

Will the tritium inventory remain within the safety limits over their lifespan?

What is the inŕuence of helium impurities (present in a fusion reactor) on this retention?

These are the main questions this research aims to tackle.

Because answering these questions experimentally would prove to be very complex, a new modelling tool has
been developed from scratch. FESTIM, which stands for Finite Element Simulation of Tritium In Materials,
is able to simulate hydrogen transport in complex geometries encountered in tokamaks components. This
PhD work focusses on the divertor, a component of fusion reactors made of tungsten exposed to very intense
particle (hydrogen and helium) and heat ŕuxes. The divertor is made of multiple unit bricks called monoblocks.
The őrst Chapter of this manuscript will provide a general introduction to the research and a literature review
of the main phenomena at stake. A method has been developed to make use of monoblock-level FESTIM



simulations data and scale it up to divertor-level to have an estimate of the hydrogen inventory in the entire
divertor. Finally, a separate model has been developed to study the behaviour of helium in tungsten. This
model has then been coupled to hydrogen simulations to investigate the potential effect of helium on the
previously calculated hydrogen inventory.



Contents

Abstract iii

Introduction v

Contents vii

Notation xv

List of Terms xvii

1 Fusion: general introduction 1

1.1 Thermonuclear fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Tokamaks: how to bottle a star . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Technology [4] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2 Triple product . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.3 Plasma-facing materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.4 Divertor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3 The tritium issue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.1 Breeding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.2 Safety . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.4 Helium and Hydrogen in metals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.1 Particle sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.2 H/W & He/W interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4.3 He/H interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.5 Problem deőnition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2 Model description 31

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2 H transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.2.1 Macroscopic Rate Equations model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2.2 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.3 Interface condition: conservation of chemical potential . . . . . . . . . . . . . . . . . 35

2.3 Heat transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.4.1 The őnite element method: FEniCS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4.2 Main features of Finite Element Simulation of Tritium in Materials (FESTIM) . . . . 39

2.5 Veriőcation & Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5.1 Analytical veriőcation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5.2 Experimental validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.5.3 Comparison with TMAP7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3 Monoblocks 55

3.1 Model description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2 Simulation simpliőcations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.2.1 Thermal behaviour . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2.2 Inŕuence of dimensionality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2.3 Inŕuence of interface condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61



3.2.4 Inŕuence of cycling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3 Monoblock behaviour law . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.3.1 Assumptions and simpliőcations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4 Divertor inventory estimation 71

4.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.1.1 Plasma simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.1.2 Estimation of exposure conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.2 ITER results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.3 WEST results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.3.1 Inŕuence of the input power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.2 Inŕuence of the puffing rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5 Inŕuence of helium on hydrogen transport 85

5.1 Sources of helium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1.1 Neutron induced transmutation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1.2 Tritium decay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.1.3 Comparison to direct implantation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.2 Bubble growth model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.1 Helium clustering model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.2 Grouped approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.3 Veriőcation & Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.3.1 Code comparison: Tendril case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.3.2 Comparison with experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.4 Bubble growth study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.4.1 Half-slab case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.4.2 Inŕuence of exposure parameters on helium bubble growth . . . . . . . . . . . . . . 100

5.5 Inŕuence on hydrogen transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.5.1 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.5.2 Bubble growth simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.5.3 FESTIM simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6 Conclusion 115

Appendix 119

A FESTIM veriőcation 121

A.1 Conservation of chemical potential (MES) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
A.2 Conservation of chemical potential (MMS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
A.3 Heat transfer (MMS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

B Interface transient model 127

C DEMO monoblocks 131

C.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131



C.2 Standard case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
C.3 Inŕuence of the monoblock thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

Bibliography 139





List of Figures

1.1 Binding energy per nucleon [3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Evolution of the potential energy of two nuclei with their relative distance. Reproduced from [4]. 2
1.3 Fusion cross sections [5]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Magnetic őeld lines in a tokamak. Contribution of the toroidal and poloidal components. . . . 4
1.5 Triple product. An interactive version of this plot is available at [14]. . . . . . . . . . . . . . . . . 6
1.6 Comparison of the tokamaks ITER, JET, ARC, WEST and SPARC. Data from [14]. . . . . . . . . 7
1.7 Sketch of the tokamak divertor conőguration (source: EFDA-JET). . . . . . . . . . . . . . . . . . 8
1.8 Heat ŕux, particle ŕux and particle energy along the ITER divertor computed by the edge-plasma

simulation code SOLPS (shot #122399) [26]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.9 Structure of the ITER divertor. (images: ITER Organization, [32]). . . . . . . . . . . . . . . . . . 10
1.10 Thermal response of ITER-like monoblocks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.11 DEMO model showing HCLL blankets , plasma , magnets , and structural steel . Repro-

duced from [39]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.12 Evolution of the maximum fusion power on the grid for different doubling times. . . . . . . . . 12
1.13 Interactions of solute species in tungsten. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.14 Cross section of the 3He(n, T)H reaction [69]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.15 Simpliőed potential energy diagram showing two different types of defects. . . . . . . . . . . . 16
1.16 Example of the trajectory of a He2 cluster in tungsten. Reproduced from [82]. . . . . . . . . . . 17
1.17 Diffusivity values for tungsten, copper and CuCrZr. Data from [96]. . . . . . . . . . . . . . . . . 18
1.18 H TDS spectrum of pre-damaged W. Reproduced from [97]. . . . . . . . . . . . . . . . . . . . . 19
1.19 Detrapping energy of a hydrogen atom in several defects in tungsten: vacancies, impurities,

self-interstitial atoms (SIA), grain boundaries (GB), in tungsten depending on the number of
trapped hydrogen atoms. Reproduced from [105]. . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.20 Solubility values for tungsten, copper and CuCrZr. Data from [96]. . . . . . . . . . . . . . . . . 21
1.21 Transmission electron microscopy image of tungsten irradiated with He ions at different ŕuxes

(Low Flux (LF) = 2.9× 1020 m−2 s−1 and High Flux (HF) = 2.3× 1022 m−2 s−1) showing the presence
of He bubbles. Reproduced from [97]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.22 Scanning Electron Microscopy images of the surface of W samples exposed to 50 eV H plasma at
573 K and 1273 K. Reproduced from [133]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.23 Molecular dynamics simulation of He bubble bursting in W. Reproduced from [139]. . . . . . . 25
1.24 W fuzz observed in Alcator C-Mod. Reproduced from [142]. . . . . . . . . . . . . . . . . . . . . 26
1.25 Fuzzy W scanning/transmission electron microscopy images showing the presence of He bubbles

in tendrils. Reproduced from [151]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.1 100 eV deuterium implantation proőle in tungsten computed from Stopping Range of Ions in
Matter (SRIM). Reproduced from [174]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.2 Concentration proőle with recombination ŕux and volumetric source term at 𝑥 = 𝑅𝑝 . Dashed
lines correspond to the time evolution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.3 Representation of the mathematical problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.4 1D example of an approximated solution 𝑢 (exact in blue, approximated in orange) with basis

function 𝜙𝑖 for linear őnite elements with 2 nodes. . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.5 Example of a complex 3D geometry (here a breeding blanket section) mesh readable by FESTIM

[70]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.6 Temporal evolution of the outward particle ŕux 𝜑 at 𝑥 = 𝑙 (Case 1). . . . . . . . . . . . . . . . . 41
2.7 Evolution of the L2 error on 𝜑 as a function of the stepsize and element length (Case 1). . . . . 43



2.8 Evolution of the L2 norm of the error as function of element size h for the 1D H transport case
(Case 2a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.9 Comparison of the computed concentrations with the exact solution (Case 2b). . . . . . . . . . 46
2.10 Evolution of the L2 error on 𝑐m (left) and 𝑐t (right) showing the convergence rates for the 2D H

transport case (Case 2b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.11 Diagram of the parametric optimisation routine. . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.12 Normalised cost function 𝑓 = ( 𝑓 − min 𝑓 )/(max 𝑓 − min 𝑓 ) as function of 𝐸1 (eV) and 𝑛1 (at fr )

with global minimum located at (0.86 eV, 1.2 × 10−3 at fr ). . . . . . . . . . . . . . . . . . . . . . 48
2.13 Number of cost function evaluations required to converge towards the global minimum with

100 different initial guesses sorted by distance to the global minimum for several minimisation
algorithms. Each cost function evaluation takes 20 s to compute. White stripes correspond to initial
guesses for which the algorithm did not converge to the global minimum. . . . . . . . . . . . . 49

2.14 Fitting TDS spectrum performed on Tungsten by Ogorodnikova et al [106]. Dots correspond to
experimental data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2.15 TDS spectrum reproduced with several sets of parameters showing the existence of several
solutions to a single optimisation problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2.16 TMAP7 - FESTIM comparison 1D geometry showing W , Cu , CuCrZr . . . . . . . . . . . 51
2.17 Temperature proőle simulated by FESTIM for comparison case with TMAP7. . . . . . . . . . . 52
2.18 Comparison of results provided by FESTIM and TMAP7. . . . . . . . . . . . . . . . . . . . . . . 53

3.1 ITER monoblock geometry showing W armour , Cu interlayer , CuCrZr alloy cooling pipe .
The monoblock thickness is 12 mm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.2 Material properties used in the simulations [93, 101, 200ś202]. . . . . . . . . . . . . . . . . . . . 57
3.3 Thermal behaviour of the monoblock. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4 Meshes used for the monoblock simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.5 Representation of the 2D and 1D approximations on a monoblock geometry. The arrows represent

geometry independencies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.6 Comparison of monoblock inventories for the 1D, 2D approximations and the 3D case. . . . . . 61
3.7 Inŕuence of continuity of chemical potential on the monoblock hydrogen inventory. The bottom

plot shows the contribution of the trapped hydrogen in W, Cu and CuCrZr as well as the total
mobile hydrogen for the case with continuity of chemical potential. . . . . . . . . . . . . . . . . 62

3.8 Inŕuence of interface conditions on concentration őelds at 𝑡 = 2 × 107 s, 𝜑heat = 7 MW m−2. . . 63
3.9 Inŕuence of interface conditions on retention őelds at 𝑡 = 6.1 × 104 s. . . . . . . . . . . . . . . . 63
3.10 ITER plasma cycle. Evolution of heat ŕux and implanted particle ŕux. . . . . . . . . . . . . . . 64
3.11 Evolution of the monoblock inventory as a function of the implanted ŕuence for cycled (solid) and

continuous (dashed) exposure on a 1D case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.12 Evolution of the monoblock inventory during the sixth cycle for the high ŕux case. . . . . . . . 65
3.13 Evolution of the concentrations of traps 1 and 2 as a function of temperature for a local mobile

hydrogen concentration of 1 × 1022 m−3 and error associated with neglecting trap 2. . . . . . . . 66
3.14 Example retention őelds in m−3 after a 107 s exposure. . . . . . . . . . . . . . . . . . . . . . . . 67
3.15 Evolution of the inventory after a 107 s exposure as a function of 𝑇surface and 𝑐surface alongside with

simulation points (grey crosses). The simulations points were őtted with a Gaussian regression
process [208] providing the standard deviation 𝜎. . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.1 Poloidal cross section of Tungsten Environment Steady state Tokamak (WEST) and International
Thermonuclear Experimental Reactor (ITER) showing the divertors in red. . . . . . . . . . . . . 72

4.2 Method of WEST divertor hydrogen (H) inventory estimation based on the surface concentration,
the surface temperature and the behaviour law obtained in Chapter 3. . . . . . . . . . . . . . . 73

4.3 Evolution of the implantation range and the reŕection coefficient as a function of incident energy
𝐸 and angle of incidence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74



4.4 Distribution of exposure conditions (heat ŕux, particle ŕux and particle incident energy) along
the ITER divertor for several divertor neutral pressures [26]. . . . . . . . . . . . . . . . . . . . . 75

4.5 Surface temperature, surface concentration and inventory per unit thickness along the ITER
divertor with neutral pressures varying from 2 Pa to 11 Pa. The area corresponds to the 95%
conődence interval. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.6 Hydrogen inventory in the ITER divertor as a function of neutral pressure after 107 s of exposure
(approximately 25 000 discharges). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.7 H retention at the strike points (deőned as maximum temperature) as a function of the divertor
neutral pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.8 Evolution of the H inventory of the ITER divertor with the number of 400 s discharges. . . . . . 78
4.9 Distribution of surface temperature 𝑇surface, surface concentration 𝑐surface and inventory per unit

thickness along the WEST divertor with input powers varying from 0.49 MW to 2.0 MW with a
puffing rate of 2.5 × 1021 molecule s−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.10 H inventory at the inner and outer strike points (Inner Strike Point (ISP) and Outer Strike Point
(OSP)) and in the private ŕux region as a function of the input power with a puffing rate of
2.5 × 1021 molecule s−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.11 Evolution of the WEST divertor inventory as a function of input power for several puffing rates. 81
4.12 Temporal evolution of Plasma Facing Unit (PFU) inventories for different values of puffing rate

(left) and input power (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.13 Distribution of surface temperature 𝑇surface, surface concentration 𝑐surface and inventory per unit

thickness along the WEST divertor with a puffing rate varying from 4.4 × 1020 s−1 to 4.7 × 1021 s−1

with 0.45 MW of input power. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.14 Evolution of the WEST divertor inventory as a function of puffing rate. . . . . . . . . . . . . . . 82
4.15 H retention at the strike points and in the private ŕux region as a function of puffing rate with

0.45 MW of input power. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.1 Muir neutron energy spectrum corresponding to a DT reaction sampled with 5000 particles. . . 86
5.2 Helium generation via transmutation in a monoblock (only tungsten is shown). . . . . . . . . . 88
5.3 Steady state helium generation from tritium decay in a monoblock. . . . . . . . . . . . . . . . . 88
5.4 Comparison of the three sources of helium in a monoblock. The source from direct implantation

was computed for an incident ŕux of 5 × 1025 m−2 s−1 with a gaussian distribution (mean of 1 nm

and standard deviation of 1.5 nm). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.5 Representation of helium (He) clustering in solids. Dissociation is omitted for simpliőcation

purposes. The thickness of the grey arrows represents the magnitude of the reaction rate between
mobile He1 and other clusters at the same distance. . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.6 Validity of the sum approximation in the computation of the bubble radius assuming 𝑐𝑖 has a
gaussian distribution centered on 𝜇 and with a standard deviation 𝜎. . . . . . . . . . . . . . . . 94

5.7 He clusters concentration proőles in the tendril at 500 K, 1000 K and 1500 K under 100 eV He
exposure at 1 × 1022 m−2 s−1 at a ŕuence of 5 × 1025 m−2. Comparison between the current
implementation (solid) and Faney’s results [89] (dashed). . . . . . . . . . . . . . . . . . . . . . . 95

5.8 Helium clusters concentration proőles on the tendril case with dissociation energies varying from
-0.5 eV (dash-point) to +0.5 eV (dash). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.9 Transmission Electron Microscopy (TEM) images of W after exposure to 75 eV He at 2.3 ×
1022 m−2 s−1 and 1053 K for 13 s showing bubbles that have burst, large size bubbles at the near
surface and small size bubbles in the bulk. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.10 Comparison of experimental results with simulations for W implanted with 75 eV He at 2.3 ×
1022 m−2 s−1 and 1053 K for 13 s. Error bars correspond to the lowest and highest radius in the
TEM image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.11 Concentration proőles of He1 (left) and bubbles (right) in W exposed to 100 eV He at 1022 m−2 s−1

and 1000 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99



5.12 Proőle of mean bubble radius ⟨𝑟𝑏⟩ as a function of depth 𝑥 in tungsten (W) exposed to 100 eV He
at 1022 m−2 s−1 and 1000 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.13 Average helium content ⟨𝑖⟩ and average radius ⟨𝑟⟩ in all clusters (mobile and bubbles) in W
exposed to 100 eV He at 1022 m−2 s−1 and 1000 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.14 Comparison of several quantities of interest for several values of 𝑁 in W exposed to 100 eV He at
1020 m−2 s−1 and 1000 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.15 Evolution of quantities as a function of the implanted ŕux and temperature after 1 h of 100 eV He
exposure. Grey crosses correspond to simulations points. . . . . . . . . . . . . . . . . . . . . . . 103

5.16 Temporal evolution of quantities in W exposed to 100 eV He at 1022 m−2 s−1 and 1000 K for
temperatures varying from 120 K to 1200 K and implanted ŕuxes varying from 1017 m−2s−1 to
1021 m−2s−1. Each line corresponds to a simulation point (grey crosses on Figure 5.15a and points
on Figure 5.16d). The lines are coloured according to the parameter 𝑐He1 ,ideal = 𝜑imp 𝑅𝑝/𝐷(𝑇)
with 𝑅𝑝 = 1.5 nm and 𝐷 the diffusion coefficient of He1 in W. . . . . . . . . . . . . . . . . . . . 104

5.17 Temporal evolution of ¯⟨𝑖𝑏⟩, 𝐼bubbles and 𝐼 in W exposed to 100 eV He at 1.59 × 1018 m−2 s−1 and
1020 K. The dashed grey vertical line represents the transition from nucleation regime to bubble
growth regime. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.18 Evolution of ¯⟨𝑖𝑏⟩, 𝐼bubbles and 𝐼 as a function of 𝑡 for several 𝑐He1 ,ideal values. The blue curves
correspond to the őtted evolutions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.19 Spatial distribution of the bubbles density and the equivalent trap density (assuming 𝑓 =

3 × 1018 m−2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.20 Results of the Themo-Desorption Spectroscopy (TDS) őtting procedure. . . . . . . . . . . . . . 110

5.21 Evolution of the trap densities between the second and őfth TDS. . . . . . . . . . . . . . . . . . 111

5.22 Schematic interpretation of the simulation results showing the several stages of the experiment
(from He implantation to TDS cycles). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

A.1 Concentration proőles simulated by FESTIM against analytical solutions. . . . . . . . . . . . . . 121

A.2 Comparison of concentration őelds simulated by FESTIM with manufactured solutions. . . . . 124

A.3 Veriőcation of the heat transfer module in FESTIM. . . . . . . . . . . . . . . . . . . . . . . . . . 125

A.4 Evolution of the L2 error on 𝑇 showing the convergence rates for the 2D heat transfer case. . . 126

B.1 Idealised potential energy diagram describing the interactions of H at the interface between two
materials. In this case, 𝐸S,1 > 𝐸S,2 (consistent with a W/Cu interface Table 3.1). . . . . . . . . . 127

B.2 (a) Evolution of the ratio 𝑐2/𝑐1 with normalised time 𝑡/𝜏i for different values of 𝐸i→2/𝑘B𝑇. (b)
Evolution of the ratio 𝜃i/𝜃eq

i with normalised time 𝑡/𝜏i (independent of 𝐸i→2/𝑘B𝑇). (c) Evolution
of the time to reach 95% of the steady-state concentration, 𝜏i and 𝜏2 as a function of 𝐸i→2/𝑘B𝑇.
(d) Evolution of 𝜃

eq

i as a function of 𝐸i→2/𝑘B𝑇. The temperature in the simulation is 475 K, the
concentration in the material 1 (W) is 𝑐1 = 1018 m−3 and the concentration of trapping site at the
interface is 𝑛i = 1019 m−2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

C.1 3D geometry of the DEMO monoblock used for the simulations showing W armour , Cu
interlayer , CuCrZr alloy cooling pipe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

C.2 Temperature őeld of the 3D DEMO monoblock. . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

C.3 Retention őelds of the DEMO monoblock with (left) or without (right) recombination on the
poloidal gaps (standard case). Note the colour bars are different. . . . . . . . . . . . . . . . . . . 134

C.4 Temporal evolution of the monoblock inventory (standard case). . . . . . . . . . . . . . . . . . . 135

C.5 Temporal evolution of outgassing ŕuxes for the standard case with desorption from the poloidal
gaps. Blue lines correspond to the ŕuxes towards the vacuum vessel, the orange line is the ŕux
towards the coolant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

C.6 Evolution of the inventory with or without recombination at the poloidal gap for several monoblock
thicknesses at 𝑡 = 1 × 106 s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136



C.7 Evolution of the permeation ŕux to the coolant with or without recombination at the poloidal gap
for several monoblock thicknesses at 𝑡 = 1 × 106 s. . . . . . . . . . . . . . . . . . . . . . . . . . . 137

C.8 Evolution of the permeation ŕux with or without recombination at the poloidal gap for several
monoblock thicknesses without CuCrZr extrusion at 𝑡 = 1 × 106 s. . . . . . . . . . . . . . . . . . 138

List of Tables

1.1 Comparison of some hydrogen transport modelling tools. . . . . . . . . . . . . . . . . . . . . . . 29

2.1 Parameters used for the analytical veriőcation (Case 1). . . . . . . . . . . . . . . . . . . . . . . . 42
2.2 Traps properties used in the comparison with TMAP7. . . . . . . . . . . . . . . . . . . . . . . . 51

3.1 Materials properties used in the simulations. Thermal properties are őtted from ANSYS. 𝑇 is the
temperature in K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.2 Traps properties used in the simulations [193, 203]. . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.1 Setup parameters used in the SOLEDGE3X simulations. . . . . . . . . . . . . . . . . . . . . . . . 72

5.1 Pure He clusters properties in W. Diffusion properties are taken from Faney et al. [89] and binding
energies are taken from Becquart et al. [238]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.2 Trap properties used to őt the TDS spectra. The density distribution 𝑛𝑏 as well as detrapping
energies 𝐸𝑝 are assumed constant across TDS experiments. . . . . . . . . . . . . . . . . . . . . . 109

5.3 Results of the őtting procedure. Detrapping energies 𝐸𝑝 are given in eV, trap densities in at fr and
𝑓 in m−2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

C.1 Traps properties used in the 3D DEMO monoblocks simulations. . . . . . . . . . . . . . . . . . . 132

Notation

The next list describes several symbols that will be later used within the body of the document.

𝜆 Thermal conductivity W m−1 K−1

𝜆decay Radioactive decay constant s

⟨𝑖𝑏⟩ Average helium content in 𝑐𝑏

⟨𝑟𝑏⟩ Average radius in 𝑐𝑏 m

Ω Geometrical domain

𝜕Ω Boundary of a geometrical domain

𝜌 Volumetric density kg m−3

𝜏1/2 Radioactive half-life s



𝜑heat Heat ŕux per unit surface W m−2

𝜑imp Implanted particle ŕux per unit surface m−2 s−1

𝜑incident Incident particle ŕux per unit surface m−2 s−1

𝑐m mobile concentration of hydrogen m−3

𝑐t, i concentration of trapped hydrogen in trap 𝑖 m−3

𝑐𝑏 Total concentration of helium clusters above a given threshold m−3

𝐶𝑝 Heat capacity W K−1

𝐷 Diffusion coefficient m2 s−1

𝐷0 Diffusivity pre-exponential factor m2 s−1

𝐸𝐷 Diffusivity activation energy eV

𝐸𝑘, 𝑖 Trapping rate of trap 𝑖 activation energy eV

𝐸𝑝, 𝑖 Detrapping rate of trap 𝑖 activation energy eV

𝐸𝑆 Solubility activation energy eV

ℎ Convective heat transfer coefficient per unit surface W m−2 K−1

𝑘𝐵 Boltzmann constant eV K−1

𝑘𝑖 Trapping rate of trap 𝑖 m3 s−1

𝐾𝑟 Recombination coefficient m4 s−1

𝑘0, 𝑖 Trapping rate of trap 𝑖 pre-exponential factor m3 s−1

𝑛𝑖 Density of trap 𝑖 m−3

𝑝𝑖 Detrapping rate of trap 𝑖 s−1

𝑝0, 𝑖 Detrapping rate of trap 𝑖 pre-exponential factor s−1

𝑄 Plasma ampliőcation factor. The ratio of the fusion power generated by the power absorbed by the
plasma.

𝑟 Particle reŕection coefficient

𝑟𝐴 Capture radius of species A m

𝑅𝑝 Implantation range m

𝑆 Solubility m−3 Pa−0.5

𝑆0 Solubility pre-exponential factor m−3 Pa−0.5

𝑇 Temperature K



𝑡 Time s

𝑇coolant Coolant temperature K

𝑢 An arbitrary solution

𝑣 A test function
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lattice Three-dimensional crystalline structure of metals. The lattice is how the atoms are ordered within a
metal. 14, 22, 23, 25

Li lithium. 11
loop punching Helium bubble growth mechanism leading to the formation of a dislocation loop. 23ś25, 28

M

MAST-U Mega Amp Spherical Tokamak Ugrade. 8
MD Molecular Dynamics. 16, 23, 91, 93, 96
MES Method of Exact Solutions. 41
MHIMS Migration of Hydrogen Isotopes in MaterialS. 29
MMS Method of Manufactured Solutions. 41ś44



monoblock A unit brick made of a tungsten armour with a CuCrZr cooling pipe and a copper interlayer.
xiii, 8, 29, 71, 73, 74, 76, 78, 83, 85ś89

MRE Macroscopic Rate Equations. 31

N

NIF National Ignition Facility. 5

O

OpenMC Open-source neutronics code. 85, 86
OSP Outer Strike Point. xiii, 8, 80, 82
OVT Outer Vertical Target. 8, 75, 76

P

P1 Lagrange őnite element of order 1, also called piecewise linear elements. 42, 125
P2 Lagrange őnite element of order 2. 125
P3 Lagrange őnite element of order 3. 125
Paramak Code for generating parametric tokamak geometries. 85, 116
permeation Transport of particles through a material membrane. 12, 13, 116
PFM Plasma Facing Material. 6, 7, 15
PFU Plasma Facing Unit. xiii, 8, 78, 81
plasma Ionised gas. Sometimes refered as the fourth state of matter. 3ś8, 11, 14, 25ś29, 71, 78, 86
private ŕux region WEST divertor region located between the strike points. xiii, 72, 78ś80, 82

R

retention Local concentration of soluted species (hydrogen or helium) including the mobile and trapped
species. xiii, 15, 25, 27ś29, 78, 79, 82, 83

S

self-interstitial An atom initially in the lattice located at interstitial sites. 17, 23, 94
self-trapping See trap mutation entry. 22, 91
separatrix Last closed ŕux surface, intersects the X-point. 8
SOLEDGE3X Plasma boundary code. xv, 71ś74
SOLPS-ITER Primary plasma boundary code used at ITER. 71ś74
Soret effect Diffusion assisted by thermal gradients. 16
SPARC Soonest Private-funded Affordable Robust Compact. 6, 8
SRIM Stopping Range of Ions in Matter. xi, 33, 74, 95, 108, 109
startup inventory Tritium inventory required by new reactors to account for the initial tritium losses

(processing time, trapping in components...). 12, 13
stellarator Toroidal fusion reactor using magnetic őelds to conőne the plasma. The difference with the

tokamak is the twisted magnetic coils and the absence of a central solenoid inducing a current in the
plasma. 4, 5

STEP Spherical Tokamak for Electricity Production. 6
strike point Location on the divertor where the serparatrix crosses the solid target. It is where the highest

heat and particle ŕuxes are observed. xiii, 8, 72, 75ś80, 82

T

T tritium. 2
TBR tritium breeding ratio. 12, 13
TDS Themo-Desorption Spectroscopy. xiv, xv, 17, 28, 46ś48, 108ś111, 113
TEM Transmission Electron Microscopy. xiii, 96, 98
tendril Nanometre-thick columns forming the fuzz. xiii, 25, 95, 96
TESSIM Tritium Extraction System SIMulator. 29



thermophoresis See Soret effect. 16
TMAP7 Tritium Migration Analysis Program, Version 7. 29
TNC Truncated Newton method. 47, 48
tokamak Toroidal fusion reactor using magnetic őelds to conőne the plasma. Acronym for "TOroidalnaïa

KAmera s MAgnitnymi Katouchkami", which means "Toroidal chamber with magnetic coils". 4ś7, 25,
26, 28, 71, 85

transmutation Conversion of a chemical element into another chemical element by changing the number of
neutrons or protons in the nucleus. 85

transmutation gas Gas produced by transmutation (typically helium or hydrogen). 15
trap mutation Process where over-pressurised helium clusters eject a metal lattice atom creating a Frenkel

pair. 22, 89, 91, 93, 94, 99
trapping Process involving a particle being retained in a potential energy well. 7, 12, 17

U

UKAEA United-Kingdom Atomic Energy Authority. 6

V

V&V Veriőcation and Validation. 40
vacancy Defect in the lattice where a metal atom is missing. 17, 18, 22, 23, 91, 93

W

W tungsten. xiv, xv, 7, 8, 16, 17, 22ś28, 55, 95, 98, 100, 101, 108
WCLL Water-Cooled-Lithium-Lead. 12
WEST Tungsten Environment Steady state Tokamak. xii, xiii, 8, 71ś73, 78, 79, 81ś83

X

X-point Point in space where the poloidal őeld has zero magnitude. 8, 71
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1.1 Thermonuclear fusion

The fundamental principle of nuclear fusion is to fuse two light nuclei into a heavier
nucleus. The mass difference between the products and the reactants is released in the
form of energy (see Equation 1.1).

𝐸 = Δ𝑚𝑐2 (1.1)

where Δ𝑚 is the mass difference, 𝑐 is the speed of light in vacuum. This process is the
opposite process of nuclear őssion, powering the current nuclear plants.

When looking at the different binding energies per nucleon of the elements (see Figure
1.1), it becomes clear that light elements release energy from fusion and heavy elements
release energy from őssion.
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Figure 1.1: Binding en-
ergy per nucleon [3].

Nuclei are positively charged. To be able to fuse, they must overcome the Coulomb
barrier induced by the electromagnetic repulsion (see Figure 1.2). This Coulomb barrier
increases with the charge of the nuclei (i.e. the number of protons). This means that



2 1 Fusion: general introduction

[5] Forrest et al. (2012)

the nuclei must collide with a high enough velocity. At the atomistic scale, the velocity
𝑣th is a function of temperature (see Equation 1.2). This is one of the reasons why the
probability of a fusion reaction is temperature dependent.

𝑣th =

√
𝑘𝐵𝑇

𝑚
(1.2)

where 𝑘𝐵 = 1.3806 × 10−23 m2 s−2 kg K−1 is the Boltzmann constant, 𝑇 is the nucleus
temperature in K and 𝑚 is the nucleus mass in kg.

Figure 1.2: Evolution of
the potential energy of
two nuclei with their
relative distance. Repro-
duced from [4].

Nuclear separation

Potential energy

Coulomb barrier

Attractive well

Hydrogen, as the lightest element, has the lowest fusion temperature. It is also the
most abundant element on Earth (although bond to other elements). Depending on
which hydrogen isotope is used, different fusion reactions are possible (see Equation
1.3) [5].

2H + 2H −−−→ 3H (1.01 MeV) + 𝑛 (3.02 MeV) (1.3a)

2H + 2H −−−→ 3He (0.82 MeV) + 𝑛 (2.45 MeV) (1.3b)

2H + 3H −−−→ 4He (3.5 MeV) + 𝑛 (14.1 MeV) (1.3c)

2H + 3He −−−→ 4He (3.6 MeV) + 𝑝 (14.7 MeV) (1.3d)

Each of these reactions has a different cross-section (measure of the reaction probability).
The deuterium (D)-tritium (T) reaction is the one with the highest cross-section at
‘low‘ temperature (see Figure 1.3). This is the reason why this reaction has been the
focus of nuclear fusion for decades. More recently, private companies have started
experimenting with more exotic reactions like proton-boron (TAE Technologies) or
D-3He (Helion Energy).
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1.2 Tokamaks: how to bottle a star

1.2.1 Technology [4]

As explained above, for fusion to occur, the fuel must be heated up to millions of
degrees. A these temperatures, the DT gas becomes a plasma where electrons are
torn out from the nuclei. The principle of magnetic conőnement reactors is to trap the
electrically charged particles in a magnetic cage. The electrons and ions then gyrate
around the magnetic őeld lines and the Larmor radius of the gyration is given by:

𝑅 =

√
2𝑚𝑇

𝑒𝐵
(1.4)

where 𝑚 is the mass of the particle, 𝑇 its temperature, 𝑒 its charge and 𝐵 the magnetic
őeld. In a hot plasma (10 keV) with a strong magnetic őeld of 3 T, the Larmor radius of
ions is ≈ 1 mm, which is much smaller compared to the size of a reactor. The Larmor
radius of an electron is orders of magnitude smaller due to its lower mass. Straight
magnetic lines can therefore conőne charged particles in the direction perpendicular
to the őeld lines. However, the particles are not conőned in the parallel direction.

This issue can be solved by closing the őeld lines, forming a torus-shaped magnetic őeld.
However, this conőguration poses another problem: bending the őeld lines creates a
magnetic őeld gradient in the radial direction. This magnetic őeld gradient and the
centrifugal force cause the particles to drift upwards (or downwards depending on
their charge). Due to this drift, the particles end up escaping the magnetic conőnement
until they touch the walls of the chamber and neutralise (making it impossible for
them to fuse).

Two options exist to compensate this drift. The őrst is to add a poloidal component to
the magnetic őeld and twist the magnetic lines. This is done by inducting a current in
the plasma thanks to a central solenoid (see Figure 1.4). This conőguration is called
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Tokamak which stands for ‘toroidalnaia kamera s magnitnymi katouchkami‘ (toroidal
chamber with magnetic coils).

Figure 1.4: Magnetic őeld
lines in a tokamak. Con-
tribution of the toroidal
and poloidal compo-
nents.

The second option is to twist the magnetic őeld by twisting the toroidal coils themselves.
This conőguration is called a stellarator and has the advantage of not having an induced
current and is therefore inherently steady-state. The tokamak, on the other hand, is a
pulsed device. This is because the central solenoid has a limited capacity. The main
drawback of the stellarator is the complexity of the coils. Since each coil has a unique
shape, the cost of manufacturing such a reactor is higher than tokamaks for which
coils can be manufactured in series.

1.2.2 Triple product

The power balance in a fusion reactor is given by [4]:

𝜕𝑊

𝜕𝑡
= 𝑃fusion + 𝑃heating − 𝑃losses (1.5)

𝑊 is the thermal energy density stored in the plasma and can be expressed in J m−3

by:
𝑊 = 3𝑛𝑇 (1.6)

where 𝑛 is the plasma density in m−3 and 𝑇 is the plasma temperature in J. 𝑃fusion,
expressed in W m−3, is the power density generated from fusion reactions themselves
and can be expressed by:

𝑃fusion = 𝑛𝐷𝑛𝑇 ⟨𝜎⟩ 𝐸 (1.7)

where 𝑛𝐷 and 𝑛𝑇 are the densities in m−3 of deuterium and tritium respectively, ⟨𝜎⟩
is the DT reactivity in m3 s−1 and 𝐸 is the energy of the fusion reaction in J. Because
the neutrons have little interaction with the plasma, 𝐸 ≈ 𝐸𝛼 = 3.56 MeV. Moreover,
assuming a 50%-50% mixture of deuterium and tritium, 𝑛𝐷 = 𝑛𝑇 =

1
2𝑛. The fusion

power can therefore be written as:

𝑃fusion =
1

4
𝑛2 ⟨𝜎⟩ 𝐸𝛼 (1.8)
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The ampliőcation factor 𝑄 deőnes the ratio of the fusion power by the heating power.
The heating power 𝑃heating is therefore written as:

𝑃heating =
𝑃fusion

𝑄
(1.9)

Finally, 𝑃losses is the rate at which the plasma loses energy, either by losing mass
(particles escaping the magnetic cage) or by radiation. It is characterised by an energy
conőnement time 𝜏𝐸 and can be expressed as:

𝑃losses =
𝑊

𝜏𝐸
=

3𝑛𝑇

𝜏𝐸
(1.10)

Assuming energy equilibrium (i.e. 𝜕𝑊
𝜕𝑡

= 0), Equation 1.5 can therefore be written as:

𝑃losses = 𝑃fusion + 𝑃heating (1.11)

⇔ 3𝑛𝑇

𝜏𝐸
=

1

4
𝑛2 ⟨𝜎⟩ 𝐸𝛼 + 𝑃fusion

𝑄
(1.12)

Re-arranging the terms, one can obtain:

𝑛𝑇𝜏𝐸 =
12𝑇2

⟨𝜎⟩ 𝐸𝛼
· 1

1 + 1
𝑄

(1.13)

𝑛𝑇𝜏𝐸 is known as the triple product, a őgure of merit describing the performance of
a fusion reactor. Equation 1.13 gives the triple-product required to achieve a given
ampliőcation factor 𝑄 at a given temperature 𝑇.

When 𝑃heating approaches zero (i.e. the auxiliary heating systems are shut down), the
ampliőcation factor 𝑄 approaches ∞. Therefore:

𝑛𝑇𝜏𝐸 → 12𝑇2

⟨𝜎⟩ 𝐸𝛼
(1.14)

The quantity 𝑇2/⟨𝜎⟩ has a minimum around 𝑇 = 14 keV. Furthermore, when 10 keV <
𝑇 < 20 keV, the DT reactivity can be approximated by ⟨𝜎⟩ ≈ 1.1 × 10−24𝑇2.

Equation 1.14 can therefore be written as:

𝑛𝑇𝜏𝐸 ≥ 3 × 1021 keV s m−3 (1.15)

This is known as the Lawson criterion, which needs to be satisőed in order to reach
ignition (𝑄 = ∞).

Fusion devices can therefore be classiőed into three categories. Stars like our Sun
have very high conőnement times and densities while remaining at relatively low
temperatures (the sun core is at 1.2 keV). Magnetic conőnement devices (tokamaks,
stellarators, etc.) exhibit temperatures orders of magnitude higher than stars but
have conőnement times of the order of ∼ 1 s. A third way of achieving fusion is to
heat and compress a target of fuel with either lasers (NIF [6], Laser Mega Joule [7]),
pistons (General Fusion) or by smashing it at high speed with a projectile (First Light
Fusion). These devices, known as inertial fusion devices, exhibit extremely high densities
(∼ 1031 m−3) but short conőnement times (∼ 10−11 s).
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Figure 1.5: Triple prod-
uct. An interactive ver-
sion of this plot is avail-
able at [14].
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So far, no fusion device has been able to even reach break-even (𝑄 = 1) (see Figure 1.5).
The record of 𝑄 = 0.68 by the European tokamak Joint European Torus (JET) and was
performed in 1997 [8]. The objective of the International Thermonuclear Experimental
Reactor (ITER) tokamak, currently under construction in France, is to demonstrate
an ampliőcation factor of 𝑄 = 10 over 400 s [9]. Note that ITER will not produce any
electricity as this will be the role of a future fusion reactor: DEMOnstration power plant
(DEMO) [10]. Other designs aim at demonstrating plasma gain (i.e. 𝑄 > 1) sooner
than ITER and at a smaller scale (see Figure 1.6). This is the case of SPARC and ARC
developed by Commonwealth Fusion Systems and MIT [11, 12] or STEP designed by
the United-Kingdom Atomic Energy Authority (UKAEA) [13].

1.2.3 Plasma-facing materials

The walls of a fusion reactor are exposed to intense heat and particle ŕuxes. The choice
of Plasma Facing Materials (PFMs) is therefore crucial.

An appropriate PFM must have good thermal properties to withstand the extreme heat
ŕuxes. To minimise electric arcs, the materials must have a high electrical conductivity.
A high thermal conductivity is required as well as a very high melting point to enhance
heat exhaust but also minimise the impact of arcing (material release from erosion) [15,
16]. The material must also resist to thermal shock encountered during short plasma
discharges or transient events in the plasma [17].

In order to maximise the components’ lifespan, PFMs must resist erosion. This is even
more important when the eroded particle reduce plasma performances by making it
radiate and cool down.

The choice of a PFM is also critical from the nuclear safety point of view. First, the
quantity of tritium retained in the materials need to be minimised (this point will be
detailed in Section 1.3). Second, neutron activation of the material can increase the
quantity of radioactive waste and must be minimised.
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One of the őrst PFM was Carbon őber composite (CFC) [18]. CFC had the great
advantage of not melting and withstand very high heat ŕuxes. Using CFC also
increased the plasma performances greatly [19]. Unfortunately, graphite being porous,
hydrogen (and therefore tritium) retention was high [20]. Plus carbon can react with
plasma particles forming methane. Methane is then deposited on locations hard to
access in the reactor trapping tritium even more. For these two safety reasons, CFC
was replaced with Tungsten (W) or beryllium (Be) (or both). The advantage of Be is
that it creates a stable oxide. The formation of this oxide layer consumes oxygen and
reduces the oxygen impurity level in the plasma.

W has a very high melting point (3422 ◦C) and retains less tritium [21]. However, W
being a high-Z element, eroded W will make the plasma radiate and cool it down. For
this reason, the ITER divertor will be made of W but the őrst wall (which has a large
surface area) will be made of Be.

1.2.4 Divertor

In a fusion reactor, heat and particles (fusion ashes) need to be extracted. In most
tokamaks, the escaping plasma is diverted towards a dedicated component that is
heat-resistant. Such a conőguration is called a divertor conőguration. The divertor
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allows the creation of a X-point and a separatrix decoupling the plasma edge from the
walls. The X-divertor is a common conőguration (used in ASDEX, WEST, JET, ITER)
but more advanced conőgurations exist such as the Super-X divertor (MAST-U) [22],
X-Point Target (SPARC) [23, 24] or the Snowŕake conőgurations [25].

Figure 1.7: Sketch of the
tokamak divertor conőg-
uration (source: EFDA-
JET).

In a divertor conőguration, the intersection between the magnetic őeld lines and the
targets are called strike points. The X-divertor has two strike points on the inner and
outer targets (see Figure 1.7). At these strike points, the targets will experience very
intense heat and particle ŕuxes (see Figure 1.8).

The ITER divertor will be composed of 54 cassettes (see Figure 1.9). Each cassette is
made of two targets - the Inner Vertical Target (IVT) and Outer Vertical Target (OVT) -,
a dome and two reŕector plates. The inner and outer strike points (respectively ISP
and OSP) will be located on the IVT and the OVT. These elements are themselves
made of rows, called Plasma Facing Units (PFUs), of small unit bricks of a few dozens
of millimetres called monoblocks. In ITER, the IVT has 16 PFUs and the OVT has 22
PFUs. Monoblocks are typically made of a W substrate with a cooling pipe running
through. This cooling channel is necessary to keep the component’s temperature below
its operating limit and exhaust heat.

Several monoblock designs are currently studied for DEMO with varying dimensions,
different materials for the cooling pipe or the interlayer, etc. [27ś30]. The main candidate
is the ITER-like design, the type of monoblock that will be used in ITER [29]. This
design has a W substrate with a CuCrZr cooling pipe and a Cu interlayer for compliance.
In ITER, monoblocks will be 12 mm-thick whereas they will be thinner (4 mm) in
DEMO [31].

Studies on ITER-like monoblocks have demonstrated the resistance of the monoblock
design to high heat loads while investigating the effect of W recrystallisation [33ś35]
(see Figure 1.10).
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Target

CassetteDivertor
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Figure 1.9: Structure of the ITER divertor. (images: ITER Organization, [32]).

Figure 1.10: Thermal
response of ITER-like
monoblocks.

(a) Simulated temperature őeld in a monoblock
at 20 MW m−2 heat loading, water cooling at
120 ◦C. Reproduced from [34].

(b) Experimental measurement of monoblocks
thermal response at 20 MW m−2 heat loading,
water cooling at 130 ◦C. Reproduced from [35].
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1.3 The tritium issue

Tritium is a radioactive isotope of hydrogen with a half-life is 12.32 years [36]. It decays
into 3He emitting a beta particle (see Equation 1.16).

3H −−−→ 3He + e− (18.590 keV) (1.16)

This is an issue for both the fuel supply chain and nuclear safety.

1.3.1 Breeding

Due to its radioactive nature, tritium is very rare on Earth. The current reserve of tritium
in the world is a few dozens of kilograms. It is naturally produced by interaction
of cosmic rays with the nitrogen in the atmosphere (0.2 kg per year). Tritium is
however produced in larger quantities in őssion CANada Deuterium Uranium reactors
(CANDUs) as a by-product (130 g per year per CANDU reactor [37]).

ITER itself will consume around 18 kg of tritium over the duration of its operation
[38], which represent a yearly consumption of 0.9 kg for a 20-year lifetime. A 800 MWe

DEMO-type commercial fusion reactor would burn around 300 g of tritium per day
(≈ 100 kg a year).

For all these reasons, tritium must be produced on-site in large quantities for a fusion
economy to be possible.

To this end, the neutrons of the DT fusion reactions will be harnessed in a component
containing lithium (Li) surrounding the plasma called the breeding blanket (see Figure
1.11).

Depending on the Li isotope, two reactions can occur:

n + 6Li −→ 3H + 𝛼 + 4.8 MeV (1.17)

n + 7Li −→ 3H + 𝛼 + n′ − 2.5 MeV (1.18)

(a) View from above. (b) Side view.

Figure 1.11: DEMO
model showing HCLL

blankets , plasma

, magnets , and

structural steel .
Reproduced from [39].
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Figure 1.12: Evolution
of the maximum fusion
power on the grid for dif-
ferent doubling times.
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Several breeding blankets designs have been proposed and divided in three main
categories: ceramic concepts, liquid metal concepts, and molten-salts concepts. All
designs differ in the choice of tritium breeder, coolant and geometry.

The European candidates for breeding blankets in DEMO are the Water-Cooled-
Lithium-Lead (WCLL) [40, 41], the Helium-Cooled-Pebble-Bed (HCPB) [42ś44], the
Helium-Cooled-Liquid-Lead (HCLL) [45, 46] and the Dual-Coolant-Lithium-Lead
(DCLL) [47, 48] [49].

The tritium breeding ratio (TBR) is deőned as the number of tritium atoms produced
per generated neutrons. In order to ensure tritium self-sufficiency, the TBR of the
blanket must be greater than or equal to one [50]. A TBR greater than one can only be
obtained by neutron multiplication with lead or Be.

Moreover, the TBR must account for:

▶ losses via permeation, trapping, radioactive decay (5% per year)
▶ safety reserve in case of interruption of the fuel cycle
▶ supply of new reactors, also called the startup inventory

The TBR target in conventional power plants is around 1.05 [39]. Though this would
achieve self-sufficiency, it is not enough to sustain the development of a fusion energy
market.

The evolution of the maximum fusion power on the grid 𝑃max can be expressed as:

𝑃max = 𝑃plant × 2𝑡/𝜏2 (1.19)

where 𝜏2 is the doubling time (i.e. the time after which a plant has doubled its initial
tritium inventory), 𝑡 is the time, and 𝑃plant is the power of a single plant. This expression
assumes the only source of tritium is the reactors currently under operation.

Assuming 𝑃plant = 1 GW, with a doubling time 𝜏2 = 2 years, it will take 20 years to
produce 1 TW of fusion electricity on the grid (see Figure 1.12). This time reaches
50 years with a doubling time of 5 years.

For fusion power plants to achieve a doubling time 𝜏2 ≤ 3 years (doubling times in
power industry are typically 5 years), the TBR must be greater than 1.15 [51]. Other
key parameters inŕuence the required TBR (for a given doubling time) like the tritium
burn-up fraction, the fueling efficiency, the plant availability factor...
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Tritium transport in breeding blankets is crucial as trapped tritium in solid parts would
increase the startup inventory. For a given doubling time, a higher startup inventory
means a higher TBR requirement. The blanket inventory in the solid parts can be
reduced by (1) reducing the amount of solid components (this will also increase the
TBR [39]) (2) designing permeation barriers [52].

1.3.2 Safety

Tritium is also an issue in terms of nuclear safety. As a radioactive isotope, its ingestion
- in the form of tritiated water HTO - is a health hazard. Its biological half-life (i.e. once
ingested by humans) is around 10 days - which can be considered as low toxicity [53,
54]. Tritium’s half-life once incorporated in organic compounds increases to 40 days
and is associated with a higher toxicity [53]. To put tritium toxicity in perspective, it has
been estimated that drinking 2 L of water with the highest permissible level of tritium
contamination (10 000 Bq L−1) each day for a year results in a total radiation dose of
0.1 mSv, which is equivalent to two weeks natural radioactivity exposure [55].

To limit the potential environmental releases due to a loss of vacuum accident, its
inventory in fusion reactors must be limited [56]. In ITER for instance, the in-vessel
inventory of tritium is limited to 1 kg including 120 g retained in cryo-pumps and
180 g of measurement uncertainties [57, 58]. This limit has been determined to avoid
evacuation of population around the reactor in the event of a loss of vacuum accident.

Moreover, as tritium can migrate in materials, components that have been in contact
with it are considered as tritiated waste and must be handled. Tritium migration
through complete material layers (permeation) to the cooling tubes [59, 60] can lead to
contamination of coolants and must be taken into account in the detritiation process.
Tritium permeation to the atmosphere must also be controlled.

Detritiation techniques are being developed to reduce the volume of tritiated waste
in future fusion reactors [61]. These techniques mainly consist in heating the tritiated
samples and recovering the tritiated gas [62] that can be reused as fuel. Tritium
minimisation techniques such as Laser Induced Desorption or baking are also being
developed to reduce the tritium inventory during operations [58].

Permeation barriers are being studied to greatly reduce the permeation of tritium to
the cooling ŕuids [52, 63, 64]. The idea is to coat inner and/or outer surfaces of cooling
pipes with alumina-based coatings or ceramics (e.g. Al2O3, Cr2O3, Er2O3). Natural
oxides are also considered for permeation barriers. These coatings can also act as an
anti-corrosion barrier. The use of these permeation barriers - by deőnition minimising
permeation - could potentially increase materials inventories.

1.4 Helium and Hydrogen in metals

This Section summarises the main processes at stake (see Figure 1.13) when helium
(He) and hydrogen (H) particles interact with metals and with each other.
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Figure 1.13: Interactions of solute species in tungsten.
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1.4.1 Particle sources

Hydrogen

Deuterium and tritium being the fuel of fusion reactors, the primary source of hydrogen
in the divertor is the plasma itself. The wall of a fusion reactor (őrst wall and divertor)
is bombarded with high energy hydrogen ions. Due to their small size, these ions can
penetrate the metal lattice and be implanted in the material.

Components are also exposed to neutral hydrogen particles either in the atomic or
molecular form. This is also the case for the divertor region where fuel recycling can
occur [65, 66].

Tritium can also be produced by the neutron capture of helium-3 [67, 68] (see Equation
1.20 and Figure 1.14).

3He + n −−−→ 1H + 3H + 0.764 MeV (1.20)
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Finally, interactions of lithium with neutrons represent a major source of tritium in
tritium breeding blankets [70].

Helium

Helium is the product of the fusion reaction (see Equation 1.3). Therefore, the wall of
a fusion reactor is also bombarded with helium ions. This is the primary source of
helium in PFMs.

Helium can also be produced in materials indirectly. Since tritium decays into helium-3
(see Equation 1.16), regions with high tritium retention are expected to act as a source
of helium over time [67]. Moreover, interactions of neutrons (from the fusion reactions)
with metallic elements (e.g. tungsten or iron) can produce helium via transmutation
[71]. This transmutation gas production has been estimated using well-established
neutronics simulations (Monte-Carlo simulations modelling the path of neutrons in
matter) [72, 73]. Depending on the position in the DEMO divertor, cumulative helium
production over the course of three full power years (FPYs) could reach more than
400 appm.

1.4.2 H/W & He/W interactions

Diffusion

The repulsion of metal atoms with solute species creates wells of potential energy
located at interstitial sites (see Figure 1.15). The solute atoms in metals can then jump
from interstitial site to another thanks to thermal vibration. This process is called
diffusion. The ‘height‘ of the potential energy wells is called the diffusion activation
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energy or energy barrier𝐸𝐷 . Diffusion is therefore a thermally activated process governed
by a diffusion coefficient 𝐷 expressed in m2 s−1, which follows an Arrhenius law:

𝐷 = 𝐷0 exp (−𝐸𝐷/𝑘𝐵𝑇) (1.21)

where 𝐸𝐷 is expressed in eV, 𝑇 is the temperature in K, 𝑘𝐵 = 8.617× 10−5 eV K−1 is the
Boltzmann constant.

Diffusion can also be assisted by temperature gradients (called the Soret effect or
thermophoresis) [74ś76] or hydrostatic pressure gradients. The tungsten property to
simulate the Soret effect (Soret coefficient or heat of transport) is currently missing
from literature (for hydrogen). Hodille et al. used the properties of steel as an approxi-
mation [75]. Bennanoune and coworkers performed hydrogen transport studies with
hydrostatic pressure gradients showing it could have an impact of around 10 % in steel
components [77].

Diffusion coefficients (also called diffusivities) can be computed by Molecular Dynamics
(MD) and Density Functional Theory (DFT). The principle of MD is to calculate the
trajectory of atoms in a simulation box (see Figure 1.16). The trajectory of a particle 𝑖 in
a system of 𝑁 particles can be computed from Newton’s second law of motion:

𝑚𝑖 ®𝑎𝑖 =
𝑁∑

𝑗=1 𝑗≠𝑖

®𝐹𝑖 , 𝑗 (1.22)

where 𝑚𝑖 is the mass of the particle, ®𝑎𝑖 is its acceleration, ®𝐹𝑖 , 𝑗 is the force applied to
the particle due to its interaction with particle 𝑗. The forces between atoms is only a
function of the interatomic potentials. These potentials can be found in literature or
can be estimated from ab initio computations (DFT) [78, 79] or from methods based on
machine learning [80, 81].

By measuring the trajectory of a diffusing species from MD simulations for a long
time, its diffusion coefficient 𝐷 can be estimated from Einstein equation [83]:

lim
𝑡→∞

⟨𝑅2(𝑡)⟩
6𝑡

= 𝐷 (1.23)

where ⟨𝑅2(𝑡)⟩ is the mean squared displacement of the species.

This modelling technique was used to estimate the diffusion coefficient of H in W
[84ś87] and for He in W [82, 88ś91].
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Figure 1.16: Example of the trajectory of a He2 cluster in tungsten. Reproduced from [82].
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Diffusivity of hydrogen has also been measured experimentally in W [92ś94], copper
and copper alloys (CuCrZr) [95] and other metals. Note that the diffusion coefficients
measured experimentally are usually effective coefficients accounting for trapping
effects (detailed below). Because He tends to cluster (as explained below), measuring
its diffusivity experimentally is extremely complicated and therefore most estimations
of He diffusion coefficients are numerical. Figure 1.17 is a collection of diffusivity values
found in literature (measured experimentally or computed) for tungsten, copper and
CuCrZr.

Trapping at defects

Due to the repulsion between solute species and the surrounding metal atoms, defects
can act as wells of potential energy for solute species (see Figure 1.15). Once in that
attractive well, species can escape it only if their kinetic energy (i.e. the temperature) is
high enough. Species can be trapped at vacancies, dislocation loops, self-interstitial
atoms (in the case of hydrogen in tungsten), impurities, etc.

The trapping process can be described as:

H + [ ] k−−−⇀↽−−−
p

[H] (1.24)

where H is the particle in an interstitial site (i.e. mobile), [ ] is the defect and [H]
represents the particle trapped in the defect. The trapping rate and detrapping rate
can be respectively expressed as:

𝑘 = 𝑘0 exp
−𝐸𝑘
𝑘𝐵𝑇

(1.25)

𝑝 = 𝑝0 exp
−(𝐸b + 𝐸𝑘)

𝑘𝐵𝑇
= 𝑝0 exp

−𝐸𝑝
𝑘𝐵𝑇

(1.26)

where 𝐸𝑘 is the trapping energy in eV, 𝑘𝐵 is the Boltzmann constant in eV K−1, 𝑇 is
the temperature in K, 𝐸b is the binding energy of the particle with the defect and
𝐸𝑝 = 𝐸b + 𝐸𝑘 is the detrapping energy. A common assumption is that 𝐸𝑘 = 𝐸𝐷 .

Each rate therefore has two parameters: the pre-exponential factor and the activation
energy. These parameters can be identiőed from őtting Themo-Desorption Spectroscopy
(TDS) experiments. TDS experiments consist in loading a metal sample with the studied
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Figure 1.17: Diffusivity
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species (e.g. H or He) and heat it at different temperatures with a well controlled
temperature ramp (e.g. 1 K s−1, 10 K s−1...) while measuring the desorption ŕux. This
results in a spectrum which typically has one or several desorption peaks corresponding
to different traps (see Figure 1.18). Peaks appearing at high temperatures correspond
to łdeep” traps with a high detrapping energy 𝐸𝑝 .

These parameters can also be obtained from DFT calculations [98ś104].

Some defects can trap several hydrogen/helium atoms. For instance, up to approxi-
mately seven helium atoms can be trapped in a mono-vacancy at room temperature
[89]. DFT calculations also show that defects like mono-vacancies, dislocations or grain
boundaries can retain multiple hydrogen atoms (see Figure 1.19). As the number of
trapped particles (helium or hydrogen) increases, the binding energy of a particle
with the defect usually decreases. In other words, the more particles are trapped
in a defect the easier it is for a hydrogen atom to escape. For instance, the binding
energy of a helium atom in an empty mono-vacancy is around 4 eV and around 2.5 eV

if the vacancy already retains four helium atoms [89]. Similarly, the binding energy
of a hydrogen atom in a mono-vacancy varies from 0.5 eV (with six hydrogen atoms
trapped) to 1.3 eV (empty vacancy) (see Figure 1.19).

Defects can either be pre-existent in the material (sometimes called intrinsic defects):
impurities, grain boundaries, etc. They can also be caused by external factors (extrinsic

defects) like particle bombardment (ions, neutrons) [106] or mechanical stress [77].
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Figure 1.18: H TDS spectrum of pre-damaged W. Reproduced from [97].
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Surface dissolution

When a surface is in contact with a gas, molecular species (e.g. H2, T2, HD...) can
dissociate into mono-atomic species. After their dissociation, the atomic particles can
be adsorbed on the surface (on adsorption sites) [107]. This dissociation is described by
a sticking probability usually associated with an Arrhenius law 𝑠 = 𝑠0 exp (−𝐸𝑠/𝑘𝐵𝑇).
DFT calculations can calculate energy barriers for adsorption and migration of solute
species on surfaces [108]. Studies have however shown that this process is not thermally
activated (i.e. 𝐸𝑠 = 0) [109, 110] but rather depends on the ratio of the surface
concentration of the species (hydrogen or helium) by the concentration of adsorption
sites. This quantity is called the surface coverage 𝜃. When 𝜃 = 1, the surface is fully
saturated and when 𝜃 = 0 all the adsorption sites are available. Moreover, the presence
of impurities occupying adsorption sites can decrease the sticking probability of a
species [111, 112].

Adsorbed particles can then be absorbed in the bulk (see Figure 1.15). This thermally
activated process is associated with an absorption coefficient following an Arrhenius
law 𝐴 = 𝐴0 exp (−𝐸𝐴/𝑘𝐵𝑇). The absorption process is modelled using DFT and
absorption activation energies 𝐸𝐴 can be determined for different surface orientations
[113ś115].

All these processes (dissociation, adsorption and absorption) can be described by an
absorption ŕux:

𝜑abs = 𝑛𝐾abs𝑃 (1.27)

where 𝑛 is the absorption order, 𝐾abs is the absorption coefficient expressed in
m−2 s−1 Pa−1 and 𝑃 is the partial pressure of hydrogen in Pa.

Desorption of solute species at the surface is expressed by a desorption ŕux:

𝜑des = 𝐾des𝑐
𝑛
surface (1.28)
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where 𝐾des is the desorption coefficient expressed in m−2+3𝑛 s−1, 𝑐surface is the surface
concentration in m−3, and 𝑛 is the order of the desorption.

When the equilibrium between absorption and desorption is reached, 𝜑abs = 𝜑des,
which gives:

𝑛𝐾abs𝑃 = 𝐾des𝑐
𝑛
surface (1.29)

By rearranging Equation 1.29:

𝑐surface =
𝑛

√
𝑛
𝐾abs

𝐾des

𝑛
√
𝑃 (1.30)

When the absorption/desorption order is 𝑛 = 1 (monoatomic absorption):

𝑐surface = 𝑆𝑃 (1.31)

This relationship is known as Henry’s law of solubility and 𝑆 = 𝐾abs/𝐾des is the
material solubility expressed in m−3 Pa−1.

When the absorption/desorption order is 𝑛 = 2 (diatomic absorption):

𝑐surface = 𝑆
√
𝑃 (1.32)

This equiilbrium is known as Sievert’s law of solubility and 𝑆 =
√

2𝐾abs/𝐾des is the
material solubility expressed in m−3 Pa−0.5. The solubility of tungsten, copper and
CuCrZr are described in Figure 1.20.

The product of the solubility and diffusivity is called permeability.

Interface between materials

At the interface between two materials, the continuity of chemical potential has to be
ensured [116]. The continuity of chemical potential is conveyed by the continuity of 𝑃,
the local partial pressure of hydrogen at equilibrium. In a metal, 𝑃 can be expressed
from Sievert’s law of solubility (see Equation 1.32):

𝑃 = (𝑐−m/𝑆−)2 (1.33)

with 𝑐m the concentration of mobile species in the material, 𝑆 the solubility in the
materials expressed in m−3 Pa−0.5. At the interface between two metallic surfaces, the
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Figure 1.20: Solubility
values for tungsten, cop-
per and CuCrZr. Data
from [96].

chemical potential continuity is therefore conveyed by the continuity of the quantity
𝑐m/𝑆:

(𝑐−m/𝑆−)2 = (𝑐+m/𝑆+)2 (1.34)

In the case of a metal in contact with a non-metallic liquid behaving according to
Henry’s law (e.g. a molten salt):

(𝑐−m/𝑆−)2 = 𝑐+m/𝑆+ (1.35)

with 𝑆 the solubility of H in the materials expressed in m−3 Pa−0.5 or m−3 Pa−1.

A jump in concentration will therefore occur at the interface between two materials
with different solubilities.

Advection in liquids

Advection occurs when a mobile species is in a liquid (molten salts, water, coolants...)
and depends on the liquid velocity. This advective transport adds up to the diffusive
transport.

Depending on the liquid velocity and the species diffusivity in this liquid, the mass
transport can be predominated by one of the two phenomena. The Péclet number Pe is
a dimensionless number employed to estimate this dominance.
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Pe =
advective transport rate

diffusive transport rate
=
𝐿𝑢

𝐷
(1.36)

where 𝐿 is a characteristic length, 𝑢 is the ŕuid velocity and 𝐷 is the species diffusivity
in this ŕuid.

When Pe ≫ 1, advection is the dominant transport phenomena. When Pe ≪ 1,
diffusion dominates and advection can be neglected.

For hydrogen diffusing in liquid LiPb (typically in a WCLL breeding blanket with a
characteristic length 𝐿 ≈ 1 m), with 𝐷 ≈ 1 × 10−9 m2 s−1 and 𝑢 ≈ 1 × 10−4 m s−1 [70],
Pe ≈ 105, which means that advection dominates the mass transport and cannot be
neglected.

Clustering

Single He atoms implanted into the material diffuse rapidly due to the high W-He
repulsion. This high repulsive W-He interaction is such that interstitial He atoms
preferably rearrange into groups of atoms in order to minimise the number of repulsive
interactions [117, 118]. This phenomenon, called clustering, was highlighted by DFT
studies [119, 120] and MD simulations [121]. Small clusters are themselves mobile as
long as all the He atoms within the cluster are occupying interstitial position in the
solid lattice. The activation energy for interstitial He atoms and clusters in W ranges
from 0.15 to 0.45 eV according to Perez et al. [91]. He clusters will eventually grow by
interacting with either interstitial He atoms or other clusters.

Clustering of H atoms is less clear and Henriksson et al. showed that H atoms do not
form bonds with other H atoms in body-centered cubic (bcc) W [122].

Bubble nucleation

If its size is big enough, the cluster pressure is sufficient to knock off a W atom from the
lattice, creating a W vacancy and an interstitial W atom (a Frenkel pair). This process
is called trap mutation or self-trapping and the trapped clusters act as nuclei for bubble
formation.

Trap mutation has been modelled in W using DFT [78] and Monte Carlo computations
[123]. It has been shown that this phenomenon depends not only on the number of He
atoms in the cluster but also on temperature, position of the cluster to the free surface
or even the crystal orientation [124ś126]. At this point, the trapped cluster occupies the
newly created W vacancy position. It is considered immobile since it would require
either diffusion of another vacancy next to it, or recombination of the Frenkel pair in
order to diffuse [127].

Bubble growth

Once a bubble nucleus is created via trap mutation, it can continue to grow by
absorbing other clusters. Two or more bubbles can also coalesce and form a bigger
bubble. Condon and Schober [128] reviewed the key mechanisms of bubble growth in
metals.

Each of these mechanisms can become dominant over another depending on the
implantation and the metal conditions. Bubbles can continue to grow by absorbing
interstitial He atoms or mobile He clusters (i.e. that have not self trapped). Considering
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Figure 1.21: Transmis-
sion electron microscopy
image of tungsten irradi-
ated with He ions at dif-
ferent ŕuxes (Low Flux
(LF) = 2.9 × 1020 m−2 s−1

and High Flux (HF) =
2.3× 1022 m−2 s−1) show-
ing the presence of
He bubbles. Reproduced
from [97].
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that vacancies are mobile in the solid, the volume of a bubble could also increase
if a vacancy or a vacancy cluster interacts with a He bubble. The same is true for
He-vacancies or H-vacancies clusters.

There is no experimental evidence of He clustering with self-interstitial W atoms
[88].

During the growth of a He bubble by absorbing He atoms, if the pressure increases until
reaching a critical value, dislocation loop punching can occur. During the punching
event, a whole facet of W atoms is pushed, and the vacant lattice sites are absorbed by
the bubble allowing the bubble to expand and reducing the pressure in it [90]. The
produced self-interstitial W atoms will likely be attracted by image forces at the surface
and will contribute to the roughening of the surface and/or formation of surface
structures.

Dislocation loops happen at very high pressure and if the number of vacancies in
the lattice is low compared to the amount of He atoms. This is the case when a high
He ŕux is applied and the He ions energy is low so that no displacement damaged
is produced [90]. If vacancies were created via He ions implantation, they could
interact with existing He bubbles which would have the effect of increasing the volume
and thus decreasing the pressure (assuming no change in temperature and no other
implantation mechanism).

Coalescence of He bubbles has been observed in MD simulations [117, 129, 130] and
would tend to increase the bubble size decreasing the bubble density at the same time.
This may not have an impact on He concentration on the macroscopic scale but might
inŕuence bubble bursting.

The pressure inside the bubble and the bubble radius are two parameters of interest
and are correlated. Sefta [90] proposed to use the Wolfer equation of state in order to
determine the number of He atoms contained in a He bubble based on its pressure, the
latter being calculated from its radius and its surface tension. One must be aware that
if radii and pressure of bubbles computation is quite straightforward using MD [130]
or cluster dynamics [89] simulations it will be more complex to estimate these metrics
considering a continuum model that does not keep track of every type of clusters but
only a few of them. The only information a priori available in this case is indeed the
local helium concentration and an equivalence could be found by either having a high
density of small bubbles or a low density of big bubbles. An effort has been made by
Ialovega to measure the pressure inside helium bubbles using Electron Energy Loss
Spectroscopy (EELS) [131]. This technique, consisting in analysing the electron energy
loss as they interact with matter [132], showed evidence that the observed cavities (see
Figure 1.21) were őlled with helium.

Ultimately, a bubble can form blisters, increase its size via loop punching or even
burst.
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Figure 1.22: Scanning
Electron Microscopy im-
ages of the surface of
W samples exposed to
50 eV H plasma at 573 K
and 1273 K. Reproduced
from [133].
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Blistering

During helium or hydrogen implantation, blistering can be observed under certain
conditions. Blisters are plastic deformation (swelling) of the metal near the surface
due to high pressure in bubbles (see Figure 1.22). This phenomenon is separated from
loop punching even though loop punching can be considered as a plastic deformation.
Blistering usually happens at low temperatures because only then the growth rate of
the bubble is greater than the dissolution in the bulk (which depends on the thermally
activated diffusion coefficient and solubility). Eventually, if the rate of incoming atoms
is greater that the rate of re-dissolution in the bulk, blisters can rupture. Similarly, if
the rate of incoming atoms is less than the rate of re-dissolution in the bulk, the blister
will collapse.

Helium blistering has been observed in W at low temperature (< 1000 K) [134].
Hydrogen blistering was also observed in W [135]. Causey et al. also reviewed a wide
range of studies showing H exposure leads to blistering [66]. Blistering was found to
lead to local hardening in W due to the production of dislocations [133]. It can also
form cracks depending on the alloying elements in W and the microstructure [136].

Hydrogen blistering was observed under high energy irradiation (typically from a few
keV to MeV). These energies are orders of magnitudes higher than the ones expected
in the ITER divertor (see Figure 1.8).

It was also found that hydrogen blister formation was avoided in tungsten at tempera-
tures above 600 K [137, 138].
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Bursting

Figure 1.23: Molecular
dynamics simulation of
He bubble bursting in W.
Reproduced from [139].

When a bubble grows near the surface and is over-pressurised, bursting can occur (see
Figure 1.23). As the bubble size increases via loop punching, the W lattice is deformed
and the ligament thickness decreases. The latter can rupture which would make all
the He atoms contained in the bubble to be released to the vacuum. This is why He
bursting is characterised by sharp drops in the He inventory [129].

Sefta and co-workers observed that bursting is more likely to happen at high tempera-
tures. This phenomenon contributes to surface roughening and could be the beginning
of the formation of fuzz [140]. Indeed, a bursting event could either form a crater
on the W surface or an empty cavity due to self-healing. In the last case, called a
pinhole bursting event, the cavity can be repressurised with He atoms. Blondel et al.
proposed to model bursting as a stochastic function of depth in the material rather than
a calculation of the bubble pressure. They have also shown that simulation parameters
have an impact on the retention [141]. They have shown that the size of the reaction
network size (using cluster dynamics) does not seem to have an inŕuence (between
250 and 200) as the őrst bursting events happen with clusters of size He80.

If bursting is not included in continuum simulations, the volume fraction of He present
in W could become very large and the dilute limit approximation could no longer be
valid [90]. The correct metric for estimating bursting probabilities must therefore be
chosen with care.

W tendrils or łnano-fuzz”

In 2012, Wright et al. [142] observed the formation of nanostructures on the surfaces
of the W divertor of the reactor Alcator C-mod. These nanostructures are made of
W tendrils (see Figure 1.24). These structures are called W fuzz, nano-fuzz or even
fuzzy W. Because a small portion of the divertor grew W fuzz, no conclusion was
made regarding its inŕuence on the plasma operation. However, if these structures
were to be removed during plasma operation via erosion, W atoms could be fed into
the plasma, affecting the tokamak performances. Moreover, this phenomenon could
increase the W dust formation in the reactor and lead to contamination and safety
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Figure 1.24: W fuzz ob-
served in Alcator C-Mod.
Reproduced from [142].
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issues since the dust particles can be radioactive [143]. The formation of W fuzz also
increases the speciőc surface area and therfore the potential intake of hydrogen.

W fuzz has been observed at high temperature (>1000K), high ŕux (>1×1021 He+ m−2 s−1)
and long exposure (t>1 × 102 s) [134, 144].

The reason of the fuzz formation is still unclear but could be due to bursting events
and/or accumulation of self interstitial W atoms at the surface [145ś148]. Thermal
properties of the media are also impacted by the formation of W fuzz [149] which
could have a severe impact during ELM-like events. After 1h of plasma implantation,
nanostructuring can be found deep in the bulk (up to several hundred of 𝜇m).
According to Baldwin and Doerner [134], heavy alloying helps reduce the formation of
He-induced fuzz.

Takamura et al. showed fuzz could be grown under relevant tokamak conditions
(high-ŕux He plasma irradiation and surface temperature greater than 1250 K) [150].
Baldwin et al. showed the fuzz thickness evolved as a square root of the ŕuence [145].

McCarthy et al. studied the formation of W fuzz (see Figure 1.25) at helium ŕuences
ranging from 4×1023 m−2 to 1025 m−2, temperatures ranging from 1050 K to 1150 K and
He ion energies from 80 eV to 100 eV. They identiőed different fuzz growth regimes
depending on the He ŕuence due to the change in porosity of the fuzzy layer during
the growth process. The rate of growth was found to be dependent on the temperature
and the state (ion or atom) of the incident He particles.
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Figure 1.25: Fuzzy W
scanning/transmission
electron microscopy
images showing the
presence of He bubbles
in tendrils. Reproduced
from [151].
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Recent modelling work also showed temperature could signiőcantly affect the bursting
of He bubbles and therefore the growth of W fuzz [152].

De Temmerman et al. concluded that temperature was the most critical parameter
controlling W fuzz growth [153].

Cracks

The role of He implantation in cracks formation is still unclear since cracks have
also been observed during pure thermal shock on W PFC [149]. Under some speciőc
conditions, cracks can close due to thermal expansion which induce frictional loads
on the structure. The formation of W nano-fuzz could also bridge those cracks as
observed by Lemahieu et al. [154].

Reduction of thermal performances

Several of the above phenomena can have an impact on plasma facing materials thermal
performances [155, 156]. First, having a network of bubbles will lead to a reduction of
local apparent conductivity as thermal constriction will occur between the bubbles.
Therefore, for a given heat load of the surface of a PFC, temperature will likely increase.
Then, development of surface structures will be accompanied by surface roughening
therefore modifying the reŕectivity and emissivity [157]. For a given incident ŕux, the
net radiative ŕux to which the surface of the component is exposed will then increase.
This could lead to reduction of the PFC heat exhaust capacity and furthermore local
melting [149].

1.4.3 He/H interactions

Lee et al. studied the inŕuence of He implantation on D retention. They showed with
Elastic Recoil Detection depth proőles (up to 40 nm) that D is trapped where He is
trapped and proposed that He bubbles produce secondary defects around them which
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can trap D [158]. These defects can be interstitial loops produced by loop punching or
even vacancies created by stress őeld induced by overpressurised bubbles. Lee et al.
also suggested that no evidence had been found on trapping of D by chemisorption on
the inner surface of a He bubble nor by molecular interaction with the He cluster. The
privileged mechanism is therefore the trapping of D in the defects made by the stress
őeld induced by the He bubble to the crystalline structure of the W. Bergstrom et al.
however showed hydrogen can be located at the surface of He bubbles [159].

It has been shown by Ueda et al. that He implantation (even in small amounts) greatly
affects H blistering in W [160]. With only 0.1% of He in the ion beam one can observe
that H blistering is completely suppressed for temperature greater than 653 K. At lower
temperature, H blistering occurs but is signiőcantly reduced. This phenomenon is
due to the fact that H migration to the bulk and accumulation at grain boundaries is
avoided by He bubbles at the near surface which act as a diffusion plug for H. The
same phenomenon has been observed by Miyamoto et al. [161] which contributes to
reducing H retention. Markelj et al. [162] showed however that He implantation can
increase D retention in the He clustering zone. This suggests that observed reduction or
increase of D retention in mixed H-He plasma experiment depend on the implantation
depth.

Ialovega et al. performed sequential H implantation/desorption cycles on W samples
pre-damaged with He [97]. He bubbles were found in the near surface region (see
Figure 1.21) and signiőcantly different TDS spectra were observed after several H
implantations/desorptions (see Figure 1.18). This works gives evidence of an interaction
between He and H in W.

1.5 Problem deőnition

The main focus of this PhD work is the estimation of H isotopes retention and
permeation in tokamaks. We will try to answer the following questions:

▶ How does the tritium inventory evolve over the lifespan of the fusion reactor?
▶ Does it remain within the safety limits?
▶ What is the impact of the presence of helium?

Due to the time scales at play and the complexity of the components, answering
these questions experimentally is complex. Numerical models can however be used to
simulate components over long time scales and with complex geometries. However,
the tools currently available did not meet the requirements of either dimensionality,
physics, performance or availability.

Numerous simulation tools have been developed throughout the years (see Table
1.1). Most of these codes are not able to run multimaterial and/or multidimensional
simulations. These features are however essential to fully simulate monoblocks (see
Section 1.2.4). Many of them rely on the Finite Difference Method (FDM) whereas
HIT [163], Abaqus [77] and ACHLYS [164] rely on the Finite Element Method (FEM).
Moreover, some do not have an integrated heat transfer solver - essential for an accurate
estimation of temperature őelds and therefore thermally activated processes. Some of
these codes rely on proprietary software like Abaqus or COMSOL for HIT - limiting
their accessibility and scalability (parallel computing). The code ACHLYS meets all
these requirements and is the only one available open-source but was only released in
mid 2021. Finally, good computing performances were required in order to simulate
the full divertor. This ruled out the use of Abaqus in its current state as it was initially
designed for thermo-mechanical simulations.
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For all these reasons, the FESTIM code was developed and used to conduct this PhD
research.

Table 1.1: Comparison of some hydrogen transport modelling tools.

1D 2D 3D Multimaterial Heat transfer Open-source Programming language

TMAP7 [165] ✓ ✓ Fortran

HIIPC [166] ✓ ✓ Fortran

CRDS [167] ✓ Mathematica

MHIMS [105] ✓ Fortran

TESSIM [168] ✓ ✓

HIT [163] ✓ ✓ ✓ ✓ ✓ COMSOL interface

Abaqus [77] ✓ ✓ ✓ ✓ ✓ Fortran user subroutines

ACHLYS
[164]

✓ ✓ ✓ ✓ ✓ ✓ C++

▶ Chapter 2

The őrst part of this work was to develop a model and a simulation tool - FESTIM
- capable of solving hydrogen transport problem in 2D/3D. This Chapter will
describe the mathematical models used in FESTIM as well as the global numerical
implementation. Finally, it will detail the analytical veriőcation and experimental
validation strategy. This last point includes a code comparison with the reference
code TMAP7.

▶ Chapter 3

This Chapter will focus on estimating the tritium retention in monoblocks. To this
end, a FESTIM model of ITER-like monoblock will be developed. A behaviour law
linking the monoblock inventory to exposure conditions (surface concentration
and surface temperature) will be obtained.

▶ Chapter 4

The next stage is to scale up from a monoblock model to a full divertor model.
The behaviour law obtained in Chapter 3 will be coupled to plasma simulations
(providing distributions of exposure conditions). The inventory of the ITER and
WEST divertors will be computed for several plasma scenarios.

▶ Chapter 5

Finally, the inŕuence of helium exposure and the presence of helium bubbles
was studied. To this end, a őnite element solver was őrst developed to simulate
helium transport and clustering in tungsten. This code was compared to the
Xolotl code [141]. This helium transport code was then coupled to FESTIM to
estimate the potential impact of helium on the tritium inventory estimations.
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2.1 Introduction

This Chapter describes the mathematical models used to simulate H transport in
tokamaks plasma facing components. The numerical scheme to solve these equations
and an introduction to the őnite element method alongside with its implementation
in the Finite Element Simulation of Tritium in Materials (FESTIM) code are also
presented. Finally, the veriőcation & validation of FESTIM is performed to guaranty
its reliability.

2.2 H transport

2.2.1 Macroscopic Rate Equations model

The Macroscopic Rate Equations (MRE) model will be employed. The principle is to
split the hydrogen isotopes into several populations: the mobile hydrogen particles
and the hydrogen particles trapped in the i-th trap. Their concentration in H m−3 are
respectively 𝑐m and 𝑐t,𝑖 . They can be expressed in atomic fraction (at.fr.) by normalising
them to the atomic density of the material.

Fick’s őrst law of diffusion states that the particle ŕux is driven by the concentration
gradient. The particle ŕux 𝐽 is therefore expressed by:

𝐽 = −𝐷∇𝑐m (2.1)

where 𝐷 is the diffusion coefficient in m2 s−1. The Soret effect and the effect of
hydrostatic pressure are here neglected due to a lack of data.

The spatio-temporal evolution of these concentrations is commonly described by the
following reaction-diffusion system [169]:

𝜕𝑐m

𝜕𝑡
= ∇ · 𝐽 + Γ −

∑ 𝜕𝑐t,𝑖

𝜕𝑡
(2.2)

𝜕𝑐t,𝑖

𝜕𝑡
= 𝑘𝑖 · 𝑐m · (𝑛𝑖 − 𝑐t,𝑖) − 𝑝𝑖 · 𝑐t,𝑖 (2.3)
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In Equation 2.2, Γ is the volumetric source term of particles in m−3 s−1, which can be
used to simulate any process producing H in the bulk. This is the case for plasma
implantation and nuclear reactions producing H.

In Equation 2.3, 𝑘𝑖 and 𝑝𝑖 are the trapping and detrapping rates expressed in m3 s−1

and s−1 respectively and 𝑛𝑖 is the trap density in m−3.

At steady state (i.e. 𝜕𝑐m

𝜕𝑡
= 0 and 𝜕𝑐t,𝑖

𝜕𝑡
= 0), the mobile H concentration is independent

of 𝑐t,𝑖 . Equation 2.3 can be rewritten as:

𝑐t,𝑖 = 𝑛𝑖
1

𝑝𝑖
𝑘𝑖 𝑐m

+ 1
(2.4)

The quantity (𝑝𝑖/(𝑘𝑖𝑐m) + 1)−1 determines the trap occupancy. As it approaches one
(high mobile concentration, low detrapping rate or high trapping rate), the trapped
concentration approaches the trap density. As it approaches zero (high detrapping rate,
low mobile concentration or low trapping rate), the trapped concentration approaches
zero.

2.2.2 Boundary conditions

Several boundary conditions will be employed in order to constrain either the concen-
tration (Dirichlet boundary condition) or the concentration gradient (Neumann, Robin
boundary condition) at the domain’s boundaries.

Dissociation and recombination ŕuxes

The concentration gradient can be constrained on the boundaries (see Equation 2.5).

−𝐷(𝑇)∇𝑐m · n = 𝑓 (𝑥, 𝑡) on 𝜕Ω (2.5)

where 𝐷(𝑇) = 𝐷0 exp(−𝐸𝐷𝑘𝐵𝑇
) is the diffusion coefficient in m2 s−1, n is the boundary

normal vector and 𝜕Ω is the domain boundary.

𝑓 can be expressed as a molecular recombination ŕux:

−𝐷(𝑇)∇𝑐m · n = 𝐾𝑟(𝑇)𝑐𝑛m on 𝜕Ω (2.6)

where 𝐾𝑟(𝑇) = 𝐾𝑟0 exp(−𝐸𝐾𝑟𝑘𝐵𝑇
) is the recombination coefficient expressed in m3𝑛−2 s−1,

𝑛 ∈ {1, 2} is the order of the recombination. This is the Waelbroeck model [170]. This
model may not be valid for all cases [171] and a more extended and more complex
model from PickśSonnenberg [172] could be more generic. In a metal, 𝑛 = 2 and in a
non-metallic liquid, 𝑛 = 1. Recombination occurs when hydrogen particles located at
the surface of the material combine with other particles (which can be other hydrogen
particles) and are no longer bonded with the metal surface. It can happen both in
presence of a vacuum or when the metal is in contact with a ŕuid (gas or liquid).

Similarly, a dissociation ŕux can be applied when a surface is in contact with a gas
atmosphere of H2:

−𝐷(𝑇)∇𝑐m · n = 𝐾𝑑(𝑇)𝑃 on 𝜕Ω (2.7)

where 𝐾𝑑(𝑇) = 𝐾𝑑0 exp(−𝐸𝐾𝑑𝑘𝐵𝑇
) is the dissociation coefficient expressed in m−3 Pa−1.

Dissociation is the opposite process of recombination and occurs when particles in
the surrounding atmosphere or ŕuid reach the metal surface and are adsorbed. These
particles can then reach the bulk and diffuse in the metal.
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With 𝑛 = 2, a steady-state approximation of the ŕux balance between recombination
and dissociation ŕuxes is the Sievert’s law (see Equation 2.8).

𝑐m = 𝑆(𝑇)
√
𝑃 on 𝜕Ω (2.8)

where 𝑃 is the partial pressure of hydrogen at the boundary in Pa, 𝑆(𝑇) = 𝑆0 exp(−𝐸𝑆𝑘𝐵𝑇
)

is the material solubility in m−3 Pa−1/2 and 𝑇 is the local temperature in K. This law of
equilibrium is a steady-state approximation of a more complex model which takes into
account ŕux exchanges between adsorbed and mobile concentrations at the boundary.
It is therefore valid when applied to cases where the kinetics are fast enough for the
system to remain at equilibrium.

Analytical simpliőcation for an implanted source of H

Plasma implantation of hydrogen particles can be modelled with a volumetric source.
Typically, the depth of the implantation proőle 𝑅𝑝 is a few nanometres depending
on the incident particles energy and incident angle. These proőles can be simulated
by Monte Carlo codes like Stopping Range of Ions in Matter (SRIM) [173] and have a
gaussian-like shape (see Figure 2.1). This volumetric source term can be simpliőed into
a Dirichlet boundary condition (i.e. enforcing the mobile particle concentration at the
exposed surface).

Let us consider a volumetric source term of hydrogen Γ = 𝜑imp 𝑓 (𝑥) where 𝑓 is a
narrow Gaussian distribution. The concentration proőle of mobile particles can be
approximated by a triangular shape [175] (see Figure 2.2).

The concentration proőle is therefore maximum at 𝑥 = 𝑅𝑝 . The expression of max-
imum concentration value 𝑐max can be obtained by expressing the ŕux balance at
equilibrium:

𝜑imp = 𝜑recomb + 𝜑bulk (2.9)

where 𝜑recomb is the recombination ŕux and 𝜑bulk is the migration ŕux.
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𝜑bulk can be expressed as:

𝜑bulk = 𝐷 · 𝑐max

𝑅𝑑(𝑡) − 𝑅𝑝
(2.10)

with 𝑅𝑑 the diffusion depth.

When 𝑅𝑑 ≫ 𝑅𝑝 , 𝜑bulk → 0. Equation 2.9 can therefore be written as:

𝜑recomb ≈ 𝜑imp (2.11)

Moreover, according to Fick’s law, 𝜑recomb can be expressed as:

𝜑recomb = 𝐷 · 𝑐max − 𝑐0

𝑅𝑝
= 𝜑imp (2.12)

⇔ 𝑐max =
𝜑imp𝑅𝑝

𝐷
+ 𝑐0 (2.13)

Assuming second order recombination, 𝜑recomb can also be expressed as a function of
the recombination coefficient 𝐾𝑟 :

𝜑recomb = 𝐾𝑟 𝑐
2
0 = 𝜑imp (2.14)

⇔ 𝑐0 =

√
𝜑imp

𝐾𝑟
(2.15)

By replacing Equation 2.15 in Equation 2.13 one can obtain:

𝑐max =
𝜑imp𝑅𝑝

𝐷
+

√
𝜑imp

𝐾𝑟
(2.16)

As the recombination process becomes fast (i.e. 𝐾𝑟 → ∞), 𝑐0 → 0 and 𝑐max → 𝜑imp𝑅𝑝
𝐷 .

Since the main driver for the diffusion is the value 𝑐max, when𝑅𝑝 is negligible compared
to the dimension of the simulation domain, one can simply impose this value at the
surface.

A transient solution based on trap properties can be derived [105]:
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𝑐max(𝑡) =
(
𝑅𝑝𝜑imp

𝐷
+

√
𝜑imp

𝐾𝑟

)
· 𝜏
𝑡
·
(√

1 + 𝑡

𝜏
− 1

)2

(2.17)

where 𝜏 is a characteristic time expressed by:

𝜏 =
𝑅𝑝

∑
𝑅𝑖 𝑛𝑖

8𝜑imp
(2.18)

In this expression, 𝑅𝑖 = (𝑝𝑖/(𝑘𝑖 𝑐max) + 1)−1 represents the maximum őlling ratio of

the trap 𝑖 and 𝑛𝑖 is the trap density. When 𝑡 ≫ 𝜏, 𝑐max(𝑡) ≈ 𝑅𝑝𝜑imp

𝐷 +
√

𝜑imp

𝐾𝑟

2.2.3 Interface condition: conservation of chemical potential

The continuity of chemical potential can be ensured by performing a change of variable
in Fick’s second law of diffusion with 𝜙 = 𝑐m/𝑆 (in the case of a metal) [176] when
internal conditions cannot be set. Neglecting the trapping and generation terms,
Equation 2.2 therefore reads:

𝜕𝜙𝑆

𝜕𝑡
= ∇ · (𝐷∇𝜙𝑆) + 𝑓

= ∇ · (𝐷𝑆∇𝜙 + 𝐷𝜙∇𝑆) + 𝑓 (2.19)

where 𝑓 is some source term.

Equation 2.3 reads:
𝜕𝑐t,𝑖

𝜕𝑡
= 𝑘𝑖 𝜙 𝑆 (𝑛𝑖 − 𝑐t,𝑖) − 𝑝𝑖 𝑐t,𝑖 (2.20)

After solving Equation 2.19 for 𝜙, 𝑐𝑚 can be retrieved by multiplying the solution by
𝑆.

2.3 Heat transfer

Due to the numerous processes that are thermally activated, it is essential to have an
accurate temperature őeld. Moreover, most tokamak plasma facing components are
exposed to intense heat ŕuxes and are actively cooled, exhibiting high temperature
gradients. The temperature őelds are even more complex when dealing with non-trivial
geometries like monoblocks or breeding blankets. For these reasons, heat transfers
need to be modelled.

The equation describing heat conduction in solids is described as follows:

𝜌 · 𝐶𝑝
𝜕𝑇

𝜕𝑡
= ∇ · (𝜆∇𝑇) (2.21)

where 𝜌 is the density of the material in kg m−3, 𝐶𝑝 its speciőc heat capacity expressed
in J kg−1 K−1 and 𝜆 the thermal conductivity expressed in W m−1 K−1.

The thermal properties 𝐶𝑝 , 𝜌 and 𝜆 are usually temperature dependent.

For heat transfer problems, three types of boundary conditions can be imposed.
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First, the temperature can be őxed on the boundary with a Dirichlet boundary condition
(see Equation 2.22).

𝑇 = 𝑇(𝑥, 𝑦, 𝑧, 𝑡) on 𝜕Ω (2.22)

where 𝜕Ω is the domain boundary.

On the other hand, a heat ŕux can also be imposed by enforcing the temperature
gradient (see Equation 2.23). This condition is called a Neumann condition.

−𝜆∇𝑇 · n = 𝑓 (𝑥, 𝑦, 𝑧, 𝑡) on 𝜕Ω (2.23)

where 𝜆 is the thermal conductivity in W m−1 K−1.

Finally, to model a convective heat ŕux when the surface is in contact with a ŕuid
(e.g. cooling pipes, natural convection...), a Robin boundary condition needs to be
employed (see Equation 2.24).

−𝜆∇𝑇 · n = ℎ(𝑇 − 𝑇ext) on 𝜕Ω (2.24)

where ℎ is the heat transfer coefficient in W m−2 K−1, 𝑇ext is the ŕuid temperature in
K. The heat transfer coefficient can be dependent on the temperature and the ŕow
characteristics. It is obtained by computing the Nusselt number from correlations
linking it to the Reynolds number of the ŕow and the Prandtl number of the ŕuid [177]
(e.g. Dittus-Boetler, Sieder-State, Gnielinski...). Once the Nusselt number is known, the
heat transfer coefficient ℎ reads:

ℎ =
𝜆Nu

𝐿
(2.25)

with Nu the Nusselt number and 𝐿 the characteristic length in m.

2.4 Implementation

The models described in the previous sections can be hard to solve analytically for
complex problems (complex geometries, transients, combined boundary conditions,
coupling, etc.). The code FESTIM [178] was therefore developed in order to numerically
solve these coupled equations.

2.4.1 The őnite element method: FEniCS

FESTIM is based on the Finite Element Method to solve this set of differential equa-
tions and boundary conditions. Several őnite element libraries are available open-
source (deal.II [179], MFEM [180], MOOSE [181], FreeFEM++ [182]...). The open-source
python/C++ package FEniCS [183] was employed for it provides a user-friendly
python interface. The őnite element method is a versatile tool that can solve any
partial differential equation on an arbitrary geometry in 1D, 2D or 3D. The main
advantage of this method compared to the őnite difference method is the simplicity of
its application to complex geometries and unstructured meshes. Indeed, implementing
a őnite difference scheme for such a problem would be tedious and extra care must
be taken for mistakes in the implementation could result in losses in efficiency and
accuracy of the numerical solution.

This section illustrates the őnite element method applied to Poisson’s equation [184].

The mathematical problem can be described by Equation 2.26 where 𝑢 is the unknown
to be solved governed by Poisson’s equation. The problem is constrained by boundary
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conditions deőned on 𝜕Ω, the boundary of the domain Ω. The value of 𝑢 is prescribed
on the subset Γ𝐷 (Dirichlet boundary condition) whereas the value of the normal
derivative of 𝑢 is prescribed on the remaining boundary Γ𝑁 (Neumann boundary
condition) (see Figure 2.3).

−∇2𝑢 = 𝑓 on Ω (2.26a)

𝑢 = 𝑢0 on Γ𝐷 ⊂ 𝛿Ω (2.26b)

−𝜕𝑢

𝜕𝑛
= 𝑔 on Γ𝑁 ⊂ 𝛿Ω (2.26c)

Figure 2.3: Representa-
tion of the mathematical
problem.

The őrst step of the őnite element method is to build a variational formulation (also
called weak form) of the governing Equation 2.26 (called the strong form). To do so, the
equation is multiplied by a function 𝑣 (called the test function) and integrated over the
domain Ω. The following expression is obtained:∫

Ω

−∇2 𝑢 𝑣 𝑑𝑥 =

∫
Ω

𝑓 𝑣 𝑑𝑥 ∀ 𝑣 ∈ �̂� (2.27)

The function space �̂� is deőned as:

�̂� = {𝑣 ∈ 𝐻1(Ω) : 𝑣 = 0 on Γ𝐷} (2.28)

Equation 2.27 needs now to be rewritten in order to only have őrst order derivatives.
To do so, Gauss-Green’s lemma is employed:∫

Ω

−∇2𝑢 𝑣 𝑑𝑥 =

∫
Ω

∇𝑢 · ∇ 𝑣 𝑑𝑥 −
∫
𝜕Ω

𝜕𝑢

𝜕𝑛
𝑣 𝑑𝑠 (2.29)

Since the test function 𝑣 vanishes on Γ𝐷 , the following variational problem is obtained:
őnd 𝑢 ∈ 𝑉 such that∫

Ω

∇𝑢 · ∇𝑣 𝑑𝑥 =

∫
Ω

𝑓 𝑣 𝑑𝑥 −
∫
Γ𝑁

𝑔 𝑣 𝑑𝑠 ∀ 𝑣 ∈ �̂� (2.30)

The function space 𝑉 is deőned as:

𝑉 = {𝑣 ∈ 𝐻1(Ω) : 𝑣 = 𝑢0 on Γ𝐷} (2.31)



38 2 Model description

Figure 2.4: 1D example
of an approximated so-
lution 𝑢 (exact in blue,
approximated in orange)
with basis function 𝜙𝑖
for linear őnite elements
with 2 nodes.
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Poisson’s equation can now be discretised by restricting the variational problem
Equation 2.30 to discrete function spaces 𝑉ℎ and �̂�ℎ : őnd 𝑢ℎ ∈ 𝑉ℎ ⊂ 𝑉∫

Ω

∇𝑢ℎ · ∇𝑣 𝑑𝑥 =

∫
Ω

𝑓 𝑣 𝑑𝑥 −
∫
Γ𝑁

𝑔 𝑣 𝑑𝑠 ∀ 𝑣 ∈ �̂�ℎ ⊂ �̂� (2.32)

To solve Equation 2.32, a suitable pair of discrete function spaces 𝑉ℎ and �̂�ℎ must
be constructed. Piecewise polynomial basis functions {𝜙𝑖}𝑁𝑖=1

are deőned for 𝑉ℎ and

{�̂� 𝑗}𝑁𝑗=1
for �̂�ℎ .

The approximated solution 𝑢ℎ therefore reads (see Figure 2.4):

𝑢ℎ(𝑥) =
𝑁∑
𝑖=1

𝑈𝑖𝜙𝑖(𝑥) (2.33)

where𝑈𝑖 are the coefficient to be determined on each node (called degrees of freedom).
𝑁 is the number of nodes used to discretise the domain.

By replacing 𝑢ℎ in Equation 2.32 with Equation 2.33 and varying the basis functions
�̂� 𝑗 :

𝑁∑
𝑖=1

𝑈𝑖

∫
Ω

∇𝜙𝑖 · ∇�̂� 𝑗 𝑑𝑥 =

∫
Ω

𝑓 �̂� 𝑗 𝑑𝑥 −
∫
Γ𝑁

𝑔 �̂� 𝑗 𝑑𝑠, 𝑗 = 1, 2, . . . , 𝑁 (2.34)

This can be written in a matrix form:

𝐴𝑈 = 𝑏 (2.35)
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where

𝐴 𝑗𝑖 =

∫
Ω

∇𝜙𝑖 · ∇�̂� 𝑗 𝑑𝑥 (2.36a)

𝑏 𝑗 =

∫
Ω

𝑓 �̂� 𝑗 𝑑𝑥 −
∫
Γ𝑁

𝑔 �̂� 𝑗 𝑑𝑠 (2.36b)

The integral terms in Equation 2.36 are computed with Gauss-Legendre quadrature.

After solving Equation 2.35, the 𝑈𝑖 coefficients are known and the approximated
solution 𝑢ℎ can be computed. Non-linear problems are solved similarly where the
solution is approached using Newton’s method.

The weak formulation of the steady state McNabb & Foster equation is:

∫
Ω

∇𝑐m · ∇𝑣m 𝑑𝑥 =

∫
Ω

(𝑘𝑐m(𝑛 − 𝑐t) − 𝑝𝑐t) 𝑣t 𝑑𝑥 ∀ (𝑣m , 𝑣t) ∈ �̂� (2.37)

where �̂� is a suitable vector-functionspace.

The transient formulation can be obtained by adding transient terms to Equation 2.37∫
Ω

𝑐m−𝑐m,old

Δ𝑡 𝑣m 𝑑𝑥 and
∫
Ω

𝑐t−𝑐t,old

Δ𝑡 𝑣t 𝑑𝑥 (forward Euler time discretisation). 𝑐m,old and
𝑐t,old are the previous solutions for the mobile concentration and trapped concentration
respectively and Δ𝑡 is the timestep.

2.4.2 Main features of FESTIM

FESTIM provides an even higher level of abstraction than FEniCS by providing a
user-friendly interface dedicated to H transport and heat transfer problems. Users
only have to provide inputs such as material properties, traps properties, geometry,
solving parameters, without having to dive into the őnite element implementation. In
other words, users do not need to be őnite element experts to run a FESTIM simulation
(though knowledge and experience in őnite elements will help in solving numerical
problems).

Multidimensional multi-material transient simulations coupled with heat transfer
can therefore be run fairly easily without őnite element knowledge. Nevertheless,
since FESTIM is object-oriented, advanced users will always be able to turn FESTIM
inside-out to adapt the code to their speciőc needs (speciőc boundary conditions,
slight changes in the governing equations...). Since FESTIM is written in python -
which is a fairly easy-to-learn programming language - no advanced level of coding is
required.

As mentioned above, FESTIM simulates hydrogen transport (diffusion and trapping)
and additional physics can be incorporated, such as the Soret effect (even though not
used in this work) and conservation of chemical potential at interfaces... The hydrogen
transport equations can be coupled to the heat equation (weak coupling). Various types
of boundary conditions are available for both the H transport (imposed concentration,
recombination ŕux, dissociation ŕux, implanted source approximation...) and the
heat transfer problems (imposed temperature, imposed ŕux, convective ŕux...). Traps
densities in FESTIM can also be time-dependent allowing the users to simulate extrinsic
traps (e.g. irradiation induced traps, stress induced traps...).

Thanks to the őnite element method, geometries used in FESTIM can be complex (see
Figure 2.5). The meshing capability of FESTIM is limited to 1D meshes, and it was
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Figure 2.5: Example of
a complex 3D geometry
(here a breeding blanket
section) mesh readable
by FESTIM [70].

[185] Ahrens et al. (2005)

[186] Hunter (2007)

[187] Harris et al. (2020)

decided to instead make FESTIM accept (with the XDMF format) complex meshes
from third-party applications dedicated to meshing such as SALOME or GMSH. These
third-party applications can for instance be useful to run CAD-based simulations.
Users can also decide to use the FEniCS built-in meshing tool.

Similarly, FESTIM (FEniCS) visualisation functions are limited. FESTIM is not a
graphical application, but the őles generated by FESTIM (XDMF, CSV, TXT) can easily
be read and post-processed by specialised tools such as Paraview [185], matplotlib
[186], NumPy [187], etc.

Regarding the default őnite elements used in FESTIM are őrst order piecewise elements
(called P1, Lagrange or also Continuous Galerkin 1). Using these őnite elements for
trapped concentration exhibiting discontinuities (at the interface between two materials
for instance) can cause performance issues and loss of accuracies. Therefore, it can be
switched to discontinuous elements (DG1) when needed to avoid under- or over-shoots
in the concentration őelds. Many different őnite elements are available in FEniCS [188]
and their description is outside the scope of this work.

When dealing with transient problems, FESTIM provides an adaptive stepsize allowing
the stepsize to increase (by a user-deőned factor) when the convergence criterion is
easily reached by the solver. This greatly improves the performance of the code since
less timesteps are needed.

2.5 Veriőcation & Validation

Before using the FESTIM code for analysis, it has to be veriőed and validated. The
Veriőcation and Validation (V&V) has two goals: (1) to prove that the governing
equations are correctly solved and that the code is error free and (2) to demonstrate
that the governing equations actually reproduce processes observed experimentally.
In other words, veriőcation is answering the question łAre we building the code right?”

and validation is answering the question łAre we building the right code?”.

This Section details the V&V of FESTIM.

2.5.1 Analytical veriőcation

Veriőcation is the process of ensuring the governing equations are correctly solved in
FESTIM. This is an integral part of every simulation code for it guarantees the code is
error free. It is generally hard to simply substitute this process by code comparison
(cross-checks between two different codes) because often the codes are implemented
differently. Moreover, if the code we are comparing with is not veriőed, then obtaining
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similar results does not give any guarantee on the code accuracy as two different codes
can have the same bug.

Several methods can be used to verify a code but the Method of Exact Solutions (MES)
and the Method of Manufactured Solutions (MMS) are employed here.

Both methods consist in comparing a computed solution with an exact solution and
measuring the error. The exact solution in the MES is obtained by solving the governing
equations analytically. When using the MMS, the problem is reversed: an arbitrary
exact solution (called manufactured solution) is chosen and injected in the governing
equations. It is then possible to determine source terms and boundary conditions.
These are then fed into the code and the computed solution is compared to the
manufactured (exact) solution.

This MMS is often used to unravel the complexity of governing equations [189, 190]. This
is particularly useful when dealing with complex geometries or to exercise non-trivial
material properties.

This section describes two veriőcation cases of FESTIM. The őrst one uses the MES and
the second one the MMS. More complex and thorough veriőcation cases are shown in
Appendix A.

Case 1: H transport (MES)

For this veriőcation case, a 1D slab is considered with a thickness 𝑙. The concentration
of mobile particles was set to 𝑐0 on one side of the slab and set to zero on the other
side. Only one trap is considered in this case and its density 𝑛 is homogeneously
distributed.

The trapping parameter 𝜁 is deőned in [191] as follows:

𝜁 =
𝑝

𝑘 𝑛
+ 𝑐m

𝑛
(2.38)

In our case, we choose the trapping and detrapping rates 𝑘 and 𝑝, the concentration 𝑐0

and the temperature 𝑇 so that 𝜁 ≫ 𝑐m

𝑛 . This condition is equivalent to having the trap
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Table 2.1: Parameters
used for the analytical
veriőcation (Case 1).

Parameter Units Value

𝐷0 m2 s−1 2.0
𝑘0 m3 s−1 0.01
𝑝0 s−1 1.0

𝐸𝐷 eV 0.2
𝐸𝑘 eV 0.1
𝐸𝑝 eV 0.1

𝑐0 m−3 2.0
𝑛 m−3 2.0
𝑙 m 1.5

𝑇 K 300

𝑡 𝑓 s 2000

[189] Dudson et al. (2016)

[190] Roache (2002)

őlling ratio (𝑝/(𝑘 𝑐m) + 1)−1 ≪ 1. This is known as the effective diffusivity regime where
the diffusion is almost identical to the case where there are no traps. In this regime, the
governing equations are identical as a pure diffusion regime and are therefore easy to
solve analytically.

The coefficient 𝐷 is then replaced by an effective diffusion coefficient:

𝐷eff =
𝐷

1 + 1
𝜁

(2.39)

The particle ŕux at the background surface (𝑥 = 𝑙) is expressed in H m−2 s−1 and őnally
deőned in [191] by:

𝜑(𝑡) = 𝑐0𝐷

𝑙

[
1 + 2

∞∑
𝑚=1

(−1)𝑚 exp

(
− 𝑚2𝜋

2 𝐷eff 𝑡

𝑙2

)]
(2.40)

In Equation 2.40, the inőnite sum has been truncated at 𝑚 = 10000.

All the parameters used in this veriőcation case are deőned in Table 2.1. These
parameters have been chosen for the sake of veriőcation and do not necessarily
represent realistic conditions as veriőcation is a mathematical exercise. One can notice
on Figure 2.6 that the numerical results are in good agreement with the analytical
solution. The relative L2 error between analytical and numerical solutions was found
to be ≈ 1% with 1000 piecewise linear elements (P1) and a stepsize of 1 s. This value
decreases with the stepsize and with the element size (see Figure 2.7).

Since this test case is very similar to a pure diffusion case, it does not exercise all terms
of the governing equations. To do so, the governing equations would have to be solved
for a generic case which proves to be complex. This is why the MMS will be used
instead.

Case 2: H transport (MMS)

Principle The MMS is often used to unravel the complexity of governing equations
[189, 190]. This is particularly useful when dealing with complex geometries or to
exercise non-trivial material properties.
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function of the stepsize
and element length (Case
1).

The principle of the MMS is to manufacture an exact solution. Again, physical realism
is not a concern here as veriőcation is a mathematical exercise. This manufactured
solution needs to be non-trivial in order to test the robustness of the implementation.
It is then passed through the governing equations (either the heat equation or the
hydrogen transport equations) and source terms are obtained.

Let us take a simple example with the Poisson equation deőned on a 1D domain
[𝑥1 , 𝑥2]:

𝜕𝑢

𝜕𝑡
=

𝜕2𝑢

𝜕𝑥2
+ 𝑞 (2.41)

where 𝑢 is the unknown, 𝑞 is the source term.

The manufactured solution is arbitrarily deőned as:

𝑈(𝑡 , 𝑥) = 𝐴 + sin (𝑥 + 𝐵𝑡) (2.42)

where 𝐴 and 𝐵 are real numbers, 𝑡 is the time, and 𝑥 is the spatial coordinate. By
replacing 𝑢 by𝑈(𝑡 , 𝑥) in Equation 2.41, we can identify the source term 𝑞 that would
produce the solution𝑈(𝑡 , 𝑥):

𝑄(𝑡 , 𝑥) = 𝐵 cos (𝑥 + 𝐵𝑡) + sin (𝑥 + 𝐵𝑡) (2.43)

Several boundary conditions can be used to produce𝑈(𝑡 , 𝑥). We can for instance set a
Dirichlet boundary condition on the boundaries 𝑥 = 𝑥1 and 𝑥 = 𝑥2:

𝑢(𝑡 , 𝑥1) = 𝑈(𝑡 , 𝑥1) (2.44)

𝑢(𝑡 , 𝑥2) = 𝑈(𝑡 , 𝑥2) (2.45)
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or Neumann boundary conditions:

𝜕𝑢(𝑡 , 𝑥)
𝜕𝑥

���
𝑥=𝑥1

=
𝜕𝑈(𝑡 , 𝑥)

𝜕𝑥

���
𝑥=𝑥1

(2.46)

𝜕𝑢(𝑡 , 𝑥)
𝜕𝑥

���
𝑥=𝑥2

=
𝜕𝑈(𝑡 , 𝑥)

𝜕𝑥

���
𝑥=𝑥2

(2.47)

or even a combination of Dirichlet and Neumann boundary conditions.

By solving Equation 2.41 with 𝑞 = 𝑄(𝑡 , 𝑥) and initial condition 𝑢 = 𝑈(0, 𝑥), we can
obtain the computed solution 𝑢computed. The error between the computed solution
𝑢computed and the exact solution𝑈(𝑡 , 𝑥) can be calculated to assess the code accuracy.

Case 2a: Application to 1D hydrogen transport Let us apply the MMS to the
hydrogen transport model on a 1D domain Ω. In order to exercise all terms in Equation
2.2 and Equation 2.3, the following manufactured solutions are chosen:{

𝑐𝑚𝐷 = 1 + 𝑥2 + sin(𝑡)
𝑐𝑡 ,1𝐷 = 1 + 𝑥2 + cos(𝑡)

(2.48)

By combining Equation 2.2, Equation 2.3 and Equation 2.48, one can obtain the
following source terms:{

𝑓 = cos(𝑡) − sin(𝑡) − 2𝐷

𝑔1 = 𝑝1𝑐𝑡 ,1𝐷 − 𝑘1𝑐𝑚𝐷 (𝑛1 − 𝑐𝑡 ,1𝐷 ) − sin(𝑡)
(2.49)

𝑓 is the source term of the mobile concentration equation and 𝑔1 is the source term of
the trapped concentration equation.

where 𝑔1 is an additional source term in Equation 2.3. The Dirichlet boundary
conditions for 𝑐m and 𝑐𝑡 ,1 are:

{
𝑐m = 1 + 𝑥2 + sin(𝑡) on 𝜕Ω

𝑐𝑡 ,1 = 1 + 𝑥2 + cos(𝑡) on 𝜕Ω
(2.50)

where 𝜕Ω is the boundary of the domain. Finally, initial values for 𝑐m and 𝑐𝑡 ,𝑖 are:{
𝑐m(𝑡 = 0) = 1 + 𝑥2

𝑐𝑡 ,1(𝑡 = 0) = 2 + 𝑥2
(2.51)

Once all these parameters are fed into FESTIM, one can easily compare the computed
solution with the exact solution in Equation 2.48. The L2-norm 𝐸𝑐m can then be
calculated as follows:

𝐸𝑐m =

√∫
Ω

(𝑐𝑚𝐷 − 𝑐m)2𝑑𝑥 (2.52)

The evolution of 𝐸𝑐m as function of the element size ℎ is shown on Figure 2.8. One
can notice that 𝐸𝑐m increases as 𝐴 · ℎ𝑘 . This is known as the asymptotic regime and
the coefficient 𝑘 is called the convergence rate. 𝑘 typically approaches 𝑁 + 1 as ℎ
approaches zero,𝑁 being the order of the őnite elements. In this case, 𝑘 ≈ 2 as expected
since őrst order őnite elements have been used.
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Figure 2.8: Evolution of
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size h for the 1D H trans-
port case (Case 2a).

Case 2b: Application to 2D hydrogen transport The same method can be applied
to a 2D case. Let us choose the following steady state test problem on a domain
Ω = [0, 1] × [0, 1] with the manufactured solution 𝑐𝐷(𝑥, 𝑦) = sin(𝜔𝜋𝑥) sin(𝜔𝜋𝑦).

∇ · 𝐷∇𝑐m = − 𝑓1 (2.53)

𝑘𝑐m(𝑛 − 𝑐t) − 𝑝𝑐t = − 𝑓2 (2.54)

𝑐m = 𝑐t = 𝑐𝐷 on 𝜕Ω (2.55)

𝐷 = 2 (2.56)

𝑝 = 3 (2.57)

𝑘 = 2 (2.58)

(2.59)

The source terms 𝑓1 and 𝑓2 and the boundary conditions can be obtained in a similar
fashion by replacing 𝑐m and 𝑐t in the governing equations.

It was shown that the computed solutions was similar to the exact solutions (see Figure
2.9). Moreover, the convergence rates conőrm the mesh dependency of the computed
solutions’ accuracy (see Figure 2.10).

2.5.2 Experimental validation

Now that the code has been veriőed (i.e. it solves the governing equations correctly),
experimental validation is still required to check that these equations actually represent
experimentally observed processes. TDS experiments are a very good example of
experiments that can be reproduced for experimental validation of the hydrogen
transport model.
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(b) Computed 𝑐t (64 elements).
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Figure 2.9: Comparison of the computed concentrations with the exact solution (Case 2b).

Figure 2.10: Evolution of
the L2 error on 𝑐m (left)
and 𝑐t (right) showing
the convergence rates for
the 2D H transport case
(Case 2b).
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Methodology

Fitting experimental data by manually tweaking parameters as in [192, 193] can be really
time-consuming, sometimes days in some cases. Moreover, some possible solutions in
the parameter space might be missed by the user. This process has been automated by
embedding FESTIM in a minimisation algorithm.

As in manual őtting, the parametric optimisation problem is solved by minimising
a function representing the residual between simulated results and some reference
data. This function 𝑓 is called cost function. Considering őtting one or several TDS
spectra (in order to identify for instance trapping parameters or diffusion coefficients),
𝑓 can simply be the mean absolute error described in Equation 2.60 representing the
residual between the simulated spectrum and the experimental reference:

𝑓 (x) =
∑𝑁
𝑖=0

𝛼𝑖(𝑇𝑖) |𝑑𝑖 − 𝑑sim |∑𝑁
𝑖=0

𝛼𝑖(𝑇𝑖)
(2.60)

where x is the set of parameters used for the simulation, 𝑑sim are the values of the
simulated spectrum, 𝑁 is the number of experimental points (𝑇𝑖 , 𝑑𝑖). In Equation 2.60,
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Figure 2.11: Diagram of the parametric optimisation routine.

[194] Drexler et al. (2019)

[195] Virtanen et al.
(2020)

[106] Ogorodnikova et al.
(2003)

[178] Delaporte-
Mathurin et al. (2019)

[196] Nocedal et al.
(2006)

𝑓 (x) can be weighted by coefficients 𝛼𝑖 in order to have a better őt on speciőc regions
of the spectrum.

The parametric optimisation problem can now be solved by őnding the minimum of
the cost function 𝑓 . A comparative study of the several optimisation algorithms which
can be employed has been performed. These algorithms require the user to give an
initial set of parameters called initial guess and evaluate the cost function with several
parameters sets until the convergence criterion is reached (see Figure 2.11). As in [194],
the Python package SciPy [195] will be employed.

Four minimisation algorithms have been benchmarked against a test case. In the
following example an experimental TDS spectrum from Ogorodnikova et al. [106] will
be őtted and materials properties such as trap density and detrapping energy will be
identiőed. For this example case, two intrinsic traps and one extrinsic trap are set. The
only free parameters are 𝐸1 and 𝑛1, respectively the detrapping energy and density of
trap 1. The other parameters are constrained and described in [178]. The cost function
𝑓 has been plotted on Figure 2.12 as function of 𝐸1 and 𝑛1.

In this case, when only two free parameters are set the cost function has only one
minimum (it is not necessarily the case for higher dimension optimisation problems).
However, if one őxes the trap density 𝑛1 above ≈ 2 × 10−3 at fr , the cost function
has two local minima which can lead the optimisation routine to converged to a
non-global minimum. Moreover, 𝑓 is smooth and quadratic around its minimum
located at (𝐸1 , 𝑛1) = (0.86 eV, 1.2 × 10−3 at fr ). For detrapping energies below 0.6 eV

and/or densities below 0.5× 10−3 at fr, the cost function is constant. This is because for
these values, the contribution of this trapping site to the TDS spectrum is zero either
because the density is close to zero, or because the energy is too low for these traps to
be őlled at the implantation temperature of 300 K. Variations in these regions do not
modify the simulated spectrum and thus do not modify the cost function value.

Four different optimisation algorithms are being compared: Nelder-Mead (also called
the simplex method), Powell, Truncated Newton method (TNC) and Conjugate
Gradient (CG). Thorough descriptions of these algorithms would be beyond the scope
of this research but can be found in [196]. The performances of these algorithms have
been compared with 100 different initial guesses randomly distributed on the (𝐸1 , 𝑛1)
plane and are shown on Figure 2.13. It appears that the CG algorithm is less robust
since for some cases it didn’t converge towards the global minimum (see white bands
on Figure 2.13). The Nelder-Mead algorithm appears to be the most efficient with
initial guesses both close and far from the global minimum since the number of cost
function evaluations ranges from 50 to 100 whereas other algorithms require more than
100. This can be explained by the fact that Nelder-Mead is a derivative-free algorithm
whereas the TNC and CG algorithms need to compute őrst order derivatives thus
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increasing the number of function evaluations. This will be even more true when
increasing the number of free parameters since the derivative will become more costly
to compute.

It is worth noting that the Nelder-Mead algorithm is an unconstrained method. If
constraints or bounds are needed, TNC might be a more suitable choice.

Though in the following, the Nelder-Mead algorithm will be employed in the following
cases.
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Validation on tungsten

The TDS spectrum measured by Ogorodnikova et al. [106] has been reproduced by
setting all traps parameters as free parameters. The őtting procedure has been run
for several numbers of traps as shown on Figure 2.14a. It is clear that setting only one
trap is not sufficient to reproduce the experimental data. The two traps case shows
better results but also has a discrepancy near 600 K. This discrepancy is removed when
setting a third extrinsic trap to the simulation.

For this last case, the őve free parameters are the detrapping energies 𝐸𝑝,1, 𝐸𝑝,2, 𝐸𝑝,3
and densities 𝑛1, 𝑛2 (the third trapping site being created during the implantation, for
which the creation parameters are not part of the free parameters and taken from [106]
or [193]). This optimisation case is therefore a 5D optimisation problem. Every other
parameter is taken from [193]. The resulting őt is shown on Figure 2.14b alongside
with the contribution of each trap to the total spectrum. An interesting feature of this
spectrum is the negative area of the contribution of the second trap around 400 K.
Because not all of these traps are saturated, when trap 1 is empyting, some hydrogen
particles are nearly instantly trapped in the second trap which has a higher detrapping
energy.

The identiőed parameters are similar to the ones found by Hodille et al. in [193]. The
total őtting procedure took a few hundred of cost function evaluations. One single
cost function evaluation ‘costing‘ less than 20 s to compute (for that speciőc case), the
total procedure lasted less than 3 h.

Limitations

Even though an automated technique is proposed, the user still has some choices
to make in order to ensure the credibility of the őtted spectrum. Weighting the cost
function near regions of interest will result in a better őt in these regions. Users should
also be aware of the number of traps the data is being őtted with. As shown on Figure
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Figure 2.14: Fitting TDS spectrum performed on Tungsten by Ogorodnikova et al [106]. Dots correspond to experimental data.

[197] Hurley et al. (2015)

2.14a too few traps in the simulation will not result in a satisfactory őt (even though the
optimisation routine will converge to an optimised solution). Moreover, as shown on
Figure 2.15, one single TDS spectrum can be reproduced with several traps of different
energies and densities. This means that the cost function with several traps as free
parameters can have several local minima of very similar values. Adding traps to an
optimisation problem can also help to have a better őt of the experimental data in
some cases. But artiőcially adding more and more traps is not necessarily realistic and
could lead to misinterpretation of the results.

Figure 2.15: TDS spec-
trum reproduced with
several sets of parame-
ters showing the exis-
tence of several solutions
to a single optimisation
problem.
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In the őrst case with only one trapping site, as described by Hurley et al. in [197],
the binding energy is 0.55 eV and the trap density is 2.08 × 1024 m−3. The appearance
of two peaks is due to the desorption on different sides of the sample as explained
in [197]. In the second case, the curve as been reproduced with two trapping sites
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Table 2.2: Traps properties used in the comparison with TMAP7.

Material 𝑘0(m3 s−1) 𝐸𝑘(eV) 𝑝0(s−1) 𝐸𝑝(eV) 𝑛𝑖(at fr )

Trap 1 W 3.8 × 10−17 0.39 8.4 × 1012 1.20 5.0 × 10−4

Trap 2 W 3.8 × 10−17 0.39 8.4 × 1012 1.40 5.0 × 10−3

Trap 3 Cu 6.0 × 10−17 0.39 8.0 × 1013 0.50 5.0 × 10−5

Trap 4 CuCrZr 1.2 × 10−16 0.42 8.0 × 1013 0.50 5.0 × 10−5

Trap 5 CuCrZr 1.2 × 10−16 0.42 8.0 × 1013 0.83 4.0 × 10−2

[165] Longhurst (2008)

which energies and densities are respectively 0.51 eV and 0.57 eV and 2.02 × 1024 m−3

and 2.12 × 1024 m−3. In the third case, it has been reproduced with three trapping
sites which energies and densities are respectively 0.55 eV, 0.38 eV and 0.51 eV and
2.12 × 1024 m−3, 2.26 × 1024 m−3 and 2.13 × 1024 m−3.

This example illustrates how a single spectrum can be simulated with several sets of
parameters by varying the number of traps in the simulation. One way to avoid this
from happening is to have a set of experiments with varying parameters such as the
implantation temperature, the heating ramp, the ŕuence, dwelling time before TDS,
etc.

2.5.3 Comparison with TMAP7

The FESTIM code was compared to TMAP7 [165] on a 1D case.

The 1D simulation case is a 8.5 mm-thick composite slab made of W, Cu and CuCrZr
(see Figure 2.16). The plasma facing surface Γtop is located at 𝑥 = 0 mm and the surface
cooled by water Γcoolant is located at 𝑥 = 8.5 mm. The trapping parameters are detailed
in Table 2.2. The boundary conditions are detailed in Equation 2.61.
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[198] Anderl et al. (1999)

𝑇 = 1200 K on Γtop (2.61a)

𝑐m =
𝜑imp · 𝑅𝑝

𝐷
on Γtop (2.61b)

𝑇 = 373 K on Γcoolant (2.61c)

−𝐷∇𝑐m · n = 𝐾CuCrZr · 𝑐2
m on Γcoolant (2.61d)

with 𝐾𝑟,CuCrZr = 2.9 × 10−14 · exp (−1.92/(𝑘𝐵 · 𝑇)) the recombination coefficient of the
CuCrZr (in vacuum) expressed in m4 s−1 [198].

The Dirichlet boundary condition on Γtop for the hydrogen transport corresponds
to a ŕux balance between the implanted ŕux and the ŕux that is retro-desorbed at
the surface (see Section 2.2.2). The temperature proőle in TMAP7 was őxed on the
temperature proőle produced by FESTIM (see Figure 2.17).

TMAP7 and FESTIM were found to be in very good agreement (see Figure 2.18).
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Figure 2.17: Temperature proőle simulated by FESTIM for comparison case with TMAP7.
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2.6 Summary

The macroscopic rate equations model describing the transport (diffusion and trapping)
of H in solids was presented alongside with additional models such as the conservation
of chemical potential at interfaces. Due to the presence of thermally activated processes
(diffusion, trapping, detrapping, surface processes...), the heat transfer equation has to
be solved numerically. All these equations are solved with the newly developed őnite
element code FESTIM, which heavily relies on FEniCS.

FESTIM has been veriőed using methods such as the Method of Exact Solutions
and the Method of Manufactured Solutions. On the other hand, it was shown that
FESTIM could be employed to reproduce experiments (TDS experiments) performed
on tungsten. This validation process could be extended by reproducing other types
of experiments such as permeation experiments and proőlometry. However, this set
of equation (shared amongst H transport codes) has already proven to be capable of
reproducing these experiments. This has been done, for instance, during the validation
of TMAP7 [165].

Thanks to this veriőcation & validation process, it was shown that (1) the hydrogen
transport governing equations were correctly solved and (2) these equations can
represent processes observed experimentally.

The FESTIM code can then be safely employed to perform analysis on tokamak
components.
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In order to assess the behaviour of H in the divertor, component-level simulations of
monoblocks are required.

This chapter will focus on simulating H transport in ITER-like monoblocks.

Section 3.1 will describe the model geometry, the boundary conditions as well as
the materials and trap properties. Then, Section 3.2 will review the simpliőcations
that can be brought to the model to reduce the computation time. Finally, with these
simpliőcations, a parametric study will be performed and a behaviour law linking
the monoblock H inventory to the exposure conditions will be determined in Section
3.3.

3.1 Model description

The monoblock geometry is described on Figure 3.1. The boundary conditions for the
heat transfer problem are described in Equation 3.1 and those for the hydrogen transport
problem are described in Equation 3.2. An instantaneous recombination is assumed
on the poloidal and toroidal gaps and at the plasma facing surface. This assumption is
consistent with the high recombination coefficient measured by Ogorodnikova [199]
compared to Anderl’s coefficient [95].

The materials properties (diffusivity, solubility, and thermal conductivity, density and
heat capacity) are described in Table 3.1 and plotted on Figure 3.2. Finally, the traps
properties are described in Table 3.2. The traps for W were taken from [193] and the
trap created by ion implantation is neglected for it only affects the near surface of the
monoblock.

−𝜆∇𝑇 · n = 𝜑heat on Γtop (3.1a)

−𝜆∇𝑇 · n = −ℎ · (𝑇coolant − 𝑇) on Γcoolant (3.1b)

where 𝑇coolant = 323 K and ℎ = 70 000 W m−2 K−1.
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Figure 3.1: ITER
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[198] Anderl et al. (1999)

𝑐m =
𝜑imp𝑅𝑝

𝐷
on Γtop (3.2a)

−𝐷∇𝑐m · n = 𝐾r,CuCrZr · 𝑐2
m on Γcoolant (3.2b)

𝑐m = 0 on Γtoroidal and Γpoloidal (3.2c)

(3.2d)

where 𝐾r,CuCrZr = 2.9 × 10−14 · exp (−1.92/(𝑘𝐵 · 𝑇)) the recombination coefficient of
the copper alloy (in vacuum) expressed in m4 s−1 [198].
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Table 3.1: Materials properties used in the simulations. Thermal properties are őtted from ANSYS. 𝑇 is the temperature in K.

Thermal properties Hydrogen transport properties
Material 𝜌 · 𝐶𝑝

(J K−1 m−3)
𝜆

(W m−1 K−1)
𝐷0

(m2 s−1)
𝐸𝐷
(eV)

𝑆0

(m−3 Pa−0.5)
𝐸S

(eV)

W [93, 101] 5.1 × 10−6 · 𝑇3

− 8.3 × 10−2 · 𝑇2

+ 6.0 × 102 · 𝑇
+ 2.4 × 106

−7.8 × 10−9 · 𝑇3

+ 5.0 × 10−5 · 𝑇2

− 1.1 × 10−1 · 𝑇
+ 1.8 × 102

1.9 × 10−7 0.20 1.87 × 1024 1.04

Cu [200] 1.7 × 10−4 · 𝑇3

+ 6.1 × 10−2 · 𝑇2

+ 4.7 × 102 · 𝑇
+ 3.5 × 106

−3.9 × 10−8 · 𝑇3

+ 3.8 × 10−5 · 𝑇2

− 7.9 × 10−2 · 𝑇
+ 4.0 × 102

6.6 × 10−7 0.39 3.14 × 1024 0.57

CuCrZr
[201]

−1.8 × 10−4 · 𝑇3

+ 1.5 × 10−1 · 𝑇2

+ 6.2 × 102 · 𝑇
+ 3.5 × 106

5.3 × 10−7 · 𝑇3

− 6.5 × 10−4 · 𝑇2

+ 2.6 × 10−1 · 𝑇
+ 3.1 × 102

3.9 × 10−7 0.42 4.28 × 1023 0.39

Table 3.2: Traps properties used in the simulations [193, 203].

Material 𝑘0(m3 s−1) 𝐸𝑘(eV) 𝑝0(s−1) 𝐸𝑝(eV) 𝑛𝑖(at fr )

Trap 1 W 8.96×10−17 0.2 1 × 1013 0.87 1.1 × 10−3

Trap 2 W 8.96×10−17 0.2 1 × 1013 1.00 4.0 × 10−4

Trap 3 Cu 6.0 × 10−17 0.39 8.0 × 1013 0.50 5.0 × 10−5

Trap 4 CuCrZr 1.2 × 10−16 0.42 8.0 × 1013 0.85 5.0 × 10−5

[29] Hirai et al. (2016)

3.2 Simulation simpliőcations

3.2.1 Thermal behaviour

Steady-state heat transfer simulations were performed with FESTIM with varying
heat ŕuxes 𝜑heat. With 𝜑heat = 1 MW m−2, the surface temperature of the monoblock
was found to be around 400 K (see Figure 3.3a) whereas with 𝜑heat = 10 MW m−2 the
surface was around 1400 K (see Figure 3.3b).

The average surface temperature 𝑇surface therefore increases linearly with the heat load
and can be őtted by Equation 3.3 (see Figure 3.3c).

𝑇surface = 1.1 × 10−4 · 𝜑heat + 𝑇coolant (3.3)

This was found to be in very good agreement with experimental measurements
performed in [29]. Using a mean surface temperature had low inŕuence on the
hydrogen transport results compared to a non-homogeneous surface temperature that
could be obtained with a heat ŕux condition since surface temperature gradient was
low compared to the one between the top surface and the cooling surface.
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(c) Evolution of surface temperature as a function of heat ŕux.

Figure 3.3: Thermal behaviour of the monoblock.

3.2.2 Inŕuence of dimensionality

The őrst simpliőcation that can be done is the dimensionality. A full 3D simulation
would be the most accurate, but also the most expensive in terms of computation time
(partly because more cells are required for the same spatial discretisation as seen on
Figure 3.4). Conversely, 1D simulations are faster to run, but are less accurate. This is
sometimes referred as the curse of dimensionality.

A 2D approximation assumes the solution is independent of the poloidal direction.
The hydrogen inventory is obtained by:

inv = 𝑒

∫
Ω

(𝑐m +
∑

𝑐t, i) 𝑑𝑆 (3.4)
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Figure 3.4: Meshes used
for the monoblock simu-
lations.

(a) 3D mesh. (b) 2D mesh.

Figure 3.5: Representa-
tion of the 2D and
1D approximations on
a monoblock geometry.
The arrows represent ge-
ometry independencies.

where 𝑒 is the monoblock thickness.

Similarly, the 1D approximation assumes the solution is independent of both the
poloidal and the toroidal direction (see Figure 3.5). It also cannot capture the full
geometry of the monoblock as it would assume Cu and CuCrZr slabs instead of hollow
cylinders. The hydrogen inventory is obtained by:

inv = 𝑒 𝐿

∫
Ω

(𝑐m +
∑

𝑐t, i) 𝑑𝑙 (3.5)

where 𝐿 is the monoblock width.

Monoblocks simulations were run in 1D, 2D, and 3D and the inventory was computed
for each case (see Figure 3.6). Both the 1D and 2D approximations overestimate
the inventory compared to the 3D reference, these approximations are therefore
conservative. It should however be noticed that, when neglecting the recombination
on the poloidal gap (i.e. assuming hydrogen cannot desorb from this surface), the
2D approximation is strictly equivalent to the 3D reference (see C). For these reasons,
the 2D approximation will be employed in the following sections as it is the best
compromise between accuracy and computational time.
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Figure 3.6: Comparison
of monoblock invento-
ries for the 1D, 2D ap-
proximations and the 3D
case.

3.2.3 Inŕuence of interface condition

As monoblocks are made of several materials (tungsten, copper and CuCrZr), the
continuity of chemical potential across interfaces results in a mobile concentration
jump (see Section 2.2.3). However, the problem could be simpliőed if, instead of
ensuring the continuity of chemical potential, one ensured the continuity of mobile
concentration across interfaces. Indeed, this would allow getting rid of one equation
and therefore reduce the computational time. But is this simpliőcation valid?

To verify its validity, 2D monoblock simulations are performed with chemical potential
continuity (see Equation 1.34) or mobile concentration continuity and the temporal
evolution of the inventory was computed. The implanted ŕux 𝜑imp was őxed to
1.0 × 1021 m−2 s−1 and the heat ŕux 𝜑heat varied from 3.0 MW m−2 to 7.0 MW m−2.

For the low ŕux cases (3 MW m−2 and 5 MW m−2), no difference was found (see Figure
3.7). For the case at 6 MW m−2, differences start to appear after 3 × 106 s (7 × 105 s at
7 MW m−2). After 2×107 s of continuous exposure, the absolute difference at 6 MW m−2

was 25 % and 55 % at 7 MW m−2.

This time of appearance of differences corresponds to the time required for the
hydrogen to migrate up to the W/Cu interface. This is explained by the high solubility
ratio between W, Cu and CuCrZr leading to a higher concentration of mobile particles
in CuCrZr (see Figure 3.8) and therefore a higher trapping rate. Since the trap density
in Cu is low, the global inventory is not affected by it.

Similarly, before reaching the W/Cu interface, the retention proőles are identical
regardless of the interface condition (see Figure 3.9).

The retro-desorbed ŕux (from the monoblock to the plasma) does not depend on
the interface conditions since interfaces are far from the exposed surface. Moreover,
outgassing ŕux through the cooling pipe greatly depends on the boundary condition
imposed at the cooling surface. Therefore, in order to assess the impact of interface
conditions on the outgassing ŕux through the cooling pipe, uncertainties must őrst
be lifted regarding the recombination process occurring on surfaces in contact with
water.

Since this work is motivated by the estimation of the divertor inventory, the concentra-
tion continuity assumption is therefore valid since only a few monoblocks are exposed
to high heat ŕuxes and most of the divertor is at the coolant temperature (this will be
explained further in Chapter 4).
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Figure 3.7: Inŕuence
of continuity of chem-
ical potential on the
monoblock hydrogen in-
ventory. The bottom plot
shows the contribution
of the trapped hydrogen
in W, Cu and CuCrZr
as well as the total mo-
bile hydrogen for the case
with continuity of chemi-
cal potential.
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[204] Lister et al. (2006)

3.2.4 Inŕuence of cycling

In ITER, the plasma operation will not be continuous. Instead, pulses of 600 s will be
shot [204] with a ramp-up of 100 s, a plateau during 400 s, a ramp-down of 100 s and
1000 s of dwell time between pulses (see Figure 3.10). Simulating these transient cycles
would require stepsizes of ≈ 10 s in order to capture the ramp-up and ramp-down
phases. Simulating one cycle would therefore require more than 60 steps (excluding
the resting phase).

On the other hand, FESTIM has an adaptive stepsize feature allowing the stepsize to
increase (resp. decrease) when steps are solved in less (resp. more) than őve Newton
iterations. Therefore, if a continuous plasma exposure was simulated, the adaptive
stepsize would allow the stepsize to increase up to thousands of seconds, reducing a
lot the simulation time.

To verify the validity of the continuous exposure approximation, 1D simulations were
run with plasma cycles or continuous exposure. For the cycled simulation, both the
heat ŕux 𝜑heat and the particle ŕux 𝜑imp were varied from zero during the resting
phases to their nominal values during the plateau phase (see Figure 3.10).

Two cases were run:

▶ High ŕux: 𝜑heat = 13 MW m−2 and 𝜑imp = 1.6 × 1022 m−2 s−1

▶ Low ŕux: 𝜑heat = 5 MW m−2 and 𝜑imp = 5.0 × 1021 m−2 s−1
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Figure 3.8: Inŕuence of
interface conditions on
concentration őelds at
𝑡 = 2 × 107 s, 𝜑heat =

7 MW m−2.
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Figure 3.10: ITER plasma
cycle. Evolution of heat
ŕux and implanted parti-
cle ŕux.
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Figure 3.11: Evolution of
the monoblock inventory
as a function of the im-
planted ŕuence for cy-
cled (solid) and contin-
uous (dashed) exposure
on a 1D case.
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In the high ŕux case, the surface temperature is about 1400 K during the plateau
whereas it is only ≈ 500 K for the low ŕux case. The evolution of the inventory for both
cases was calculated with or without cycling (see Figure 3.11). To be able to compare
the cases, the inventory is shown as a function of the ŕuence:

fluence(𝑡) =
∫ 𝑡

0

𝜑imp(𝑡) 𝑑𝑡 (3.6)

For the continuous cases, the inventory evolves as a power law of the ŕuence. For the
cycled simulations, spikes appear periodically (between every cycle). These spikes
correspond to ramp-down and ramp-ups during the cycles (see Figure 3.12). During
the ramp-down, as the temperature decreases, the traps őlling ratio increases, which
results in an increase in the inventory. During the resting phase (not shown on Figure
3.11 since the ŕux is null), the inventory is kept constant. During the ramp-up, the
temperature increases again and the hydrogen trapped close to the plasma-facing
surface is desorbed and diffuses either back to the plasma, or deeper into the bulk.
Finally, during the plateau phase, the inventory increases as a power law of the
ŕuence.

These kinetics are observed for both the low ŕux and high ŕux cases. However, in the
low ŕux case, the height of the spikes is greatly reduced. This is explained by the lower
temperature difference between the resting phase and the plateau phase.

In both cases, the evolution trends are the same with or without cycling and the
inventory evolution during the plateau phases match the continuous case. These
results are consistent with the one observed in [205] with other trapping parameters.
For a monoblock where the ŕux is even lower and the temperature difference is almost
zero, no spikes will appear, and the cycled and continuous cases will match.
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Figure 3.12: Evolution of
the monoblock inventory
during the sixth cycle for
the high ŕux case.

Moreover, the łheight” of these spikes is constant. This means that, after more cycles,
these spikes will become negligible compared to the bulk inventory. For the high
ŕux case, the inventory spike will be negligible (10% of the total inventory) after
approximately 4000 cycles. For the low ŕux case, it is negligible after only 1150 cycles.

This therefore validates the continuous exposure simpliőcation.

3.3 Monoblock behaviour law

Monoblocks in a fusion reactor will be exposed to a wide range of exposure conditions
(heat and particle ŕuxes) and their behaviour in terms of hydrogen transport will
change based on these conditions. In ITER, these ŕuxes can reach ≈ 10 MW m−2 and
≈ 1024 H m−2 s−1 (see Figure 1.8). The distribution of these ŕuxes depend on many
operation parameters.

One way of simulating a whole divertor would be to simulate each and every monoblock
for a given scenario along one Plasma-Facing Unit. However, this method would be
computationally expensive as it requires redoing the simulations for every scenario.

Another, more efficient method, is to perform a parametric study on a monoblock. The
exposure parameters are varied and for each set of parameters, the quantity of interest
(here the hydrogen inventory) is computed. A relationship is then produced between
the exposure parameters and the quantity of interest: a behaviour law. This method is
more robust in the sense that it does not require to run additional simulations once
this relationship is obtained but simply uses this relationship to obtain the quantity of
interest.

The goal of this Section is to establish this relationship between the exposure conditions
of the monoblock and its hydrogen content at a given time.

3.3.1 Assumptions and simpliőcations

For the sake of simplicity and computational time, Trap 2 (in W) is neglected. This
trap was neglected for it has the lowest density. However this will induce errors (<
80 %) in the inventory computation (see Figure 3.13)

Note that this method could be applied to any set of trapping parameters. Continuity
of mobile concentration at interfaces between materials is also assumed in order to
save computational time (see Section 3.2.3). To remain conservative, no recombination
on the gaps (toroidal and poloidal) is assumed. The 2D approximation can therefore
be used (see Section 3.2.2). Moreover, cycling is neglected (see Section 3.2.4). The
temperature will be imposed on Γtop from the relationship obtained in Section 3.2.1.
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Figure 3.13: Evolution
of the concentrations of
traps 1 and 2 as a function
of temperature for a lo-
cal mobile hydrogen con-
centration of 1×1022 m−3

and error associated with
neglecting trap 2.
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[206] Benannoune et al.
(2019)

[207] Rasmussen et al.
(2006)

[39] Shimwell et al.
(2019)

[208] Bowman (2020)

3.3.2 Results

In this section, the total inventory of hydrogen in monoblocks has been calculated as
a function of 𝑇surface and 𝑐surface. Temperature and mobile concentration of hydrogen
were imposed with Dirichlet boundary conditions on Γtop with 𝑇surface varying from
𝑇coolant to 1200 K and 𝑐surface varying arbitrarily from 1020 m−3 to 6 × 1022 m−3. For
surface temperatures below 500 K, 1D simulations were performed for the penetration
depth of hydrogen remained very low (a few microns) and 1D approximation was
sufficient [206]. For temperatures above 500 K for which edge effects become dominant,
2D simulations have been performed.

After 107 s a high retention zone appeared far from the exposed surface Γtop (see Figure
3.14). This high retention zone is due to thermal effects. As seen in Figure 3.3a and
Figure 3.3b, the temperature was found to decrease in regions close to the cooling
pipe Γcoolant leading to an increase in trap occupancy, creating this high retention zone.
This is however not true for monoblocks where 𝑇surface ≈ 𝑇coolant since the temperature
gradient in the domain is very low. Instead, trap occupancy is close to one and the
retention is high in the whole region where hydrogen has penetrated and not only far
from the top surface.

In order to obtain this continuous őeld (see Figure 3.15), more than 600 simulations
randomly distributed on the parameter plane were run and analysed using a Gaussian
process machine learning algorithm [207] as in [39] based on the python package
inference-tools [208]. The inventory obtained by the Gaussian regression process is also
given for a constant value of 𝑐surf = 2× 1021 m−3 (top inset) and a constant temperature
𝑇 = 850 K (left inset). The Gaussian regression process was particularly appropriate as
it calculates a local standard deviation 𝜎 based on the localisation of the data points
and the deviation of the computed inventories. The lower the density of simulation
points, the higher was the value of 𝜎 (for example around 850 K on the top inset of
Figure 3.15). However, despite the lack of simulation in this region, the value of 𝜎
was still acceptable (only a few percents of the inventory) ensuring the quality of the
resulting interpolation.
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Figure 3.14: Example retention őelds in m−3 after a 107 s exposure.
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As expected, inventory was found to globally increase with 𝑐surface. For 𝑇surface > 550 K,
the inventory tended to decrease with surface temperature. However, for 𝑇surface <
550 K, inventory increased with surface temperature. This phenomenon is due to a
trade-off between an increase of the detrapping rate and an increase of the diffusion
coefficient making the hydrogen particles penetrate deeper into the bulk. Above 550 K,
detrapping becomes dominant and inventory decreases. This mapping of inventory as
a function of 𝑇surface and 𝑐surface provides an easy way of estimating the inventory in
monoblocks for several exposure conditions without having to run many simulations.
Indeed, to estimate the inventory with different exposure conditions, one only needs
to associate these conditions (𝜑inc , 𝐸) to a couple (𝑐surf , 𝑇surf).

3.3.3 Discussion

Even though this methodology provides a rapid way of estimating hydrogen content
in the whole divertor, some assumptions have however been made.

First, a steady state exposure was considered for simpliőcation purposes. This result
is however conservative. As seen in [75, 178], cycling effects could have an inŕuence
in regions where 𝑇surface varies a lot, for example within 10 cm on both sides of the
strike points. Though, since a large majority of monoblocks stay at room temperature,
even during operations the thermal effect should remain low and discrepancies would
rather be due to particle ŕux evolution along the target.

This study presents the hydrogen trapping in W monoblocks. It shows that the latter
remains low but, as already pointed out by JET studies, the trapping on Be co-deposited
layers is expected to be the main mechanism for tritium retention in ITER [209, 210].
Such layers could be found in the cold regions of the divertor but as soon as the strike
points hit these layers, they should be sputtered away (as sputtering of Be is possible
even at low energy [209, 211]). The retention where the deposited layers are not present
(either sputtered or not formed anyway) would then be given by the model presented
here.
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Figure 3.15: Evolution of the inventory after a 107 s exposure as a function of 𝑇surface and 𝑐surface alongside with simulation points (grey
crosses). The simulations points were őtted with a Gaussian regression process [208] providing the standard deviation 𝜎.
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The molecular recombination coefficient at the surface of the cooling pipe was taken
from [198] and was measured in vacuum. One could argue that recombination in
presence of water will be facilitated. This parameter has a very low inŕuence on the
inventory since it is dominated by retention in tungsten. This parameter will however
have an inŕuence on the permeation ŕux and should be studied in future work.

Similarly, the inŕuence on molecular recombination on the sides of the monoblock was
found to have a low impact on the results. By assuming an instantaneous recombination
coefficient, the relative error on the monoblock inventory was found to be signiőcant
only in hot regions (i.e. within 10 cm on both sides of the strike points). The inŕuence
on the total divertor inventory is therefore low (less than 5 % after a 107 s exposure)
since it is dominated by regions where 𝑇surface ≈ 𝑇coolant.

It should be noted that speciőc scenarios like edge localised modes (ELMs) were
also not taken into account in this work since their timescale is very short. ELMs are
transient plasma events releasing thermal energy and particles and locally increasing
the heat ŕux at the surface of the monoblock. MRE simulations by Hu and Hassanein
[212] suggest that a 400 s discharge with 1 Hz or 10 Hz ELMs signiőcantly reduces (77
%) the inventory in W materials. However, the modelling of the ELM is simulated by
increasing the temperature for a very short time without changing the incident ŕux
of particles that can also be much higher thus balancing the fuel retention reduction.
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Another study by Schmid et al. [175] also simulated the effect of 1 Hz ELMs on fuel
retention in W. The outcome is that 6 s of 1 Hz-ELMs does not affect signiőcantly the
fuel retention, though the temperature excursion in those simulations are smaller than
for the one of Hu and Hassanein. Thus, the effect of ELMs, especially the balance
between increase of heat ŕux, incident energy and particle ŕux, could either favour or
disfavour trapping, diffusion and migration and therefore the overall retention.

In this study the model to link the concentration of mobile particles at the surface
(implantation zone) with the exposure condition considers that the particles are
implanted in the bulk and that the recombination coefficient is very high since many
uncertainties concerning the recombination coefficient are yet to be lifted. However, if
an exothermic process is considered as in [199], this should have low inŕuence since
recombination is very quick at a temperature close to that of the coolant.

On the other hand, experimental results [213] suggest that for ion energy below 5 eV/H,
typical of detached plasma as the one treated in the previous section, the surface
process can be important and limits the uptake of hydrogen, i.e. the adsorption on
the surface and the further absorption from surface to bulk could be the limiting
process for the growth of 𝑐surface during such exposure. The evolution of 𝑐surface to
the exposure condition for that range of energy (and therefore the inventory) would
then be different. The advantage of the presented method is that taking into account
such process is relatively easy as no expensive simulations are needed. One would
only need to modify the model giving 𝑐surface as a function of (𝐸inc , 𝜑inc) to include the
different surface processes. To this end, one can use kinetic surface models [214ś217].

Trap properties have a great impact on the inventory. In this study, a homogeneous
trap distribution is assumed for simpliőcation purposes. A more thorough study could
investigate the inŕuence on trap distribution, energy and density. Trap properties might
also vary along the divertor based on exposure conditions. Moreover the impact of
neutrons must be assessed as neutron-induced traps have a high detrapping energy.

Finally, helium implantation in the materials and bubble formation could modify the
hydrogen transport in monoblocks.

3.4 Summary

H transport in ITER-like monoblocks was simulated with FESTIM.

The validity of various simpliőcations and assumptions was őrst studied. A relationship
between the average surface temperature and the heat ŕux was obtained. It was then
shown that the choice of interface conditions (continuity of chemical potential or
continuity of mobile concentration) had low impact on the monoblock inventory.
Moreover, the 2D approximation was found to be the best compromise between
accuracy of the solution and computational time. The effect of loading cycles was also
investigated. Between plasma pulses, a zone with higher retention appears near the
plasma exposed surface due to the temperature variation. These modiőcations of the
retention őelds vanish as soon as the next cycle starts again and this zone is heated
up again. This means that cycling has no effect on the global retention őeld and that
cycles can safely be concatenated (continuous exposure) to simulate H transport.

A parametric study was then performed in order to assess the inŕuence of exposure
conditions (surface concentration and surface temperature). A behaviour law was
obtained correlating exposure conditions to the monoblock inventory at a given
exposure time. This law will be extremely useful to estimate H retention in divertors
in Chapter 4 since not all monoblocks will be exposed to the same exposure.
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This Chapter focusses on the estimation of the H inventory in the divertors of WEST
and ITER. This estimation relies on the monoblock behaviour law computed in
Chapter 3. This behaviour law allows rapid evaluations of the monoblocks H inventory
for any exposure condition. Inputs are taken from SOLEDGE3X-EIRENE [218] and
SOLPS-ITER [219] plasma simulations. The inŕuence of several control parameters is
investigated: the input power (i.e. how much heating power is injected in the plasma),
the gas puffing rate, and the divertor pressure of neutral particles in ITER. Gas puffing
is used in most tokamaks to locally increase the plasma density [220]. One of the
advantages of gas puffing is a better coupling of the Ion Cyclotron Range of Frequencies
(ICRF) heating with the plasma [221].

4.1 Methodology

To make use of the monoblock inventory behaviour law, distribution of surface
concentrations and surface temperatures along the divertors will be required. They
will be converted from plasma simulations outputs.

4.1.1 Plasma simulations

This Section describes the parameters of the plasma simulations. These simulations
were run with SOLEDGE3X-EIRENE for WEST and SOLPS-ITER for ITER. In a nutshell,
these codes solve, for each species (ions and electrons), the particle density, velocity
and temperature. The equations at stake are comparable to the Navier-Stokes equations
coupled to the heat equation and interactions with the electromagnetic őelds in the
plasma [222]. Subsequently, the incident particle ŕuxes, heat ŕuxes and particle energy
can be calculated along the tokamak wall. For the SOLEDGE3X-EIRENE runs, the
puffing rate and the input power were used as control parameters. For SOLPS-ITER
calculation, the divertor neutral pressure is the control parameter.

SOLEDGE3X-EIRENE runs

The Lower-Single-Null magnetic conőguration (i.e. a signle X-point in the lower part
of the vacuum vessel) used for the 2D simulations in SOLEDGE3X-EIRENE transport
code (v588.165) are based on the experimental WEST plasma discharge #54903 at
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Figure 4.1: Poloidal cross
section of Tungsten En-
vironment Steady state
Tokamak (WEST) and
ITER showing the diver-
tors in red.
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[223] Ciraolo et al. (2019)

[26] Pitts et al. (2019)

[219] Kaveeva et al.
(2020)

𝑇flat−top = 8 s (see Figure 4.1). In order to get as many divertor conditions as possible,
the puffing rate was varied from 4.5× 1020 molecule s−1 to 4.72× 1021 molecule s−1 and
the input power from 0.449 MW to 2.5 MW. The setup parameters of the simulation are
listed in Table 4.1. 𝑅wall is the recycling coefficient of main chamber wall, 𝑅pump is the
recycling coefficient of the pump, 𝐷 is the cross-őeld mass diffusivity perpendicular
to the ŕux surface, 𝜈 is the momentum diffusivity, 𝜒𝑒 and 𝜒𝑖 are the energy diffusivity
for electrons and ions, respectively. While the value of these coefficients is required
for the sake of reproducibility, their detailed description [223] is outside the scope of
this research. The gas puff position is set inside the private ŕux region (i.e. the region
between the two strike points) and the pump position is set under the baffle.

Table 4.1: Setup pa-
rameters used in the
SOLEDGE3X simula-
tions.

Plasma composition Deuterium, no impurity

Recycling coefficients 𝑅wall = 0.99
𝑅pump = 0.95

SOL input power from 0.449 MW to 2.5 MW

Gas puffing rate from 4.5 × 1020 molecule s−1 to
4.72 × 1021 molecule s−1

Drifts -

Plasma transport coefficients 𝐷 = 0.3 m2 s−1

𝜈 = 0.3 m2 s−1

𝜒𝑒 = 𝜒𝑖 = 1.0 m2 s−1

SOLPS-ITER runs

Several ITER cases were taken from [26] with divertor neutral pressures varying from
1.8 Pa to 11.2 Pa. These SOLPS-ITER [219] scenarios can be found in the ITER Integrated
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Modelling Analysis Suite (IMAS) database [224, 225]. The nine simulations used in
this work are labelled 122396, 122397, 122398, 122399, 122400, 122401, 122402, 122403
and 122404. These have been run in baseline detached burning plasma conditions
(𝑄 = 10 with 50 MW of input power).

0.0

0.2

0.4

D
is
ta
n
ce

al
on

g
d
iv
er
to
r
(m

)

1021

In
ve
n
to
ry

p
er

u
n
it

th
ic
k
n
es
s
(H

/m
)

350 400

Tsurface (K)

1020

1021

1022

1023

c s
u
rf
a
c
e
(m

−
3
)

0.0 0.5

Distance along divertor (m)

✛

❄ �
�

�
�
�
�
�
�
�
�
�✒

Figure 4.2: Method of
WEST divertor H inven-
tory estimation based
on the surface concentra-
tion, the surface temper-
ature and the behaviour
law obtained in Chapter
3.

4.1.2 Estimation of exposure conditions

According to the behaviour law obtained in Chapter 3, the temporal evolution of the
H inventory along the divertors can be estimated from the surface concentration of
mobile hydrogen and surface temperature (see Figure 4.2).

The distribution of the exposure conditions (angles of incidence, particles energies,
particles ŕuxes and heat ŕux) are produced by SOLEDGE3X/SOLPS-ITER along the
divertors of WEST and ITER (see Figure 4.1 and Figure 4.2). These exposure conditions
are converted into distributions of surface temperature 𝑇surface and surface hydrogen
concentration 𝑐surface by Equation 3.3 and Equation 4.1.

Note: see Section 3.2.1 for more details on the monoblock thermal behaviour.

𝑐surface = 𝑐surface, ions + 𝑐surface, atoms (4.1)

𝑐surface, ions and 𝑐surface, atoms are the contributions of the ions and atoms to the surface
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Figure 4.3: Evolution of the implantation range and the reŕection coefficient as a function of incident energy 𝐸 and angle of incidence.

[173] Ziegler et al. (2010)

[225] Park et al. (2020)

The source-code of the
tool is under version
control and openly avail-
able via GitHub under
a MIT licence [226]. The
divHretention python
package is distributed
via PyPi [227]. Moreover,
all the results obtained
in this Chapter can
be reproduced with
the scripts available at
https://github.com/

RemDelaporteMathurin/

divHretention-Nucl.

Fusion-2021.

hydrogen concentration. They can be expressed as:

𝑐surface, i =
𝑅𝑝,i 𝜑imp, i

𝐷(𝑇surface)
(4.2)

where 𝑅𝑝,𝑖 is the implantation depth in m, 𝜑imp, 𝑖 is the implanted particles ŕux in
m−2 s−1 and 𝐷 is the H diffusion coefficient in m2 s−1 (see Section 2.2.2).

Finally, the implanted ŕux can be expressed as:

𝜑imp, 𝑖 = (1 − 𝑟i)𝜑incident 𝑖 (4.3)

where 𝑟𝑖 is the reŕection coefficient and, 𝜑incident 𝑖 is the incident particle ŕux expressed
in m−2 s−1.

The implantation range 𝑅𝑝 and the reŕection coefficient 𝑟 depend on the incident
energy and angle of incidence of particles. These relations can be obtained from SRIM
[173] simulations (see Figure 4.3a). It was found that the angle of incidence had low
inŕuence on the implantation range. 𝑅𝑝 can therefore be expressed as a function of the
incident energy only:

𝑅𝑝 = 1.9 × 10−10𝐸0.59 (4.4)

where 𝐸 is the incident energy in eV.

The evolution of the reŕection coefficient 𝑟 can also be estimated with SRIM. The
reŕection coefficient varies from around 0.5 at 0 ◦ to 0.8 at 80 ◦ (see Figure 4.3b).
According to [225], the incident angles for ions and atoms were assumed to be 60 ◦ and
45 ◦, respectively. It should be noted that since SRIM is based on the binary collision
approximation, values around 10 eV might not be fully valid.

All of these steps have been automated and packaged into a tool called divHretention.
divHretention can directly interpret SOLPS-ITER/SOLEDGE3X data and produce a
distribution of monoblock inventory as in Figure 4.2.

4.2 ITER results

The exposure conditions vary with respect to the divertor neutral pressure (see Figure
4.4).
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Figure 4.4: Distribution of exposure conditions (heat ŕux, particle ŕux and particle incident energy) along the ITER divertor for several
divertor neutral pressures [26].
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Figure 4.5: Surface temperature, surface concentration and inventory per unit thickness along the ITER divertor with neutral pressures
varying from 2 Pa to 11 Pa. The area corresponds to the 95% conődence interval.

[26] Pitts et al. (2019)

Peak temperatures at strike points increased when decreasing the divertor neutral
pressure (see Figure 4.5b). The peak temperature at the outer strike point reached
2000 K at 2 Pa and more than 1000 K at the inner strike point, which is in accordance
with the results obtained by Pitts et al. [26].

The inventory in the whole divertor is computed as follows:

invdivertor = 𝑁cassettes · (invIVT + invOVT) (4.5)



76 4 Divertor inventory estimation

Figure 4.6: Hydrogen in-
ventory in the ITER diver-
tor as a function of neu-
tral pressure after 107 s of
exposure (approximately
25 000 discharges).
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with 𝑁cassettes = 54 the number of cassettes, invIVT and invOVT the total inventory in
the IVT and OVT respectively (in one cassette).

invIVT = 𝑁PFU−IVT ·
∫

IVT

invMB(𝑥) 𝑑𝑥 (4.6)

invOVT = 𝑁PFU−OVT ·
∫

OVT

invMB(𝑥) 𝑑𝑥 (4.7)

𝑁PFU−IVT = 16 and 𝑁PFU−OVT = 22 the number of plasma facing units per cassette in
the inner and outer targets respectively (see Section 1.2.4), invMB is the monoblock
inventory per unit thickness and 𝑥 the distance along the targets. Here,

∫
OVT

invMB(𝑥)𝑑𝑥
corresponds to the area of the proőle shown on Figure 4.5b.

The inventory in the outer target was found to be nearly twice that of the inner target.
This is largely explained by the larger number of plasma facing units in the outer
target and therefore a greater exposed surface. The global inventory increased with
the divertor neutral pressure and a roll-over is observed above 7 Pa (see Figure 4.6).
This roll-over is consistent with the results obtained in [26]. The inventory increase
was found to be more important in the outer vertical target. This was explained by
the fact that the plasma is more detached at the inner target. Therefore the surface
temperature reduction is more signiőcant in the outer vertical target and the surface
concentration is increased (see Figure 4.5b).

The maximum inventory was found at around 7 Pa and was approximately 14 g of
H, which is well below the ITER in-vessel safety limit of tritium (700 g), especially
considering only half of this quantity will be tritium. This is especially true considering
that this was for a very long exposure time of 107 s, which corresponds to 25 000 pulses
of 400 s.

The inventory at the inner strike point is constant from 4 Pa whereas the inventory at
the outer strike point globally increases with the divertor neutral pressure (see Figure
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Figure 4.7: H retention
at the strike points (de-
őned as maximum tem-
perature) as a function of
the divertor neutral pres-
sure.

4.7a). The contribution of ions to the surface concentration at the inner strike point
is around 50 % and tends to decrease with increasing neutral pressure (see Figure
4.7b). At low divertor neutral pressure, the contribution of ions at the outer strike
point is around 90 % and tends to decrease with increasing neutral pressure. This can
be explained by the fact that in both inner and outer targets, the integrated ŕux of
ions decreases with increasing neutral pressure whereas the integrated ŕux of atoms
increases, leading to a greater proportion of neutral particles.

For all divertor neutral pressures, the temporal evolution of the divertor inventory
is approximately the same (see Figure 4.8). The inventory is plotted as a function
of the number of ITER discharges (see Figure 3.10). The additional inventory per
400 s discharge was found to decrease with time. Past 300 discharges, the additional
inventory per discharge decreases with the number of discharges. The maximum is
around 5 mg/discharge between 30 and 100 discharges.



78 4 Divertor inventory estimation

Figure 4.8: Evolution of
the H inventory of the
ITER divertor with the
number of 400 s dis-
charges.
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4.3 WEST results

All the computations have been made for very long exposure times (107 s) in order to
better visualise trends. Even though cycling can have an effect on H outgassing at the
monoblock plasma facing surface, it was shown in Section 3.2.4 that the evolution of
the monoblock inventory with the ŕuence was not affected. Moreover, it can be shown
that the divertors inventories evolve with a power law dependence of time.

4.3.1 Inŕuence of the input power

The input power was varied between 0.49 MW and 2.0 MW. Two puffing rate values
were used: 2.5 × 1021 molecule s−1 and 4.4 × 1021 molecule s−1.

The maximum retention was found to be located at the strike points (see Figure 4.9).
The retention at the outer strike point was higher than at the inner strike point. The
retention at the strike points was found to increase with the input power whereas it
slightly decreased in the private ŕux region (see Figure 4.10a). This was explained by an
attachment of the plasma decreasing the particle ŕux in the private ŕux region. Since
the surface temperature is constant, this leads to a decrease in the surface concentration
of hydrogen as seen on Figure 4.9. On the other hand, the increasing temperature at
the strike points only enhanced the diffusion process while remaining low enough so
that hydrogen could get trapped.

The total inventory in the WEST divertor is computed as follows:

invdivertor = 𝑁PFU ·
∫

invMB(𝑥) 𝑑𝑥 (4.8)

where 𝑁PFU = 480 is the number of PFU in WEST, invMB is the inventory per unit
thickness in H m−1 (see Figure 4.9) and 𝑥 the distance along the target in m.
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Figure 4.9: Distribution
of surface tempera-
ture 𝑇surface, surface
concentration 𝑐surface
and inventory per unit
thickness along the
WEST divertor with
input powers varying
from 0.49 MW to 2.0 MW
with a puffing rate of
2.5 × 1021 molecule s−1.

The divertor inventory increased with the input power (see Figure 4.11) and evolved as
the power 0.3 of the input power. The maximum divertor inventory was 8.8 × 1023 H

at 2.0 MW of input power. This value of input power is still relatively low. Increasing
the puffing rate lead to an increase in the inventory. This will be explained more
thoroughly in Section 4.3.2.

At the strike points, the retention is dominated by the ion ŕux whereas neutrals are
dominant in the private ŕux region (see Figure 4.10b). The contribution of ions at the
strike points increased with the input power but remained approximately constant in
the private ŕux region.

The divertor inventory was found to increase as a power law of time (see Figure 4.12).

4.3.2 Inŕuence of the puffing rate

A parametric study on the puffing rate was performed. The puffing rate was varied
between 4.4×1020 molecule s−1 and 4.7×1021 molecule s−1. The input power was őxed
to 0.45 MW.

The maximum retention was again located at the strike points for all puffing rates
values (see Figure 4.13). The inventory at the outer strike point was higher than at
the inner strike point. The inventory in the private ŕux region was found to increase
with the puffing rate whereas it was almost constant at the strike points (see Figure
4.15a). As for the power scan, the ions’ contribution to the inventory is rather low in
the private ŕux region (see Figure 4.15b). Moreover, the contribution of ions decreases
rapidly at the strike points and represents only half of the surface concentration at
4 × 1021 molecule s−1.

The inventory in the whole WEST divertor is computed from Equation 4.8. As for
the power scan, the divertor inventory increased as the power 0.2 of the puffing
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Figure 4.10: H inventory
at the inner and outer
strike points (Inner Strike
Point (ISP) and Outer
Strike Point (OSP)) and
in the private ŕux re-
gion as a function of
the input power with
a puffing rate of 2.5 ×
1021 molecule s−1.
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(a) Inventory per unit thickness after 107 s of exposure. The area corresponds to the 95% conődence interval.
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rate (see Figure 4.14). The maximum inventory was found to be 5 × 1023 H at 4.7 ×
1021 molecule s−1.

The divertor inventory was found to increase as a power law of time.



4.3 WEST results 81

0.0 0.5 1.0 1.5 2.0 2.5 3.0

Input power (MW)

0.0

2.5

5.0

7.5

D
iv
er
to
r
H

in
ve
n
to
ry

(H
) ×1023

6.23× 1023IP0.3
7.14× 1023IP0.3

2.5× 1021 molecule s−1

4.4× 1021 molecule s−1

Figure 4.11: Evolution of
the WEST divertor inven-
tory as a function of input
power for several puffing
rates.
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Figure 4.12: Temporal
evolution of PFU inven-
tories for different values
of puffing rate (left) and
input power (right).
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Figure 4.13: Distribution
of surface temperature
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tory per unit thickness
along the WEST divertor
with a puffing rate vary-
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Figure 4.14: Evolution of
the WEST divertor inven-
tory as a function of puff-
ing rate.
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Figure 4.15: H retention
at the strike points and
in the private ŕux region
as a function of puffing
rate with 0.45 MW of in-
put power.
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4.4 Summary

The monoblock behaviour law proposed in Chapter 3 was used to estimate fuel
retention in the divertors of WEST and ITER. The impact of key control parameters on
the divertor inventory was studied (the input power, the puffing rate and the divertor
neutral pressure).

It was shown that the inventory in WEST increases as the power 0.3 of the input
power and as the power 0.2 of the puffing rate. The inventory in the ITER divertor was
found to őrst increase with the neutral pressure up to 7 Pa then decrease, though the
variation was smoother. The inventory in the outer vertical target of the ITER divertor
is twice that of the inner vertical target. These results were in good agreement with the
observations made in [26].

However, it should be noted that both machines do not operate in the same regime.
While WEST operates at low input power, ITER operates at high input power with a
high recycling divertor . These differences in the operation regime can explain different
trends.

The maximum hydrogen inventory in the ITER divertor was approximately 14 g after
107 s of continuous plasma exposure (25 000 ITER discharges), which is well below
the in-vessel safety limit of 700 g. Note that the total number of discharges in ITER
will be approximately 23 300 [26]. Moreover, since the behaviour law is based on
2D monoblock simulations, this value is an upper estimate (see Section 3.2.2). 2D
simulations are indeed conservative in terms of inventory (see Section 3.2.2).

The underlying monoblock model has also a few limitations, as detailed in Chapter
3. First, the set of trapping parameters that was used may not be relevant for every
region of the divertor . These properties can however be experimentally estimated. The
accuracy of the results could therefore be improved by running a new batch of FESTIM
monoblock simulations with different trapping parameters like neutron-induced
traps.

Then, this model does not take into account retention in Be co-deposited layers (i.e.
Be particles eroded from the őrst wall redeposited in other locations of the vessel,
trapping hydrogen). These are expected to be the main driver for H retention in ITER
[228, 229]. However, this work is still relevant for full-tungsten environments like
WEST or DEMO.





[230] Shimwell et al.
(2021)

[231] Romano et al.
(2015)

[232] Brown et al. (2018)

5 Inŕuence of helium on hydrogen transport

5.1 Sources of

helium . . . 85

5.2 Bubble

growth

model . . . 89

5.3 Veriőcation

& Valida-

tion . . . . . 95

5.4 Bubble

growth

study . . . . 98

5.5 Inŕuence on

hydrogen

transport . 108

5.6 Summary . 113

Chapter 4 focussed on the estimation of the tritium inventory in the ITER divertor,
taking into account only hydrogen implantation. However, the divertor of a tokamak
will not only be exposed to hydrogen: it will also be bombarded by helium ions with a
high enough energy to penetrate the tungsten lattice. Helium will also be generated
from neutron transmutation and tritium decay.

This Chapter will therefore focus on determining the effect of helium on hydrogen
transport and its impact on the conclusions made in Chapter 4.

It will őrst assess the different sources of helium in a tungsten divertor, which are the
direct implantation of helium ions, the production of helium from tritium decay, and
the production of helium from transmutation.

Then, a helium bubble growth model will be presented and applied to different
exposure conditions. This model will be compared to published numerical results and
experimental data.

Finally, based on the results of this new model, experiments investigating the effect of
helium transport on hydrogen trapping will be reproduced. The őnal conclusion will
determine if the results obtained in previous chapters are jeopardised.

5.1 Sources of helium

As detailed in Section 1.4.1, helium can be produced in tungsten from neutron
transmutation and from tritium decay. This section will focus on comparing these two
indirect sources with direct helium implantation in monoblocks.

5.1.1 Neutron induced transmutation

In combination with the Paramak code [230] used for creating the monoblock geometry,
a neutronics simulation was run to assess helium generation in a monoblock under
neutron irradiation with the OpenMC code [231], a modern open-source Monte-Carlo
neutron and photon transport code.

OpenMC simulates the transport of neutronics by modelling their paths from their birth
until their deaths. Neutron interactions with matter (reŕexion, absorption, őssion...)
are simulated using a probabilistic approach where each reaction has a corresponding
cross-section (taken from the Evaluated Nuclear Data File (ENDF) [232]).
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Figure 5.1: Muir neutron
energy spectrum corre-
sponding to a DT reac-
tion sampled with 5000
particles.
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In this simulation, a neutron source was placed above the monoblock and the total
helium production was tallied via the (𝑛, 𝑋𝛼) reaction rate (MT reaction number
207). The neutron source corresponds to a 500 MW DT neutron source, which gives a
neutron generation rate of 1.8×1020 neutrons s−1 (based on the energy produced by the
DT fusion reaction). The neutrons energy follows a Muir energy spectrum [233] (see
Figure 5.1). The probability density is a normal distribution with a standard deviation
𝜎 depending on the mass of the reactants 𝑀reactants and the plasma temperature 𝑇𝑖 and
the mean 𝜇 = 𝐸0 = 14 MeV is the neutron energy of the DT reaction:

𝜎 =

√
4𝐸0𝑇𝑖

𝑀reactants
(5.1)

50 batches of 1 million neutrons were simulated in order to reduce the stochastic error
inherant to Monte-Carlo methods.

The production of helium was found to be more important close to the top surface
and to the neutron source (see Figure 5.2). It evolves as linearly with the distance from
the top surface. The maximum generation rate is ≈ 7 × 1018 m−3 s−1, which is well
below the generation rate from direct implantation in the near surface. Figure 5.2c was
obtained by averaging all the values by distance from the top surface. The error bars
were computed by averaging the standard deviation provided by OpenMC.

Note that this is a conservative case as the monoblock simulated is right below the
neutron source. Other monoblocks of the divertor will be tilted and shadowed by
others and therefore will interact less with the neutrons.

5.1.2 Tritium decay

The generation of helium via tritium decay was computed from FESTIM simulations
of hydrogen transport in monoblocks. For this case, a volumetric source was added to
take the radioactive decay into account. The materials and trapping parameters can
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be found in Chapter 3. The incident heat ŕux was set to 10 MW m−2, the implanted
particle ŕux to 1.61 × 1022 m−2 s−1, the implantation range to 9.52 × 10−10 m.

Equation 2.2 and Equation 2.3 can be written as:

𝜕𝑐m

𝜕𝑡
= ∇ · (𝐷∇𝑐m) −

∑ 𝜕𝑐t,𝑖

𝜕𝑡
− 𝜆decay𝑐m (5.2)

𝜕𝑐t,𝑖

𝜕𝑡
= 𝑘𝑖 · 𝑐m · (𝑛𝑖 − 𝑐t,𝑖) − 𝑝𝑖 · 𝑐t,𝑖 − 𝜆decay𝑐t,𝑖 (5.3)

where 𝜆decay is the decay constant in s−1. It is expressed from the tritium radioactive
half-life 𝜏1/2:

𝜆decay =
ln 2

𝜏1/2
≈ 1.77 × 10−9 s−1 (5.4)

The generation rate of helium from tritium decay is directly proportional to the
hydrogen (tritium) retention and can be expressed as 𝜆decay(𝑐m +∑

𝑐t,𝑖). In order to
remain conservative, it was computed at steady state.

The maximum generation rate of helium in the monoblock was found to be 6.5 ×
1012 m−3 s−1 (see Figure 5.3). This value assumes all the implanted hydrogen is tritium
and should be halved to consider a 50%-50% DT mixture. This is order of magnitudes
below the generation from direct implantation in the near surface region.

5.1.3 Comparison to direct implantation

The volumetric source of helium Γ due to direct implantation from the plasma can be
calculated by:

Γ = 𝜑imp 𝑓 (𝑥) (5.5)

where 𝜑imp = 1 × 1023 m−2 s−1 is the implanted helium ŕux and 𝑓 (𝑥) is a gaussian
distribution centered on 𝑅𝑝 = 1.5 nm and a width 𝜎 = 1.0 nm, which correspond to
typical implantation parameters for helium exposure in tokamaks.

When comparing the production of helium from indirect sources with the quantity
helium implanted from the plasma Γ, it appears that the indirect sources are negligible
in the exposed region (see Figure 5.4). Indirect helium production may become
dominant in bulk regions - though may not necessarily be enough to produce helium
bubbles.
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Figure 5.2: Helium generation via transmutation in a monoblock (only tungsten is shown).

Figure 5.3: Steady
state helium generation
from tritium decay in a
monoblock.
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5.2 Bubble growth model

This Section describes the He transport model and the grouped approach employed to
simplify it.

5.2.1 Helium clustering model

This model describes the evolution of the concentrations of pure interstitial He clusters
(He𝑥) and mixed He-vacancies clusters (He𝑥V𝑦) that are formed by trap mutation
events.

The spatio-temporal evolution of each species of size 𝑖 is deőned by:

𝜕𝑐𝑖
𝜕𝑡

= ∇ · (𝐷𝑖∇𝑐𝑖) + Γ𝑖 + 𝑅𝑖 (5.6)

where 𝐷 = 𝐷0𝑖 · exp
( − 𝐸D𝑖/(𝑘𝐵 · 𝑇)

)
is the thermally activated diffusion coefficient

expressed in m2 s−1. If a species 𝑖 is assumed to be immobile, its diffusion coefficient
𝐷𝑖 is zero. Γ𝑖 is the external production rate of species 𝑖 expressed in m−3 s−1. The term
𝑅𝑖 is the coupling term due to reactions between species expressed in m−3 s−1.

A simple reaction between two species can be described as:

A + B
k+

−−−⇀↽−−−
k− AB (5.7)

The forward rate constant 𝑘+
𝐴,𝐵

is the clustering rate and is calculated using the theory
of diffusion-limited reactions [234ś236]:

𝑘+A,B = 4𝜋(𝑟A + 𝑟B)(𝐷A + 𝐷B) (5.8)
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Figure 5.5: Representation of He clustering in solids. Dissociation is omitted for simpliőcation purposes. The thickness of the grey arrows
represents the magnitude of the reaction rate between mobile He1 and other clusters at the same distance.

where 𝑟A and 𝑟B are the capture radii and 𝐷A and 𝐷B are the diffusion coefficients of
species A and B respectively. The backward rate constant 𝑘−

A,B is the dissociation rate
and is obtained using chemical equilibrium principles [234]:

𝑘−A,B = 𝜌𝑘+A,B𝑒
−𝐸𝑏
𝑘𝐵𝑇 (5.9)

where 𝜌 = 6.3 × 1028 m−3 is the atomic density of W in m−3 and 𝐸𝑏 is the binding
energy for the equilibrium AB −−−→ A + B in eV.

Considering only the absorption of He1 by other clusters (see Figure 5.5):

He𝑥V𝑦 + He1

k+
−−−⇀↽−−−

k− He𝑥+1V𝑦 (5.10)

The reaction term 𝑅𝑖 is the coupling term between concentrations and is expressed
as:

𝑅𝑖 = 𝑘+𝑖 ,𝑖−1𝑐1𝑐𝑖−1 − 𝑘+𝑖 ,1𝑐𝑖𝑐1 + 𝑘−𝑖+1𝑐𝑖+1 − 𝑘−𝑖 𝑐𝑖 (5.11)

where 𝑐𝑖 is the concentration of clusters of size 𝑖 in m−3. In Equation 5.11, the őrst term
corresponds to the reactions producing clusters of size 𝑖. The second one corresponds
to the ones reacting with clusters of size 𝑖. The third term accounts for bigger clusters
dissociating. Finally, the last term corresponds to clusters of size 𝑖 dissociating.

The system of equations can therefore be written as follows:
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𝜕𝑐1

𝜕𝑡
= ∇ · (𝐷1∇𝑐1) + Γ +

∞∑
𝑖=2

𝑘−𝑖 𝑐𝑖 − 2𝑘+1,1𝑐
2
1 −

∞∑
𝑖=2

𝑘+1,𝑖𝑐1𝑐𝑖 (5.12a)

𝜕𝑐2

𝜕𝑡
= ∇ · (𝐷2∇𝑐2) − 𝑘+1,2𝑐1𝑐2 + 𝑘+1,1𝑐2

1 − 𝑘−2 𝑐2 + 𝑘−3 𝑐3 (5.12b)

...

𝜕𝑐𝑖
𝜕𝑡

= −𝑘+1,𝑖𝑐1𝑐𝑖 + 𝑘+1,𝑖−1𝑐1𝑐𝑖−1 − 𝑘−𝑖 𝑐𝑖 (5.12c)

𝜕𝑐𝑖+1

𝜕𝑡
= −𝑘+1,𝑖+1𝑐1𝑐𝑖+1 + 𝑘+1,𝑖𝑐1𝑐𝑖 (5.12d)

...

5.2.2 Grouped approach

Extending this clustering model to clusters containing millions of helium extremely
increases the computational cost. A grouped approach proposed by Faney et al. [88] for
reducing the number of equations will therefore be employed. This technique consists
in grouping clusters from an arbitrary size 𝑁 in a single equation while explicitly
accounting for smaller clusters. To do so, the dissociation of large clusters is neglected
(i.e. 𝑘−

𝑖
= 0 for 𝑖 > 𝑁). This assumption is valid since the activation energy for trap

mutation events is lower than that of He or vacancy emission [79]. Dissociation of
large clusters by vacancy or He emission is therefore negligible. Moreover, clusters
containing more than six He atoms are assumed to be immobile (i.e. 𝐷𝑖 = 0 for 𝑖 > 6).
This assumption is motivated by DFT and MD results suggesting that the self-trapping
energy is below the binding energy of one He atom in a pure He cluster for clusters
containing more than őve He atoms [79].

For smaller clusters (He1, He2,. . ., He6) the diffusion coefficient and the dissociation by
He emission energy vary with the number of He atoms in the cluster (see Table 5.1).

Equation 5.12 can therefore be written as:

𝜕𝑐1

𝜕𝑡
= ∇ · (𝐷1∇𝑐1) + Γ +

𝑁∑
𝑖=2

𝑘−𝑖 𝑐𝑖 − 2𝑘+1,1𝑐
2
1 −

𝑁∑
𝑖=2

𝑘+1,𝑖𝑐1𝑐𝑖 −
∞∑

𝑖=𝑁+1

𝑘+1,𝑖𝑐1𝑐𝑖 (5.13a)

𝜕𝑐2

𝜕𝑡
= ∇ · (𝐷2∇𝑐2) − 𝑘+1,2𝑐1𝑐2 + 𝑘+1,1𝑐2

1 − 𝑘−2 𝑐2 + 𝑘−3 𝑐3 (5.13b)

...
∞∑
𝑖=𝑁

𝜕𝑐𝑖
𝜕𝑡

= 𝑘+1,𝑁 𝑐1𝑐𝑁 +
∞∑

𝑖=𝑁+1

𝑘+1,𝑖𝑐1𝑐𝑖 −
∞∑

𝑖=𝑁+1

𝑘+1,𝑖𝑐1𝑐𝑖 = 𝑘+1,𝑁 𝑐1𝑐𝑁 (5.13c)

In order to simplify this set of equations, the following quantities are deőned:
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𝑐𝑏 =
∞∑

𝑖=𝑁+1

𝑐𝑖 : bubbles concentration (5.14)

⟨𝑖𝑏⟩ =
1

𝑐𝑏

∞∑
𝑖=𝑁+1

𝑖𝑐𝑖 : average He content in bubbles (5.15)

⟨𝑟𝑏⟩ =
1

𝑐𝑏

∞∑
𝑖=𝑁+1

𝑟𝑖𝑐𝑖 : average radius in bubbles (5.16)

⟨𝑘+𝑏 ⟩ =
1

𝑐𝑏

∞∑
𝑖=𝑁+1

𝑘+1,𝑖𝑐𝑖 : average clustering rate in bubbles (5.17)

Clusters with more than 𝑁 He (𝑐𝑏) will be referred as łbubbles” in the following.

Equation 5.13 therefore reads:

𝜕𝑐1

𝜕𝑡
= ∇ · (𝐷1∇𝑐1) + Γ +

𝑁∑
𝑖=2

𝑘−𝑖 𝑐𝑖 − 2𝑘+1,1𝑐
2
1 −

𝑁∑
𝑖=2

𝑘+1,𝑖𝑐1𝑐𝑖 − ⟨𝑘+𝑏 ⟩𝑐1𝑐𝑏 (5.18a)

𝜕𝑐2

𝜕𝑡
= ∇ · (𝐷2∇𝑐2) − 𝑘+1,2𝑐1𝑐2 + 𝑘+1,1𝑐2

1 − 𝑘−2 𝑐2 + 𝑘−3 𝑐3 (5.18b)

...

𝜕𝑐𝑁
𝜕𝑡

= −𝑘+1,𝑁 𝑐1𝑐𝑁 + 𝑘+1,𝑁−1𝑐1𝑐𝑁−1 − 𝑘−𝑁 𝑐𝑁 (5.18c)

𝜕𝑐𝑏
𝜕𝑡

= 𝑘+1,𝑁 𝑐1𝑐𝑁 (5.18d)

(5.18e)

The radius of pure He clusters [89] given by:

𝑟He𝑥 = 𝑟He1 +
(

3

4𝜋

𝑎3
0

10
𝑥

)1/3

−
(

3

4𝜋

𝑎3
0

10

)1/3

(5.19)

with 𝑟He1 = 0.3 nm.

⟨𝑘+
𝑏
⟩ can be expressed as:

⟨𝑘+𝑏 ⟩ =
1

𝑐𝑏

∞∑
𝑖=𝑁+1

𝑘+1,𝑖𝑐𝑖 (5.20a)

=
1

𝑐𝑏
4𝜋

∞∑
𝑖=𝑁+1

𝑐𝑖(𝑟1 + 𝑟𝑖)(𝐷1 + 𝐷𝑖) (5.20b)
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Assuming 𝐷𝑖 = 0 for 𝑖 > 𝑁 :

⟨𝑘+𝑏 ⟩ =
1

𝑐𝑏
4𝜋𝐷1

∞∑
𝑖=𝑁+1

𝑐𝑖(𝑟1 + 𝑟𝑖) (5.21a)

=
1

𝑐𝑏
4𝜋𝐷1

(
∞∑

𝑖=𝑁+1

𝑐𝑖𝑟1 +
∞∑

𝑖=𝑁+1

𝑐𝑖𝑟𝑖

)
(5.21b)

=
1

𝑐𝑏
4𝜋𝐷1

(
𝑟1𝑐𝑏 +

∞∑
𝑖=𝑁+1

𝑐𝑖𝑟𝑖

)
(5.21c)

= 4𝜋𝐷1(𝑟1 + ⟨𝑟𝑏⟩) (5.21d)

For clusters containing both He and vacancies, the radius only depends on the number
of vacancies 𝑚 is given by [89]:

𝑟He𝑖V𝑚 = 𝑟He0V1 +
(

3

4𝜋

𝑎3
0

2
𝑚

)1/3

−
(

3

4𝜋

𝑎3
0

2

)1/3

(5.22)

with 𝑎0 = 0.318 nm the lattice parameter and 𝑟He0V1 = 𝑎0

√
3/4.

The bubble radius ⟨𝑟𝑏⟩ therefore reads:

⟨𝑟𝑏⟩ =
1

𝑐𝑏

∞∑
𝑖=𝑁+1

𝑐𝑖 𝑟He𝑖V𝑚 (5.23a)

=
1

𝑐𝑏

∞∑
𝑖=𝑁+1

𝑐𝑖
©
«
𝑟He0V1 +

(
3

4𝜋

𝑎3
0

2
𝑚

)1/3

−
(

3

4𝜋

𝑎3
0

2

)1/3ª®
¬

(5.23b)

= 𝑟He0V1 +
(

3

4𝜋

𝑎3
0

2

)1/3
1

𝑐𝑏

∞∑
𝑖=𝑁+1

𝑐𝑖 𝑚
1/3 −

(
3

4𝜋

𝑎3
0

2

)1/3

(5.23c)

The number of vacancies in bubbles 𝑚 is assumed to be 𝑖/4 (i.e. four helium per
vacancy). This assumption is motivated by MD computations showing that trap
mutation events occur for every four additional helium in large vacancy-helium
clusters. Moreover, theoretical models for He bubbles growth in metals suggest a
similar trend [237].

The average radius ⟨𝑟𝑏⟩ therefore reads:

⟨𝑟𝑏⟩ = 𝑟He0V1 +
(

3

4𝜋

𝑎3
0

2

)1/3
1

𝑐𝑏

∞∑
𝑖=𝑁+1

𝑐𝑖(
𝑖

4
)1/3 −

(
3

4𝜋

𝑎3
0

2

)1/3

(5.24)

Assuming 𝑐𝑖 follows a narrow gaussian distribution [89], 1
𝑐𝑏

∞∑
𝑖=𝑁+1

𝑐𝑖( 𝑖4 )1/3 ≈
(

1
𝑐𝑏

∞∑
𝑖=𝑁+1

𝑐𝑖
𝑖
4

)1/3

(see Figure 5.6).

The őnal expression of the bubble mean radius is therefore:

⟨𝑟𝑏⟩ = 𝑟He0V1 +
(

3

4𝜋

𝑎3
0

2

⟨𝑖𝑏⟩
4

)1/3

−
(

3

4𝜋

𝑎3
0

2

)1/3

(5.25)
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Figure 5.6: Validity of
the sum approximation
in the computation of the
bubble radius assuming
𝑐𝑖 has a gaussian distri-
bution centered on 𝜇 and
with a standard devia-
tion 𝜎.
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[88] Faney et al. (2014)

To solve for ⟨𝑖𝑏⟩, is also useful to write the expression of the sum
∞∑

𝑖=𝑁+1
𝑖 𝜕𝑐𝑖
𝜕𝑡

:

∞∑
𝑖=𝑁+1

𝑖
𝜕𝑐𝑖
𝜕𝑡

=

∞∑
𝑖=𝑁+1

𝑖𝑘+1,𝑖−1𝑐1𝑐𝑖−1 −
∞∑

𝑖=𝑁+1

𝑖𝑘+1,𝑖𝑐1𝑐𝑖

= (𝑁 + 1)𝑘+1,𝑁 𝑐1𝑐𝑁 +
∞∑

𝑖=𝑁+2

𝑖𝑘+1,𝑖−1𝑐1𝑐𝑖−1 −
∞∑

𝑖=𝑁+1

𝑖𝑘+1,𝑖𝑐1𝑐𝑖

= (𝑁 + 1)𝑘+1,𝑁 𝑐1𝑐𝑁 +
∞∑

𝑖=𝑁+1

(𝑖 + 1)𝑘+1,𝑖𝑐1𝑐𝑖 −
∞∑

𝑖=𝑁+1

𝑖𝑘+1,𝑖𝑐1𝑐𝑖

= (𝑁 + 1)𝑘+1,𝑁 𝑐1𝑐𝑁 +
∞∑

𝑖=𝑁+1

(𝑖 + 1)𝑘+1,𝑖𝑐1𝑐𝑖 − 𝑖𝑘+1,𝑖𝑐1𝑐𝑖

= (𝑁 + 1)𝑘+1,𝑁 𝑐1𝑐𝑁 +
∞∑

𝑖=𝑁+1

𝑘+1,𝑖𝑐1𝑐𝑖

𝜕⟨𝑖𝑏⟩𝑐𝑏
𝜕𝑡

= (𝑁 + 1)𝑘+1,𝑁 𝑐1𝑐𝑁 + ⟨𝑘+𝑏 ⟩𝑐1𝑐𝑏 (5.26)

The őnal form of the system of governing equations is obtained by adding Equation
5.26 to Equation 5.18:

𝜕𝑐1

𝜕𝑡
= ∇ · (𝐷1∇𝑐1) + Γ +

𝑁∑
𝑖=2

𝑘−𝑖 𝑐𝑖 − 2𝑘+1,1𝑐
2
1 −

𝑁∑
𝑖=2

𝑘+1,𝑖𝑐1𝑐𝑖 − ⟨𝑘+𝑏 ⟩𝑐1𝑐𝑏 (5.27a)

𝜕𝑐2

𝜕𝑡
= ∇ · (𝐷2∇𝑐2) − 𝑘+1,2𝑐1𝑐2 + 𝑘+1,1𝑐2

1 − 𝑘−2 𝑐2 + 𝑘−3 𝑐3 (5.27b)

...

𝜕𝑐𝑁
𝜕𝑡

= −𝑘+1,𝑁 𝑐1𝑐𝑁 + 𝑘+1,𝑁−1𝑐1𝑐𝑁−1 − 𝑘−𝑁 𝑐𝑁 (5.27c)

𝜕𝑐𝑏
𝜕𝑡

= 𝑘+1,𝑁 𝑐1𝑐𝑁 (5.27d)

𝜕(⟨𝑖𝑏⟩𝑐𝑏)
𝜕𝑡

= (𝑁 + 1)𝑘+1,𝑁 𝑐1𝑐𝑁 + ⟨𝑘+𝑏 ⟩𝑐1𝑐𝑏 (5.27e)

The current implementation further simpliőes Faney’s model [88]:

▶ Interactions with self-interstitial atoms or pre-existing vacancies are not taken
into account. In this work, the only dissociations are He emissions from small
mobile clusters and trap mutation for large clusters. It was showed that this
assumption did not have an impact on the results (see Figure 5.7).
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Cluster 𝐷0(m2s−1) 𝐸D(eV) 𝐸𝑏(eV)

He1 2.95 × 10−8 0.13 -
He2 3.24 × 10−8 0.20 1.0
He3 2.26 × 10−8 0.25 1.5
He4 1.68 × 10−8 0.20 1.5
He5 5.20 × 10−9 0.12 1.6
He6 1.20 × 10−9 0.30 2.0

Table 5.1: Pure He clus-
ters properties in W.
Diffusion properties are
taken from Faney et al.
[89] and binding energies
are taken from Becquart
et al. [238].

[183] Alnñs et al. (2015)

[173] Ziegler et al. (2010)

▶ The only clusters explicitly computed are He𝑥≤6 (i.e.𝑁 = 6) whereas Faney’s work
explicitly accounted for clusters up to V50He250 and solved a bigger system of
equations. The inŕuence of this threshold 𝑁 above which clusters are integrated
in the quantity 𝑐𝑏 is discussed in Section 5.4.2.

This He transport model was implemented in Python and solved using the őnite
element solving platform FEniCS [183].

5.3 Veriőcation & Validation

5.3.1 Code comparison: Tendril case

The current implementation was compared to literature results [89]. Helium exposure
in a tendril was simulated in 1D. The helium ŕux is 1 × 1022 m−2 s−1 and the ŕuence
was 5 × 1025 m−2.

The domain size is 30 nm and the volumetric source term is described as follows:

Γ(𝑥) = 𝜑imp 𝑓 (𝑥) (5.28)

where 𝜑imp = 1 × 1022 m−2s−1 is the implanted He ŕux and 𝑓 (𝑥) is a Gaussian
distribution with a mean value 𝜇 = 𝑅𝑝 = 1.5 nm and a standard deviation 𝜎 = 1 nm

which corresponds to a 100 eV He implantation based on SRIM computations [173].

Mobile He clusters concentrations were set to zero at the tendril’s surfaces (𝑥 = 0 nm

and 𝑥 = 30 nm).

Concentration proőles computed by the current implementation showed good agree-
ment with the ones obtained by Faney et al. [89] (see Figure 5.7). The discrepancies
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Figure 5.7: He clusters concentration proőles in the tendril at 500 K, 1000 K and 1500 K under 100 eV He exposure at 1 × 1022 m−2 s−1 at a
ŕuence of 5 × 1025 m−2. Comparison between the current implementation (solid) and Faney’s results [89] (dashed).
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[240] Wei et al. (2019)

[241] Kreter et al. (2015)

[97] Ialovega et al. (2020)

[131] Ialovega (2021)
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are likely due to a difference in the set of dissociation energies that have been used as
these energies have an impact on the concentration proőles (see Figure 5.8). Indeed, at
low temperature, where dissociation is not activated, the discrepancies were rather
small whereas at high temperature, differences increased because dissociation became
more dominant.

Moreover, increasing the temperature tended to inhibit bubble formation in the tendril.
This was explained by a greater increase in the dissociation rate and in losses at surfaces
than the increase in the clustering rate. This observation is in agreement with MD
results simulating He implantation in tendrils [239, 240]. The current implementation
and the additional assumptions that were made are therefore valid.

5.3.2 Comparison with experiments

He implantation experiments were performed on W in the linear plasma device PSIś2
[241]. W was irradiated with 75 eV He at 2.3 × 1022 m−2 s−1 and 1053 K for 13 s. A thin
lamella for cross-sectional observations was prepared using the Focused Ion Beam
(FIB) technique with a Dual Beam FIB (FEI Helios 600 NanoLab). Prior to FIB cutting,
the surface of the sample was coated with a SiO layer for better contrast and then
with a protective platinum layer to avoid damaging the surface during the lamella
preparation. Cross-sectional observations of the He-implanted W were performed
using TEM in a TEM FEI Titan 80-300 apparatus.

A typical TEM image of the lamella is presented in Figure 5.9. Comparison of under- and
over-focused TEM images allowed identiőcation of the bubbles. Bubbles were observed
up to 100 nm with larger bubbles closer to the surface and smaller bubbles deeper in
the bulk. Open bubbles and holes at the surface were also observed suggesting bursting
events occurred. This is in accordance with what was observed in the simulations (see
Figure 5.12).

A procedure was developed by Ialovega et al. [97, 131] to automate the bubble detection
on TEM images using the ImageJ software [242]. The area of bubbles were computed
as well as their diameter assuming a spherical shape for the bubbles. Bubble density
and size as a function of depth was therefore computed using 12 pairs of under- and
over-focused TEM images. The bubble density was found to range from 7× 1019 m−3 to
2 × 1020 m−3 and the bubble radius ranged between 1 nm and 10 nm (see Figure 5.10).
Although the resolution of the TEM is below 1 nm, the number of bubbles with radius
below 2 nm is underestimated due to the limited contrast.

This experiment was simulated using the same exposure conditions. The simulated
bubbles density 𝑐𝑏 was found to be in accordance with the one measured experimentally.
Some discrepancies were found at the near surface.

The bubble radius ⟨𝑟𝑏⟩ is however overestimated by an order of magnitude compared
to experimental measurements. This could imply that the current model linking the
He content to the bubble radius is overestimated and that a more accurate one is
needed. The model parametetrisation could also have an impact on these results (see
Figure 5.8). Bursting in over-pressurised bubbles close to the surface would also reduce
the bubble size. Finally, it would be worth investigating this further to determine the
impact of initial defects.



5.3 Veriőcation & Validation 97

1019

1021

c H
e 1

 (m
3 )

500 K 1000 K 1500 K

1014

1018

c H
e 2

1011

1017

c H
e 3

106

1013

c H
e 4

103

1011

c H
e 5

101

1010

c H
e 6

0 10 20 30
x (nm)

108

1017

c b

0 10 20 30
x (nm)

0 10 20 30
x (nm)

Figure 5.8: Helium clusters concentration proőles on the tendril case with dissociation energies varying from -0.5 eV (dash-point) to +0.5 eV
(dash).



98 5 Inŕuence of helium on hydrogen transport

Figure 5.9: Transmis-
sion Electron Microscopy
(TEM) images of W af-
ter exposure to 75 eV He
at 2.3 × 1022 m−2 s−1 and
1053 K for 13 s showing
bubbles that have burst,
large size bubbles at the
near surface and small
size bubbles in the bulk.

Figure 5.10: Comparison
of experimental results
with simulations for W
implanted with 75 eV He
at 2.3 × 1022 m−2 s−1 and
1053 K for 13 s. Error bars
correspond to the lowest
and highest radius in the
TEM image.
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5.4 Bubble growth study

In this Section, the current implementation is őrst compared with the one from Faney
[89] to ensure the additional assumptions do not produce different results. A standard
half-slab case is then described and a parametric study is performed by varying the
exposure conditions. Finally, the model is compared against experimental data.

5.4.1 Half-slab case

He transport was simulated in a 1D semi-inőnite W slab. This case is the standard case
describing the main quantities of interest of the parametric study performed in Section
5.4.2.

The domain size is 0.1 mm which is much greater than the penetration depth of He in
the simulations. 100 eV He were implanted in the őrst 1.5 nm as in Section 5.3.1. The
implanted ŕux was 1 × 1022 m−2s−1 and the temperature was 1000 K.
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At low ŕuences, He diffused quickly into the bulk (see Figure 5.11) and the bubbles’
concentration 𝑐𝑏 was found to be zero. As the ŕuence increased, bubbles started to
appear and acted as strong sinks for mobile He. This lead to a great decrease in the
mobile He concentration proőle.

It is worth noticing the maximum of 𝑐𝑏 was not located at the maximum of 𝑐He1 which
is the implantation depth 𝑅𝑝 . This was explained by the diffusion of small mobile
clusters as shown by analytical models [243]. As He clusters, small mobile clusters
diffuse deeper into the bulk until trap mutation occurs and bubbles nucleons (clusters
with more than 6 He) are created. From that point, bubbles are formed relatively far
from the surface. Because He is implanted in the őrst nanometres, 𝑐He1 is maximum at
𝑅𝑝 = 1.5 nm and interactions with bubbles are stronger in this region. This tends to
draw the maximum location of 𝑐𝑏 towards the surface.

The He content in bubbles ⟨𝑖𝑏⟩ and the radius ⟨𝑟𝑏⟩ were computed. After 10 s of
implantation, bubbles located in the near surface contained up to 3 × 107 He. The
maximum of ⟨𝑟𝑏⟩ was found to be very close to the surface at approximately 2 nm (see
Figure 5.12). This is explained by the high concentration of mobile He in this near
surface region. Moreover, a bursting zone can be deőned by the region where ⟨𝑟𝑏⟩ is
greater than the depth of the bubble. In this region, bubble of this size would have
likely burst.

From this average He content in bubbles and from Equation 5.23 and Equation 5.19
expressing the clusters radii, the average radius ⟨𝑟⟩ can be computed as:

⟨𝑟⟩ =

∞∑
𝑖=1
𝑐𝑖𝑟𝑖

∞∑
𝑖=1
𝑐𝑖

=

𝑁∑
𝑖=1
𝑐𝑖𝑟𝑖 + 𝑐𝑏 ⟨𝑟𝑏⟩
𝑁∑
𝑖=1
𝑐𝑖 + 𝑐𝑏

(5.29)
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Figure 5.12: Proőle of
mean bubble radius ⟨𝑟𝑏⟩
as a function of depth 𝑥
in W exposed to 100 eV
He at 1022 m−2 s−1 and
1000 K.
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The average content of He in all clusters ⟨𝑖⟩ is computed similarly:

⟨𝑖⟩ =

∞∑
𝑖=1
𝑐𝑖 𝑖

∞∑
𝑖=1
𝑐𝑖

=

𝑁∑
𝑖=1
𝑐𝑖 𝑖 + 𝑐𝑏 ⟨𝑖𝑏⟩
𝑁∑
𝑖=1
𝑐𝑖 + 𝑐𝑏

(5.30)

The values of these two quantities are similar to the ones obtained by Faney et al. [89].
After 100 s of exposure, the average radius 50 nm below the surface was above 10 nm

(see Figure 5.13). Moreover, the location of the maximum of these quantities move
towards the exposed surface.

The average radius ⟨𝑟⟩ cannot be easily compared to experimental observations
for it includes contributions from very small mobile He𝑥 clusters which are not
visible experimentally (only bubbles with a radius greater than 1-3 nm are observable
depending on the observation technique).

5.4.2 Inŕuence of exposure parameters on helium bubble growth

The impact of He ŕux and temperature 𝑇 was studied on the case described in Section
5.4.1 in order to identify trends. Behaviour laws are identiőed and can be used to
obtain information on He transport without needing to run any simulation.

In order to analyse the results, several quantities are computed. First the bubbles
inventory is deőned as:

𝐼bubbles =

∫
𝑐𝑏 𝑑𝑥 (5.31)
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Figure 5.13: Average helium content ⟨𝑖⟩ and average radius ⟨𝑟⟩ in all clusters (mobile and bubbles) in W exposed to 100 eV He at 1022 m−2 s−1

and 1000 K.

The total helium inventory is calculated by:

𝐼 =

∫ 𝑁∑
𝑖=1

𝑖𝑐𝑖 + ⟨𝑖𝑏⟩𝑐𝑏 𝑑𝑥 ≈
∫

⟨𝑖𝑏⟩𝑐𝑏 𝑑𝑥 (5.32)

The spatial mean helium content in bubbles can be computed as:

¯⟨𝑖𝑏⟩ =

∫
⟨𝑖𝑏⟩𝑐𝑏 𝑑𝑥∫
𝑐𝑏 𝑑𝑥

≈ 𝐼

𝐼bubbles
(5.33)

The approximation made in Equation 5.32 and Equation 5.33 is valid as long as∫
⟨𝑖𝑏⟩𝑐𝑏𝑑𝑥 ≫

∫ 𝑁∑
𝑖=1
𝑖𝑐𝑖𝑑𝑥 (i.e. the He inventory is dominated by that of the bubbles).

This is the case in these simulations because 𝑁 = 6 (the inŕuence of this parameter is
discussed in Section 5.4.2).

Inŕuence of 𝑁

In order to assess the impact of the parameter 𝑁 in Equation 5.18, the evolution of the
He inventory 𝐼, the mean He content in immobile clusters (different from ¯⟨𝑖𝑏⟩) and the
bubbles inventory 𝐼bubbles was computed with several values of 𝑁 .

The ŕux of 100 eV He in this test case was 1020 m−2s−1 and the temperature was
1000 K.

It was shown that varying 𝑁 had no impact on these quantities whatsoever (see Figure
5.14). This highlights the very quick transition from nucleation regime to growth
regime in this model.
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The number of equations that need to be solved can therefore be minimised by setting
the parameter 𝑁 to its minimum (𝑁 = 6) without losing accuracy in the results.
This minimum value corresponds to the number of mobile clusters which have to be
explicitly simulated in order to account for all the diffusion mechanisms.

Figure 5.14: Comparison
of several quantities of in-
terest for several values
of 𝑁 in W exposed to
100 eV He at 1020 m−2 s−1

and 1000 K.

100

108

1016

H
e
in
ve
n
to
ry

I
(H

e
m

−
2
)

102

104

m
ea
n
H
e
co
n
te
n
t
in

im
m
ob

il
e
cl
u
st
er
s

10−5 10−3 10−1 101

Time (s)

10−2

104

1010

B
u
b
b
le
s
in
ve
n
to
ry

I b
(b
u
b
b
le
s
m

−
2
) N=6

N=10

N=15

N=20

Parametric study

A parametric study was performed by varying the implanted ŕux 𝜑imp of 100 eV He
between 1 × 1017 m−2s−1 and 5 × 1021 m−2s−1 and the sample temperature 𝑇 between
100 K and 1200 K. The exposure time was 1 h.

More than 160 simulations were performed simulating 1 h of exposure. For each
simulation, the quantities of interest described above were computed. A Gaussian
regression process [208] was used to interpolate the data based on Bayesian inference
as done in [244] (see Figure 5.15). The temporal evolution of these quantities was also
assessed (see Figure 5.16).

After 1 h of exposure, the bubbles inventory 𝐼bubbles shows a weak dependence on
temperature at high temperature and a weak dependence on the implanted ŕux at
low temperature (see Figure 5.15a). 𝐼bubbles varies from 4 × 1012 bubbles m−2 at high
temperature and low ŕux to 2 × 1019 bubbles m−2 at low temperature and high ŕux.

The He inventory 𝐼 varies from 8 × 1016 m−2 at high temperature and low ŕux to
1025 m−2 at low temperature and high ŕux (see Figure 5.15b). For temperatures above
600 K, the temperature dependence is rather weak compared to the ŕux dependence.

For temperatures above 300 K, and after 1 h of exposure, the sample temperature does
not impact the value of ¯⟨𝑖𝑏⟩ (see Figure 5.15c). The mean He content increases with the
implanted ŕux as expected and varies between 103 He at low ŕux and 5 × 108 He at
high ŕux.
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∫
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(b) He inventory 𝐼 =
∫
⟨𝑖𝑏⟩𝑐𝑏 𝑑𝑥.
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(c) Average He content in bubbles ¯⟨𝑖𝑏⟩ = 𝐼/𝐼𝑏 .
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(d) Location of max ⟨𝑖𝑏⟩.

Figure 5.15: Evolution of quantities as a function of the implanted ŕux and temperature after 1 h of 100 eV He exposure. Grey crosses
correspond to simulations points.

The position of the maximum of ⟨𝑖𝑏⟩ tended to increase with temperature and decrease
with implanted ŕux (see Figure 5.15d). After 1 h of exposure, it was found to be really
close to the surface down to 0.1 nm at low temperatures and high ŕuxes. The validity
of the model in this region of the parameter space is questionable considering that the
bubble radius is greater that the thickness of the ligament between the edge of the
bubble and the surface. Such a bubble would therefore have burst before reaching this
size.

For each simulation point, the temporal evolution of the quantities described above
has been computed. To better identify the time series on the 𝜑imp , 𝑇 plane, lines have
been coloured according to the parameter 𝑐He1 ,ideal which is a function of both the
implanted ŕux and the temperature (see Equation 5.34) expressed in m−3.

𝑐He1 ,ideal =
𝜑imp 𝑅𝑝

𝐷(𝑇) (5.34)

where 𝜑imp is the implanted ŕux, 𝐷 is the diffusion coefficient of mobile He1 in W (see
Table 5.1), 𝑅𝑝 = 1.5 nm is the implantation depth and 𝑇 is the temperature in K.

All these quantities showed a similar behaviour in time even though the kinetics were
found to be different (see Figure 5.16). For instance, for each (𝑇, 𝜑imp) couple, 𝐼bubbles

őrst increased as a power law of time before reaching a maximum (see Figure 5.16a).
The total He inventory 𝐼 increased with time and for each simulation point, but the
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(a) Bubbles inventory 𝐼𝑏 =
∫
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(b) He inventory 𝐼 =
∫
⟨𝑖𝑏⟩𝑐𝑏 𝑑𝑥.
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(c) Average He content in bubbles ¯⟨𝑖𝑏⟩ = 𝐼/𝐼𝑏 .
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(d) Simulation points coloured according to 𝑐He1 ,ideal.

Figure 5.16: Temporal evolution of quantities in W exposed to 100 eV He at 1022 m−2 s−1 and 1000 K for temperatures varying from 120 K to
1200 K and implanted ŕuxes varying from 1017 m−2s−1 to 1021 m−2s−1. Each line corresponds to a simulation point (grey crosses on Figure
5.15a and points on Figure 5.16d). The lines are coloured according to the parameter 𝑐He1 ,ideal = 𝜑imp 𝑅𝑝/𝐷(𝑇) with 𝑅𝑝 = 1.5 nm and 𝐷
the diffusion coefficient of He1 in W.

growth rate decreased at long exposure times (see Figure 5.16b). This phenomenon
is explained in details in Section 5.4.2. The depth of the maximum of ⟨𝑖𝑏⟩ tended to
decrease with time as it was observed in Section 5.4.1 (see Figure 5.16a).

Inventory evolution regimes

For every (𝑇, 𝜑imp) couple, 𝐼bubbles increased rapidly at low ŕuences until reaching a
maximum at high ŕuences (see Figure 5.16a). On the other hand, the mean He content
¯⟨𝑖𝑏⟩ was constant at low ŕuences and increased at high ŕuences (see Figure 5.16c). The

total He inventory 𝐼 being the product of these two quantities, two different growth
rates were observed (see Figure 5.16b and Figure 5.17).

This phenomenon can be attributed to two different regimes. The őrst regime is the
nucleation regime where new bubbles nucleons are created (i.e. 𝑐𝑏 and 𝐼bubbles increase).
In the nucleation regime, the bubble concentration 𝑐𝑏 and the capture radius ⟨𝑟𝑏⟩ are
too low for the He content in bubbles ⟨𝑖𝑏⟩ to increase signiőcantly (i.e. ¯⟨𝑖𝑏⟩ is constant).
The second regime is the bubble growth regime. In this regime, 𝑐𝑏 is high enough
for interactions between bubbles and mobile He to occur. Implanted interstitial He
atoms (𝑐He1 ) therefore interact preferably with bubbles rather than clustering with
other interstitial He atoms. This means that no additional bubbles nucleons are created
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(i.e. 𝑐𝑏 reaches a maximum). Because interactions between bubbles and mobile He
are strong, the term ⟨𝑘+

𝑏
⟩𝑐1𝑐𝑏 in Equation 5.18 becomes signiőcant and the He content

increases (i.e. ¯⟨𝑖𝑏⟩ increases). This is illustrated by the thickness of the arrows in Figure
5.5.

These regimes can also be worked out analytically.

Nucleation regime When 𝑐𝑁 𝑘+1,𝑁 ≫ ⟨𝑘+
𝑏
⟩𝑐𝑏 , Equation 5.27e can be simpliőed by:

𝜕⟨𝑖𝑏⟩𝑐𝑏
𝜕𝑡

≈ (𝑁 + 1)𝑘+1,𝑁 𝑐1𝑐𝑁 = (𝑁 + 1)𝜕𝑐𝑏
𝜕𝑡

(5.35)

By extending the temporal derivative, one can obtain:
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𝑐𝑏
𝜕⟨𝑖𝑏⟩
𝜕𝑡

≈ (𝑁 + 1)𝜕𝑐𝑏
𝜕𝑡

− ⟨𝑖𝑏⟩
𝜕𝑐𝑏
𝜕𝑡

(5.36a)

𝜕⟨𝑖𝑏⟩
𝜕𝑡

≈ 𝜕𝑐𝑏
𝜕𝑡

(𝑁 + 1 − ⟨𝑖𝑏⟩)
𝑐𝑏

(5.36b)

Moreover, since ⟨𝑖𝑏⟩ ≈ 𝑁 + 1, 𝜕⟨𝑖𝑏⟩
𝜕𝑡

≈ 0. The bubble content ⟨𝑖𝑏⟩ is therefore constant.

Growth regime When 𝑐𝑁 𝑘+1,𝑁 ≪ ⟨𝑘+
𝑏
⟩𝑐𝑏 , Equation 5.27a can be simpliőed by:

𝜕𝑐1

𝜕𝑡
≈ ∇ · (𝐷1∇𝑐1) + Γ − ⟨𝑘+𝑏 ⟩𝑐𝑏𝑐1 (5.37)

Moreover, 𝑐𝑖 ≈ 0∀ 2 ≤ 𝑖 ≤ 𝑁 . This leads to 𝜕𝑐𝑏
𝜕𝑡

≈ 0.

Equation 5.27e can therefore be simpliőed:

𝜕⟨𝑖𝑏⟩𝑐𝑏
𝜕𝑡

≈ ⟨𝑘+𝑏 ⟩𝑐𝑏𝑐1 (5.38a)

𝑐𝑏
𝜕⟨𝑖𝑏⟩
𝜕𝑡

≈ ⟨𝑘+𝑏 ⟩𝑐𝑏𝑐1 (5.38b)

The temporal evolution of the bubble content ⟨𝑖𝑏⟩ can őnally be written as:

𝜕⟨𝑖𝑏⟩
𝜕𝑡

≈ ⟨𝑘+𝑏 ⟩𝑐1 (5.39)

Dimensionless analysis

Following the adimensionalisation strategy proposed by Krasheninnikov et al. [243],
the following dimensionless numbers are deőned:

𝑡 = 𝑡 𝑘+1,1𝑐He1 ,ideal (5.40)

�̂� =
𝑥

𝑙1
(5.41)

𝑐𝑖 =
𝑐𝑖

𝑐He1 ,ideal
(5.42)

where 𝑙1 is the characteristic length of the He1 + He1 → He2 reaction in m.

The dimensionless bubble inventory 𝐼bubbles can be computed as:

𝐼bubbles =

∫
𝑐𝑏𝑑�̂� (5.43a)

=

∫
𝑐𝑏𝑑𝑥

𝑐He1 ,ideal 𝑙1
(5.43b)

=
𝐼bubbles

𝑐He1 ,ideal 𝑙1
(5.43c)
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Similarly, the dimensionless helium inventory in bubbles 𝐼 can be expressed as:

𝐼 =
𝐼

𝑐He1 ,ideal 𝑙1
(5.44)

By normalising the results obtained in Section 5.4.2, all simulation points seem to
follow the same trend (see Figure 5.18). There are however some discrepencies, which
are numerical artifacts.

The evolution of the dimensionless quantities can be őtted to obtain a law. The temporal
evolution of ¯⟨𝑖𝑏⟩ is:

¯⟨𝑖𝑏⟩ =
(𝑁 + 1)

1 − 𝑒−
100

𝑡1.12

(5.45)

The temporal evolution of the bubble inventory 𝐼bubbles can be expressed as:

𝐼bubbles = 10 (1 − 𝑒− 𝑡
10 )6.5 (5.46)

The limit of 𝐼bubbles when 𝑡 approaches inőnity is 10.

The temporal evolution of the inventory 𝐼 is given by:

𝐼 = 𝐼bubbles
¯⟨𝑖𝑏⟩ (5.47)
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These results are in accordance with the analytical analysis performed by Krashenin-
nikov et al. [243], where the authors predicted two different regimes whether 𝑡 ≪ 1 or
𝑡 ≫ 1. This is exactly what can be observed on Figure 5.18.

5.5 Inŕuence on hydrogen transport

The focus of this Section is the coupled effects of He implantation and hydrogen
transport. To this end, the experiment of Ialovega and co-workers [97] is reproduced
with the He bubble model described in this Chapter coupled to FESTIM by converting
a bubble density into trapping sites for hydrogen.

5.5.1 Experiment

A 100 µm thick tungsten sample was pre-damaged with 75 eV He at 1073 K. The He
ŕux was 2.3 × 1022 m−2 s−1 and the exposure time was 13 s. An initial cleaning TDS
was performed up to 870 K.

Sequential deuterium loading and TDS were then repeated őve times. 250 eV deuterium
were implanted at room temperature with a ŕux of 1.7 × 1016 m−2 s−1 and a ŕuence of
4.5 × 1019 m−2. The TDS phase ramps up to 1350 K (1250 K for the őrst TDS) at a rate
of 1 K s−1 (see Figure 5.20).

The authors observed that the deuterium inventory after the őrst TDS was lower
than after the following implantation/TDS cycles. They associated this increase to a
modiőcation of the near-surface microstructure. They also link the modiőcation of the
deuterium retention entirely with the variation of He bubbles density. Little mention
was made of the inŕuence of pre-existing defects and the pristine W (not exposed to
He) TDS spectrum was only qualitatively comparable (authors communication).

5.5.2 Bubble growth simulation

The quantities 𝑐𝑏 and ⟨𝑟𝑏⟩ have been computed from the helium bubble model described
in Section 5.2 (see Figure 5.19). The helium implantation distribution is a Gaussian
with a mean value of 1.5 nm and a standard deviation of 0.8 nm corresponding to a
75 eV He exposure calculated with SRIM. The other parameters are unchanged.

5.5.3 FESTIM simulations

Four traps are simulated with FESTIM: traps 1-3 are pre-existing defects and trap 4
represents the traps induced by He bubbles. The detrapping energies and trap densities
are set as free parameters, including the trap density 𝑛𝑏 (see Table 5.2).

Considering deuterium is trapped on the surface of He bubbles, the bubble trap density
𝑛𝑏 is given by:

𝑛𝑏 = 𝑓 · 𝑐𝑏 ·A(⟨𝑟𝑏⟩) (5.48)

where 𝑓 is a free parameter representing the number of trapping site per unit surface,
A = 4𝜋⟨𝑟𝑏⟩2 is the area in m2 of a spherical bubble of radius ⟨𝑟𝑏⟩, and 𝑐𝑏 is the
concentration of bubbles in m−3.
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Figure 5.19: Spatial dis-
tribution of the bubbles
density and the equiva-
lent trap density (assum-
ing 𝑓 = 3 × 1018 m−2).

𝑘0 𝐸𝑘 𝑝0 𝐸𝑝 𝑛
[m3 s−1] [eV] [s−1] [eV] [m−3]

Trap 1

9 × 10−17 0.39 1013

free free

Trap 2 free free

Trap 3 free free

Trap bubbles free 𝑛𝑏

Table 5.2: Trap proper-
ties used to őt the TDS
spectra. The density dis-
tribution 𝑛𝑏 as well as de-
trapping energies 𝐸𝑝 are
assumed constant across
TDS experiments.

[173] Ziegler et al. (2010)

The diffusion coefficient of deuterium (m2 s−1) was set to 4.1×10−7 exp (−0.39/𝑘𝐵𝑇) [93].
The 250 eV deuterium implantation was represented by a Gaussian distribution with a
mean implantation depth 10 nm and a standard deviation of 4.5 nm (calculated from
SRIM [173]). Finally, an instantaneous recombination was assumed on the surfaces.

Using the parametric optimisation method presented in Section 2.5.2, the free parame-
ters are identiőed.

5.5.4 Results

The properties obtained by the őtting procedure (see Table 5.3) őtted well the three
TDS spectra (see Figure 5.20). As explained in [97], the last bump of desorption (around
600 K) is due to a temperature control issue and was therefore ignored in the őtting
procedure. The detrapping energies of traps 1, 2 and 3 were found to be 1.08 eV, 1.20 eV

and 1.38 eV respectively, whereas the trap attributed to He bubbles has a detrapping
energy of 1.45 eV.

This would mean that if the TDS were run up to temperature around 1600 K, He1V1

clusters could dissociate resulting in additional free trapping sites for H and therefore
different TDS spectra.
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Table 5.3: Results of
the őtting procedure. De-
trapping energies 𝐸𝑝 are
given in eV, trap densi-
ties in at fr and 𝑓 in m−2.

Trap 1 Trap 2 Trap 3 Trap bubbles
𝐸𝑝 𝑛 (×10−3) 𝐸𝑝 𝑛 (×10−3) 𝐸𝑝 𝑛 (×10−3) 𝐸𝑝 𝑓 (×1018)

1st TDS - 0.00 - 0.00 - 0.00 1.42 3.00

2nd TDS 1.08 2.20 1.20 1.80 1.37 2.00 1.42 3.00

5th TDS 1.08 3.38 1.20 3.10 1.37 1.50 1.42 3.00

The H retention is not dominated by He-bubbles trapping but rather by pre-existing
defects.

Figure 5.20: Results of
the TDS őtting proce-
dure.
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(a) Experimental TDS spectra őtted with FESTIM. Experimental points are taken from [97].
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(b) Traps contribution to the TDS spectra.

The densities of traps 1 and 2 increased from the 2nd to the 5th TDS (see Figure
5.21). However, the density of trap 3 decreased slightly (which is also visible on the
TDS spectra shown in Figure 5.20). The processes at stake cannot yet be precisely
described.
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One possible interpretation of the results is:

▶ Initial state: the sample has some pre-existing defects
▶ He implantation: all pre-existing defects are saturated with He and bubbles are

formed
▶ 1st D implantation: D can only be trapped around bubbles since defects are

saturated with He
▶ 1st TDS (up to 1250 K): D is detrapped from bubbles (550 K peak), He dissociates

from pre-existing defects
▶ 2nd D implantation: D is trapped around bubbles and in the non-saturated

defects
▶ 2nd TDS (up to 1350 K): D is detrapped from bubbles (550 K peak) and from

non-saturated defects (peaks 400K, 450K and 500K) + He trapped in deeper
traps dissociate (because the TDS goes to higher temperatures)

▶ 3rd to 5th D implantations: D is trapped around bubbles and in pre-existing
defects

▶ 3rd to 5th TDS: D is detrapped from bubbles and pre-existing defects (now more
available than at the 2nd TDS)

This interpretation is represented (in a simpliőed way) on Figure 5.22.
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Figure 5.22: Schematic interpretation of the simulation results showing the several stages of the experiment (from He implantation to TDS
cycles).
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5.6 Summary

This Chapter investigated the inŕuence of helium on hydrogen transport.

To do so, a cluster dynamics model was őrst developed to simulate the growth of
helium bubbles in tungsten. This model was compared to existing numerical results and
helium exposure experiments were reproduced. A parametric study was performed
to investigate the impact of helium ŕux and temperature on the bubbles density and
size. Finally, a dimensionless analysis was carried out to extract key parameters and
identify two different bubble growth regimes.

Based on the results of the bubble growth model, the experiment of Ialovega and
co-workers [97] was then reproduced with FESTIM and one possible explanation was
given. Although őtting a TDS spectrum is not sufficient to draw strong conclusions,
this work suggests that:

▶ Helium does not leave bubbles in signiőcant quantities at these temperatures
▶ Helium occupies pre-existing defects avoiding hydrogen to get trapped
▶ Hydrogen retention is not dominated by helium-induced bubbles but rather by

the saturation of pre-existing defects by helium

From these results, several experimental suggestions can be made. Running the TDS
only up to 750 K would limit helium desorption from defects. Indeed, the authors [97]
showed that there was no helium desorption below this temperature after the initial
cleaning TDS. If helium does not desorb and remains in the pre-existing defects, the
deuterium TDS spectra should not be affected and only the desorption from bubbles
should be observed. This would conőrm or inőrm the interpretation of the results
presented herein.

Moreover, if this interpretation was conőrmed, it could have implications for hydrogen
retention. Indeed, one could imagine reducing the tritium inventory of components by
exposing them to helium őrst. Helium would saturate the existing defects, making
it impossible for tritium to be trapped. However, having a helium inventory in
components can also have negative consequences (see Section 1.4.2).





6 Conclusion

This Chapter will summarise the key őndings of this research as well as the main
contributions thereof. It will also review the limitations of the study and propose
recommendations for future work.

Key őndings

This study aimed to estimate the tritium inventory in the ITER tungsten divertor. One
of the objectives was to evaluate the potential inŕuence of helium exposure on this
tritium inventory. The results indicate that, over the operation period of ITER, the
divertor tritium inventory should remain well below the safety limit. Indeed, this
component would not be the limiting factor and, if the limit is hit, it would likely be
due to other causes (retention in co-deposited layers, other in-vessel components...).
Moreover, the results suggest that the presence of helium could potentially reduce the
tritium inventory by saturating the pre-existing defects in tungsten.

Contributions to the őeld

One of the main contribution of this research is the development of the FESTIM code: a
hydrogen transport code that has been developed to answer the main questions of the
study. The őrst article introducing FESTIM was published during the master project
preceding this PhD research [178]. At the time of writing, FESTIM is used by a handful
of researchers, engineers and students and applied on other cases. FESTIM was recently
open-sourced and will hopefully greatly beneőt the broader community.

The parametric optimisation method used in Chapter 2 now provides an efficient way
of automatically őtting experimental data without manually tweaking parameters,
saving precious time in the process. This method was published in a proceedings
article [245].

The initial monoblock results shown in Chapter 3 were published in several articles
[178, 245, 246]. The method of running parametric subcomponent simulations and
then extract a behaviour law was nothing new. However, applying it to the estimation
of the divertor inventory saved a signiőcant amount of time compared to using the
łbrute force” approach of modelling the whole divertor at a time. This method was
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published in 2020 [244] and can be now be applied to other components like the
breeding blanket, where the tritium inventory is also an issue.

The model developed to simulate the growth of helium bubbles in tungsten gives a
rapid way of implementing and testing new physical models. This work was published
in 2021 [247].

Finally, during this PhD research, several contributions were made to the open-source
Paramak code and related neutronics tools [230].

Limitations

This study has physical limitations inherent to the assumptions that have been made.
While some of these assumptions are conservative (i.e. represent a worst-case scenario)
and do not jeopardise the key őndings, others were made as a response to uncertainties.
For instance, no desorption was assumed on the monoblocks gaps. The value of the
recombination coefficient at the interface between the coolant and the monoblock also
has a high uncertainty as it was measured in vacuum.

Many of the technical limitations of this research lie with the development issues of
FESTIM. Since the code was built from scratch, features were added gradually. For
instance, at the time the simulations in Section 3.3 were run, the surface concentration
could not be inhomogeneous and directly dependent on the inhomogeneous surface
temperature due to the heat ŕux. Therefore, the choice that was made was to impose a
homogeneous surface temperature instead (and a homogeneous surface concentration).
Even though the required feature was added a few months later, re-running all the
FESTIM simulations was too much time-consuming given the time constraints.

Recommendations for future work

A more accurate behaviour law for the monoblock inventory can be obtained by redoing
the parametric study. Instead of varying the surface concentration and temperature,
one should vary the incident heat ŕux 𝜑heat as well as the product of the implantation
range and implanted particle ŕux 𝜑imp 𝑅𝑝 . Assuming the uncertainty regarding the
recombination coefficient of tungsten is lifted, and recombination on gaps cannot
be neglected, 3D simulations could also be run for the most exposed monoblocks.
Hydrogen recombination from CuCrZr in contact with water should also be studied
for this can reduce even more the tritium inventory while increasing the permeation
ŕux to the coolant. Moreover, it would be extremely important to try and validate
these results experimentally on a monoblock to scale. Monoblocks could for instance
be exposed to hydrogen and then their hydrogen content could be measured from
thermo-desorption techniques. These results could then be compared to FESTIM
simulations.

To estimate the tritium inventory in the ITER vacuum vessel, studies should now focus
on other components like the ITER őrst wall, the tritium breeding system, etc.

Regarding the inŕuence of helium on hydrogen transport, future work could involve
experimental studies investigating the simultaneous exposure of hydrogen and helium
in tungsten to conőrm, or inőrm the suggested results of this research. For example,
re-running the experiments presented in Section 5.5.1 but running the TDS only up to
750 K could help deconvolute the phenomena at stake. If the results interpretations
made in Chapter 5 were to be conőrmed, running this experiment with different
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helium ŕuences/ŕuxes would produce different bubble densities/size distribution
and could help identifying a more general expression for the trap density per unit
surface around bubbles.





Appendix





A
FESTIM veriőcation

A.1 Conservation of chemical potential (MES)

This veriőcation case aims at checking the FESTIM code is correctly solving the
governing Equation 1.34, Equation 2.2 and Equation 2.19.
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Figure A.1: Concentration proőles simulated by FESTIM against analytical solutions.

The uni-dimensional test case considered in this Section was made of two subdomains
Ω1 and Ω2 and is described as follows:

Ω = [0, 𝐿] = Ω1 ∪Ω2 (A.1a)

Ω1 = [0, 𝑥int] (A.1b)

Ω2 = [𝑥int , 𝐿] (A.1c)

𝐷 =

{
𝐷1 , in Ω1

𝐷2 , in Ω2

(A.1d)

𝑆 =

{
𝑆1 , in Ω1

𝑆2 , in Ω2

(A.1e)
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The following dimensionless quantities are introduced:

𝑐m = 𝑐m/𝑐0 (A.2a)

�̃� = 𝑥/𝐿 (A.2b)

𝑓 = 𝑓
𝐿2

𝐷eq𝑐0
(A.2c)

𝛼 = 𝐷2/𝐷1 (A.2d)

𝛽 = 𝑆2/𝑆1 (A.2e)

𝛾 = 𝑥int/𝐿 (A.2f)

(A.2g)

where 𝐷eq = (𝐷1𝐷2)1/2.

By integrating Equation 2.2 and assuming steady-state (i.e. 𝜕𝑐/𝜕𝑡 = 0), one can obtain
the following dimensionless form:

𝑐m =

{
− 1

2𝛼
1/2 𝑓 �̃�2 + 𝑎1 �̃� + 𝑏1 , in Ω1

− 1
2𝛼

−1/2 𝑓 �̃�2 + 𝑎2 �̃� + 𝑏2 , in Ω2

(A.3)

where 𝑎1, 𝑏1, 𝑎2, 𝑏2 are the unknowns of the problem to be determined. The boundary
conditions and the equilibrium law at the interface are deőned as:

𝑐m(�̃� = 0) = 1 (A.4a)

𝑐m(�̃� = 1) = 𝑐𝐿 (A.4b)

𝑐−m(�̃� = 𝛾) = 𝛽 𝑐+m(�̃� = 𝛾) (A.4c)

∇𝑐−m(�̃� = 𝛾) = 𝛼∇𝑐+m(�̃� = 𝛾) (A.4d)

Equation A.3 can be solved with these constraints and coefficients describing ˜𝑐m

therefore read:

𝑎1 = 𝑎0 𝛼1/2

𝑏1 = 1

𝑎2 = 𝑎0 𝛼−1/2

𝑏2 = 𝑐𝐿 +
1

2
𝛼−1/2 𝑓 − 𝑎2

𝑎0 =
2𝛼1/2(𝑐𝐿 − 𝛽) + 𝑓 (𝛾2 (𝛼𝛽 − 1) + 1)

1 − 𝛾 + 𝛼𝛽𝛾

(A.5)

It is worth noting that when 𝛽 = 1 (i.e. 𝑆1 = 𝑆2 = 𝑆) the solution becomes independent
of 𝑆 and 𝑐−m(𝑥int) = 𝑐+m(𝑥int). Moreover, when 𝛼 = 1 (i.e. 𝐷1 = 𝐷2 = 𝐷), then
𝑎1 = 𝑎2 = 𝑎0 which is the solution for steady-state diffusion in a mono-material.

The solution computed by FESTIM was found to be in very good agreement with the
analytical solution for several test cases (see Figure A.1).

However, this method does not exercise all the terms in the governing Equation 2.19.
For instance, this analytical solution is only uni-dimensional, steady state is assumed
and material properties are constant within the materials. Having an exact solution
from an analytical resolution for a general problem (multidimensional, transient,
heterogeneous material properties, etc...) is often complex. In order to exercise all these
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terms, the Method of Manufactured Solutions (MMS) will therefore be employed for it
offers a good alternative to unravel these complexities.

A.2 Conservation of chemical potential (MMS)

This veriőcation case aims at checking the FESTIM code is correctly solving the
governing Equation 1.34, Equation 2.2 and Equation 2.19.

The domain Ω for this test problem is a unit square composed of two subdomains Ω1

and Ω2 (see Equation A.6).

Ω = [0, 1] × [0, 1] (A.6a)

Ω1 = [0, 𝑥int] × [0, 1] (A.6b)

Ω2 = [𝑥int , 1] × [0, 1] (A.6c)

(A.6d)

In order to unravel the complexity of an analytical resolution of the direct problem, a
manufactured solution 𝑐m was constructed (see Equation A.7) and the problem was
solved backwards.

𝑐𝑀 =

{
𝑐𝑀1 , on Ω1

𝑆2

𝑆1
· 𝑐𝑀1 , on Ω2

(A.7)

where 𝑐𝑀1 = 2 + cos(2𝜋𝑥) · cos(2𝜋𝑦) + 𝑡

It is worth noting that, when choosing a manufactured solution, one must ensure it
satisőes all the governing equations (especially Equation 1.34). In our case, 𝑐𝑀 ensures
the ŕux conservation at the interface and the continuity of the quantity 𝑐m/𝑆.

Properties are assumed time and space dependent in order to test every portion of the
code (see Equation A.8).

𝐷1(𝑥, 𝑦, 𝑡) = 𝐷10 exp(−𝐸𝐷1/(𝑘𝐵 · 𝑇(𝑥, 𝑦, 𝑡))) (A.8a)

𝐷2(𝑥, 𝑦, 𝑡) = 𝐷20 exp(−𝐸𝐷2/(𝑘𝐵 · 𝑇(𝑥, 𝑦, 𝑡))) (A.8b)

𝑆1(𝑥, 𝑦, 𝑡) = 𝑆10 exp(−𝐸𝑆1/(𝑘𝐵 · 𝑇(𝑥, 𝑦, 𝑡))) (A.8c)

𝑆2(𝑥, 𝑦, 𝑡) = 𝑆20 exp(−𝐸𝑆2/(𝑘𝐵 · 𝑇(𝑥, 𝑦, 𝑡))) (A.8d)

𝑇(𝑥, 𝑦, 𝑡) = 500 + 30 cos(2𝜋𝑥) cos(2𝜋𝑦) cos(2𝜋𝑡) (A.8e)

with 𝑘𝐵 = 8.617 × 10−5 eV K−1 the Boltzmann constant, 𝐷10 = 1, 𝐸𝐷1 = 0.1, 𝐷20 = 2,
𝐸𝐷2 = 0.2, 𝑆10 = 1, 𝐸𝑆1 = 0.1, 𝑆20 = 2 and 𝐸𝑆2 = 0.2. The temperature 𝑇 varies around
500 K so that, given the activation energies, properties do not approach zero.

By injecting the manufactured solution 𝑐𝑀 into the governing Equation 2.2, the source
term can be expressed as:

𝑓 (𝑥, 𝑦, 𝑡) = 𝜕𝑐𝑀
𝜕𝑡

− ®∇ ·
(
𝐷(𝑥, 𝑦)®∇𝑐𝑀

)

=




𝜕𝑐𝑀1

𝜕𝑡
− ®∇ ·

(
𝐷1(𝑥, 𝑦)®∇𝑐𝑀1

)
, on Ω1

𝜕𝑐𝑀2

𝜕𝑡
− ®∇ ·

(
𝐷2(𝑥, 𝑦)®∇𝑐𝑀2

)
, on Ω2

(A.9)
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(a) Computed solution 𝑐comp(𝑡 = 0.01).
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(b) Exact solution 𝑐𝑀 (𝑡 = 0.01).
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(d) Computed solution 𝑐comp(𝑡 = 0.06).
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(e) Exact solution 𝑐𝑀 (𝑡 = 0.06).
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(f) Absolute difference.

Figure A.2: Comparison of concentration őelds simulated by FESTIM with manufactured solutions.

The source term 𝑓 was then fed into FESTIM alongside with the initial and boundary
conditions described below:

𝑐m(𝑥, 𝑦, 𝑡) = 𝑐𝑀(𝑥, 𝑦, 𝑡), on 𝜕Ω (A.10a)

𝑐m(𝑥, 𝑦, 𝑡 = 0) = 𝑐𝑀(𝑥, 𝑦, 𝑡 = 0), on Ω (A.10b)

The computed solution 𝑐comp can then be compared with the manufactured solution 𝑐𝑀
in order to quantitatively measure the numerical error. After running the MMS process,
the computed solution and the manufactured solution were in very good agreement at
several arbitrarily chosen times of simulation (see Figure A.2). The absolute difference
between the manufactured solution and the computed one was found to be zero
on the boundary and maximum at the interface between the two materials. This is
explained by the Dirichlet boundary conditions enforcing the computed solution on the
boundary. This difference decreases by increasing the mesh reőnement and decreasing
the stepsize. Nonetheless, the error was found to remain orders of magnitude lower
than the actual solution.

A.3 Heat transfer (MMS)

The heat transfer module in FESTIM can also be veriőed using the method of manufac-
tured solutions.

Let us select the following test problem on an elbow domain Ω = [0, 1] × [0, 0.5] ∪
[0, 0.5] × [0.5, 1] with the manufactured solution 𝑇𝐷(𝑥, 𝑦) = sin(𝜔𝜋𝑥) sin(𝜔𝜋𝑦).
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Figure A.3: Veriőcation of the heat transfer module in FESTIM.

[248] Vu-Huu et al.
(2021)

∇ · 𝜆∇𝑇 = − 𝑓 (A.11)

𝑇 = 𝑇𝐷 on 𝑦 ∈ [0, 1] (A.12)

−𝜆∇𝑇 · n = −𝜆∇𝑇𝐷 · n on other surfaces (A.13)

𝜆(𝑥, 𝑦) = 2 + 𝑇2
𝐷 (A.14)

(A.15)

The source term 𝑓 is therefore:

𝑓 = 2𝜋2𝜔2 𝑓0 sin (𝜋𝜔𝑥) sin (𝜋𝜔𝑦) (A.16)

𝑓0 = (3 𝑓1 𝑓2 − 𝑓1 − 𝑓2 + 2) (A.17)

𝑓1 = sin2 (𝜋𝜔𝑥) (A.18)

𝑓2 = sin2 (𝜋𝜔𝑦) (A.19)

(A.20)

The computed FESTIM solution is extremely similar to the exact solution (see Figure
A.3). It is also possible to compute the L2-error for several number of cell divisions in the
x and y directions 𝑁 to ensure the error decreases as a power law of 𝑁 . Moreover, the
L2-error should be proportional to ℎ𝑑+1 where ℎ = 1/𝑁 and 𝑑 is the polynomial degree
of the elements [248]. This was veriőed for P1 and P3 elements and a super-convergence
rate was observed for the P2 elements (see Figure A.4).
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Figure A.4: Evolution of
the L2 error on 𝑇 show-
ing the convergence rates
for the 2D heat transfer
case.
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B
Interface transient model

A kinetic model of trapping/detrapping at the interface between two materials based
on the idealised energy diagram shown in Figure B.1 is presented. On this diagram,
𝐸diff,k is the barrier for the diffusion of H from interstitial site to interstitial site, 𝐸𝑘→i is
the trapping energy from material 𝑘 to the interface, 𝐸i→𝑘 is the detrapping energy
from the interface to the interface and 𝐸𝑆,𝑘 is the solution energy of H in material
𝑘. In this model, H is split into three populations: the concentrations of mobile H in
materials 1 & 2 (𝑐1 and 𝑐2 respectively) expressed in m−3 and the concentration of H
trapped at the interface 𝑐i (in m−2). The interface coverage is deőned as: 𝜃i =

𝑐i

𝑛i
where

Mat. 1 - W Mat. 2 - CuInterface

ES,1 − ES,2

Ediff,1

Ediff,2

E1→i

E2→i

Ei→1

Ei→2

E
n
er
gy

Reaction coordinate

Figure B.1: Idealised po-
tential energy diagram
describing the interac-
tions of H at the interface
between two materials.
In this case, 𝐸S,1 > 𝐸S,2

(consistent with a W/Cu
interface Table 3.1).

𝑛i is the sites’ concentration on the interface (in m−2). The interface is considered as a
2D defect (like a surface), hence the unit of 𝑐i and 𝑛i is m−2. In this model, 2 types of
reactions are considered at the interface:

▶ the trapping from material 𝑘 to the interface: H𝑘 → Hi.
▶ the detrapping from the interface to material 𝑘: Hi → H𝑘 .

The rate (s−1) of each reaction 𝑥 → 𝑦 is written with an Arrhenius law:

𝜈𝑥→𝑦(𝑇) = 𝜈
𝑥→𝑦

0 exp

(
−
𝐸𝑥→𝑦

𝑘B𝑇

)
(B.1)
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with 𝜈
𝑥→𝑦

0 (s−1) the pre-exponential factor, 𝐸𝑥→𝑦 (eV) the energy barrier for the reaction
𝑥 → 𝑦, 𝑘B (eV K−1) the Boltzmann constant and 𝑇 (K) the temperature.

The jump from interstitial site to interstitial site in material 𝑘 is assumed to be described
by the Fick’s law on diffusion characterised by the diffusion coefficient of H in material
𝑘 𝐷𝑘∈{1,2} (m2 s−1). Thus, the ŕux balance at the interface gives:

𝜆1

(
𝜕𝑐1

𝜕𝑡

)
𝑥i

= 𝜈i→1𝑐i − 𝜆1𝑐1(1 − 𝜃i)𝜈1→i

− 𝐷1

(
𝜕𝑐1

𝜕𝑥

)
𝑥i

(B.2)

𝑑𝑐i

𝑑𝑡
= 𝜆1𝑐1(1 − 𝜃i)𝜈1→i − 𝜈𝑖→1𝑐i

+ 𝜆2𝑐2(1 − 𝜃i)𝜈2→i − 𝜈𝑖→2𝑐i (B.3)

𝜆2

(
𝜕𝑐2

𝜕𝑡

)
𝑥i

= 𝜈i→2𝑐i − 𝜆2𝑐2(1 − 𝜃i)𝜈2→i

+ 𝐷2

(
𝜕𝑐2

𝜕𝑥

)
𝑥i

(B.4)

where 𝜆𝑘∈{1,2} (m) is the distance between two interstitial sites in material 𝑘 (such that
𝜆𝑘𝑐𝑘(𝑥i) represent the areal density of interstitial H at the depth 𝑥i which interacts
with the interface). In Equation B.2 and Equation B.4, the őrst term on the right-hand
side corresponds to the detrapping from the interface to material 𝑘, the second term
correspond to the trapping to the interface and the last term corresponds to the
diffusion that carries away particles from the interface region (it is important to note
that the signs of these ŕuxes are different). At steady-state, when the time derivatives
are null and the diffusive ŕux can be neglected (i.e. when the diffusion depth is long
compared to 𝜆𝑘), one gets:

𝑐2

𝑐1
=

𝜆1

𝜆2

𝜈i→2(𝑇)
𝜈2→i(𝑇)

𝜈1→i(𝑇)
𝜈i→1(𝑇)

=
𝑆2(𝑇)
𝑆1(𝑇)

(B.5)

with 𝑆𝑘(𝑇) (m−3 Pa−0.5) the solubility of H in material 𝑘. The condition to have such
steady-state is:

𝐸𝑆,1 − 𝐸𝑆,2 = 𝐸i→1 − 𝐸i→2 − 𝐸1→i + 𝐸2→i (B.6)

The simple kinetic presented here allows us to see how fast the equilibrium given by
Equation 1.34 is reached. For the test case, we further simplify the model by considering
that the concentration of interstitial H in material 1 𝑐1 is constant (ie. 𝜕𝑐1/𝜕𝑡 = 0). The
diffusive ŕuxes are neglected in Equation B.4 in order to solve a 0D problem. The
system of equation is solved with the SciPy package [195] which uses the odepack
library [249].

A W/Cu interface is simulated at 475 K. All parameters in the model have been
constrained so that it corresponds to the steady state condition in Equation B.6 in the
case of a W/Cu interface considering for both W and Cu, 𝐸𝑘→𝑖 = 𝐸diff,𝑘 with 𝑘=Cu or
W. The values of 𝜆 for W and Cu are 110 pm and 65 pm respectively. The concentration
of H in W is set to 𝑐1 = 1018 m−3. The concentration of trapping site at the interface
is set to 𝑛i = 1019 m−2. All pre-exponential factors are set to 1013 s−1. The only free
parameter left is 𝐸i→,2 and a parametric study is performed (see Figure B.2).

The ratio 𝑐2/𝑐1 steady state value is approximately 105 (see Figure B.2(a)). The ratio
𝜃i/𝜃eq

i does not depend on the value of the detrapping energy (see Figure B.2(b)). 𝜏i

and 𝜏2 are deőned as the time at which 𝑐i and 𝑐2 have reached 95% of their equilibrium
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value. In this case, both 𝜏i and 𝜏2 remain below 103 s (see Figure B.2(c)). The interface
is saturated with H for 𝐸i→,2/(𝑘𝐵𝑇) > 25 (see Figure B.2(d)).
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Figure B.2: (a) Evolu-
tion of the ratio 𝑐2/𝑐1

with normalised time
𝑡/𝜏i for different val-
ues of 𝐸i→2/𝑘B𝑇. (b)
Evolution of the ratio
𝜃i/𝜃eq

i
with normalised

time 𝑡/𝜏i (independent
of 𝐸i→2/𝑘B𝑇). (c) Evo-
lution of the time to
reach 95% of the steady-
state concentration, 𝜏i

and 𝜏2 as a function of
𝐸i→2/𝑘B𝑇. (d) Evolution
of 𝜃

eq

i
as a function of

𝐸i→2/𝑘B𝑇. The temper-
ature in the simulation
is 475 K, the concentra-
tion in the material 1 (W)
is 𝑐1 = 1018 m−3 and
the concentration of trap-
ping site at the interface
is 𝑛i = 1019 m−2.
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C
DEMO monoblocks

So far, only 2D monoblocks simulations were run, assuming an inőnite thickness (or
assuming no desorption from the poloidal gaps). The goal of this section is to assess
the inŕuence of 3D edge effects on the monoblocks simulation results. It will be shown
that the error induced by 2D assumption decreases for thick monoblocks.

C.1 Methodology

The DEMO monoblock geometry differs slightly from the ITER geometry (see Figure
C.1) but the general concept is the same, meaning the observations made in this Section
are also valid for the ITER geometry.

The boundary conditions for the steady state heat transfer problem are the same as for
the 2D case (see Equation C.1). The boundary conditions for the transient H transport
problem are similar (see Equation C.2). A non-homogeneous mobile concentration is
assumed at the plasma exposed surface to simulate an implanted source of particles
(see Section 2.2.2). Depending on the simulation case (with or without desorption
on the gaps), the other external surfaces (except the cooling surfaces) will either be
insulated or an instantaneous recombination will be assumed.

−𝜆∇𝑇 · n = 𝜑heat on Γtop (C.1a)

−𝜆∇𝑇 · n = −ℎ · (𝑇coolant − 𝑇) on Γcoolant (C.1b)

where 𝜑heat = 10 MW, ℎ = 7 × 104 W m−2 K−1 is the heat exchange coefficient and
𝑇coolant = 323 K is the coolant temperature.

𝑐m =
𝜑imp𝑅𝑝

𝐷
on Γtop (C.2a)

−𝐷∇𝑐m · n = 𝐾CuCrZr · 𝑐2
m on Γcoolant (C.2b)

𝑐m = 0 on Γtoroidal and Γpipe (C.2c)

𝑐m = 0 or − 𝐷∇𝑐m · n = 0 on Γpoloidal (C.2d)

where 𝜑imp = 1.6 × 1022 H m−2 s−1 is the implanted particle ŕux, 𝑅𝑝 = 1 × 10−9 m

is the particle implantation depth, 𝐾CuCrZr = 2.9 × 10−14 exp−1.92/(𝑘𝐵𝑇) is the H
recombination coefficient in CuCrZr expressed in m4 s−1.

Two intrinsic traps were set in W, one trap in the Cu interlayer and two traps in the
CuCrZr cooling pipe (see Table C.1).

Transient simulations up to 107 s were run.
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Figure C.1: 3D geometry
of the DEMO monoblock
used for the simulations
showing W armour ,

Cu interlayer , CuCrZr

alloy cooling pipe .

23 mm

25 mm

�12 mm

�15 mm

�17 mm
Γtop

Γtoroidal Γtoroidal

Γcoolant

e

e + 1 mm

Γpoloidal Γpoloidal

Table C.1: Traps properties used in the 3D DEMO monoblocks simulations.

Material 𝑘0(m3 s−1) 𝐸𝑘(eV) 𝑝0(s−1) 𝐸𝑝(eV) 𝑛𝑖(at fr )

Trap 1 W 8.96 ×
10−17

0.39 1 × 1013 0.87 1.0 × 10−3

Trap 2 W 8.96 ×
10−17

0.39 1 × 1013 1.00 4.0 × 10−4

Trap 3 Cu 6.0 × 10−17 0.39 8.0 × 1013 0.50 5.0 × 10−5

Trap 4 CuCrZr 1.2 × 10−16 0.42 8.0 × 1013 0.85 5.0 × 10−5
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C.2 Standard case

FESTIM simulations were run with and without desorption on the gaps.

The temperature őeld obtained was very similar to the 2D case (see Figure C.2) with a
top surface temperature of approximately 1200 K.

Figure C.2: Temperature
őeld of the 3D DEMO
monoblock.

As expected, a higher retention was observed in the case without desorption (see
Figure C.3). This is explained by the surface losses.

The total H inventory in the monoblock was also between one and three orders of
magnitude lower in the case with desorption (see Figure C.4). This difference increased
with the exposure time. Moreover, the steady state was reached way earlier for the case
with desorption whereas the inventory kept increasing after 107 s for the insulated case.
This means that not taking desorption from the gaps into account in 2D simulations
is a conservative assumption in terms of H inventory. The simulations performed in
Section 3.3 then overestimate the monoblock H inventory.

These 3D simulations are however essential to estimate the outgassing ŕuxes from the
poloidal gaps. The particle ŕux at the poloidal gap is six times higher than the ŕux
at the toroidal gap (see Figure C.5). The permeation ŕux to the coolant is őve to six
orders of magnitude lower than the ŕuxes at the gaps. The particle ŕuxes at the gaps
(poloidal and toroidal) were approximately 1012 H s−1 whereas the ŕux towards the
cooling channel was below 107 H s−1. The values of the outgassing ŕuxes from both
the gaps are orders of magnitude lower than that of the retrodesorbed ŕux (i.e. the ŕux
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Figure C.3: Retention
őelds of the DEMO
monoblock with (left) or
without (right) recombi-
nation on the poloidal
gaps (standard case).
Note the colour bars are
different.

(a) 𝑡 = 1 × 103 s. (b) 𝑡 = 1 × 104 s.

(c) 𝑡 = 1 × 105 s. (d) 𝑡 = 1 × 106 s.

of implanted particles that diffuse back to the exposed surface). This means 3D edge
effects will not affect previous results regarding the outgassing to the vessel. They will
however impact the value of the contamination ŕux towards the coolant as assuming
an instantaneous recombination on the gaps will lead to way less particles reaching
the cooling surface and therefore a lower ŕux.
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Figure C.4: Tempo-
ral evolution of the
monoblock inventory
(standard case).
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Figure C.5: Temporal
evolution of outgassing
ŕuxes for the standard
case with desorption
from the poloidal gaps.
Blue lines correspond to
the ŕuxes towards the
vacuum vessel, the or-
ange line is the ŕux to-
wards the coolant.
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C.3 Inŕuence of the monoblock thickness

Several simulations were run with monoblock thicknesses varying from 4 mm to
14 mm.

As the thickness increases, the inventory per unit thickness increases for the case
with instantaneous recombination on the poloidal gap (see Figure C.4). It remains
constant for the case with no recombination since it is equivalent to a 2D case (the
decrease observed at low thicknesses is due to the impact of the CuCrZr pipe between
monoblocks as shown on Figure C.1). The relative difference between the cases with or
without recombination on the poloidal gap decreases as the thickness increases (see
Figure C.6). After 1 × 106 s of exposure, for a thickness of 4 mm the relative difference
is 200 % and drops at 30 % for 14 mm. This result was expected as the edge effects
become negligible at large thicknesses.

Figure C.6: Evolution of
the inventory with or
without recombination
at the poloidal gap for
several monoblock thick-
nesses at 𝑡 = 1 × 106 s.
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The permeation ŕux towards the cooling channel per unit thickness globally increases
with the monoblock thickness (see Figure C.7). It is always higher in the case without
recombination on the gaps. Similarly to the inventory, the relative difference between
the cases with or without recombination on the poloidal gap decreases with the
thickness.

Finally, the extrusion of the CuCrZr pipe between monoblocks has an impact on
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Figure C.7: Evolution of
the permeation ŕux to
the coolant with or with-
out recombination at the
poloidal gap for several
monoblock thicknesses
at 𝑡 = 1 × 106 s.

the permeation ŕux and the inventory. Without this extrusion, the case without
recombination on the poloidal gap corresponds to a pure 2D case and the inventory is
independent of the thickness (see Figure C.8).
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Figure C.8: Evolution of
the permeation ŕux with
or without recombina-
tion at the poloidal gap
for several monoblock
thicknesses without Cu-
CrZr extrusion at 𝑡 =

1 × 106 s.
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