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II Abstracts

Résumé

L’évaluation formative est un levier pour améliorer l’apprentissage et l’ensei-
gnement. La fourniture de feedback aux étudiants et aux enseignants dans
le but d’atteindre les objectifs d’apprentissage est au cœur de tout processus
d’évaluation formative. Dans les contextes d’enseignement de masse, des
systèmes technologiques sont apparus pour soutenir la mise en œuvre de
processus d’évaluation formative. Ces systèmes génèrent des données qui
peuvent servir de base pour améliorer ces processus et les services qu’ils
offrent. Par conséquent, nous adressons les questions de recherche suivantes
:

• Quelles informations utiles peut-on obtenir à partir de l’analyse d’un
jeu de données collecté via l’utilisation en contexte réel d’un système
d’évaluation formative ?

• Comment peut-on exploiter ces informations pour aider les enseignants
à orchestrer leurs séquences d’évaluation formative ?

À partir de la littérature et d’un jeu de données collecté via l’usage d’un
système d’évaluation formative nommé Elaastic, nous mobilisons les learning
analytics pour apporter des connaissances sur les pratiques d’évaluation for-
mative. Ces connaissances nous ont permis de concevoir (i) des recommanda-
tions pour les concepteurs de systèmes d’évaluation formative (ii) des recom-
mandations pour les enseignants qui orchestrent des séquences d’évaluation
formative (iii) un modèle d’orchestration conçu pour aider les enseignants à
prendre des décisions tout au long de la séquence.

Par la suite, Nous testons ce modèle d’orchestration en l’implantant
dans Elaastic par le moyen de recommandations explicables et en collec-
tant des données de son utilisation. L’analyse de ces données montre (1)
que les enseignants ne suivent pas les recommandations et (2) que si ces
recommandations avaient été suivies, les séquences auraient été significative-
ment plus bénéfiques pour les apprenants. Les travaux futurs proposent des
améliorations et extensions possibles de ce modèle d’orchestration.
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Abstract

Formative assessment is a useful teaching method for improving learning
and teaching. Providing teachers and learners with feedback designed to help
them reach the learning objectives is at the core of every formative assessment
processes. To conduct large scale formative assessment, technology-enhanced
formative assessment systems emerged to support the usage of formative
assessment processes. These systems generate data that can serve as a basis
for improving these processes and services they provide. Consequently, we
tackle the following research questions:

• Which useful information can be inferred from the analysis of data
gathered from a tool implementing formative assessment processes used
in authentic contexts?

• How can such information contribute to improve formative assessment
processes orchestration?

Based on literature and using a dataset gathered from the use of a for-
mative assessment tool named Elaastic, we use learning analytics to provide
evidence-based knowledge about formative assessment practices. This knowl-
edge led us to design (i) recommendations for system designers of formative
assessment tools (ii) recommendations for teachers orchestration of formative
assessment sequences (iii) an orchestration model to assist teachers decision-
making during the sequence.

Afterwards, we put this orchestration model to the test by implement-
ing it within Elaastic through explainable recommendations and collecting
data of its usage. The analysis of these data provides evidences that show
that (1) teachers do not follow the recommendations and (2) if teachers had
followed them, there would be significantly improved benefits for learners.
Future works discuss the way our orchestration model could be improved
and expanded to other contexts.
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1.1 Scientific Context

1.1.1 Research Unit

This manuscript presents the synthesis of three years of work done in the
context of a thesis that started on September the 1st of 2019 under the
supervision of Julien BROISIN and Franck SILVESTRE.

To conduct my research, I worked at the IRIT1, one of the largest Joint
Research Units (UMR 5505) at the national level, which is one of the pillars of
research in Occitania with its 600 members, permanent and non-permanent,

1Institut de Recherche en Informatique de Toulouse

3
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and a hundred external collaborators. Because of its multi-tutelage (CNRS2,
Toulouse Universities), its scientific impact and its interactions with other
fields, the laboratory is one of the structuring forces of the landscape of com-
puter science and its applications in the digital world, both at the regional
and national levels. The IRIT has been able, through its advanced work and
its dynamics, to define its identity and to acquire an undeniable visibility,
while positioning itself at the heart of the evolutions of the local structures:
University of Toulouse, as well as the various devices resulting from the
investments of future (LabEx CIMI, IRT Saint-Exupéry, SAT TTT...). Re-
search conducted at the IRIT is structured around five main scientific topics:

• Design and construction of systems (reliable, safe, adaptive, distributed,
communicating, dynamic...)

• Digital modeling of the real world

• Concepts for cognition and interaction

• Study of autonomous systems that adapt to their environment

• Transformation of raw data into intelligible information

Six strategic application areas materialize such research:

• Health, Autonomy, Wellness

• Smart City

• Aeronautics, Space, Transportation

• Digital social media and information distribution

• e-Education

• Cybersecurity, Security of goods and people

Finally, these research are materialized by one strategic action which is ”Com-
puting, Data, AI”. The spectrum of this research is wide. It allows the unit
to be a key player in theoretical and applied research in Data Science and
Computation, which find their application in everyday life, changing the
practices in terms of data dynamics, access to knowledge and decision sup-
port, at the heart of the digital world. From an organizational point of view,
this unit is structured in 7 research departments that group the 24 teams

2Centre Nationale de Recherche Scientifique
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of the laboratory. The research department that I joined is named ICI3.
Within it, I became part of the research team TALENT4 which focuses on
technology-enhanced learning.

1.1.2 Research Team

The 3 main axis of research conducted by TALENT are the followings:

• Engineering of Technology-Enhanced Learning Environment

to support active learning. These works focus on the design and
implementation of digital environments to enhance learning, but also
on their evaluation in authentic learning situations. The objective is
to bring knowledge to support active pedagogical methods designed to
maximize learners’ engagement in the learning process. In particular,
this axis aims to promote deep learning through the use of visualizations
and reflection tools, methods such as peer instruction and confronta-
tion, or exploratory approaches based on the development of practical
activities.

• Learning analytics for personalized and self-regulated learning

and teaching. The main objective of this axis is to study how learn-
ing data can be exploited to support teaching and learning processes.
Innovative methods and mechanisms are explored to design technologi-
cal solutions with educational benefits for teachers and learners, where
methods and techniques from big data research fields are used to pro-
vide effective tools and systems. The objective is to (1) collect user
experience in digital educational environments; (2) apply data mining
techniques (such as process/pattern mining for example) to identify
learning behaviors that promote learner success; and (3) implement
adaptive tools to guide teachers and learners through tasks based on
knowledge inferred from behavioral data mining.

• Digital skills and development of future education. This axis
studies the skills that teachers, students and institutions should pro-
mote to adapt to the future challenges of education. The type of re-
search questions posed in this axis are intended to promote the ac-
quisition and development of 21st century skills, as well as the way
educational institutions should transform to achieve this.

3Intelligence Collective, Interaction
4Teaching And Learning ENhanced by Technology
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1.1.3 The B4MATIVE! project

When it comes to the thesis itself, it is part of the project B4MATIVE! [121]
which is the result of a collaboration between the TALENT team and the
Académie de Nancy-Metz funded by the French DNE5. This project aims
at designing, deploying and evaluating an innovative digital environment for
delivering effective formative assessments. To this end, the Académie offers
an experiment field for research, whereas our team provides teachers with a
digital tool dedicated to formative assessment. More precisely, in this thesis,
we focus on supporting teachers by providing them with tools that are helpful
to conduct effective formative assessment sequences.

1.1.4 Formative assessment and learning analytics

Being a teacher and conducting formative assessment sequences are more
and more difficult. The main reason for that is the ever-growing amount of
learners in face-to-face classrooms. TEL6 represents an opportunity to help
teachers in these tasks. More precisely, the use of technology within formative
assessment practices generates a big amount of data that are an opportunity
to capture a lot of learning interactions and provide immediate feedback to
both learners and teachers. However, prior works on technology-based for-
mative assessment do not include advanced analysis of the variety of data
collected during these learning activities. Such advanced analysis falls into
the scope of Learning Analytics. Learning Analytics is a fairly young field of
research that originated from other data-driven fields [52] such as business
intelligence, web analytics, academic analytics, educational data mining, and
action analytics [55]. The big data era allows various industries and fields to
grow significantly. This applies to education as well [44] which increasingly
incorporated more devices and technological systems in the learning process.
As defined by the Society for Learning Analytics Research (SoLAR) [93],

”Learning Analytics are the measurement, collection, analysis and report-
ing of data about learners and their contexts, for purposes of understanding
and optimising learning and the environments in which it occurs.”

Formative Assessment and Learning Analytics are often paired together as
compatible fields [145], one of the main reason being that they both serve
the goal of continuous improvement of learning. More precisely, the cycle
of Learning Analytics and Heritage’s statement about formative assessment

5Direction du Numérique pour l’Education
6Technology-Enhanced Learning
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being a systematic process to continuously gather evidences about learn-
ing [67], make the association relevant and meaningful. Learning Analytics
hold the potential to (i) explain unexpected learning behaviors (ii) identify
successful learning patterns (iii) detect misconceptions and misplaced effort
(iv) introduce appropriate interventions and (v) increase users’ awareness of
their own actions and progress [93] which is highly compatible with strategies
of formative assessment centered around feedback.

Even though Learning Analytics might greatly improve teaching and
learning, data-based decision-making as opposed to intuition-based decision
making is at the core of users’ and researchers’ concerns. People have mixed
opinions about fairness and usefulness of automated decision-making at a
societal level, with general attitudes influenced by individual characteris-
tics [11]. Trusting a device is essential when users are pressured by external
constraints such as time limits and results requirements [71]. Although this
is the case in education, few studies addressed explainability in such con-
texts [3] where finding the balance between trusting a device and trusting
a human intuition is a challenging task [133]. This has been shown by a
previous study in an elementary school which suggests that teachers tend
to prioritize their own intuition [153]. In summary, the usage of technology
and data for education is promising yet challenging. The aim of our works
is to include more technology in teaching to assist practitioners while still
accounting for the crucial role of the human factor.

1.2 Research questions and contributions

1.2.1 Research questions

This manuscript starts by arguing that technology is a solution to the chal-
lenges that teachers face when conducting large scale formative assessment.
Consequently, it goes through numerous Technology-Enhanced Formative
Assessment processes that can be found in literature and focuses on a family
of process that we name two-votes-based processes. Basically, a two-votes-
based sequence ask students to give their answer to a question before and
after they confront their viewpoint with each other. More details on these
processes are given in Section 3.3. More precisely, related works about two-
votes-based processes are mentioned. Even though they emphasize the ben-
efits of such processes for learners, they also mention their limits such as the
likelihood of undesired outcomes and the lack of available data about their
usage. This leads to a lack of studies that propose advanced feedback for
teachers to assist them when orchestrating two-votes-based sequences. As a
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consequence, we address the following research questions:

• RQ1 - Which useful information can be inferred from the analysis of
data gathered from a tool implementing formative assessment processes
used in authentic contexts?

• RQ2 - How can such information contribute to improve formative as-
sessment processes orchestration?

1.2.2 Contributions

To answer these questions, we analyse data issued from instances of a forma-
tive assessment system named Elaastic. The process that it proposes belongs
to the two-votes-based processes family. More precisely, we conduct Design-
Based Research by going through two iterations of the Learning Analytics
cycle described in Section 4.3. Regarding RQ1, two contributions are inferred
from this thesis. The first one includes findings about formative assessment:

– Within two-votes-based formative assessment sequences, benefits of se-
quences increase when close to 50% of learners’ first votes are correct;

– Sequences are beneficial to learners when peers can accurately grade
their peers rationales, i.e., when they give high grades to rationales for
correct answers and low grades to rationales for incorrect answers.

– Benefits of sequences do not significantly increase when learners who
provided correct answers are more confident than learners who did not;

– Learners can accurately grade their peers rationales when they are ac-
curately confident, i.e., when learners who provided a correct answer
reported a high confidence degree whereas those who provided an in-
correct answer reported a low confidence degree.

– Self-grading is inaccurate in peer grading context;

– The amount of evaluations each learner performs within peer grading
activities makes no significant differences in terms of sequences benefits.

We provide evidences that support these findings for secondary and higher
education contexts.

The second contribution for RQ1 is a set of Recommendations for System
Designers (RSD) of formative assessment tools.
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RSD-1: Formative assessment systems implementing a two-votes-based
process should provide teachers with the consistency of learners confi-
dence degree. They should also feature flexibility regarding the way to
conduct the sequence especially according to such consistency.

RSD-2: Formative assessment systems implementing a peer grading
activity should provide teachers with the consistency of peer grading and
feature flexibility regarding the selection of the rationales in the focus of
the discussion, especially according to the consistency of peer grading.

RSD-3: Formative assessment systems implementing a two-votes-based
process should feature flexibility regarding the selection of the rationales
in the focus of the discussion according to the consistency of confidence
degree.

RSD-4: Peer grading activities in formative assessment systems should
not include self-grading.

RSD-5: Formative assessment systems should feature flexibility regard-
ing the number of peers involved in confrontation of viewpoints.

Two other contributions provide answers to RQ2. First, based on com-
puted indicators (namely p1, d, ρconf and ρpeer) that we designed and de-
scribe in Chapter 6, we provide Recommendations for Teachers Orchestration
(RTO) of two-votes-based sequences:

RTO-1: After the second vote, explanations provided by teachers should
be more detailed if the proportion of correct answers decreased or stag-
nated between the first and second vote. 1

RTO-2: At the end of the first vote:

• If there are more than 80% of correct answers, teachers should skip
the confrontation phase. 2

• When there are less than 30% of correct answers:

– if learners who provided correct answers are more confident
than the others, teachers should provide learners with hints
before starting the confrontation phase.
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– Else, teachers should provide detailed explanations and restart
a new sequence to evaluate the same concept.

3

RTO-3: If rationales for incorrect answers are better graded than the
others, teachers should focus on such rationales during the discussion.
Else, teachers should focus on correct rationales during the discussion.
4

RTO-4: When the confrontation step was skipped as well as the second
vote step:

• If learners who provided a correct answer are more confident than
the others, teachers should focus on rationales for incorrect answers
during the discussion.

• Else, teachers should focus on rationales for correct answers during
the discussion. 5

RTO-5: Teachers can decide the number of peers involved in viewpoints
confrontation.

Second, based on these findings and on Vickrey’s model [155], a new and
deterministic data-informed formative assessment process has been inferred
as shown in Figure 1.1.

Afterwards, we implement such a model within Elaastic by providing
teachers with feedback in the form of explainable recommendations and col-
lect new data to measure its impact on learners. The results suggest that such
feedback do not improve benefits for learners. A deeper analysis provided
evidences that show that this is due to teachers not following the recom-
mendations. By ignoring teachers final decision but only accounting for our
model’s decisions, we conducted an analysis that suggest that our model
improve the outcome and benefits of formative assessment sequences. There-
fore, future works will focus on improving the presentation of our feedback
and recommendations.
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Figure 1.1: New Formative Assessment Process

1.2.3 Publications

Five papers were published in the span of these three years. The conference
ranks mentioned below are the ones given by the ATIEF7.

• Andriamiseza, R. (2022, May). Implanter un processus d’évaluation
formative : le défi de l’explicabilité. Accepted for the national B ranked
RJC conference of 2022. This paper was nominated for best pa-

per award.

• Andriamiseza, R., Silvestre, F., Parmentier, J. F., & Broisin, J. (2021,
September). Recommendations for Orchestration of Formative Assess-
ment Sequences: a Data-driven Approach. Accepted for the interna-

7Association des Technologies de l’Information pour l’Education et la Formation -
http://www.atief.fr/
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tional A+ ranked EC-TEL conference of 2021 [8]. This paper won

the award for best paper of the conference.

• Andriamiseza, R., Silvestre, F., Parmentier, J. F., & Broisin, J. (2021,
June). Data-informed Decision-making in TEFA Processes: An Em-
pirical Study of a Process Derived from Peer-Instruction [7]. Accepted
for the international B ranked conference L@S 2021.

• Andriamiseza, R., Silvestre, F., Parmentier, J. F., & Broisin, J. (2021,
June). Vers la conception de feedback pour enseignants dans un con-
texte d’évaluation formative à grande échelle: une approche analy-
tique [9]. Accepted for the national A ranked EIAH conference of 2021.

• Andriamiseza, R. (2020, June). Évaluer la réutilisabilté d’une question
: une utilisation des learning analytics dans un contexte d’évaluation
formative [6]. Accepted for the national B ranked RJC conference of
2021.

At the time of writing the manuscript, one long paper has been submitted
to the A+ international journal IEEE Transactions on Learning Technologies.
A revised version has been submitted and is being peer reviewed.

1.3 Organization of the manuscrit

The manuscript is organized as follows. Part I explores the literature in
order to justify our objectives and research questions. Part II describes our
research method. Part III describes the empirical study that we conducted
to design solutions that are expected to answer our research questions. Part
IV describes the study designed to put our solutions to the test.
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Chapter 2

Formative Assessment and

Feedback
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2.1 Formative Assessment

Assessing is part of the natural process of learning. It consists in asking a
learner to complete one or more tasks in order to collect the results of her
performance. Assessing a learner allows to certify her understanding and
mastery of a concept (e.g. midterm exam, paper, final project, etc.). Such
an assessment of learning is called summative assessment [81]. However, an-
other kind of assessment aims at helping teachers and learners adapt their
behavior regarding their method of teaching and learning. This assessment
for learning is called formative assessment [159]. Various studies support for-
mative assessment as a positively impactful teaching instructional process.
As an example, in his project named ”Visible Learning” [66], Hattie listed
influences that have a positive and negative impact on learning outcomes.
Among them, formative assessment and feedback were above average. Simi-
larly, other studies stated that formative assessment is an effective teaching
and learning method to include in the instructional process [23, 61, 89, 109].
Some qualitative studies about instructors’ opinions and practices shed light
on the ways formative assessment contributes to ensure immediate feedback,
increase motivation and focus on learning materials. More precisely, instruc-
tors stated that formative assessment allows them to better detect students

15
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deficiencies and therefore accurately adjust their teaching [80, 161]. Regard-
ing learners’ opinion, students acknowledged that feedback collected from
formative assessment remains important for them as it helps to fill their
learning gaps [45]. More generally, they agreed that formative assessment
helps them to identify their weaknesses.

The theoretical definition of formative assessment is the following one [20,
p. 2]:

”Formative assessment is to be interpreted as encompassing all those activ-
ities undertaken by teachers, and/or by their students, which provide infor-
mation to be used as feedback to modify the teaching and learning activities
in which they are engaged.”

In addition to this definition, earlier works by Black and Wiliam [21] proposed
a unifying basis for diverse practices that are said to be formative. More
precisely, they proposed key activities such as ”classroom questioning” and
”formative use of summative tests” as well as strategies such as ”engineering
effective classroom discussions and other learning tasks that elicit evidence
of student understanding” and ”providing feedback that moves learners for-
ward”. This definition and theoretical framework emphasize how crucial the
role of feedback is when it comes to formative assessment.

2.2 Feedback

Even though feedback has various meaning depending on the field of research,
the one relevant to formative assessment is defined as follows: ”Feedback
is (...) defined in terms of information about how successfully something has
been or is being done.” [128, p. 120]. When it is provided in the context of
a formative assessment activity, it acts as a support for both teachers and
learners.

In 2007, Hattie [65] provided a framework that identifies questions whose
answers determine how useful a feedback for learners is. These questions are
(i) Where am I going? (ii) How am I going? (iii) Where to next? And, in
addition to that, four levels (which embody four aspects of the performance
of the student regarding the learning activity) of feedback are defined:

• Feedback about the task is a feedback that focuses on a task or a
product. It can be a simple statement about whether the result is right
or wrong [94], or about what is missing in the product. This feedback
is powerful when the task information is then used to improve strategy
processing or enhance self-regulation.
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• Feedback about the processing of the task digs deeper. It is aimed at
the processes underlying tasks or relating and extending tasks. The ex-
amples mentioned in the study [65] are feedback that relate to students’
strategies for error detection. In this case, the feedback is not about
the task itself but more about the way learners performed the task.
These feedback are perceived as powerful in terms of deep processing
and mastery of tasks.

• Feedback about self-regulation is about the way students monitor,
drive, and regulate actions towards the learning goal. As an illus-
tration, they can be about the way learners seek help. According to
Hattie and Temperley, these feedback are also powerful.

• Feedback about the self as a person goes beyond the student as a per-
former by focusing on the student as a person. Such feedback can be
a simple commentary such as ”You are a good student”. The study
argues that this kind of feedback are the least effective ones.

This study [65] focuses on feedback for learners that are intended to help
them to adapt their learning through self-regulation. They propose exten-
sive theoretical definition and frameworks. However, as the definition of
formative assessment stated, feedback obtained through learning activities
in the context of formative assessment can also be used as a way to adapt
teaching. When this is the case, the feedback is meant to inform teachers.

When studying the positive influences of various factors on learners achieve-
ment (such as teachers practices or context of learning), Hattie [66, p. 4] made
the following statement:

”When I completed the first synthesis of 134 meta analyses of all possible
influences on achievement [64], it soon became clear that feedback was among
the most positive influences on achievement... The mistake I was making was
seeing feedback as something teachers provided to students. I discovered that
feedback is most powerful when it is from the student to the teacher. What
they know, what they understand, where they make errors, when they have
misconceptions, when they are not engaged – then teaching and learning can
be synchronized and powerful. Feedback to teachers makes learning visible.”

However, research has hardly focused on feedback for teachers compared
to feedback for learners [146]. One of the reasons could be that captur-
ing all learning interactions in a face-to-face context [53] and accounting
for numerous variables such as each learner’s skills, knowledge and under-
standing [114] is a hard task. Consequently, teachers struggle with for-
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Figure 2.1: Usage of cardboards for formative assessment purposes [100].

mative assessment [134] and often use it in an informal and approximate
way [5]. This leads to report on the mixed-effects of formative assessment
in classroom practices [13, 58]. This statement’s importance is considerable
since the number of learners in educational settings is constantly increas-
ing [1, 26,101,118,119] and teachers often lack time [2, 42].

For instance, in face-to-face settings, Meltzer and Mannivan reported
on the usage of pieces of papers or cardboards to allow students to answer
questions asked by teachers [100]. Thanks to this feedback (see Figure 2.1),
teachers can collect learners’ answers and adapt their teaching. However,
this formative assessment process gets harder to conduct when the number
of learners increases because it implies more answers to simultaneously collect
and process.

In summary, teachers would benefit from feedback designed to help them
adapt in response to emergent class patterns [148]. Such an adaptation
places the teacher at the center of the learning process as an orchestrator
of a sequence of activities, and makes her responsible for making timely and
context-relevant adjustments [82]. As a consequence, we want to focus our
research on feedback for teachers designed to facilitate orchestration of forma-
tive assessment sequences in large scale settings. To do so, technology-based
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environments are a relevant solution, particularly in activities that require
the tracking of every student in the class [48,103,111,125].
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The usage of technology to deliver formative assessment is called Technology-
Enhanced Formative Assessment (TEFA). It is one of the emerging solutions
for delivering formative assessment with immediate feedback for both learn-
ers and teachers [142].

3.1 Questioning the Class

TEFA facilitates the implementation of formative assessment processes such
as collecting learners’ answers to a question. Class questioning is one of
the formative assessment strategies mentioned by Black and Wiliam (see
subsection 2.1). In addition to that, questioning a class is perceived as a
powerful formative assessment approach [107, 157] because it is an efficient
way to obtain immediate feedback for teachers and learners. Instead of using
cardboards, Classroom Response Systems (CRS) [15] can be used as a more

21
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Figure 3.1: Poll Everywhere: Feedback displaying the distribution of votes

efficient alternative to question a class and obtain feedback regardless of
the size of the classroom. Indeed, collecting learners’ answers is a generic
process used in TEFA that was first implemented by clickers [27]. Typically,
a formative assessment sequence based on this process works as follows:

1. Teachers ask a choice or open-ended question (so that the answers can
be automatically processed).

2. Learners submit an answer.

3. Based on learners’ answer, a feedback is immediately given to teachers
and learners in order to help them engage in a discussion with learners.

Some studies support such a computer-based assessment process and state
that quality questioning makes both teaching and learning more effective [10,
19,76].

The feedback given to teachers and learners during step 3 depends on the
type of question. As an example, if the question is a choice question, a web-
based questioning platform called Poll Everywhere [36] proposes to provide
teachers with the distribution of votes as shown in Figure 3.1. When it
comes to questions that require short written responses (such as open-ended
questions), a web-based tool called Concept Warehouse [24] provides teachers
with a word cloud as well as a representative explanation (see Figure 3.2).
Several other platforms such as Kahoot [73], Socrative [12] and Plickers [83]
support the same process. However, beyond the overview of learners’ vote,
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Figure 3.2: Overview of learners short written responses to a physics related
question [24].

Figure 3.3: Poll Everywhere: Feedback displaying the individual votes.

some of them propose a feedback providing teachers with the answer of each
individual learner. Such feedback is implemented by Poll Everywhere as well.
As shown in Figure 3.3, each answer is presented in a table. For each one of
them, teachers can see the learner who voted and its timestamp. Finally, a
former version of Tsaap-Note allowed student to participate in a notetaking
activity and offered teachers the opportunity to test learners through a “notes
as questions” feature [136]. More precisely, it integrates a questioning feature
based on closed question in a notetaking tool, allowing learners to take notes
during step 3. One of the main observation from the usage of Tsaap-Note
was that students tend to take notes more often when they answered the
question incorrectly.
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Figure 3.4: Peer Studio: Learner’s screen during the review process. The
screenshot shows (1) the rubric, (2) the student draft, (3) an example of
excellent work to compare student work against (4) automatically generated
tips for commenting [85].

3.2 Peer Confrontation Processes

Activating learners as instructional resources is a strategy that also enters
the frame of formative assessment as identified by Black & Wiliam (see Sec-
tion 2). Therefore, many TEFA systems propose learners to review each
other’s answer after they submit their own. The resulting process is the
following:

1. Teachers ask a question.

2. Learners submit their work.

3. Learners review works by peers.

4. Both learners and teachers engage in discussion based on the results.

This process allows learners to undertake the critical process of determining
and articulating what makes a “better” answer through writing individual
feedback. It is implemented by PeerStudio [85], Juxtapeer [28] and Com-
PAIR [117]. Peer Studio is designed to allow students to create and receive
feedback on any number of drafts for every open-ended assignment. When
learners submit their draft, they are asked to review their peers’ submis-
sions in order to unlock their own feedback. More precisely, they must give
rubric-based feedback on two peers’ drafts as shown in Figure 3.4.

Juxtapeer goes further by asking learners to grade more than two of their
peers’ work. On each review, learners complete an evaluation which consists
in providing grades based on specific criteria as shown in Figure 3.5, compar-
ative preferences, and open-ended comments. The review process can either
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Figure 3.5: Juxtapeer: An example of a review form [28].

be by comparison or serial, as shown on Figure 3.6. Both cases ask learner
to review only one submission at a time (i.e., the red one in the ”compare”
case). The algorithm that determines which submission will be used for com-
parison is a modified version of the Crowd-BT active learning algorithm [30].
This algorithm is based on the Bradley-Terry model [22] which suggests that
learners are more likely to make a comparison ’correctly’ (i.e. agree with the
consensus) if the difference (regarding the criterion of comparison) between
items is large. Conversely, it can compute the reliability of a rater based on
his ability to make a correct comparison depending on how different the two
submissions are. Over repeated comparisons, Crowd-BT improves estimates
of quality and reliability. By weighting more reliable raters higher, and ask-
ing raters to compare pairs with smaller perceived differences, Crowd-BT
improves ranking accuracy with a given number of comparisons. The fi-
nal item on each rubric asks learners which submission they prefer overall;
Crowd-BT uses this pairwise preference to update its quality estimate of
both submissions. Once learners ended their review phase, they can receive
feedback regarding their work. Rather than simply providing learners with a
list of all the reviews their work received, Juxtapeer displays each feedback in
the context they were provided. In other words, each feedback is presented
alongside the other work that served as a comparison. This allows learners
to see more of their peers work, and contextualize the reviews they received.
Finally, with ComPAIR, teachers can view the feedback provided by each
learner (see Figure 3.7).

Effectiveness of the peer review process is supported by previous studies.
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Figure 3.6: Juxtapeer: Visual representation of the review process [28].

Figure 3.7: ComPAIR: Feedback displaying the individual performances of
learners [117].
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Figure 3.8: The 5 steps of a two-votes-based process.

First, student performance over a course of an academic program can be
significantly affected and positively influenced thanks to feedback provided
by peers [106]. This is because using peer feedback has numerous benefits:
it is a scalable practice [149], it has long-term benefits [74] and it impacts
motivation and self-regulatory skills such as giving feedback [158].

3.3 The Two-votes-based Processes

3.3.1 Overall Description

Questioning the class again after a peer review activity allows teachers to
measure the effect of such activity on learners’ understanding of the topic
targeted by the question. We named the resulting set of processes the Two-
votes-based processes [8].

The two-votes-based process is a generalisation of a group of formative
assessment processes that can be illustrated in Figure 3.8. It consists in
5 steps. In this figure, we can see that a two-votes-based sequence asks
learners to vote for the correct answer during the second and fourth steps,
which respectively take place before and after a confrontation of viewpoints.

One of the earliest implementation of this process is Mazur’s Peer In-
struction [40] which was mainly used with clickers and worked as follows:

1. Teachers ask a question (multiple choice question, exclusive choice ques-
tion or open-ended question).

2. Learners submit an answer.
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3. Learners discuss with their neighbour about their answer.

4. Learners submit an answer again, they can either change their answer
or keep their initial one.

5. Both learners and teachers engage in a discussion, based on the results.

When it comes to Peer Instruction, Mazur used exclusively conceptual ques-
tions called ”ConcepTests” such as the Force Concept Inventory which is a
Physics related Concept Test [70]. ConceptTests are choice questions that
have been studied and validated by numerous studies.

Another implementation of the two-votes-based process was obtained
through an evolution of Tsaap-Note. More precisely, based on Tsaap-Note’s
former process described in Section 3.1, two limits were identified regarding
learners’ note [138]. First, every single notes taken by learners on a given
question are automatically included into the feedback of the quiz; the notes
are not evaluated nor filtered. Secondly, only few learners participate in the
writing of explanations that are required to build relevant feedback. Con-
sequently, a new feature to manage interactive questions was implemented.
This new feature leads to a new process that consists in questioning the class
again after the peer review activity. Consequently, the implementation of the
two-votes-based process that the new version of Tsaap-Notes proposes con-
sists in allowing learners to confront their viewpoint through a peer rating
activity:

1. Teachers ask a choice question.

2. Learners select an answer, provide their confidence degree and a ratio-
nale.

3. Learners are presented with an alternative response to theirs.

4. Learners are given a chance to change their answer.

5. Each learner is asked to grade three of their peers’ rationales using
a Likert scale [77] graduated from 1 to 5. The graded rationales are
exclusively the ones that are related to the correct answer. Then, both
learners and teachers engage in a discussion based on the results.

In order to (i) save time (ii) allow learners who provided the incorrect
answer to receive graded feedback and (iii) allow teachers to identify popular
misconceptions, Tsaap-Notes’ process evolved again. It was renamed Elaastic
and proposed a variation of its original process:
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1. Teachers ask a question (multiple choice question, exclusive choice ques-
tion or open-ended question).

2. Learners submit an answer by providing a written rationales and their
confidence degree. They must also provide their selected choice(s) in
case of choice question.

3. Each learner grades a set of her peer’s rationales on a Likert Scale
ranging from 1 to 5.

4. Each learner submits an answer again, she can change her selected
choice and/or her confidence degree or keep her initial choice and con-
fidence degree.

5. Both learners and teachers engage in discussion based on the results.

At anytime of the sequence, Elaastic can display first and second votes of
learners and provide teachers with each learner’s written explanation and
the mean rate attributed by peers. More details on Elaastic are given in
Chapter 5.

Another technological implementation of the two-votes-based process that
can be found in literature is myDalite [29]. The five steps that it proposes
are the following ones:

1. Teachers ask a question (multiple choice question, exclusive choice ques-
tion or open-ended question).

2. Learners submit an answer.

3. Each learner is presented with a set of her peers rationales.

4. Each learner can select one of these rationales as her second submitted
answer. She can either select her own rationale and therefore keep their
initial answer or select a peer rationale and therefore change her initial
answer.

5. Both learners and teachers engage in a discussion, based on the results.

As shown in these five steps, myDalite groups the viewpoint confrontation
and second submission of an answer in a single activity (see Figure 3.9).
Then, it provides teachers with a feedback detailing how many learners went
from being wrong to right, right to wrong, wrong to wrong and right to right
(see Figure 3.10).
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Figure 3.9: MyDalite: Viewpoints confrontation and second vote [29].

3.3.2 Benefits of Two-Votes-Based Processes

With two-votes-based processes, the number of students who provided the
correct answer at the second vote is expected to be higher than at the first
one. When this is the case, we qualify such sequence as beneficial because it
means that students’ general understanding of the topic has been enhanced.
This statement is supported by Smith’s study [140] who conducted Peer
Instruction sequences and followed each one of them with a second question
that is intended to target the same concept as the previously asked one. The
results showed that the improvement observed in the second vote of the first
question was similar to the result from the second question, which suggests
that students can actually benefit from a two-votes-based sequence.

Previous quantitative studies reported on the usage of two-votes-based
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Figure 3.10: MyDalite: Learners’ response switching [29].

processes and obtained a fairly high percentage of beneficial two-votes-based
sequences (see Figure 3.11). As illustrations, Mazur reported on the usage of
Peer Instruction where he obtained more than 140 beneficial sequences and
very few non beneficial sequences, as shown in Figure 3.11a. With 37 two-
votes-based sequences (see Figure 3.11b), Parmentier obtained 36 beneficial
sequences. Among 86 sequences, Tullis ended up with 55 beneficial sequences
(see Figure 3.11c). Finally, in a previous study that we conducted and that
is detailed in the Chapter 6, we obtained 65 beneficial sequences out of 104
(see Figure 3.11d). Contrary to the 3 previously mentioned studies, this one
did not include exclusively ConceptTests. Instead, teachers wrote their own
questions.

Furthermore, qualitative works about the usage of a two-votes-based pro-
cess emphasized learners’ growing sense of self-regulation and awareness of
their own explanation [29]. According to Crouch and Mazur [40], this process
cognitively engages students at different levels.

Regarding engagement of learners, the ICAP framework [33] is a relevant
taxonomy to classify the type of engagement of learners during a formative
assessment sequence supported by the Two-votes-based process. This frame-
work categorises a learner’s engagement into four modes ordered from the
most to the least desired one. These four levels are Interactive, Construc-
tive, Active and Passive. Passive is the lowest engagement level, it is defined
as an activity where learners receive information without doing anything else
related to learning (e.g. listening to a lecture). The next level of engagement
is active, it goes beyond the passive level by having learners perform motoric
activities when receiving information (e.g. highlighting a text or replaying a
specific segment of a video). If those motoric activities generate a product or
some knowledge beyond the information received by the learners, the level of
engagement is constructive (e.g. writing an answer to a question). Finally,
the interactive engagement consists in conducting dialogues where (a) every
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(a) Results of Mazur’s study [97] with Con-
ceptTests.

(b) Results of Parmentier’s study [115]
with ConceptTests.

(c) Results of Tullis’ study [150] with Con-
ceptTests.

(d) Results of Andriamiseza’s study [8]
with free questions.

Figure 3.11: Percentage of correct answers before and after the confrontation
step for various studies.
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partners’ involved must primarily utter constructive statements, and (b) a
sufficient degree of turn taking must occur. Based on this framework, we can
classify the level of engagement of the 5 steps of the two-votes-based process.

1. Teachers ask a question: During this step, learners must read the
question. The level of engagement involved here is the passive one.
However, one might argue that such a step is not a learner activity by
itself and should therefore not measure learners’ engagement. It should
be paired with step 2 so as to determine the level of engagement of the
resulting activity.

2. Learners submit an answer: Since the answer to a question is an
additional output produced beyond the question, we believe such an
activity to have a constructive level of engagement (regardless whether
this step is to be paired with step 1 or not).

3. Learners confront their viewpoints: The confrontation of view-
point is based on each learner’s rationale. Therefore, we can argue
that each peer contributes to the discussion. As stated earlier, this
confrontation can take several forms depending on the implementation.
As an example, MyDalite and Elaastic only present learners with peer’s
rationale which is arguably not a discussion. More precisely, learners
do not take turns talking, as stated in the definition of the interactive
level of engagement. However, such a requirement is expected to make
it easier for students to incorporate their partners’ understanding of
the domain and to make adjustments to their own mental model [33].
Such an expectation is met even though it is not done through a discus-
sion as formally defined by the ICAP framework. In other words, the
confrontation of viewpoint that occurs in the two-votes-based process
does not meet the definition of the interactive level of engagement but
meets its expectations. Consequently, we can classify such a step as a
step with an engagement level between the constructive and interactive
ones.

4. Learners submit an answer again: Similarly to step 2, this step
has a constructive level of engagement.

5. Both learners and teachers engage in a discussion based on the

results: Depending on how teachers lead the discussion, this activity
can range from passive (simple oral correction from teachers) to inter-
active (teachers and students engage in a dialogue to better understand
the answer to the question).
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Silvestre’s previous works show that the two-votes-based process fulfills
most of the activities and strategies of formative assessment [137]

3.3.3 Limits of Two-Votes-Based Processes

Even though the usage of two-votes-based processes mostly led to benefi-
cial sequences for learners, there are still some sequences that failed to be
beneficial (see Figure 3.11). In other words, there are situations where en-
gaging learners in the confrontation and second vote steps does not lead to
beneficial outcomes. Therefore, teachers should be provided with feedback
during the sequence so as to help them decide which step they should engage
learners in next. However, few studies proposed feedback designed to help
teachers make decision during a two-votes-based sequence. Most instruc-
tional feedback occurs via student evaluations, which, by definition, focuses
on learners’ behavior and therefore lack specific feedback for improvement
of teachers’ behavior [63]. More generally, due to the lack of data related
to two-votes-based processes [18], little work has explored how to use these
interactions to provide advanced feedback for teachers orchestration by in-
ferring new knowledge about formative assessment. Consequently, we want
to focus on feedback for teaching and, more specifically, orchestration and
decision-making by teachers during formative assessment sequences.

In 2015, Vickrey [155] proposed a decision making model designed to sup-
port teachers’ orchestration of Peer instruction, which is an implementation
of the two-votes-based process (see Figure 3.12). However, to the best of
our knowledge, this model has never been implemented in any TEFA sys-
tem, and therefore has never been evaluated at large scale. Furthermore, it
is a non-deterministic decision model. More precisely, when there are too
few correct answers, it recommends teachers to provide hints to learners, or
provide them with detailed explanations before restarting a sequence. There
are no further indications regarding the most suited decision of the two.

In summary, even though some studies support two-votes-based process as
beneficial formative assessment practices, there is still room for improvement,
especially regarding feedback for teachers orchestration.
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Figure 3.12: Vickrey’s model of Peer Instruction.
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Chapter 4

Research method
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4.1 From Limits to Research Questions

In the previous chapter, we focused on formative assessment and emphasized
the challenge of its usages. More particularly, we emphasized the difficulty
for teachers to implement it at scale due to the lack of feedback provided
to them. We introduced TEFA as a way to perform effective formative as-
sessment at scale and showed that there is a lack of advanced feedback for
teachers orchestration. As a solution, we want to explore data that were gen-
erated from the process implemented by a formative assessment tool. Hence,
in this thesis, we identify one main objective to improve formative assessment
practices: to improve TEFA systems by identifying and integrating relevant
feedback for teachers. To do so, we focus on two-votes-based processes be-
cause they are beneficial to learners and offer a wide variety of interactions.
The current limits of formative assessment processes and the potential of the
two-votes-based processes lead us to the following questions:

• RQ1 - Which useful information can be inferred from the anal-

ysis of data gathered from a tool used in authentic contexts?

• RQ2 - How can such information contribute to improve for-

mative assessment processes orchestration?
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To answer these questions, we have access to the data collected from
the authentic usage of Elaastic, the web-based platform introduced in the
previous chapter.

4.2 Design-Based Research

Research conducted in such context falls into the category of Design-Based
Research (DBR) [123]. It is a research methodology that is highly associated
with education and TEL due to its compatibility with real and authentic
contexts [17,91]. More precisely, one of the advantages of DBR is its impact
on practice [120], as well as its collaborative aspect between researchers and
practitioners [4]. A basic process of Design-Based Research consists in de-
signing solutions to problems and to test how well such solutions work. This
can be done with an iterative approach where each iteration is designed to
(i) adapt the solution (ii) test it again (iii) gather more data. Each iteration
consists of the following phases: analysis, design, development and imple-
mentation [156, p. 6]. It starts with an issue and a product, and ends with
new knowledges and hypotheses that will be verified in the next iteration.
Consequently, data analysis often take the form of iterative comparisons [75].

We propose to conduct Design-Based Research which consists in following
these principles:

• Conduct our works in an authentic context.

• Adopt an iterative method.

• Involve teachers in the loop.

• Conclude with practices that have a short-term impact on teaching.

In concrete terms, the starting point of our first iteration is the research
questions mentioned in our previous section, whereas our product are Elaastic
and the data that stem from its usage. Based on this data, we infer a
new orchestration model that is intended to assist teachers in their decision-
making. Finally, based on this model, we implement a new version of Elaastic
and evaluate its impact on formative assessment through another iteration.

Since our method starts with an analysis of learning data, we propose
to focus on the cycle of Learning Analytics which is at the core of the next
subsection.
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4.3 The Cycle of Learning Analytics

The cycle of Learning Analytics [41] shown in Figure 4.1 is a cycle that is
intended to provide a framework to conduct successful Learning Analytics
work. Its cyclic nature also makes it compatible with the DBR methods.

Figure 4.1: The Learning Analytics cycle [41]

The four components of this cycle are the followings:

• Learners is self-explanatory. It encompasses all kinds of learners in
any settings. Informal learners participating in a MOOC are as valid
as student of a course. The technology involved in the data collection
also enters in the frame of this step because it plays a crucial role in
defining the context of the data collected from learners.

• Data can be data about learners (such as demographic information)
or generated by learners (such as traces).

• Metrics are obtained from the analysis of the data. These are some
information that provide some insight about the learning process. Pre-
senting these information to the various stakeholders of the learning
process is at the core of a subdomain of Learning Analytics called
learning dashboards [102,154].
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• Interventions are based on metrics. As an example, it can be the im-
plementation of a new dashboard within a TEFA platform that enables
learners to improve their self-regulation. In our case, the example that
best suits our needs is any intervention that will help teachers improve
her teaching, so as benefits to learners are increased.

The research conducted that we describe in this manuscript follow this
cycle. Figure 4.2 describes the method we used to conduct our research

Figure 4.2: Organisation of our Works Based on the Learning Analytics Cycle

based on this cycle as well as the matching chapters and sections of each
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step. The first iteration will be based on data collected from Elaastic’s usage
from 2015 to 2019. With the intervention that is designed at the end of it,
we will go through a second iteration to put such intervention to the test.
More precisely, we implement our intervention within Elaastic and collect
data by recruiting teachers. The data collected from this usage will be the
ones that we will use at the start of our second iteration. Finally, we will
base our future works on the results and intervention proposed at the end of
this second iteration.
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Chapter 5

Elaastic, Our Formative

Assessment Tool
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This chapter introduces our tool by providing an overview of Elaastic and
explaining how it works from the learner perspective, before exposing the
main features available to teachers. Afterwards, we provide further details
regarding Elaastic’s pairing algorithm for the confrontation phase. If the
reader wants to know more about Elaastic, its documentation is available
online1.

1https://elaastic.github.io/elaastic-questions-server/en/overview/
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5.1 Overview of Elaastic

Elaastic is an open source [37] web platform [122] implementing an instance
of two-votes-based process, and used since 2015 in different higher educa-
tion curricula across various disciplines such as computer science, physics or
project management. Thanks to the B4MATIVE! project (see Section 1.1.3),
it is now also used in secondary education in different subjects such as math-
ematics, history, geography, biology and music.

Elaastic is a class questioning tool that allows teachers to create exclusive
and multiple choice, as well as open-ended questions. Its process consists of
3 phases that can be matched with one or more steps of the two-votes-
based process. As shown in Figure 5.1, steps 1 and 2 occur in Elaastic’s

Figure 5.1: Elaastic’s implementation of a two-votes-based process

phase 1, steps 3 and 4 occur in phase 2, and step 5 occurs in phase 3.
When teachers want to ask a question to learners, they start a sequence
which is to be interpreted as an instance of the process. A sequence can be
run in synchronous or asynchronous context. However, our works focus on
synchronous sequences. More details about the way asynchronous sequences
are delivered can be found in Appendix A.

5.2 Learner perspective

5.2.1 Phase 1: Well-argued Response

During phase 1, learners must answer the question and provide a written
rationale to justify their choice(s). They are also asked to provide their
confidence degree about their answer on a four-items Likert scale (see Fig-
ure 5.2). This scale has 4 items because a neutral value would be difficult to
interpret [108] regarding the confidence degree.
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Figure 5.2: Phase 1 of Elaastic: Well-argued Response.

5.2.2 Phase 2: Comparing Viewpoints

Phase 2 engages learners in a peer rating activity. As shown in Figure 5.3,
they are provided with peers’ rationales (or their own) and they have to
evaluate each of them by reporting their level of agreement using a five-
items Likert scale (1=”Strongly disagree”, 2 = ”Disagree”, 3 = ”Not agree
and not disagree”, 4 = ”Agree” and 5=”Strongly agree”). Let us note that,
to avoid social biases, the rationales to be evaluated are provided to peers
anonymously. Also, the number of rationales that each learner has to evaluate
is configured by teachers (see Figure A.1) and is up to 5. To avoid middle
response bias [84], learners can also select a null response option (”I’m not
giving my opinion”). Then, learners have the opportunity to vote a second
time for the answer(s) they believe to be correct.

5.2.3 Phase 3: Results

After the second vote by learners, teachers can start phase 3 which corre-
sponds to the discussion step of the two-votes-based process. During this
phase, each learner can see a summary of her performance (as shown in the
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Figure 5.3: Phase 2 of Elaastic: Comparing Viewpoints.

frame ”My results” in Figure 5.4). If teachers want to, an overview of learners
scores, rationales and mean rates can be displayed on learners’ perspective
for a debriefing (as shown in the frame ”Results” in Figure 5.4).

5.3 Teacher perspective

Teachers orchestrate a sequence by starting, stopping or restarting a phase.
The teacher perspective of a sequence is shown in Figure 5.5 which contains
three frames described below.

5.3.1 Orchestrating the Sequence

The control frame is designed to help teachers orchestrate the sequence. The
three phases are shown in a timeline that changes depending on the current
state of the sequence. The numbers on top of the frame inform the teachers
about the number of learners who completed each activity along the phases.
From left to right, they represent the number of learners who provided a
first answer, the number of learners who completed their evaluation(s), and



5.3. TEACHER PERSPECTIVE 51

Figure 5.4: Phase 3 of Elaastic: Results.

the number of learners who provided a second answer. Below this timeline
is a section to drive the sequence. It allows teachers to choose which phase
learners should engage in next. The buttons that are available depend on
the current state of the sequence. In this figure the sequence has ended
and teachers published the results to learners. Consequently, they can end
the sequence or cancel the publication of the results. More generally, when
teachers have ended a phase, they can reopen it or start the next phase.
They can also end the sequence whenever they want.

5.3.2 Retrieving the Question and Answers of the Se-

quence

At any moment of the sequence, the question summary frame displays the
content of the question that is currently being played.

The results frame is a dashboard designed to summarise the results of
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Figure 5.5: Elaastic: Teacher’s perspective to manage a sequence

learners’ answers along the phases. Each possible answer is shown on the
x-axis. The correct ones are represented by green bars whereas the incorrect
ones are represented by orange and red bars. Each possible answer has
two columns. The left one represents the proportion of learners who chose
the matching answer at the first vote, whereas the right one represents the
proportion of learners who chose the answer at the second vote. Thanks to
this diagram, teachers can quickly see the difference between the distribution
of the first and second vote. Below this diagram is a selection of a few written
explanations. The correct ones only are displayed from the highest graded
one to the lowest. Teachers can see all explanations by clicking on the button
labeled ”See all explanations”. Each rationale’s content is displayed, as well
as their mean grade given by peers.
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5.4 Internal mechanics

As mentioned before, when teachers start a sequence, they can configure the
number of rationales (up to 5) evaluated by each learner during the peer
rating phase. Regarding the process of selecting and pushing the rationales
to learners, it relies on an algorithm designed to fulfill, when possible, five
requirements that are given below from the highest to the lowest priority:

1. A rationale with less than 10 characters is considered as irrelevant and
is therefore discarded from the list of rationales to be evaluated by
peers.

2. A learner can not evaluate the same rationale more than once.

3. For each set of rationales given to a learner, the number of rationales
related to an incorrect answer and the number of rationales related
to a correct one must be as close as possible. The aim is to avoid
representation bias [116].

4. To promote sociocognitive conflicts [16], each learner must alternatively
evaluate rationales related to correct answers and incorrect ones. The
first one she sees must be related to an answer whose correctness is
different than her own.

5. Rationales should receive the maximum number of evaluations.

In the example shown by Figure 5.6, each of the 6 learners provided a ratio-
nale. Two of them provided a correct answer (learners 1 and 5), whereas 4 of
them provided an incorrect one (learners 2, 3, 4 and 6). The algorithm paired
each learner with their peers’ rationales according to the criteria mentioned
above. Teachers configured the sequence so that each learner evaluates two
rationales.

In this chapter, we presented the tool at the basis of our works. The high
level of interactivity of this tool generates a high number of data that are
captured. Furthermore, the two-votes-based process that it proposes makes
it relevant to our research. In the following chapter, we present the data
mining techniques we applied on the Elaastic’s dataset to provide insights
about information that impact the outcome of a formative sequence.
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Figure 5.6: Pairing Algorithm: Matching example with 2 evaluations per
learner.
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This section details the contributions of the empirical study of our first
Learning Analytics cycle iteration as described in our research method (see
Section 4). Section 6.1 presents the data that we collected from the use of
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Elaastic in authentic settings. Section 6.2 details our analysis and presents
two contributions. First, it identifies meaningful information impacting effec-
tiveness of formative assessment sequences on the basis of significant corre-
lation. Second, it proposes recommendations to assist designers of formative
assessment systems (RQ1), as well as recommendations to assist teachers
when orchestrating two-votes-based sequences (RQ2). Section 6.3 is a dis-
cussion about the results and introduces a new orchestration model as a
contribution (RQ2). Section 6.4 concludes the study.

6.1 Data Collection

6.1.1 Description of the dataset

We gathered data from the use of Elaastic in higher education from 2015
to 2019. In this timeframe, we collected 623 sequences conducted by 53
teachers where 1,769 learners provided 8,757 answers and performed 9,256
peer ratings.

Figure 6.1 is a simplified UML class diagram that provides a summary
of the structure of the dataset. A sequence is characterised by an execution

Figure 6.1: Summary of the dataset.

context, the number of peer evaluation each learner is asked to perform (as
configured by teachers) as well as the number of participants. A sequence also
contains a question, a set of answers (for the first and second answers) and
a set of evaluations. For each answer, the following data are collected: the
content of the rationale, the score and the selected choice(s) when applicable.
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If the answer is a first answer, it is characterised by additional data such as
the mean grade assigned by peers to the rationale associated with the answer,
and the confidence degree of the learner who provided the answer. Questions
are described by their statement, their type and, in case of choice questions,
by the number of different choices proposed to learners as well as a list of the
correct choices. Finally, for each evaluation resulting from the peer grading
activity, the following data are collected: the graded answer, the answer of
the grader, and the grade given by the peer.

6.1.2 Description of the sample

The whole dataset has been filtered in order to meet the requirements of our
upcoming data analysis that would answer our research questions. More pre-
cisely, we removed aborted sequences, survey sequences and test sequences.
Then, we only considered choice questions so as to be able to evaluate cor-
rectness of answers. In our analysis, in order to classify an answer as right or
wrong, we considered answers as incorrect if the score is lower than the max-
imum score that can be obtained (i.e. 100). Afterwards, we kept face-to-face
sequences only, since the asynchronous nature of distant and hybrid execu-
tion contexts in Elaastic does not require full orchestration from teachers (see
Section 5.1). The next step consisted in removing sequences where there were
less than 10 participants because we wanted to focus on large scale settings.
Finally, based on the remaining sequences, we removed those where there
were no correct answers, since the confrontation can not operate under these
conditions (there are no rationales for correct answers to convince peers who
provided incorrect answers). Sequences where all answers are correct at the
first and/or second vote were removed as well, as they point out questions
that were too easy to measure an effect size.

Figure 6.2 displays the amount of remaining sequences after each filter
we applied to the dataset. We obtained 104 sequences conducted by 21
teachers where 616 learners provided 1,981 answers and performed 4,072 peer
gradings. The questions asked in these sequences address mainly STEM1

topics from higher education courses. Table 6.1 summarises the topics of the
sequences included in the sample (i.e, the filtered dataset).

Starting from this sample that we name s2019, we verify hypotheses based
on literature and infer recommendations for system designers and/or teach-
ers.

1Science, Technology, Engineering and Mathematics
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Figure 6.2: Summary of the filtering criteria applied to our initial sample.
The blue bar represent the 104 sequences of the final sample for our data
analysis.

6.2 Findings

6.2.1 Basis for our Analysis: Measuring the Benefits

of a Sequence

First of all, we need to determine how we can measure the outcome of a
sequence in terms of benefits. We considered the variables p1 and p2 which
are the proportion of learners who answered correctly at the first and second
vote respectively. As stated in subsection 3.3.2, sequences where p2 > p1 are
qualified as beneficial because it means that students’ general understanding
of the topic has been enhanced [140]. Based on this property, we also qualify
sequences where the proportion of correct answers does not change (p2 =
p1) as non beneficial sequences. Finally, sequences where the proportion of
correct answers decreases at the second vote (p2 < p1) are called harmful
sequences. However, this classification is limited. It does not measure how
beneficial a sequence is. As an example, we argue that a sequence where
p1 = 10% and p2 = 11% is not as beneficial as a sequence where p1 = 10%
and p2 = 90% even though, with this classification, they will both be simply
labeled as beneficial. To measure the benefits of a two-votes-based sequence,
Parmentier studied various indicators [115].



6.2. FINDINGS 59

Topic Number of sequences

Computer Science 72
Project Management 10
Law 5
Sociology 4
Physics 4
Psychology 3
Mathematics 2
Professionalization 2
History 1
Medicine 1

Table 6.1: Summary of the 104 sequences included in the dataset we analysed.

As rejected candidates, he studied the risk difference (see Equation 6.1),
the risk ratio (see Equation 6.2) and odds ratio (see Equation6.3). In-
deed, these indicators have major drawbacks. First, they are not interval
scales [143]. In other words, it does not take into account the value of the
initial proportion of correct answers p1. For instance, when a sequence ends,
if RD = 40%, it is not precise enough to tell whether the proportion of
correct answer went from 10% to 50% or from 50% to 90%. Secondly, RD
and RR are limited by p1. As an example, RD can not be higher than 60%
when p1 = 40%. In summary, these measures cannot be used to compare
two interventions starting with two different initial scores, or to quantify how
much an intervention is greater than another, even if they both start with
the same initial score.

RD = p2 − p1 (6.1)

RR = p2/p1 (6.2)

OR =
p2

1 − p2
/

p1

1 − p1
=

p2

1 − p2
∗

1 − p1

p1
(6.3)

Based on the odds ratio and on item response theory [78], Parmentier
proposed the estimation of Cohen’s effect size shown in Equation 6.4.

d = 0.6ln

A

p2

1 − p2

1 − p1

p1

B

(6.4)

One notable property of this estimation is that the comparison between p1
and p2 can be inferred thanks to the sign of d. When the effect size is positive
(d > 0), it means that the sequence is beneficial (p1 < p2). Similarly, when
the effect size is null (d = 0), the sequence is non beneficial (p1 = p2).
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Finally, when the effect size is negative (when d < 0), the sequence is harmful
(p1 > p2). When applying s2019 to the diagram of the effect size as shown
in Figure 6.3, we can use the rules of thumb [129] to interpret the benefits
of each sequence in terms of very small to huge. We can see that Elaastic’s
implementation of the two-votes-based process mainly leads to benefits for
learners. Amongst 104 sequences, there are 65 beneficial sequences, 27 non-
beneficial and 12 harmful. This observation reinforces the need to predict

Figure 6.3: s2019 compared to isovalues of the Cohen’s d effect size: no effect
(d = 0), small (d = 0.2), medium (d = 0.5), large (d = 0.8), and very large
(d = 1.2).

the benefits of a sequence, and therefore to provide teachers with feedback
during the sequence as stated in Section 3.3.3.

We can already use the benefits of a sequence to infer recommendations
for teachers. When sequences are not beneficial, teachers should provide
learners with deep and detailed explanations about the concepts involved
in the question during the oral feedback. Consequently, we can infer the
following recommendation:
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Recommendation for Teachers Orchestration: After the second
vote, explanations provided by teachers should be more detailed if the
proportion of correct answers did not decrease or stagnated between the
first and second votes (d ≤ 0). 1

The next steps of our analysis focus on identifying variables of a sequence
that are correlated with its effect size. For our data analysis, unless men-
tioned otherwise, we used the Spearman correlation instead of the Pearson
one because (i) most of the variables involved in our correlations are bounded;
(ii) we want to identify correlations that are not necessarily linear; (iii) the
variables do not follow a normal distribution; (iv) the variables are ordinal,
interval or ratio; (v) the variables are paired.

6.2.2 Proportion of Correct Answers during the First

Vote

Let us begin with phase 1. In 2001, Crouch and Mazur stated that the
improvement of student responses is largest when the initial percentage of
correct answers is around 50%, and defined [35% : 70%] as the desired inter-
val of p1 for optimal benefits of formative assessment sequences [40]. They
argued that too few correct answers may indicate that learners lack under-
standing or knowledge to engage in productive discussions, whereas too many
correct answers may indicate that the question is too easy and does not re-
quire discussions. Based on these statements, we make the hypothesis that
benefits of a sequence are linked to the distance between p1 and 50%.

Figure 6.4 shows the mean effect size of our sequences depending on
the distance between p1 and 50%. As an example, the first bar represents
37 sequences where the distance of p1 from 50% is between 0% and 10%.
In other words, when p1 is comprised between 40% (50% − 10%) and 60%
(50% + 10%), the mean effect size is close to 0.4 (i.e. a medium effect size).
The chart suggests that the effect size of a sequence decreases when the dis-
tance between p1 and 50% increases. We computed the Spearman correlation
between |p1−0.5| and obtained the following results: d is equal to −0.32 with
a p-value = 8e − 4 and a 95% confidence interval equal to [−0.49 : −0.14],
which supports our hypothesis.

The distance between p1 and 50% is a useful indicator to predict ben-
efits of a two-votes-based sequence. In other words, benefits of sequences
are more likely to be high when correct and incorrect answers are equally
represented.
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Figure 6.4: The effect size d of the sequences from s2019 depending on the
distance between p1 and 50% (with 95% confidence intervals).

Recommendation for System Designers: Formative assessment sys-
tems implementing a two-votes-based process should provide teachers
with the proportion of correct and incorrect answers at the first vote.
They should also feature flexibility regarding the way to conduct the se-
quence, especially according to the proportion of correct answers at the
first vote and its distance to 50%.

Even though Crouch and Mazur chose [35% : 70%] as their ideal interval,
later works suggested [30% : 80%] as the threshold values [86]. And in
2010, Watkins and Mazur [97] noticed that their implementation of Peer
Instruction is of high benefits for students when between [30% : 70%] of their
first answers are correct. Finally, in our previous works [8], we chose the
interval [20% : 80%] because of the significant decrease of mean effect size
as shown in Figure 6.4. For these 4 proposed intervals from the literature,
we ran a Wilcoxon rank sum test to compare the effect size of the sequence
whose p1 is inside or outside the interval. Figure 6.5 shows the results of
the test and the mean effect size d of the sequences from s2019 depending
on whether p1 is inside the interval or not. The results are fairly similar
for all the intervals of the literature. This is reinforced by Lasry [87] which
stated that the threshold values of the ideal percentages of correct answers
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Figure 6.5: Mean effect size d of the sequences from s2019 depending on
whether p1 is inside the interval or not, alongside the results of the Wilcoxon
rank sum test.

are indicative and depend on the context.
So far, this result brought knowledge about two-votes-based process in

general. However, we could not determine an ideal interval for p1 at the end
of the first vote. The next section will provide additional evidences to solve
this issue.

6.2.3 Learners Confidence Degree during the First Vote

The other information that is available at the end of the phase 1 is each
learner confidence degree. Curtis used the confidence of learners about their
answers as a way to profile learners beyond the simple correctness of their an-
swers [43]. He defined ”misinformed learners” as learners who are confident
but provided an incorrect answer. In addition to that, he defined ”unin-
formed learners” as learners who are not confident and provided incorrect
answer. We can see with this classification that confidence of learners can
help to make the difference between a learner that has a misconception and
a learner who simply did not understand the course. Such difference implies
that teachers need to behave differently depending on learners confidence
degree. As Brooks stated [25], students’ self-confidence in their knowledge
can significantly affect how they interact and perform in the classroom. This
leads us to believe that benefits of sequences could significantly increase when
learners who provided correct answers are more confident than learners who
did not.
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Starting from this hypothesis, we propose an indicator to measure the
consistency of learners confidence degree given the correctness of their an-
swers. This indicator is meant to give an overview on how uninformed or
misinformed learners are across a sequence. In order to measure the consis-
tency of learners’ confidence degree, we designed ρconf which can be computed
by using the correlation between learners confidence degree and learners’ un-
derstanding of the concept targeted by the question. Such understanding is
measured with a binary variable, namely, the correctness of their first an-
swers. Since these two variables are latent [54], the polychoric correlation is
the adequate tool [112]. If learners who provided correct answers are confi-
dent whereas those who provided incorrect answers are not confident, ρconf

will tend to be close to 1. Conversely, if learners who provided incorrect
answers are confident whereas those who provided correct answers are not
confident, ρconf will tend to be close to −1.

Figure 6.6: The effect size d depending on ρconf . Each point represents a
sequence from s2019.

Figure 6.6 is a plot diagram of d according to ρconf . The Spearman corre-
lation between ρconf and d is 0.15 with a p-value = 0.13, and a 95% confidence
interval equal to [−0.05 : 0.33]. These results are therefore inconclusive on
this hypothesis.

We conducted deeper analysis of the benefits of a sequence depending
on the combination of both ρconf and p1. Figure 6.7 shows the benefits of
sequences depending on the proportion of correct answers at the end of first
vote and the consistency of confidence degree (for each interval of the litera-
ture). Based on the mean effect sizes observed on this figure, ρconf seems to
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Figure 6.7: Kernel density estimates and mean of the effect size (d) of our
sequences depending on the confidence consistency (ρconf ) and the proportion
of correct answers at the first vote (p1).
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play a significant role when p1 is low regardless of the interval. Consequently,
we propose the following hypothesis: when there are few correct answers at
the end of the first vote, the benefits of sequences are higher when learners
are consistently confident than when they are not.

To verify this hypothesis, we ran mean comparison tests. For p1 < 20%,
the effect size is not normally distributed (as computed by the Shapiro-Wilk
test which returned a p-value equal to 0.045). Consequently, we used the
Wilcoxon test and obtained a weakly significant difference (p-value = 0.15
and 95% confidence interval = [−0.16 : 0.52]). For p1 < 30%, the effect size is
normally distributed (as computed by the Shapiro-Wilk test which returned
a p-value equal to 0.34) and both groups have homogeneous variances (F
test returned a p-value equal to 0.34). We can therefore use the parametric
t-test. We also obtained a weakly significant difference (p-value = 0.116 and
95% confidence interval = [−0.07 : 0.55]). For p1 < 35%, the assumptions
for t-test were also verified (the Shapiro-Wilk test returned a p-value equal
to 0.31 and F test returned a p-value equal to 0.46). We obtained a weakly
significant difference as well (p-value = 0.125 and 95% confidence interval =
[−0.07 : 0.52]). These results led us to choose 30% as the low threshold for our
recommendations regarding p1, which means that the remaining candidate
intervals are [30% : 70%] and [30% : 80%]. In order to decide between both
these intervals, we examined Figure 6.7 and noticed that d is higher when
p1 > 70% than it is when p1 > 80%. This is due to the fact that sequences
where 70% < p1 < 80% have a higher mean effect size (d̄ = 0.362) than
sequences where p1 > 80% (d̄ = 0.06). This difference was proven to be
significant thanks to a Wilcoxon test (p-value = 0.003 and 95% confidence
interval = [−0.05 : −0.23]).

Based on this result and on previous works [155] detailed in Section 4.1,
we proposed the following recommendations for orchestration.

Recommendation for Teachers Orchestration: At the end of the
first vote:

• If there are a lot of correct answers (p1 > 80%), teachers should
skip the confrontation phase. 2

• When there are too few correct answers (p1 < 30%), if learners are
consistently confident (ρconf ≥ 0), teachers should provide learners
with hints before starting the confrontation phase. Else (ρconf < 0),
teachers should provide detailed explanations and restart a new
sequence to evaluate the same concept. 3

As a conclusion, ρconf is a relevant measure of learners’ understanding
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of the concept targeted by the question, beyond learners’ correctness. In
other words, learners’ confidence degree has an impact on the outcome of a
sequence.

Recommendation for System Designers: Formative assessment sys-
tems implementing a two-votes-based process should provide teachers
with the consistency of learners’ confidence degree. They should also
feature flexibility regarding the way to conduct the sequence especially
according to such consistency.

6.2.4 Peer Grading Phase and Sequence Benefits

Moving onto phase 2, Double & al. argue that reflecting on peers answers is
expected to lead to a higher percentage of correct answers [51]. Indeed, some
studies support peer rating as a beneficial activity for learners, especially
when it is conducted by a device [88,163]. Peer rating allows learners to give
feedback to peers and receive feedback from peers which both contribute to
learning [49]. Since learners who provided correct answers are expected to
convince those who did not thanks to the peer grading phase, we make the
hypothesis that the consistency of the peer grading phase is linked to the
sequence benefits.

Similarly to ρconf , we used ρpeer to measure learners’ consistency of peer
grading. It is measured through the polychoric correlation between the level
of agreement given by a peer to a rationale (see Likert scale on Figure 5.3),
and the level of understanding of the learner who wrote the rationale (mea-
sured through correctness of the matching answer). ρpeer will tend to be close
to 1 if the rationales matching with correct answers are positively evaluated
by peers, whereas those matching with incorrect answers are negatively eval-
uated. Conversely, ρpeer will tend to be close to −1 if the rationales matching
with incorrect answers are better evaluated than those matching with correct
answers.

Figure 6.8 shows a plot diagram of the effect size d depending on ρpeer.
The Spearman correlation between ρpeer and d is 0.34 with a p-value < .002
and a 95% confidence interval equal to [0.13 : 0.52], which supports our hy-
pothesis. When ρpeer < 0, it means that incorrect answers are more popular
than correct answers which should be addressed by teachers.

Let us note that ρpeer is not significantly correlated to the distance be-
tween p1 and 50%. Indeed, the correlation we calculated returned a p-value
equal to 0.19. We used the correlation of Kendall since it is a substitute
for Spearman correlation that handles ties better. The assumptions for this
statistical test are met because both variables are continuous and we wanted
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Figure 6.8: Effect size d depending on the consistency of peer gradings ρpeer.
Each point is a sequence from s2019.

to identify a monotonous relation between them. Consequently, ρpeer and
|p1 − 50%| (see Section 6.2.2) are two independent predictors of the benefits
of a sequence. Thus, this analysis makes it possible to propose the following
recommendations.

Recommendation for System Designers: Formative assessment sys-
tems implementing a peer grading process should provide teachers with
the consistency of peer grading and feature flexibility regarding the selec-
tion of the rationales in the focus of the discussion (phase 3), especially
according to the consistency of peer grading.

Recommendation for Teachers Orchestration: If peer grading is
inconsistent (ρpeer < 0), teachers should focus on rationales for incorrect
answers during the discussion. Else (ρpeer ≥ 0), teachers should focus on

correct rationales during the discussion. 4

6.2.5 Peer Grading Phase and Learner’s Confidence

Degree during the First Vote

In Section 6.2.3, we identified no correlations between the consistency of
confidence degree and the benefits of a sequence. However, in Section 6.2.4,
we identified a correlation between the consistency of peers grading and a
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sequence’s benefits. These results led us to perform deeper studies about
these two consistency. We want to verify the following assumption: mis-
informed learners are not able to consistently grade peers rationales. As a
consequence, we make the hypothesis that consistency of peer gradings is
linked to the consistency of learners confidence degree.

Figure 6.9: Peer grading consistency ρpeer depending on the confidence con-
sistency ρconf . Each point is a sequence from s2019.

Figure 6.9 is a plot diagram of ρpeer according to ρconf . The Spearman
correlation between ρconf and ρpeer is 0.37 (p-value = 5e − 4 and 95% confi-
dence interval = [0.17 : 0.55]), which supports our hypothesis.

Based on these results, we argue that ρconf can serve two purposes. At
the end of the first vote, it can be used as a way to predict whether ρpeer is
expected to be high or not, and therefore determine whether the confronta-
tion phase should be skipped or not (which supports recommendation for
orchestration 2 and 3 of Section 6.2.3). And, during the debriefing phase, it
can be used as a substitute for ρpeer when the latter is not available (which
typically is the case when the confrontation phase was skipped).
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Recommendation for System Designers: Formative assessment sys-
tems implementing a two-votes-based process should feature flexibility
regarding the selection of the rationales in the focus of the discussion
(phase 3) according to the consistency of confidence degree.

Recommendation for Teachers Orchestration: When the confronta-
tion step was skipped as well as the second vote step:

• If learners are inconsistently confident (ρconf < 0), teachers should
focus on rationales for incorrect answers during the discussion.

• Else (ρconf ≥ 0), teachers should focus on rationales for correct

answers during the discussion. 5

6.2.6 Self-Grading as a Substitute for Peer Grading

Regarding factors about peer interactions, some studies about self-grading [51,
98] provide support for its use as a formative practice to improve perfor-
mances. Consequently, we make the hypothesis that there is a relationship
between the amount of self-rated students and the benefits of a sequence.

Figure 6.10: Effect size d depending on the percentage of learners who graded
themselves. Each point is a sequence from s2019.

Our results suggest that self-grading tends to nullify the effect size (see
Figure 6.10). The Spearman correlation between the effect size and the
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percentage of learners who performed self-grading returned a p-value equal
to 0.2 and a 95% confidence interval = [0.3 : 0.06]. In conclusion, there
is no significant relations between both variables. We explored the data
and found out that learners who graded themselves during the confrontation
of viewpoints tend to give their rationale the highest grade whether their
answer was correct or not. Based on s2019, we compared grades given when
learners graded themselves with grades given when learners graded peers (see
Figure 6.11).

Figure 6.11: Stacked bar chart of the grade attributed during our sequences
depending on the type of grading.

Since the grades from s2019 do not follow a normal distribution and the
observation within self- and peer- grading are independent, we used the non-
parametric Wilcoxon-Mann-Whitney test. The difference in means was sig-
nificant (95% CI = [-2:-1] and p-value = 2.3e−15). Furthermore, self-grading
was less consistent (ρselfr

= 0.139) than peer grading (ρpeerr
= 0.219).

These results reject our hypothesis and suggest that self-grading does
not benefit to learners within peer grading activities where learners have
to grade a set of explanations in a row and on a same page. An informal
discussion with 9 learners has been conducted and allowed us to make two
hypotheses. First, learners stated that they logically agree with themselves.
This implies that they do not revise their own answer based on peers ratio-
nales as expected. Second, learners know that rationales with the highest
grades are more likely to be noticed by teachers. Therefore, they game the
system in order to receive oral feedback from teachers during phase 3. In
other words, learners perceive this activity as competitive to catch teacher’s
attention.

Recommendation for System Designers: Peer grading activities
in formative assessment systems should not authorize self-grading as a
substitue for peer grading.

When self-assessment was initially implemented within Elaastic’s evalua-
tion phase, it was expected from learners to perform consistent self-assessment.
The main hypothesis was that a learner is supposed to give herself a more ad-
equate grade after she evaluated some of her peers’ rationales because these
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evaluations were expected to improve her knowledge compared to the one
she possessed when she provided her initial answer. Deeper analysis need to
be conducted in contexts where the competitive settings are reduced. One
of the options would be settings where learners see their own rationale a few
moments after their peers’ rationales, and where self-grading is not taken
into account to calculate the mean grade of a given answer.

6.2.7 Peer Grading per Learner as Configured by Teach-

ers

Confrontation of viewpoints in formative assessment is a challenging task.
Depending on the context (e.g. the physical location of learners or the na-
ture of the course), different ways to confront learners’ viewpoints can be
found in literature. Some implementation paired learners with their neigh-
bour in classes [40], whereas others involved teachers in the collective con-
frontation [110]. Therefore, we want to explore the impact of the number
of learners involved in such a confrontation. With Elaastic, the number of
learners involved in viewpoints confrontation is represented by the number
of peers rationales graded by each learner. The number of rationales each
learner grades is chosen by teachers when configuring the sequence (see Sec-
tion 5.1). We believe that the effect size of a sequence is related to such a
number.

Since there were not enough sequences configured with 1 grade on one
side, and with 4 grades on the other, we ran a statistical test with various
grouping methods. Table 6.2 summarises the results of the mean effect size
comparison of two groups of sequences. As an example, the first row shows
the results of the two-sample test between sequences where each learner had
to grade 1 or 2 rationales (group 1) and sequences where they had to grade
3 rationales (group 2). For each grouping method, we used the parametric
t-test when the effect size is normally distributed (determined thanks to
the Shapiro-Wilk normality test) and the non-parametric Wilcoxon-Mann-
Whitney test otherwise. As shown on the last column of Table 6.2, the
number of learners involved in the peer grading activity has no significant
impact regardless of the grouping method, which rejects our hypothesis.

Recommendation for System Designers: Formative assessment sys-
tems should feature flexibility regarding the number of peers involved in
confrontation of viewpoints.
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Group 1 Group 2 two-sample test
nb
grades
given

mean sd nb
grades
given

mean sd 95% CI p-value

1, 2 0.18 0.39 3 0.26 0.42 [−0.13 : 0.3] 0.42 (*)
1, 2 0.18 0.39 4, 5 0.29 0.34 [−7e − 5 : 0.3] 0.17
3 0.26 0.42 4, 5 0.29 0.34 [−0.2 : 0.14] 0.73 (*)
1, 2 0.18 0.39 3, 4, 5 0.28 0.38 [−0.28 : 3e−5] 0.17
1, 2, 4, 5 0.25 0.36 3 0.26 0.42 [−0.14 : 0.16] 0.75
1, 2, 3 0.23 0.41 4, 5 0.29 0.34 [−0.2 : 0.07] 0.41

Table 6.2: Results of the two-sample test with various grouping methods of
our sequences (* with parametric t-test).

Recommendation for Teachers Orchestration: Teachers can decide
the number of peers involved in viewpoints confrontation.

6.3 Discussion

6.3.1 Regarding the Research Questions

Our first research question was ”Which useful information can be inferred
from the analysis of data gathered from a tool used in authentic contexts?”.
The analysis that we performed allowed us to answer it by identifying use-
ful correlations between various aspects of learners’ behavior along the two-
votes-based process. In brief, our results suggest that benefits of two-votes-
based sequences depend on the proportion of correct answers’ distance from
50% at the first vote as well as the consistency of peer grading. Confidence
consistency of learners also plays a role in determining the consistency of
peers’ evaluation during the confrontation phase.

Our second research question was How can such information contribute
to support orchestration of formative assessment processes? We provided
answers to this question by suggesting recommendations for orchestration
to teachers. Moreover, based on prior works, our recommendations can be
used to provide an evidence-based orchestration model described in the next
subsection.
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6.3.2 Implications for Research and Practice: Improv-

ing Vickrey’s model

Based on the metrics we identified, our goal is to design interventions that
are intended to help teachers make decisions that benefit to learners. In
prior works, Vickrey proposed a model designed to support orchestration of
Peer Instruction [155]. With such a model as a basis, we introduced deci-
sion nodes according to the different findings presented before. Figure 6.12
exposes these nodes, and summarises our deterministic recommendations for
orchestration of formative assessment sequences. At the end of the first vote,

Figure 6.12: Orchestration model of two-votes-based processes based on [155].
Each white number represents the matching recommendation for orchestra-
tion.

two indicators are available: the proportion of correct answers as well as the
consistency of learners’ confidence degree. Therefore, decision nodes labeled
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2, 3 and 5 recommend teachers to take different actions depending on their
value. Teachers are recommended to skip phase 2 when there a lot of correct
answers or when there are few correct answers and learners are inconsistently
confident. Skipping phase 2 is expected to prevent sequences from having a
negative outcome such as ending up. Another possible recommendation for
teachers at the end of the first vote is not to skip the confrontation phase
but to provide learners with hint beforehand. This is the case when there are
few correct answers but learners are consistently confident. Similarly, at the
end of the second vote, two more indicators are available: the benefits of the
sequence as well as the consistency of peer evaluation. Therefore, decision
nodes labeled 1 and 4 recommend teachers to lead the discussion phase one
way or another depending on their value. Such discussion must be detailed
if the sequence is not beneficial. It must also focus on correct answers when
peer grading is consistent or when there was no confrontation phase and
learners confidence degree was consistent.

6.3.3 Limitations

The main limitations of our study come from the dataset itself. The 104
sequences we analysed address mainly STEM-related topics from higher ed-
ucation courses. A broader study including sequences from various topics
and educational levels could help to refine our findings. Furthermore, the
analysis only identified significant but fairly weak correlations (∼ 0.3).

In the context of multiple choice answers, if a learner obtains a score
of 33/100 during the first vote and 66/100 during the second vote, both of
her answers are considered as wrong (because their score is not equal to
100), and the information stating that she improved is lost. Even though
multiple choice questions are only a small portion of s2019 (∼ 10%), a deeper
study addressing this distinction would be a more adequate way to refine our
results.

Moreover, as stated earlier, Elaastic does not capture all learning inter-
actions in a face-to-face context, thus making us unable to identify every
decisive aspects of a formative assessment sequence such as its context (i.e.
the subjects and themes of the questions) as well as oral and informal inter-
actions between learners and teachers.

Finally, we considered rationales associated to correct answers as correct
rationales. However, learners can answer correctly and provide incorrect ra-
tionales. Consequently, if learners give a low grade to an incorrect rationale
corresponding to a correct answer, ρpeer will decrease even though this ratio-
nale was rightfully given a low grade. Such a possibility is not addressed by
our works regarding the quality of peer interactions.
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6.4 Conclusion of the Empirical Study

Based on literature and on a dataset gathered from the usage of a two-votes-
based process in an authentic learning context, we proposed to study interac-
tion data to answer our research questions. We answered RQ1 by highlighting
new understandings of formative assessment, and providing system design-
ers with evidences intended to help them to design a formative assessment
system. We answered RQ2 by identifying useful indicators to assist teachers
when orchestrating a face-to-face formative assessment sequence, and infer-
ring a deterministic orchestration model designed for synchronous settings
based on a previous orchestration model. The next part of this manuscript
will focus on implementing and evaluating this new process.
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This chapter describes Elaastic 5.0, the new version of Elaastic that we
implemented to evaluate the new orchestration model. More precisely, Sec-
tion 7.1 describes features that would enable teachers to conduct sequences
according to our orchestration model. Section 7.2 shows the implementation
of recommendations for orchestration as well as the way they are explained.
Then, Section 7.3 details internal features of the system that will allow us to
track teachers’ interaction with the system. The last section is 7.4. It details
the features we implemented to facilitate usages of Elaastic and therefore en-
courage teachers to incorporate it within their formative assessment practices
so that we can collect as much data as possible.

7.1 Enabling The New Orchestration Model

Implementing our new orchestration model within Elaastic would require
teachers to be able to make specific orchestration decisions in accordance with
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the new model, such as skipping a phase or selecting rationales according to
a specific criterion.

7.1.1 Implemented Orchestration Features

First of all, as shown in Figure 7.1, we added a button in the steps panel
to allow teachers to skip phase 2 (which is the confrontation step and the
second vote step) at the end of phase 1 and directly start phase 3 (which is
the discussion step).

Figure 7.1: Button to skip phase 2 and directly enter into phase 3 after the
end of phase 1.

We also provided additional features regarding the selection of rationales
by teachers. First of all, the rationales that appear under the diagrams are
now the ones identified by the recommendation model. Let us note that, by
default, best graded rationales for correct answers used to be the ones shown
to users (see Section 5.3).

In addition to that, we added a new set of rationales in the rationale
popup window that was originally meant to display all rationales. As shown
in Figure 7.2, it gathers all the recommended explanations filtered and or-
dered according to our decision making model. As an example, when teachers
are recommended to focus on rationales related to incorrect answers because
ρconf < 0, this set of rationales contains those related to incorrect answers
ordered by descending confidence degree. When teachers are recommended
to focus on rationales related to the correct answers because ρpeer > 0, this
set gathers the matching rationales and orders them by descending mean
evaluation provided by peers. Since the confidence degree sometimes is a
meaningful criterion to determine which rationale should be at the focus of
the discussion phase, the interface of the teacher now displays the learner’s
confidence degree for each rationale, as shown in Figure 7.3. On this figure,
we can now see that Joe Walson selected answer 1 and selected ”Confident”
as his confidence degree.
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Figure 7.2: New set of rationales to display the recommended rationales.

Figure 7.3: Displaying the writer’s confidence degrees on each rationales
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7.1.2 Providing Teachers with Relevant Indicators

In order to make decisions, teachers must be provided with the value of some
indicators that are relevant to the decision they are expected to make. As an
example, according to decision node 5 of our orchestration model shown in
Figure 6.12, teachers must be able to directly engage in phase 3 (discussion
step) without having to go through phase 2 (which is the peer grading step
and the second vote step). To do so, they need to be provided with ρconf

and p1 that represent the relevant indicators determining the next decision
to make. To this end, we designed histograms to expose our indicators and
their values. When it comes to p1 and d, graphical representations already
exist within Elaastic (see Figure 7.4 for p1 and Figure 7.5 for d). Based

Figure 7.4: Design to illustrate p1

Figure 7.5: Design to illustrate d

on these histograms, teachers can easily see an infer relevant such as ”The
second vote has more correct answers than the first one.”
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However, the previous version of Elaastic did not include visualisations for
ρpeer and ρconf . Hence, new graphical representations summarising learners
confidence degree and peer evaluations had to be designed. To this end, we
originally based our design on Nash’s paper about the best way to plot data
based on Likert scales [126]. In these works, the chosen design is a diverging
stacked bar chart. Figures 7.6 and 7.7 shows such initial design in order to
illustrate respectively ρpeer and ρconf .

Figure 7.6: Initial design to illustrate ρconf .

Figure 7.7: Initial design to illustrate ρpeer.

We collected users’ opinion about this design during a workshop with 3
teachers in secondary education and obtained the following feedback:

• ”The diagram is hard to understand because the bottoms of the bars are
not visually aligned.”

• ”It’s counter-intuitive to have negative percentages on the y-axis.”
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• ”The design is not a satisfying explanation regarding the recommenda-
tion because I can hardly compare the mean confidence degree of learn-
ers who provided the correct answer with the mean confidence degree
of learners who didn’t. I have to mentally combine the bars of all the
answers grouped by correctness.”

The reason why Nash’s proposal was not satisfying might come from the
difficulty to compare percentages across different groups. As an example,
it is hard to compare the percentages that represent learners who provided
correct answers and reported that they are ”Totally confident”, with those
who reported the same confidence degree but provided incorrect answers.
This might be due to the fact that the bold blue bars representing these
information are not next to each other, and can hardly be compared when it
comes to their sizes. We thus designed an alternative solution presented in
Figures 7.8 and 7.9, which are grouped bar charts. The two groups of correct
and incorrect answers face each other, and a tooltip allows to show the exact
numeric percentages of each bar.

Figure 7.8: Final design to illustrate ρconf .

Figure 7.9: Final design to illustrate ρpeer.

We made these histograms available in the main result panel of the teacher
interface, as shown in Figure 7.10.



7.2. IMPLEMENTATION OF EXPLAINABLE RECOMMENDATIONS85

Figure 7.10: Histograms added to the results frame of the teacher interface.

7.2 Implementation of Explainable Recommen-

dations

However, enabling such features do no guarantee that teachers will make a
decision in accordance with the new model. Consequently, we must enable a
feature that provides teachers with recommendations for orchestration. Such
recommendations imply that our analysis on the benefits of our recommen-
dation model is heavily dependent on the way teachers will perceive them.
Related works about explainability emphasized the importance of being able
to justify recommendations provided to users of a system [124] in order to
earn their trust. Therefore, we propose to provide explanations alongside
the recommendations since it is expected to make teachers trust the system
more [147].

7.2.1 Content of the Explanations

Recommendations could be explained by comparable items that the user
is familiar with [130]. In our case, such items would be other sequences.
Specifically, the relevant sequences are the ones we analysed to design our
orchestration model. Therefore, the associated explanation to a recommen-
dation could be that we observed other similar sequences in our study, and
that those sequences did not lead to the best learning results.
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However, our indicators are based on latent variables that are hard to
explain and therefore have no intuitive meaning [32]. In other words, simply
providing teachers with the values of indicators in natural language as expla-
nations would not be a satisfying explanation. As an example, when teachers
are recommended to provide learners with hint before engaging them in the
confrontation phase, the explanation ”There are less than 30% of correct an-
swers and learners confidence degrees are consistent.” is hard to understand
because the consistency of confidence degree is based on latent variables.
As a solution, we can leverage the properties for particular values of our
indicators to design more understandable explanations.

Our second concern is that such an explanation leans heavily on the
quantitative aspect of our study. Some studies argued that explanations
based on probability and statistical generalisation do not satisfy users [105].
Consequently, we decided to provide teachers with explanations by adding
qualitative arguments supported by graphical representations. The qualita-
tive explanations we can use are the ones from the literature from which our
hypotheses of Section 6.2 originated from. As an example, when there are
a lot of correct answers, we should provide teachers with this information
and with comparable sequences, but we should also provide the following
qualitative explanation: Learners have enough knowledge to answer correctly
alone.

Based on these proposals, Table 7.1 and 7.2 summarise the explanations
for every relevant case of our orchestration model.
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Indicator Case Property Qualitative explanation
< 30% Less than 30% of the an-

swers are correct.
Learners might not
have enough knowledge
about the topic.

p1 > 70% More than 70% of the
answers are correct.

Learners might have
enough knowledge to
answer correctly alone.

< 0 The confidence degrees
reported by students are
not consistent.

Learners who provided
a correct answer are
less confident than
those who provided an
incorrect one, which
means that the ra-
tionales might not be
correctly evaluated by
peers during phase 2.

ρconf > 0 The confidence degrees
reported by students are
consistent.

Learners who provided
a correct answer are
more confident than
those who provided an
incorrect one, which
means that the ratio-
nales might be correctly
evaluated by peers
during phase 2.

= 0 Learners who provided
a correct answer have
an identical mean confi-
dence degree than those
who provided an incor-
rect one.

Learners who provided
a correct answer are as
confident as those who
provided an incorrect
one, which means that
the rationales might be
correctly evaluated by
peers during phase 2.

Table 7.1: Explanations at the end of the first vote.
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Indicator Case Property Qualitative explanation
< 0 The confidence degrees

reported by students are
not consistent.

This means that ratio-
nales for incorrect an-
swers are associated to
higher confidence degrees
than the others.

ρconf > 0 The confidence degrees
reported by students are
consistent.

This means that ratio-
nales for correct answers
are associated to higher
confidence degrees than
the others.

= 0 The confidence degrees
reported by students are
consistent.

This means that ratio-
nales for incorrect an-
swers are associated to
confidence degrees that
are, in average, equal to
those associated to ratio-
nales for correct answers.

< 0 Rationales associated to
a correct answer have a
lower mean grade than
those associated to an in-
correct one.

This means that correct
answers are less popular
than incorrect ones.

ρpeer > 0 Rationales associated to
a correct answer have a
lower mean grade than
those associated to an in-
correct one.

This means that correct
answers are more popu-
lar than incorrect ones.

= 0 Rationales associated to
a correct answer have
an identical mean grade
than those associated to
an incorrect one.

This means that correct
answers are as popular as
incorrect ones.

< 0 The second vote has less
correct answers than the
first one.

This means that the eval-
uation phase was harm-
ful to learners.

d = 0 The second vote has
as many correct answers
than the first one.

This means that the eval-
uation phase was not
beneficial to learners.

> 0 The second vote has
more correct answers
than the first one.

This means that the eval-
uation phase was benefi-
cial to learners.

Table 7.2: Explanations for the discussion phase.
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7.2.2 Presentation of the Explanations

Even though explanations are expected to satisfy users’ curiosity, they can
actually have undesired outcomes such as suppressing such curiosity or rein-
forcing flawed mental models [71]. This can happen when the explanations
provide too much details [71]. Therefore, we propose that teachers choose
the level of details regarding the explanations for recommendation by making
them optional. As shown in Figure 7.11, a recommendation can be provided
alongside a short explanation. If the curiosity of the teacher is not satisfied,
she can click on ”Read more” to be provided with a more detailed explana-
tion. Figure 7.12 shows an example of such explanation.

Figure 7.11: Recommendation: 1st level of detail for the explanations
.

Figure 7.12: Recommendation: 2nd level of detail for the explanations.

By clicking on the various statements of this textual explanation, teachers
can be shown the histogram we designed to summarise the relevant indicator.
As an example, Figure 7.13 shows the diagram that is meant to illustrate that
ρconf < 0.

Finally, if the curiosity of the teacher is still not satisfied, she can click on
”Read the full study” to read the paper we published to justify our model [8].



90 CHAPTER 7. IMPLEMENTATION

Figure 7.13: Recommendation: 3rd level of detail for the explanations.

7.3 Action Tracking

In order to facilitate our data analysis, we also implemented a tracking feature
in our new version of Elaastic. Teachers’ clicks, actions and decisions are
collected and stored in the database. The new actions that are now recorded
are the followings:

• Decisions when orchestrating the sequence such as starting, stopping
or skipping a phase.

• Popups opened such as the explanations or the one that contains all
learners’ rationales.

• Navigation through the main result frame such as clicking on a tab to
see a specific histogram or updating the results.

• Navigation through any popup such as clicking on a set of rationales
to show or hide a content.

These actions are being saved in a format designed to facilitate conversion
to xAPI format [14]. Figure 7.14 shows a simplified xAPI statement schema.
We based our design on this figure and implemented a feature that saves the
actions as described in Table 7.3: All the other elements of the ”context”
part of the xAPI schema can be retrieved from the sequence id.
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Figure 7.14: Simplified xAPI statement schema.

xAPI equivalent Data label examples

actor
user id 12, 18, 200
role Teacher, learner

verb action open, close, start, skip, stop,
click, update

object object rationales popup, results, phase 2
timestamp date and

time
2022-05-24 16:36:01, 2015-12-01
00:00:45

context sequence
id

21, 23, 1

Table 7.3: Format of the actions saved.

7.4 Additional documentation

Finally, to improve usability for teachers, we added documentation within
the platform. As Figure 7.15 shows, a new button appears on the left menu.
By clicking on this button, two options appear. Teachers can trigger an
onboarding [99] sequence by clicking on ”Quick start”, or go to the online
documentation by clicking on ”Online help” (see Figure 7.16).

In this chapter, we presented how the new orchestration model has been
implemented within the new version of Elaastic. We involved final users in
some of critical parts of the implementation approach with a small focus
group, while taking into account insights from the literature. In the next
chapter, we analyse data issued from the usage of Elaastic 5.0.
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Figure 7.15: Help button on the left menu.

Figure 7.16: Online documentation.
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Back to our research questions (see Section 4.1), we provided answers to
RQ1 by identifying meaningful information that can be inferred from the
analysis of data gathered from Elaastic. We also proposed answers to RQ2
by designing orchestration practices based on this meaningful information.
After having implemented our recommendation for teachers orchestration
within Elaastic, we collected data from teachers usage of Elaastic 5.0 and
analyse them. The next step of our research is to evaluate the effectiveness
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of the orchestration recommendations regarding the benefits of a formative
assessment sequence. Therefore, Section 8.1 computes the expected values
of our orchestration model. More precisely, based on the sample we analysed
in Chapter 6 that we named s2019, we want to compute the average benefits
of our model (i.e. the mean effect sizes of the sequences) as well as the
percentage of beneficial sequences that our model leads to. These expected
values will be our reference point for our analysis of the data collected from
Elaastic 5.0 and described in Section 8.2. We analyse these data in Section 8.3
and 8.4. Finally, Section 8.5 discusses the results.

8.1 Expected Values of the Orchestration Model

Since our orchestration model was designed based on findings that where
meant to improve sequences benefits, we want to focus on the effect of such
model on our already existing sample that we analysed in Chapter 6. We will
compute the distribution of outcomes (percentage of beneficial, not beneficial
and harmful sequences) as well as the average benefits (effect size d). We
name such outcomes and benefits the expected values.

In order to calculate the expected values of our orchestration model, we
analysed some sequences from s2019. More precisely, we analysed the sub-
group of s2019 that contains all the sequences of s2019 that are in accordance
with the model. Sequences in accordance with the model are sequences where
the model would not have skipped the phase 2 according to the relevant
indicators. We name the resulting subgroup of 71 sequences s model2019.
Figure 8.1 shows the distribution of the outcome of sequences for s2019 and
s model2019. Based on this figure, we can see that s model2019 has better
outcomes (i.e. more beneficial sequences and less harmful and non benefi-
cial sequences). Figure 8.2 compares both sample through the kernel density
of the effect size d. This figure shows that s model2019 has overall better
benefits than s2019 as expected. To verify if this difference is significant, we
need to run a statistical test. Since s model2019 is a subgroup of s2019, the
adequate statistical test is not the comparison of the mean effect sizes of
s2019 and s model2019. Instead, we need to compare the mean of s model2019

and the sequences of s2019 that are not in s model2019. This is because the
test of whether a subgroup differs from the whole group is identical to the
test of whether the subgroup differs from the remainder of the group [39]. A
wilcoxon test that compared the mean effect sizes of both groups returned a
p-value equal to 5.55e−5 and a 95% confidence interval equal to [0.15 : 0.44].

Our results suggest that the model improves sequences outcomes and
benefits. More precisely, our expected values are 76% of beneficial sequences
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Figure 8.1: Outcome of sequences for s2019 and s model2019.

and a mean effect size d equal to 0.35.

We can analyse the data collected from Elaastic 5.0 to see how the au-
thentic usage of Elaastic 5.0 is close to these expected values. However,
such a usage and results heavily depends on teachezrs’ willingness to follow
the recommendations or not. Therefore, we propose the following hypothesis:

”H.1: Teachers follow the explainable recommendations that are based on
the orchestration model.”

Furthermore, based on the expected benefits that we computed, we anal-
yse the sequences that we obtained from teachers usage of our orchestration
model and compute the actual value. By ”actual value”, we mean to desig-
nate the distribution of outcomes of these newly obtained sequences as well
as their benefits. Consequently, we want to verify this second hypothesis:

”H.2: Actual values of sequences where teachers are provided with recom-
mendations based on the orchestration model are not significantly lower than
the expected values.”



96 CHAPTER 8. EVALUATION

Figure 8.2: Kernel densities of s2019 and s model2019.

8.2 Data Collection

This section describes the data we collected since we implemented the new
orchestration model into Elaastic. We describe our dataset in subsection 8.2.1
and our selected sample in subsection 8.2.2.

8.2.1 Description of the Dataset

The dataset has the same properties as the one described in subsection 6.1.1.
However, it is extended with additional event logs. Figure 8.3 is a simpli-
fied UML class diagram that provides a summary of this new dataset. In
this figure, the red frame represents the new elements we introduced. Since
Elaastic 5.0 was deployed, we managed to collect 212 sequences conducted
by 19 teachers, where 584 learners provided 2,629 answers and performed
23,637 peer ratings mainly in secondary education.
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Figure 8.3: Summary of the dataset of Elaastic 5.0 .

8.2.2 Description of the Sample

In order to conduct our evaluation analysis, the whole dataset has once again
been filtered in order to reduce influential external factors and outliers ac-
cording to the same criteria as the empirical study mentioned in Part III
(see Section 6.1.2). Figure 8.4 summarises the filter criteria as well as the
amount of sequences that resulted from each one. We ended up with 118 se-
quences conducted by 5 teachers, where 436 learners provided 1,988 answers
and performed 6,036 peer ratings. In 4 of these sequences, the confrontation
step and second vote step were skipped. Therefore, some indicators can not
be computed for them such as the effect size d and ρpeer. Table 8.1 sum-
marises the topics of the 118 sequences of the sample, named s2022. Let us



98 CHAPTER 8. EVALUATION

Figure 8.4: Summary of the filtering criteria applied to our dataset. The blue
bar represents the 118 sequences of the final sample for our data analysis.

Topic Number of sequences

Chemistry 68
Sociology 33
Biology 13
History 2
Mathematics 2

Table 8.1: Summary of our 118 sequences per topic.

also note that the data collected are from usages of Elaastic 5.0 in secondary
education whereas our model was designed based on sequences collected in
higher education. Such a difference is taken into account when discussion
the results.

Figure 8.5 summarises the effect size of all the sequences of s2022. The
sample contains 72 beneficial sequences, 28 non beneficial sequences, 14
harmful sequences and 4 sequences where phase 2 was skipped.

8.3 Data Analysis

8.3.1 Teachers and Recommendations

In this section, we want to verify the hypothesis H.1 (i.e., teachers follow the
recommendations for orchestration). We focus on recommendations provided
to teachers at the end of phase 1 (since the other ones have no influences on
sequences benefits), which include:
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Figure 8.5: Our new sample compared to isovalues of the Cohen’s d effect
size: no effect (d = 0), small (d = 0.2), medium (d = 0.5), large (d = 0.8),
and very large (d = 1.2). Each point is a sequence from s2022.

• Teachers are recommended to provide hints to learners before proceed-
ing with phase 2.

• Teachers are recommended to skip phase 2 and directly proceed with
the discussion phase.

• Teachers are presented with no recommendations, which implies that
they can proceed with phase 2.

Based on the tracking feature we implemented, we detected whether teachers
followed our recommendations at the end of phase 1. We can not discuss here
hints delivered by teachers to learners, because those oral interactions are not
captured by Elaastic 5.0. Let us note that, at the time of implementation,
we chose [30% : 70%] as our ideal interval for p1 instead of [30% : 80%].
However, we made sure that such difference with the interval did not impact
the results presented in the remaining of this chapter. Teachers were thus
recommended to skip phase 2 when:



100 CHAPTER 8. EVALUATION

Recommendation

Teachers decision
Skip

phase 2

Start

phase 2

Skip phase 2 2 47
Start phase 2 2 67

Table 8.2: Contingency table of recommendations regarding phase 2, com-
pared to teachers’ final decision.

• p1 > 0.7.

• p1 < 0.3 and ρconf < 0.

Table 8.2 summarises teachers’ decision depending on whether they were
recommended to skip phase 2 or not. Teachers act in accordance with the
recommendation 69 times out of 118 sequences (≈ 58%). Out of the 49
sequences where the recommendation to skip phase 2 appeared, they followed
it 2 times (≈ 4%). When they where not provided with any recommendation
(which implies that they can start phase 2), they act in accordance with the
model 67 times out of 69 (≈ 97%). We also ran a χ

2 test to verify whether
there is a relationship between teachers’ decision and the recommendation
or not. We obtained a p-value equal to 1. This result strongly suggests that
there is no relationships between recommendations and teachers’ decisions.

As a conclusion, recommendations provided to teachers at the end of
phase 1 do not influence their final decision. After an informal discussion
with some teachers, it would appear that most of them actually did not see
the recommendations. This is reinforced by the fact that, according to the
tracking of teachers actions, none of them clicked on the ”Know more...”
button next to these recommendations.

8.3.2 Comparing s2022 with expected values

This section aims to verify hypothesis H.2. In this analysis we removed
sequences where phase 2 was skipped because the outcomes and benefits
can not be computed without phase 2 (because there is no second vote to
compute d). In order to compare the expected values with the actual values,
we compared expected values based on s2019 with s2022. Figure 8.6 shows
the distribution of the outcome of s2022 compared to the expected values.
Figure 8.7 compares both sample through the kernel density of the effect size
d. Both figures suggest that the expected values are better than the actual
ones. A mean comparison of d through a Wilcoxon test return a p-value
equal to 0.02 and a 95% confidence interval equal to [0 : 0.25].
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Figure 8.6: Outcome of sequences from s2022 compared to expected values.

As a conclusion, our new implementation of Elaastic have significantly
lower values than expected. This result is not surprising, as teachers did not
follow the recommendations (see Section 8.3.1). Another analysis that does
not account for teachers decision to follow the recommendations need to be
conducted. Consequently, in the next section, we explore the sequences of
our sample that were delivered according to the model.

8.3.3 Comparing s model2022 with expected values

According to Table 8.2, 69 sequences of the whole sample were delivered in
accordance with the decision recommended by the model. However, for 2
of these 69 sequences, phase 2 was skipped and their benefits could not be
computed. We name the resulting sample of 67 sequences s model2022.

Figure 8.8 shows the distribution of the outcome of sequences for s model2022

compared to expected values. Based on this figure, we can see that s model2022

is close to the expected values. More precisely expected values have a similar
proportion of beneficial sequences. However, when it comes to harmful and



102 CHAPTER 8. EVALUATION

Figure 8.7: Kernel densities of the effect size d of s2022 compared to expected
values.

non beneficial sequences, the similarity is not as obvious. Figure 8.9 compares
both sample through the kernel density of the benefits. This figure shows
that expected values has overall better benefits than s model2022. A wilcoxon
test comparing the means benefits of s model2019 and s model2022 returned a
p-value equal to 0.11 and a 95% confidence interval equal to [0 : 0.21] which
is not significant enough. In other words, s model2019 and s model2022 have
non significantly different results.

In conclusion, sequences where teachers act in accordance with the rec-
ommendations, have overall better results than all the sequences. This means
that, if teachers had followed all the recommendations, they would have sig-
nificantly more beneficial sequences as well as higher average benefits. More
precisely, the actual results that they would have obtained would be close to
the theoretical expected results that we obtained when designing the model.

The next section focuses on cross validating the finding from the first
iteration.
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Figure 8.8: Outcome of sequences from s model2022 compared to expected
values.

8.4 Verifying the Findings from the First It-

eration

In this section, we want to take advantage of this new sample to verify
whether the findings from which our orchestration model originated are also
verified with this new sample. The exact findings that we want to perform are
the ones from subsections 6.2.2, 6.2.3, 6.2.4 and 6.2.5 since they are the ones
that led to recommendations for orchestration designed to have an influence
on sequences benefits and outcomes.

8.4.1 Proportion of Correct Answers during the First

Vote

The first finding we want to verify is the one mentioned in Section 6.2.2,
namely, the correlation between d and |p1 − 0.5|. Results appear in Fig-
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Figure 8.9: Kernel densities of the effect size d of s model2022 compared to
expected values.

ure 8.10, and we computed the Spearman correlation between |p1 − 0.5| and
d. It is equal to -0.17 with a p-value = 0.07 and a 95% confidence interval
equal to [-0.35:-0.01], which suggests that the hypothesis is verified but the
correlation is weaker and not significant.

8.4.2 Learners Confidence Degree and Proportion of

Correct Answers during the First Vote

The next finding is the one from subsection 6.2.3 which suggested leveraging
ρconf and p1 in order to design recommendations for teachers. Figure 8.11
shows the benefits of sequences depending on the proportion of correct an-
swers at the end of first vote and the consistency of confidence degree. Based
on the mean effect sizes observed on this figure, ρconf seems to play a sig-
nificant role when p1 < 30%. The effect size is normally distributed (as
computed by the Shapiro-Wilk test which returned a p-value equal to 0.15)
and both groups have homogeneous variances (F test returned a p-value equal
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Figure 8.10: The effect size d of the sequences from s2022 depending on the
distance between p1 and 50% with 95% confidence intervals. The last bar
has too few sequences to compute a meaningful confidence interval.

to 0.91). We can therefore use a t-test to compare the mean benefits of se-
quences grouped by consistency of confidence degree (ρconf < 0 or not) when
p1 < 30%, which returned a significant difference (p-value = 7e − 3 and 95%
confidence interval = [0.1 : 0.6]). This finding thus applies to our sample as
well, and is even more significant than it was for s2019.

8.4.3 Peer Grading Phase and Sequence Benefits.

In Section 6.2.4, we explored the relation between ρpeer and d. Figure 8.12
shows a plot diagram of the same analysis applied to the new sample. The
Spearman correlation between ρpeer and d is 0.15 with a p-value = 0.12 and
a 95% confidence interval equal to [−0.04 : 0.32], which is inconclusive for
this finding.

8.4.4 Peer Gradings Phase and Learner’s Confidence

Degree during the First Vote

Finally, we want to verify the finding from Section 6.2.5. We identified a
correlation between the consistency of confidence degree (ρconf ) and the con-
sistency of peer gradings (ρpeer).

Figure 8.13 is a plot diagram of ρpeer according to ρconf for s2022. The
Spearman correlation between ρconf and ρpeer is 0.33 (p-value = 3e − 4 and
95% confidence interval = [0.16 : 0.49]), which supports our finding.
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Figure 8.11: Kernel density estimates and mean of the effect size (d) of our
sequences depending on the confidence consistency (ρconf ) and the proportion
of correct answers at the first vote (p1).

Figure 8.12: Effect size d depending on the consistency of peer gradings ρpeer.
Each point is a sequence from s2022.



8.4. VERIFYING THE FINDINGS FROM THE FIRST ITERATION 107

Figure 8.13: Peer grading consistency ρpeer depending on the confidence con-
sistency ρconf for s2022. Each point is a sequence from s2022.
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8.5 Discussion

In this chapter, we analysed the data obtained from the usage of Elaastic
5.0 and obtained results that suggest that this new version of Elaastic does
not improve sequences outcomes and benefits. However, we provided ev-
idence that shows that this result can be explained by teachers not seeing
(and therefore not following) the recommendation that are provided to them.
This suggests that our implementation of explainable recommendations is not
effective. An informal discussion with some teachers suggests that orches-
trating a two-votes-based sequences with Elaastic is a very heavy task on a
cognitive level. This would explain why teachers from our sample which, in
addition to that, were mainly newcomers to Elaastic, did not notice the rec-
ommendations. Based on cognitive load theory [144], we believe that future
works should focus on a version of Elaastic that would prevent teachers from
being overloaded with information.

Consequently, we performed another analysis without accounting for se-
quences where teachers were not in accordance with the recommendation.
This analysis provided evidences that, if teachers had followed the recom-
mendations, the outcomes and benefits of sequences would have been close
to their theoretical expected values. As a consequence, our orchestration
model can actually improves benefits for learners compared to the basic ver-
sion of two-votes-based process. More precisely, as contribution of this thesis,
we provided evidences that show that, when teachers make decision in accor-
dance with our orchestration model (i) sequences benefits are significantly
increased (ii) the outcomes of sequences in term of benefits is improved.

In addition to that we performed analysis that were intended to ver-
ify the robustness of our orchestration model by verifying our findings from
Chapter 6. This was done because the two samples had different character-
istics. The sample from our first empirical study was from higher education
and addressed mainly computer science related topics whereas the sample
we collected for the evaluation of our orchestration model was from sec-
ondary education ann had a more balanced representation of its topics and
addressed notably chemistry and biology. With this analysis, we provided
evidences that show that our contributions from the first iteration fits sec-
ondary education as well as evidences that show that our contributions from
the first iteration fits other topics. However, we could not draw any conclu-
sion regarding a finding based on our sample collected for evaluation of our
orchestration model. More precisely, the correlation between consistency of
peer grading and benefits of a sequence could not be verified in the latest
sample. We believe that this might be due to the difference of level since
a previous study suggests that the impact of peer assessment on student



8.5. DISCUSSION 109

performance vary from a level education to another [51]. Another empirical
review of very few studies led to preliminary results that suggest that anony-
mous peer review activities lead to better performance in higher education
than in the secondary education [113]. However, these studies do not provide
strong enough evidences. More generally, since most of the study on peer
assessment occur in higher education, there is a gap of knowledge regarding
such effects in secondary education [152].
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Chapter 9

Conclusion

9.1 Summary

We introduced formative assessment and demonstrated its effectiveness for
improving learning results based on literature. Then, we emphasized feed-
back’s importance within formative assessment practices and stated that con-
ducting such practices is a challenging task for teachers. As a consequence,
we addressed the following research questions:

• RQ1 - Which useful information can be inferred from the anal-

ysis of data gathered from a tool used in authentic contexts?

• RQ2 - How can such information contribute to improve for-

mative assessment processes orchestration?

To answer these questions, we proposed to conduct learning analytics re-
lated research. As a consequence, we collected data issued from a formative
assessment tool that proposed an implementation of a family of processes
we identified and called the two-votes-based processes. With these data,
we conducted analysis that resulted in findings about formative assessment.
Such findings are contributions that address RQ1. Regarding RQ2, based
on these findings, we managed to propose recommendations for engineers de-
signing formative assessment systems (particularly two-votes-based formative
assessment systems). We also designed recommendations for orchestration
intended to help teachers in their practice of formative assessment and we
compiled them to propose an orchestration model. We put this model to the
test by implementing it and collecting data again. Even though the analysis
of these data provided encouraging results, it provided evidences that some
improvement can still be made to make the formative assessment system
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significantly more beneficial to learners. More precisely, formative assess-
ment system implementing our recommendations are required to improve
the human-computer interaction related feature regarding recommendations
so that teachers are more likely to follow them.

9.2 Future Works

9.2.1 Short Term: New Version of Elaastic

As short terms future works, we would like to conduct analysis with the
data collected after we changed our ideal interval for recommendations from
[30% : 70%] to [30% : 80%]. Indeed, the ideal interval that we identified
when implementing Elaastic 5.0 was [30% : 70%] but new evidences led us
to believe that [30% : 80%] was a better suited interval.

Even though our model returned satisfying results regarding the effect
sizes (e.g. the benefits) of the sequences in general, it would appear that it
mainly reduces the occurence of non beneficial sequences instead of reducing
the occurence of harmful sequences as well (see Figure 8.1). This might sug-
gest that our model encourages learners to change their initial answer much
more than it prevents them from changing from wrong to right. A previous
study from Smith analyses learners response switching in Peer instruction
context and suggests that is correlated with their self-efficacy and the dif-
ficulty of the question [104]. These two statements can be at the core of a
future analysis.

In addition to that, the next intervention to measure learners benefits
should focus on improving Human-Computer Interaction related issues re-
garding our recommendations for orchestration. As demonstrated in Sec-
tion 8.3.1, it would appear that teachers do not see the recommendations
that are provided to them, which prevent them from maximizing the ben-
efits of their sequences. As a consequence, we want to improve the way
recommendations are presented to teachers by adding more visual artefacts
that would support such recommendations. Figure 9.1 is a mockup of our
proposition for a possible next iteration of data collection and analysis. As
shown in this figure, two additions are made to recommendations. The first
one is the addition of a little light bulb icon that is expected to catch teach-
ers’ eyes. The second addition is a disrecommendation. More precisely, we
added ”(not recommended)” on the label of the button on which we do not
recommend teachers to click. This is based on Zhang’s study [162] which
proposed to present disrecommendations by telling the users what not to do
beyond simply telling them what to do.
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Figure 9.1: New design of recommendations for teachers.

9.2.2 Mid-term: Expansion of the new process

Deeper studies have also to be performed to adapt our new orchestration
model to various execution contexts. Indeed, as explained earlier (see Sec-
tion 5.1), Elaastic has been designed for remote usage as well, whether in
synchronous mode such as live virtual classroom, or in asynchronous mode
such as homeworks. This means that some indicators (such as the consis-
tency of confidence degree and the proportion of correct answers at the end
of the first vote) can not be interpreted the same way. We began to conduct
some analysis to propose alternatives to ρconf and ρpeer that fit asynchronous
contexts. Such analysis can be found in Appendix A.3 and led to encour-
aging results. We believe that an asynchronous-adapted model should not
focus on the current state of the sequence depending on indicators based on
an overview of all learners’ performance, but instead on a contextual version
of these indicators that focuses on each learner individually.

9.2.3 Long term: Additional exploratory studies

Finally, long term future works may explore more data. In this thesis, we
focused on result across a sequence in order to provide teachers with feed-
back. However, other studies could focus on learners by analysing their
performance and behaviour along many sequences and providing them with
feedback designed to improve self regulation [35]. We also began some prior
works to focus on questions and their statement. More precisely, we wanted
to detect which question are most reused by teachers and therefore perceived
positively by them [6].

The other future work that we plan to do is the one regarding relevancy
of rationales. Rationales are a crucial part of the process and we currently
provide no indicator that is related to it. Prior works proposed an indicator
to measure the relevance of rationales in Peer Instruction context [59] by
averaging the cosine similarity of each rationale with all the others ones. We
conducted some analysis to validate such indicator and obtained encouraging
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results that would require teachers validation. We detail such an analysis in
Appendix B. With this new indicator, we might be able to improve the algo-
rithm that determines the rationales attributed to peer for evaluation during
the peer grading phase. We may also be able to propose a semi-automatic
classification of learners rationales. More precisely, identifying irrelevant ra-
tionales would improve the process by (i) improving the peer grading phase
by preventing irrelevant rationales from being graded (ii) preventing teach-
ers from focusing on irrelevant rationales during the debriefing phase (iii)
prompting teachers to intervene by identifying the author of an irrelevant
rationale.
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formative pour les cours en face à face dans l’enseignement supérieur.
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Appendix A

Asynchronous Settings

A.1 Execution Contexts

A sequence can be run in asynchronous and synchronous contexts [139]. More
precisely, when starting a sequence, teachers can choose between three exe-
cution contexts as shown in Figure A.1. The definitions for each execution

Figure A.1: Elaastic: Configuration popup before teachers start a sequence

context are the following:

1. The ”Face to face” context corresponds to a pedagogical situation
taking place in class or in amphitheater. The teacher controls the start
of the sequence and then the transition to the next phases. Learners
should complete each phase in the dedicated time and wait until the
next phase opens.
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This execution context is the synchronous one, it can also be used for
synchronous distance settings such as virtual classrooms.

2. The ”Distance” context corresponds to a pedagogical situation for
which learners are in a situation of autonomy. The teacher controls
only the opening and closing of the sequence. Each learner has the
opportunity to do one phase after the other at his own pace, and then
immediately discover the results.

This execution context is the asynchronous one.

3. The ”Hybrid” context corresponds to a pedagogical situation taking
place at a distance followed by a presentation of the results in face-to-
face. The teacher controls the opening of the sequence and the publi-
cation of the results. Learners can follow the first two phases at their
own pace, but will not discover the results until they are published.

This execution context is the half synchronous and half asynchronous
one.

A.2 The Cold Start Problem

Let us note that when it comes to distance and hybrid contexts, learners can
provide a rationale for their second answer, which is not the case in face to
face contexts. Another difference between the face-to-face contexts and the
other is the occurrence of the ”cold start problem”. Such problem occurs
when there is a lack of information, on users or items [132]. In our context,
since a peer grading activity occurs in phase 2, some rationales written by
learners must already exist. Although it is not an issue in face-to-face context
due to the synchronisation of all learners (i.e. phase 2 starts when rationales
have been provided), the very first learner who completed phase 1 of an
asynchronous sequence can not be provided with any of his peers rationales
to grade during phase 2. To work around this problem, a feature is made
available in the question creation form [139]. This feature allows teachers to
write rationales that will blend with learners’ rationales during the sequence.

A.3 Alternative to ρconf and ρpeer

We conducted deeper analysis to better understand the relation between
ρconf and ρpeer. More precisely, we have seen in Section 6.2.5 that across
a sequence, learners peer evaluation are globally expected to be consistent
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if their confidence degree is globally consistent. Our next step is to verify
whether this finding applies on an individual level. Consequently, we made
the hypothesis that a peer evaluation is more likely to be consistent when
the learner who performed the evaluation is consistently confident. To this
end, we proposed two equivalent to ρconf and ρpeer but on an individual
level. In order to compute each learner’s consistency of confidence degree we
proposed the following equation: lconf = correctness ∗ confidence. In this
equation, the correctness is a binary variable that is equal to 1 if the learner
answered correctly and is equal to -1 otherwise. The variable confidence
is the confidence degree as reported by the learner on a Likert scale when
submitting her answer. It ranges from 1 to 4 (Not confident at all, not
really confident, confident and absolutely confident). The consistency of
each evaluation is computed as follows: lpeer = correctness∗agreement with
agreement being the level of agreement of a learner to an answer as reported
on a Likert scale during the confrontation phase. It ranges from -1 to 1.
More precisely, agreement is equal to -1 if learner strongly disagrees (1/5)
or disagrees (2/5), 0 if the learner does not agree nor disagree (3/5) and if
the learner agrees (4/5) or strongly agrees (5/5). We purposefully decided
not to distinguish between strongly disagree and disagree as well as between
strongly agree and agree because that level of precision regarding the level
of agreement would require a deeper analysis of the rationale. The set of
possible values for lconf is finite and is equal to {-4; -3; -2; -1; 1; 2; 3; 4}
whereas the one for lpeer is equal to {-1; 0; 1}. Figure A.2 summarises lconf

and lpeer across the 4,072 evaluations of our sample. On this figure, it would

Figure A.2: lconf depending on lpeer from s2019.

appear that lpeer is more frequently equal to 1 and less frequently equal to -1
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as lconf increases. In other words, an evaluation is more likely to be consistent
when the learner who performs it is consistently confident. As stated earlier,
since both these equations are based on data reported on Likert scales, they
must be considered as ordinal. Therefore we use a correlation based on rank
that can handles ties. We computed the correlation of Kendall [79] and
obtained a moderately high tau equal to 0.21 with a p-value < 2.2e − 16,
and a 95% confidence interval equal to [0.19:0.23]. Such results can serve as
a basis to adapt the recommendations model to different execution contexts.



Appendix B

Relevancy of Rationales

B.1 Cosine Similarity

The algorithm used here is the cosine similarity. More precisely, we average
the cosine of each answer with all the other answers as follows:.

¯cosD(di) =

q

j∈D |cos(di, dj)|

|D|
(B.1)

In this equation, D is the set of all rationales from a sequence and di is the
current rationale for which we compute the relevancy.

B.2 Early Results

Since rationales are written in any configuration of Elaastic, we analysed
rationales from sequences conducted with any execution context and which
contained any kind of question. We ended up with 190 sequences and 3,468
rationales. As an example, a sequence asked the following open-ended ques-
tion to learners:

You want to evaluate the thermal exchange between air and a radiator at
Mach = 0.01 in a 3D flow. Which lattice / technique will you use? Please
justify your choice.

Table B.1 shows the 5 rationales with the lowest computed relevancy. Let
us note that the typos were kept for authenticity purposes.

We can see that the two rationales with the lowest computed relevancy
are the ones with one word only. Such rationales only give the answer and
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Rationale Average
Cosine

D3Q39 0.08
D3Q27 0.08
D3Q27, D3Q39, D3Q103 for lattice 0.09
D3Q103 because it has been the only one presented that al-
lows changes of tempreature

0.17

I would use a hybrid model with an energy equation or
D3Q103 if affordable.

0.18

D3Q103. Because it’s a thermal calculation and 3D. 0.18
I will use a DDF technique in order to recover all needed
equations at lower cost..

0.19

Table B.1: Average cosine of rationales ordered from lowest to highest.

do not provide any justification as a rationale is expected to do. However
these rationales could already be detected as irrelevant based on the number
of words. The third rationale with the lowest computed relevancy however
is a rationale with no detailed justification that could not be classified as
irrelevant based solely on the number of words.


