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Résumé en français  Nicolas UGUEN  
Effet de l'état de dispersion et de la modification de surface de 
particules à haute permittivité sur les propriétés diélectriques 
de nanocomposites à base polymère.  

Dans le domaine des matériaux nanocomposites isolants électriques à base de 
polymères, les propriétés diélectriques peuvent être ajustées en modifiant la 
composition et/ou la morphologie du composite (rapport d'aspect, orientation, état de 
dispersion...). La modification de la chimie de surface des particules constitue également 
un outil de design des propriétés diélectriques des composites via la modification des 
propriétés à l’interfaces entre les particules et la matrice. Largement mentionnée dans 
la littérature, la modification de surface des particules entraîne bien souvent une 
modification de l’état de dispersion des particules dans les matériaux composites 
finaux. L’interdépendance entre les propriétés aux interfaces et l’état de dispersion 
complexifie la distinction de leurs effets respectifs sur les propriétés diélectriques et 
donc l’étude des mécanismes et phénomènes physiques impliqués dans les relations 
structure-propriétés. Cette étude expérimentale a pour but d’approfondir la 
compréhension de ces mécanismes en dissociant la modification de surface des 
particules de l’état de dispersion obtenu dans les composites. Pour cela, des 
nanocomposites à matrice Poly(vinylidene fluoride-co-hexafluoropropylene) (PVdF-
HFP) chargés de nanoparticules de BaTiO3 ont été choisis comme système d’étude et 
fabriqués par voie solvant.  

La première partie de ce travail a consisté en l’étude des paramètres d’interaction 
via la théorie de Hansen. Cette théorie a permis la détermination expérimentale des 
paramètres d’interaction de Hansen du PVdF-HFP et des particules de BaTiO3 et leur 
utilisation pour prédire leur interaction avec divers solvants. Cette approche spécifique 
a permis de rationaliser le procédé de fabrication par voie solvant des nanocomposites 
PVdF-HFP:BaTiO3 et d’aboutir au contrôle de l’état de dispersion des particules au cours 
du procédé de fabrication et par conséquent dans les films de nanocomposites finaux. 
Ce contrôle, basé sur la sélection d’un solvant aux paramètres d’interactions spécifiques, 
a donc été réalisé sans avoir eu recours à une modification de surface des particules et 
donc sans avoir changé les propriétés aux interfaces particules/matrice.  
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La deuxième partie de cette étude a été consacrée à l’étude de l’effet de l’état de 

dispersion des particules sur les propriétés diélectriques de ces nanocomposites PVdF-
HFP BaTiO3. En utilisant le procédé par voie solvant développé en première partie, des 
échantillons de nanocomposites PVdF-HFP:BaTiO3 présentant soit des particules 
relativement bien dispersées, soit des agglomérats de taille contrôlée, ont été fabriqués. 
Une première série de caractérisations physico-chimiques et structurales sur ces 
échantillons a permis de confirmer le bon contrôle de l’état de dispersion et de 
démontrer qu’aucune modification de la structure cristalline de la matrice PVdF-HFP 
n’est provoquée par la présence des particules. Les propriétés diélectriques de ces 
échantillons ont ensuite été caractérisées par spectroscopie diélectrique à basse (10-2-
107 Hz) et haute fréquence (106-109 Hz) entre -40 et 60 °C. Les résultats, analysés en 
fittant les différents processus de relaxation observés avec une équation de type Cole-
Cole, ont permis de mettre en évidence deux effets distincts reliés d’une part à l’état de 
dispersion des particules et d’autre part aux propriétés diélectriques des 
nanocomposites. La première concerne l’amplification de la permittivité complexe de la 
matrice polymère par la forte polarisation des nanoparticules de BaTiO3 dont la 
constante diélectrique est évaluée à environ 20 fois celle du PVdF-HFP. La plus forte 
amplification observée dans le cas des nanocomposites dans lesquels les particules sont 
agglomérées a été interprétée comme le résultat de l’augmentation du volume de 
polymère occlu au sein du nanocomposites En effet la percolation locale des particules à 
haute permittivité induit une réduction du champ électrique dans la fraction de 
polymère présent à l’intérieur des agglomérats, augmentant ainsi la fraction volumique 
effective des particules et donc la permittivité globale du nanocomposite. La 
modélisation de la polarisation dans le cas de systèmes 2D équivalents confirme 
l’interprétation proposée. La seconde relation structure-propriétés observée concerne 
l’augmentation de l’amplitude d’un mécanisme de polarisation de type Maxwell-
Wagner-Sillar (MWS) observé à basse fréquence avec l’état d’agglomération des 
particules. On présume que ce mécanisme est associé à de la conduction aux interfaces 
entre les particules et la matrice, directement liée présence d’eau à la surface des 
nanoparticules. Lorsque les nanoparticules percolent localement, la migration des 
charges électrique s’effectue sur de plus grande distance au sein des agglomérats et 
contribue donc à l’augmentation de l’amplitude de la polarisation interfaciale. Après 
séchage des échantillons, l’amplitude de la polarisation de type MWS est 
considérablement réduite dans les nanocomposites. 

Enfin, la modification de la chimie de surface des nanoparticules de BaTiO3 a été 
réalisée et étudiée sous divers angles. Dans un premier temps, l’impact de la 
modification de surface sur les paramètres d’interaction des particules a été caractérisé. 
L’ajout de groupes chimiques possédant des paramètres d’interaction différents de ceux 
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de la particule a entraîné une modification cohérente de son comportement en 
suspension et donc de ses paramètres d’interaction. Trois séries de nanocomposites à 
matrice PVdF-HFP ont ensuite été fabriquées avec des particules de BaTiO3 ayant trois 
chimies de surface différentes et plusieurs états de dispersion. L’étude de ces 
échantillons par spectroscopie diélectrique n’a néanmoins pas permis d’identifier 
d’effet significatif des propriétés aux interfaces sur la permittivité complexe des 
nanocomposites. En effet, un effet prépondérant du procédé de modification de surface 
a été observé sur les propriétés diélectriques. 

Ces travaux constituent une approche globale prenant en compte les interactions 
moléculaires à l’œuvre durant le procédé de fabrication des nanocomposites, l’état de 
dispersion des particules, et jusqu’aux propriétés diélectriques macroscopiques qui en 
découlent. Ces travaux offrent une ouverture à l’approfondissement de ces relations 
structure-propriétés en caractérisant de manière plus poussée la structure même des 
agglomérats et son effet sur les propriétés diélectriques et de transport de charges dans 
les nanocomposites à haute permittivité. L’étude des propriétés diélectriques à fort 
champ de ces matériaux, et cela jusqu’au claquage, pourrait également permettre 
d’approfondir la compréhension des mécanismes de transport de charges et mettre en 
évidence l’influence des propriétés aux interfaces. 
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Abstract 
 

Polymer-based nanocomposites with high-permittivity are of main interest for 
insulating materials for dielectric use like energy storage. Their design consists in 
finding the best compromise between the good electrical insulating properties of the 
matrix and the high permittivity of the filler. The control of the filler dispersion state, 
the interfacial feature and the electronic structure is essential in order to control the 
dielectric properties in nanocomposites. 

The methodology proposed in this work has consisted in controlling the dispersion 
state of BaTiO3 nanoparticles (NP) in Poly(vinylidene fluoride-co-hexafluoropropylene) (PVdF-HFP) matrix in order to separately study the effect of NP dispersion state, of 
interfacial features and of electronic structure on the dielectric properties in 
nanocomposites. 

An extended study of the Hansen interaction parameters has allowed a 
rationalization of the nanocomposites solvent casting process, from the quality of the 
polymer matrix to the dispersion state of the NPs. The Hansen Solubility Parameters 
(HSPs) and Hansen Dispersibility Parameters (HDPs) of PVdF-HFP and BaTiO3 NPs 
were experimentally determined by solubility test and sedimentation tests, 
respectively. Scanning Electron Microscopy (SEM) and Dynamic Light Scattering were 
used to characterize the NP dispersion state throughout the fabrication process. Two 
methodology based on the selection of a solvent with appropriate HSP values was 
proposed to control the NP dispersion state in nanocomposites.  

The fabrication of PVdF-HFP:BaTiO3 nanocomposites with either well dispersed or 
agglomerated particles has allowed studying the effect of NP dispersion state on 
dielectric properties at low electric fields. They were characterized by Broadband 
Dielectric Spectroscopy (BDS) and High Frequency Dielectric Spectroscopy (HFDS). 
Two different effects were found to depends on both the NP content and their 
dispersion state: 

1- The amplification of the matrix permittivity by the high-permittivity fillers was 
found to increase with BaTiO3 NP content and to be higher in nanocomposites 
with agglomerated NP as compared to well dispersed. The presence of occluded 
polymer inside the agglomerates that leads to increase the effective content of 
NP has been proposed to explain such effect of the dispersion state 

2- An additional Maxwell-Wagner-Sillars polarization related to water-assisted 
charge carrier conduction at the surface of the NPs was found to have larger 
magnitude in nanocomposites with agglomerated NPs as compared to well 
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dispersed NPs. The local percolation of the interphases within the agglomerates 
was proposed to explain this result. 

Finally, surface modifications of the NPs were performed with either Poly(Methyl-
MethAcrylate) (PMMA) or alkyl chains. The modified NPs were characterized by Fourier 
Transformed Infra-Red (FTIR) spectroscopy and Thermogravimetric Analysis (TGA). 
The stability of the NP suspension in some solvents was affected by surface 
modification, which is interpreted as a proof that HDPs can be modified by NP 
functionalization to tune the interactions in nanocomposite fabrication process and 
control its dispersion state.  

Nanocomposites were prepared with the modified NPs and BDS and HFDS were 
used to characterize their dielectric properties. No significant effect of the surface 
modification was found at low electric fields. However, the modification process is 
thought to have introduced impurities responsible for unexpected dielectric behaviour 
as compared to nanocomposites filled with as received NPs. 
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Introduction 
GGeneral objectives 
Synthetic polymers have attracted a wide interest as electrical insulators for a 

variety of applications due to their unique properties in comparison with paper, natural 
rubber and ceramic materials1. Indeed, their low conductivity, high electrical strength, 
low density, high flexibility, ease of processing and low cost make them essential 
materials in energy and electricity handling (transport, production, storage, conversion, 
signal transformation, telecommunication…)2–4. 

The current increasing demand for electric energy vectors comes with the growing 
demand for dielectric material solutions with high performances. For several 
applications including energy storage, high permittivity materials with good electrical 
insulating properties are required. However, most polymers possess a low relative 
permittivity (εr~2-3) which may limit their application range. Thus, new material 
solutions are found in high performance polymers such as fluoropolymers and in 
polymer-based (nano)composites5. 

Polymer-based composites offer the possibility of tuning the dielectric properties. 
Indeed, introducing inorganic fillers with high permittivity into a polymer matrix leads 
to increase the effective permittivity of the composites as compared to the matrix alone. 
Nevertheless, dielectric losses, electrical strength and thus the global dielectric 
properties of composites can be degraded by the presence of inorganic fillers due to 
heterogeneous polarization, field effects and charge carrier conduction. The design of 
dielectric properties in composite materials consists in finding the best compromise 
between effective permittivity, dielectric losses and electrical strength6. 

The miniaturization of dielectric devices has led to the emergence of 
nanocomposites in which inorganic fillers at the nanoscale are introduced. This leads to 
the large increase of the interfacial area which is increasingly considered as having a 
strong influence on the dielectric properties of nanocomposites7. 

The design of polymer composites with controlled dielectric properties requires a 
thorough understanding of the relationships between the physicochemical features of 
the raw materials, their structures at all scales and the final macroscopic properties of 
the composite.  

In polymer-based nanocomposites, the effects of the filler structural and geometrical 
features (shape, aspect ratio, orientation...) on the effective permittivity, dielectric 
losses and electric strength have been widely studied over the past decades8,9. However, 
their exact influence on the above-mentioned compromise is not fully clear yet. 
Interfaces have been highlighted as an additional factor that has to be considered in this 
compromise7. The control of the interfaces by surface modification of the fillers has 
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shown promising results in improving the dielectric properties of polymer-based 
nanocomposites10. Nevertheless, the relationships between interfacial features and 
dielectric properties in these materials are complex: 1) interfaces are difficult to 
characterize directly 2) modifying the interfaces (by surface modification of the fillers 
for example) results in several structural modifications (dispersion state, morphology 
of the interfaces, electronic structure at the interface, etc) that all influence the 
dielectric properties of nanocomposites. This makes the discrimination of the various 
factors complex7,10. 

More recently, the electronic structure of nanocomposites has been introduced as a 
key factor influencing charge carrier dynamics and thus determining the electrical 
insulating properties in nanocomposites. Again, the complexity in characterizing the 
local electronic structure represents a technical barrier in the study of their effect on 
the dielectric properties in nanocomposites11–14. 

 
The aim of this PhD project is to further investigate the effects of structural 

parameters, interfacial features and electronic structure on the dielectric properties of 
nanocomposites. In order to discriminate these effects, PVdF-HFP-based 
nanocomposites filled with BaTiO3 nanoparticles (NPs) were fabricated with 
independently controlled dispersion states and interfacial properties. First, the study of 
the interaction parameters during the fabrication process by solvent casting of the 
nanocomposites enabled the control of the NP dispersion state through the selection of 
a solvent with specific interactions with both PVdF-HFP and BaTiO3 NPs. Then the 
fabrication of nanocomposites with controlled dispersion state without NP surface 
modification enabled the study of the relationships between dispersion state and 
dielectric properties in polymer-based nanocomposites. Finally, NP surface modification 
was carried out in order to assess the influence of the interfacial features on dielectric 
properties in composites with identical dispersion state.  

 
CContext 
This PhD thesis was carried out in the Laboratoire Polymère et Matériaux Avancés 

(LPMA) UMR5268, a joint research laboratory between CNRS and Solvay. This work 
was performed in collaboration with the GBU Speciality Polymer of Solvay with the aim 
of supporting their development of polymer-based materials for dielectric uses. 
Scientific and technical supports were provided by Laurianne D’Alençon and Marie 
Plissoneau from FIM laboratory (Solvay) and Julien Laurens (PhD student at LoF) and 
Julien Jolly from LoF (Solvay) for particle surface characterization and modification. In 
this work, the relationships between structure, physicochemical features and dielectric 
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properties have been investigated in polymer-based nanocomposites with high 
permittivity.  

 
SStructure of the manuscript 
The first chapter of this manuscript presents the state of the art on polymer-based 

nanocomposites with high effective permittivity and good dielectric properties. This 
section results in the methodology used in this study. The second chapter is dedicated 
to the presentation of the studied materials as well as the description of their 
fabrication process and the experimental techniques used to characterize their 
structural and thermal properties. 

 
The third chapter presents the study of the interaction parameter between the 

constituents during the nanocomposite fabrication process and the resulting 
experimental method enabling the control of the NP dispersion state in the final 
materials. Then, the effect of the NP dispersion state on the dielectric properties is 
addressed in the fourth chapter. Finally, the surface modification of the BaTiO3 NPs was 
carried out in order to assess the effect of the interfacial feature on dielectric properties 
in polymer-based nanocomposites (chapter 5). 
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11.1 Introduction: properties of interest  

In microelectronics, materials with high permittivity and good electric insulating 
properties are required in the design of devices such as energy storage capacitors, 
actuators, transistors… For capacitors the figure of merit is the electric energy density 

௘ܷ (J/m3) that can be stored in the material and is defined as follows: 

 ௘ܷ =
1
2
 (1.1) ²ܧ௥′ߝ଴ߝ

with ߝ଴ the permittivity of the vacuum (8.85x10-12 F/m), ߝ′௥ the real part of the relative 
permittivity of the material, and ܧ the applied electric field (V/m).  

Equation (1.1) shows that the energy density is proportional to ε’r (in the linear 
regime, where ε’r does not depend on the electric field) and to the square of the electric 
field. For a given material with a constant permittivity, the energy density is limited by 
the maximum electric field that can be applied to the material without damaging it. This 
value of the electric field is called electric strength (or breakdown field) and will be 
denoted EBD. In the design of high energy density materials, both the permittivity and 
electric strength have to be increased as much as possible.  

Another critical point is the dielectric losses ε’’r of the materials. They are due to 
friction or electrical conduction and result in energy consumption converted into heat 
within the material. These dielectric losses are detrimental for two reasons: (1) a part of 
the stored energy is lost and (2) the associated heat generation may significantly 
increase the temperature of the device and alter its functioning. Therefore, reducing the 
dielectric losses is also a key issue in designing polymer composites with high energy 
density. In the following section, these different properties will be detailed.  

The physicochemical and structural features governing these properties will be 
presented for bulk materials and then for composites on the basis of literature data. Yet 
unclear points and open questions shall be then pointed out. In the last part, the 
methodology used in the work will be detailed. 

1.2 Dielectric properties 

In this part, the intrinsic properties of bulk materials and thus of each component of 
composite materials are considered. 

1.2.1 Complex Dielectric permittivity ε* 

Polarization - ε’ 
The polarization of a material refers to the motion of the electrical charges it 

contains under an external electric field. These electrical charges can be electrons, holes, 
positive and negative ions, permanent and induced dipoles…  
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Let us first consider two parallel plate electrodes of infinite area separated by 
vacuum. Applying an electrical potential difference ܸ between the two electrodes 

generates an electric field whose magnitude ฮܧሬ⃗ ฮ is:

ฮܧሬ⃗ ฮ =
ܸ
݀

=
଴ߪ
଴ߝ

(1.2)

where ݀ is the distance between the two electrodes and ߪ଴ the absolute value of the
surface charge density on the electrodes, as shown in Figure 1.1.

Figure 1.1: Representation of a parallel plate capacitor containing a) vacuum and b) a dielectric 
material between its electrodes.

Let us now introduce a perfect dielectric material between these electrodes, as 
presented in Figure 1.1 b). A so-called “perfect” dielectric material implies that it 
contains no free charges (electrons, holes or ions). Under the electric field, the bound 
electric charges present in the material (permanent dipoles for example) move and 
create surface charge densities ߪ௣௢௟ and −ߪ௣௢௟ in the material near the electrodes 
(which are oppositely charged). These are called polarization charges. It follows that the 
total surface charge density ߪ௘௟௘௖௧௥௢ௗ௘ contained in the electrodes must increase to 
counterbalance the polarization of the material and maintain the magnitude of electric 
field now defined as:

ฮܧሬ⃗ ฮ =
ܸ
݀

=
௘௟௘௖௧௥௢ௗ௘ߪ
௥′ߝ଴ߝ

(1.3)

with

௘௟௘௖௧௥௢ௗ௘ߪ = ଴ߪ + ௣௢௟ߪ = ଴ߪ௥′ߝ (1.4)

ܧ ࣌ܧ ૙ −
࣌ ૙ ࣌ ࢋ
ࢋ࢒
࢚ࢉ
࢕࢘
ࢋࢊ

−
࣌ ࢋ

ࢋ࢒
࢚ࢉ
࢕࢘
ࢋࢊ

−
࣌ ࢖

࢒࢕

࣌ ࢖
࢒࢕

d

a) b)

V V
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The electrical displacement ܦሬሬ⃗  (C/m²) is expressed as: 

ሬሬ⃗ܦ   = ሬ⃗ܧ଴ߝ +  ሬܲ⃗ = ሬ⃗ܧ௥′ߝ଴ߝ   (1.5) 

Considering a supposedly homogeneous material, the polarization is more generally 
expressed as: 

 ሬܲ⃗ = ሬ⃗ܧ଴߯ߝ = ௥′ߝ)଴ߝ − ሬ⃗ܧ(1  (1.6) 

with ሬܲ⃗  the polarization and ߯ is the dielectric susceptibility. 

In a parallel plate capacitor, ߪ௘௟௘௖௧௥௢ௗ௘, ߪ଴, and ߪ௣௢௟ correspond to ฮܦሬሬ⃗ ฮ, ߝ଴ฮܧሬ⃗ ฮ, and ฮ ሬܲ⃗ ฮ. 

CComplex permittivity ε*(ω) 
The above-mentioned consideration with a static field E is also valid for an electric 

field ܧ(߱) oscillating at the angular frequency ߱ and defined as: 

(߱)ܧ  = ଴ܧ cos(߱ݐ) (1.7) 

with ܧ଴ the magnitude of the electric field. 
As well as with a static electric field, the oscillating field will induce electrical charge 

motions or dipole reorientation and thus polarization in the material. This polarization 
may be out of phase with the field which leads to use a complex permittivity ε* 
presented in equation (1.8)15. 

∗ߝ  = ᇱߝ − ′′ߝ݆ =  ௝(ఠ௧ାఋ) (1.8)ି݁|ߝ| 

where ߝᇱ is the real part, ߝ′′ the imaginary part of the permittivity and ݆ the imaginary 
number. The real part of the permittivity corresponds to the “elastic” charge 
displacement (capacitive/conservative part) and the imaginary part to the “viscous” 
charge motion (resistive/dissipative part).  

Dielectric losses ε’’ and loss factor tan(δ)  
The ratio between the dissipative and the conservative parts is called loss factor (or 

tan(δ)) and expresses the fraction of energy lost during a polarization-depolarization 
process. It is expressed as: 

 tan(ߜ) =
ᇱᇱߝ

ᇱߝ
 (1.9) 

In materials, both polarization mechanisms and conductivity impact dielectric 
losses. The polarization mechanisms observed at frequency below 1010-11 Hz are 
relaxation phenomena characterised by relaxation frequencies (The various 
polarization mechanisms are further detailed p.13). The contribution of such 
polarization mechanisms to dielectric losses is due to friction and can be described by 
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the Debye model equation (1.10) in the case of one single relaxation time ߬. At 
frequencies well above the relaxation frequency ߬ିଵof the polarization phenomena, the 
charges (dipoles or charge carriers) do not move fast enough to induce dielectric losses. 
At frequencies well below the relaxation frequency, charges/dipoles follow the field 
instantaneously and thus move in phase with the field. Temperature impacts the 
relaxation frequency of the polarization processes so that dielectric properties are 
temperature-dependent: increasing temperature leads to increasing the relaxation 
frequency. At a given temperature, a typical Debye relaxation process is illustrated in 
Figure 1.2. 

ᇱᇱߝ  = ∆ఌఠఛ
ଵାఠ²ఛ²

− ఙವ಴
ఠఌబ

  (1.10) 

The Direct Current (DC) conductivity, denoted σDC, only impacts the dielectric losses 
ε”. Since the σDC contribution to ε” is proportional to 1/ω, it increases considerably as 
the frequency decreases. It corresponds to the electrons flux that transfers from/to the 
electrodes through the material. At low electric field, σDC is considered to be 
independent of time and can be expressed as: 

஽஼ߪ  =  ∑ ௞݊௞௞ߤ௞ݍ   (1.11) 

where ݍ௞, ߤ௞, ݊௞ are the effective charge, mobility and charge density of each charge 
carrier k.  

The electronic conductivity concerns the global electron and hole transport through 
a material and may involve different mechanisms presented in the following paragraph.  
 

 
Figure 1.2: ε’ and ε” related to a Debye polarization process combined with DC conductivity16. 

′ࢿ ′ࢿ
′

Log(f)

frelax
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EEnergy density UE – Nonlinear regime 
At given frequency and temperature, in the linear regime, i.e. at low electric field, the 

polarization P and the electrical displacement ܦ = ܲ +  are linear functions of the ܧ଴ߝ
electric field (blue curve in Figure 1.3). The permittivity is then constant and the energy 
density stored in the material is then described by equations (1.12) and corresponds to 
the area contained between the ordinate axis (D) and the curves (grey zones in Figure 
1.3).  

 

 
Figure 1.3: Polarization behaviour with electric field intensity17. The grey areas correspond to 
the stored energy. 

 
If the electric field is raised above the linearity limit, which depends on the 

considered material, the polarization is no longer proportional to the electric field and 
the permittivity is not constant (for example in the case of saturation or 
ferroelectricity). The saturation case is illustrated by the red curve in Figure 1.3. The 
energy storage is expressed by equation (1.12). 

 ቐ
ܷ݀ = ܦ݀ܧ = ܧ݀ܧᇱ௥ߝ଴ߝ

௦ܷ௧௢௥௘ௗ = න ܦ݀ܧ
ா೘ೌೣ

଴
= න ܧ݀ܧᇱ௥ߝ଴ߝ

ா೘ೌೣ

଴

 (1.12) 

For a constant permittivity, analytic solving of equation (1.12) gives equation (1.1) 
presented in section 1.1. 

Finally, non-linear permittivity affects the energy density of a material. For this 
reason, ferroelectricity and polarization saturation must be avoided in materials for 
energy storage applications.  
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In the absence of electrical conductivity, ܦ corresponds to the cumulated electric 
charges brought to the electrodes by the external circuit per electrode surface unit. It 
may also be expressed as: 

(ݐ)ܦ  = න݆(ݐᇱ)݀ݐ′
௧

଴

 (1.13) 

where ݆ is the current density (A/m²) in the external circuit. 
As seen before, in real materials, dielectric losses (friction during polarization and 

DC conductivity) generate an out of phase polarization which results in energy losses. 
Thus, Equation (1.13) is not valid any longer. Lissajous representations (Figure 1.4) 
well illustrate both the effects of non-linear ߝᇱ௥ and of dielectric losses on the energy 
density. It consists in plotting the integral of the current density ݆ with time as a 
function of the electric field. This representation is analogous to the stress-strain cycles 
in mechanics. Various types of dielectric response under oscillating electric field are 
plotted in Figure 1.4. 



12

Figure 1.4: Lissajous representation of a) an ideal capacitor, b) an ideal resistance, c) a real 
linear dielectric material, d) a non-linear ferroelectric material, and e) a material with 
polarization saturation.

In Figure 1.4 a), the material is a perfect dielectric with no dielectric loss. As seen 
before, the energy stored is the area of the blue zone. Case b) is the behaviour of an 
ideal conductor having a constant conductivity (Ohmic behaviour). In this case, the 
energy is entirely lost by dissipation (Joule effect). In a real linear dielectric material, 
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both conductivity and polarization contribute to the measured current density and to 
the resulting charge density as presented in Figure 1.4 c). The striped area corresponds 
to the energy lost during one polarization cycle whereas the blue area corresponds to 
stored energy. Energy is lost by dissipation during the polarization (polarization out of 
phase with the field) or by charge conduction (DC current). It is important to note that 
electrical conduction in a material reduces its energy storage efficiency. 

Case (d) represents the behaviour of a ferroelectric material in which a residual 
polarization remains after removing the electric field (at E=0). In this case, the stored 
energy is very low and the lost energy is very high. Case (e) represents the behaviour of 
a material exhibiting polarization saturation.  

MMicroscopic mechanisms of polarization 

Case of polymers 

In polymers, various contributions to the permittivity can be found:  
(1) The electron polarization comes from the displacement of the electrons with 

respect to the atom nuclei positions. This contribution is usually very small in 
fully saturated polymers (~1-3 for wide band gap materials) but it can go up to 
10 in conjugated polymers (with low band gaps) where electron delocalization 
is enabled by the presence of double bonds. This increase in permittivity is 
correlated to a lowering of the band gap of the polymer 18–20 (See Figure 1.5 a). 
This trend has been explained by Baer et Zhu to be due to the increased electron 
polarization achieved by delocalizing electrons among conjugated molecular 
orbitals 21. Electron polarization exhibits resonance frequencies around 1015-
1018 Hz (see Figure 1.6). 

(2) The vibrational (or atom, ionic) contribution comes from the displacement of 
two atoms with different effective charges (e.g. C-O bond). This contribution 
(represented in Figure 1.5 b) does not depend on the band gap of the polymer. 
Vibrational polarization exhibits resonance frequencies around 1012 Hz (see 
Figure 1.6). 

(3) The dipolar contribution comes from the orientation of the molecular dipoles 
present in the polymer chains. This contribution is strongly affected by the 
molecular dynamics and may increase after dynamic transitions (α, β, γ…). 
Thus, orientation polarization mechanisms have relaxation frequencies that 
drastically depend on both frequency and temperature and usually range 
between about 10-4 Hz for glassy polymers and 106-8 Hz for rubbery polymers at 
room temperature (RT). Dipolar contribution of water molecules may be found 
up to 109 Hz at RT22. 
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(4) The interfacial contribution is observed in polymers with heterogeneous ionic 
or electronic conductivity. The migration of the ions within the more conductive 
phase gives rise to their accumulation at the interfaces with the less conductive 
phase. This mechanism is denoted Maxwell-Wagner-Sillars (MWS) polarization 
and will be detailed in a dedicated section. The amplitude and relaxation 
frequency of MWS polarization depend on the contrast in conductivity and on 
the structure of the material. MWS polarization is commonly observed at 
relatively low frequencies in rubbery semi-crystalline polymers where ions 
migrate through the amorphous phase and accumulate at the interfaces with the 
crystallites. 

(5) Electrode polarization corresponds to the migration of the mobile ions from the 
bulk of the material to the electrodes. Electrode polarization depends on the 
sample thickness used for testing and usually appears at very low frequency.  

 

 
Figure 1.5: a) Electronic and b) vibrational (ionic) contribution to the permittivity and c) total 
dielectric permittivity as a function of the band gap for various polymers21 and d) electronic and 
e) ionic contribution to the dielectric permittivity of various inorganic materials (metal oxides, 
etc)19. In d) and e), k ≡ contribution to ε. 

 
  

a) b)

d) e)

c)
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Table 1.1: Dielectric permittivity and glass transition for polymers commonly used in the
insulating layer of capacitors23.

Type Polymer ᇱ௥ߝ (at 100Hz and 
RT) Tg (°C)

Apolar PP 2.2-2.6 -3 to -51
PTFE 2.1 (@100Hz) 115

Polar

PA6,6 3.2-4.3 (@100Hz) 56-70
PC 3.2 (@100Hz) 137-154

PVdF 9-10.5 (@100Hz) -29 to -57
PVdF-HFP 7.6-10.6 (@100Hz) -5 to -40

P(VdF-CTFE-TrFE) >45 -40

Figure 1.6: Typical evolution of the polarization/permittivity as a function of the frequency for 
dielectric materials. Space charge and dipole orientation exhibit relaxations whereas atomic and 
electron polarization exhibit resonances.

Some examples of polymer permittivity values are reported in 
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Table 1.1. Since the difference of electronegativity between atoms is usually low in 

polymers (from 2.20 for H to 3.44 for O) the permittivity is very low for glassy polymers 
 Polar polymers present a higher permittivity above the glass transition .(ᇱ௥ ~ 2-3ߝ)
because of higher dipolar polarization. Fluoropolymers are exceptions and may have 
very large permittivity values due to the dipolar contribution of C-F bonds (ε’r~45 for 
P(VdF-TrFE-CFE)). Indeed, the electronegativity of the fluorine atom is 3.98 and such 
polymers usually possess a high molecular mobility due to low glass transition.  
 
 
 
 
Table 1.2: Dielectric permittivity of oxides and ceramics commonly used in capacitor insulating 
layer24. 

Type of material Composition Dielectric permittivity at 
100Hz 

Perovskite 
BaTiO3 1,700 

PbNb2O6 225 
SrTiO3 2,000 

oxide 

SiO2 3.9 
Al2O3 9 
Ta2O5 22 
TiO2 80 
WO3 75 
ZrO2 25 
HfO2 25 

HfSiO4 11 
La2O3 30 
Y2O3 15 

Covalent crystal Si (silicon) 14 
C (diamond) 5.5 - 10 

 

Case of inorganic materials 

In inorganic materials, electron and vibrational polarization mechanisms are similar 
to those in polymers. As well as in polymers, the electron contribution to ε’r is limited by 
the material band gap and does not exceed a few tens (see Figure 1.5). Nevertheless, the 
vibrational contribution may reach very high levels for materials with high difference of 
electronegativity between the atoms and high level of mobility of the atoms around 
their equilibrium positions. Some examples of inorganic materials permittivity values 
are given in  
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Table 1.2. Materials made of atoms with similar electronegativity present low 

permittivity (e.g. SiO2 with εr=3.9) whereas BaTiO3 and SrTiO3 possess very high 
permittivities (up to εr~ 1700-2000) because of a high vibrational contribution. As 
regards to its very high permittivity, BaTiO3 has been widely studied and reported as a 
capacitor active layer in the literature. In the same way as in semi-crystalline polymers, 
electric charge conduction may lead to interfacial polarization in inorganic materials 
that exhibit heterogeneity of conductivity (e.g. at grain boundaries). 

 
 
TThe resonance frequencies of the electronic and vibrational contributions being 

respectively around 1015 and 1012 Hz, the dielectric permittivity of these materials should 
be independent of the frequency below 1012 Hz in the absence of interfacial polarization 
due to charge carrier conduction. Nevertheless, the permittivity can be drastically 
affected by structural changes. Indeed, crystal phase transitions may modify the 
permittivity as in the case of BaTiO3 crystals. Philippot et al. report the evolution of the 
permittivity along temperature-induced phase transitions for BaTiO3 crystals as 
represented in Figure 1.725. BaTiO3 exists in a ferroelectric tetragonal phase between 0 
and 120 °C. Above this temperature (called the Curie temperature), the crystal turns 
into a non-ferroelectric cubic phase. As the size of the particles is reduced, the Curie 
transition temperature decreases in such a way that below 1 μm, the structure is no 
longer tetragonal but cubic at RT. This effect has been explained by internal lattice 
stress relaxation at the nanoscale. TThe evolution of the permittivity with the particle size 
is shown in Figure 1.8. As a result, the permittivity of BaTiO3 nanoparticles (NPs) is lower 
than in bulk BaTiO3, does not undergo drastic change with temperature and does not 
depend on frequency.  
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Figure 1.7: Evolution of the dielectric constant of large BaTiO3 particles with the temperature 
induced phase transition25. 

 
Figure 1.8: Evolution of the dielectric permittivity of BaTiO3 particles as a function of the grain 
size (at 1 kHz, RT)25. The tetragonal phase is ferroelectric. 

11.2.2 Charge dynamics in solids  

In dielectric materials, both ions and electrons may participate to charge conduction. 
The electrical conductivity σDC depends on the density of the electric charge carriers and 
on their mobility. Charge carrier density depends on both their generation and 
collection whereas their mobility depends on the transport mechanisms. Thus, electrical 
conduction can be limited by either transport or the generation of the charge carrier 
depending on the electronic structure of the material, on temperature and on the 
electric field. There are several mechanisms that may account for electrical transport in 
materials. The behaviour of electrons in solids is described on the basis of the band 
theory. Nevertheless, this theory does not include a description of the ion behaviour. 
Thus, the ionic conduction will be addressed in a dedicated paragraph.  

Ionic conduction 
In solids, the ions polarize their surroundings. The polarized atoms and molecules 

rearrange themselves to reduce the potential energy of the system. This is equivalent to 
the creation of a potential barrier and can be considered as a charge trapping. Then, the 
ions have to move by a thermally activated hopping mechanism so from one potential 
well to another as shown in Figure 1.9 a). The potential barriers and wells are related to 
the local structure of the material and are modified by applying an external electric field 
as schematized in Figure 1.9 b)26.  
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Figure 1.9: Schematic illustration of the energy barrier hindering the transport of a cation in a 
material: a) without electric field and b) with an applied electric field.

Ionic conduction can be classified in two categories, intrinsic and extrinsic, 
depending on the origin of the ions. In pure ionic crystals, the ionic conduction is called 
intrinsic and provided by the ions that constitute the crystal. However, in non-ionic 
solids, the ionic conduction is provided by impurities and called extrinsic. It depends on 
the nature and the concentration of the impurities. Ionic impurities are found in all 
dielectric materials at various concentrations. They may be due to the fabrication 
process, remaining fragments of polymerization catalyst, degradation and dissociation 
of neutral species due to radiation absorption or even from the environment such as 
easily dissociable water molecules. Their size generates large steric effects that justify 
their very low mobility compared to electrons. Their conduction is associated with
matter transport26. 

It is worth noting the very important role of the relative permittivity on the 
dissociation of ionic species and thus on the ionic conductivity. As a result, it is 
reasonable to say that ionic conduction does not have a noticeable contribution in non-
polar polymers. 

If the ions migrating under an applied electric field are not neutralized at the 
electrodes, they accumulate and generate space charges near the electrodes. These 
space charges are oppositely charged as compared to the nearby electrode (and thus 
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called hetero-space charges). This leads to an increase of the electric field near the 
electrodes that may trigger injection of electrons from the cathode or holes from the 
anode. 

EElectronic conduction  

Band theory 

According to quantum mechanics, electrons in crystalline materials are allowed in 
certain energy levels grouped in bands, separated by forbidden energy bands (band 
gaps). The Fermi level is the energy that separates the occupied electronic states from 
the non-occupied ones. Depending on the nature of the material and the structure of the 
crystal, the relative position of the band structure and the Fermi level can be different. 
Three main cases can be distinguished. They are represented in Figure 1.10. 
 

 
Figure 1.10: Schematic representation of the electronic band structure in metals, 
semiconductors, and insulators (adapted from 27) 

 
Amorphous materials, like most insulating materials used in practice, do not exhibit 

long-range order, but only short-range order between atoms. This results in the 
presence of localized states lying in the forbidden gap, as shown in Figure 1.11 b)11,28,29. 
These localized energy states can be ranked into two categories:  

(1) Localized states with an orbital extension shorter than the closest neighbour 
(isolated sites). These sites have low spatial density and are located deep into the 
forbidden gap (>0.5-1 eV). An electron trapped into such a localized state may 
lose energy by conventional electron transition mechanisms (photoemission, 
phonon…) and can be further stabilized by the surrounding medium26 
(polarization of the surrounding molecules to reduce the potential energy 
brought by the charge). These localized states are usually introduced by chemical 
defects or impurities. 



21 
 

 
 

(2) Localized states with an orbital overlap with neighbouring states. These states 
are located less deep in the forbidden band (<0.5-1 eV). They are close enough to 
interact (high spatial density) and to allow electron transit from one site to the 
other. Their spatial density decreases as their energy moves away from the 
conduction band. These states are called shallow traps and are usually 
introduced by physical disorder. 

 
Figure 1.11: Electronic structure of a) an ideal and b) a real dielectric solid. Adapted from 
Laurent, 199928. 
 

These two kinds of localized states may impact the charge dynamics in solids by 
charge transfer through shallow traps or electron trapping in deep traps. These two 
mechanisms will be further addressed. 

 

Charge generation mechanisms 

The basis of the charge generation is very clearly described in the work of C. 
Laurent28. This part is then widely inspired by this work.  

Internal generation 

Intrinsic electrical charges can be generated in the bulk of the material by the 
excitation of a valence electron and dissociation of the resulting electron-hole pair. 
These phenomena may emerge from radiation absorption, electron collision, or simply 
thermal motion. The minimum energy required for electron excitation corresponds to 
the band gap width of the material. The electronic structure of the material is thus 
determining the ease of electron excitation. In wide band gap materials, the probability 
of electron excitation is so weak that most charge carriers come from electron excitation 
on the impurities. 
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Charge generation at the interfaces 

Electrons can be injected or collected (hole injection) at electrodes upon an applied 
voltage. The electronic structure of a metal-polymer contact is illustrated in Figure 1.12. 
The example of the electrons will be described in what follows but it can be transposed 
to hole injection by considering an opposite voltage. 

In the absence of electric fields, a potential barrier of height ψ, which depends on the 
nature of the electrical contact, prevents conduction electrons contained in the metal to 
penetrate the polymer. In the presence of an electric field, the height of the potential 
barrier is reduced by a quantity ∆ܸ given by equation (1.14).  

 ∆ܸ =
݁
2

. ൬
ܧ݁

௥ߝ଴ߝߨ
൰
ଵ
ଶൗ

 (1.14) 

with e the electron charge (1.6 x 10-19 C).  
Then electrons (or holes) can overcome (or cross) the barrier by three different 

mechanisms illustrated in Figure 1.1228: 
- The Schottky effect involves thermal activation to give enough energy to the 

electron to overcome the barrier (mechanism 1 in Figure 1.12).  
- The Fowler-Nordheim effect in which the electron can pass through the potential 

barrier by tunnelling if the electron wave function is about the width of the 
potential barrier (mechanism 2 in Figure 1.12). This is the case only at high 
electric fields (around 108 – 109 V.m-1). Above these values, the injection current 
greatly increases.  

- The thermally assisted tunnelling effect combines both effects (mechanism 3 in 
Figure 1.12). 

 

 
Figure 1.12: Charge injection mechanisms. Adapted from 28. 

Potential 
energy 

Barrier height ψ

Fermi level of 
the metal

Metal Insulating 
material

Conduction 
band

Potential barrier under applied electric field



23 
 

 
 

 
Many factors influence these injection processes. First, the surface roughness leads 

to local field enhancement by peak effect that reduces the potential barrier30. The 
electrode thus presents preferential injection sites heterogeneously distributed over its 
surface31. Moreover, the energy barrier  depends on the crystallographic orientation of 
the metal and on its surface oxidation state26,32. Finally, the dielectric/metal interfaces 
usually present defects that introduce intermediate energy levels that promote a 
multistep injection process.33 Indeed in general, the injection thresholds measured are 
much lower than those predicted by the theory. 

These injection mechanisms are mainly dominating the charge carrier conduction in 
very thin polymer layers (10-8 to 10-7 m). In thicker film (10-6 to 10-1 m), the electrical 
current is mainly limited by volume transport mechanisms.  

Charge transport mechanisms 

Once charge carriers are generated in the materials, different phenomena may 
account for electrical transport in dielectric materials. 

Band conduction  

Band conduction is operated by mobile electrons (resp. holes) in the conduction 
(resp. valence) band. The probability of the presence of electrons (resp. holes) in the 
conduction (resp. valence) band drastically decreases with increasing the band gap. 
Band conduction is thus observed if no other conduction mechanisms are significant34. 
Accelerated conduction electrons may be at the origin of internal generation and 
material degradation26,35. 

Trapping/detrapping 

Charge carrier conduction may be impacted by electron trapping. Indeed, the above-
mentioned localized states in the forbidden gap present in the material act as potential 
wells that trap charge carriers. Charge trapping is related to various energy transfer 
mechanisms 26. To leave the trap, a charge carrier has to overcome a potential barrier, 
by the three mechanisms mentioned above for injection.  

Hopping 

If the trap levels are spatially close enough the height of the potential barrier 
between two neighbour traps is decreased as illustrated in Figure 1.1336,37. Again, the 
same mechanisms described for injection may be involved in charge carrier transfer 
from one localized state to another without passing by the conduction band38. 
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In polymers, electronic conduction is thought to mainly occur through these 
hopping mechanisms because of their high level of physical disorder in the amorphous 
phases and high band gap.  

 

 
Figure 1.13: Hopping process between two traps when an electric field is applied39. 

Space charges  

At high electric fields, extrinsic charge carriers (generated by injection) become 
predominant over intrinsic charge carriers present in the material. It follows that the 
injected charges may accumulate in the material. Similarly, ionic species may be 
dissociated and accumulate near interfaces. These “space charges” modify the electric 
field distribution and may affect charge injection, transport and the electrical strength 
of the material40. Charges accumulate in the material mostly under DC electric field40. 

11.2.3 Electrical degradation, Breakdown and life time 

The electric strength Ebd (also called electric field at break or breakdown field) is 
defined as the electric field at which the insulating properties of a material are 
irreversibly destroyed.  

Two kinds of breakdown may be distinguished:  
- Extrinsic breakdown due to the presence of impurities or defects  
- Intrinsic breakdown reflects the bulk physico-chemistry of the material. 
The intrinsic electric strength is quite difficult to define in real materials such as 

polymers because it would require a perfectly homogeneous material without defects 
and impurities whose effects predominate. The extrinsic electric strength depends on 
three phenomena: 

- Thermal breakdown  
- Mechanical breakdown 
- Electrical breakdown 
A thermally assisted electrical breakdown is the most probable mechanism for 

polymers since they are strong enough to undergo high compression stress.  

Initial barrier 
height

Reduced 
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EElectrical breakdown 
In wide band gap materials, the most probable mechanism responsible for electrical 

breakdown is the avalanche multiplication. It happens at high electric fields, when 
electrons acquire enough energy to induce ionization of the matter resulting in the 
emission of other electrons withdrawn from their valence state. The multiplication of 
these hot carriers due to the bolting of this phenomena leads to electrical breakdown. 
The predominance of this effect in the electrical breakdown of polymer material is still 
controversial. Nevertheless, suitable conditions may exist because the presence of hot 
electrons has been proved by electroluminescence and free radical generation11,31. The 
tunnel-injection of electrons from the electrodes to polymeric film has been shown to be 
responsible for initiating avalanche breakdown at fields about 103V/μm. In that case, 
the electrical breakdown is governed by the electrode/polymer interfaces31. 

Thermal breakdown 
Thermal breakdown occurs when the heat generated by the dielectric losses cannot 

be handled at macroscopic scale or, more usually, at the microscopic scale. The increase 
of the temperature due to power dissipation increases both charge carrier density and 
mobility, resulting in further heat generation by Joule effect. This retroactive loop leads 
to thermal breakdown through the bolting of both temperature and conductivity in the 
material. 

Electromechanical breakdown 
The electromechanical breakdown occurs due to the coulombic forces of the 

electrodes that squeeze the polymer which is compressed in between. The stress can 
reduce the thickness of the material depending on the Young’s modulus and lower the 
electric strength. Indeed, if the electrical stress is kept constant, the reduction of the 
sample thickness leads to an increase of the electric field. This phenomenon is not 
commonly considered to occur in polymers. 

Partial discharge breakdown 
The partial discharge breakdown happens in the presence of cavities in the 

material40. Since they are filled with gas, they have lower permittivity than the matrix. 
The polarization of the surrounding matrix increases the electric field inside the cavities 
(described p.28) which may result in the gas ionization (breakdown of the gas induces 
partial discharge). The charge carriers produced by this ionization are accelerated into 
the cavities and may cause chemical degradation when reaching the edges of the cavity. 
Repeated, these partial discharges may lead to the erosion of the mater and cause 
macroscopic breakdown. In polymers, such cavities are commonly formed during the 
fabrication process. 
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11.2.4 Conclusion on dielectric properties 

Intrinsic dielectric properties of supposedly homogeneous material have been 
addressed. These dielectric properties depend on the dynamics of the electrical charges. 
These charges can be bound charges (permanent, induced dipoles…) or free charges 
(electrons, holes, ions…). Free charges can effectively be considered as bound charges if 
they are confined at small scales.  

Polarization of the permanent or induced dipoles enhances the energy density 
stored in the material. These polarizations are associated with dielectric losses that lead 
to high energy dissipation close to their relaxation frequencies. The polarization of a 
material is described by its complex relative permittivity ε*r and may depend on the 
frequency and on the intensity of the applied electric field. Specific phenomena such as 
ferroelectricity and saturation must be avoided since they considerably reduce the 
storage energy density at high electric fields. 

The transport of free charge carriers has been shown to deteriorate insulating 
properties of materials. Indeed, the DC conductivity generates energy dissipation. 
Various mechanisms of charge transport have been introduced and they depend on the 
type of charge carrier (ions, electrons …), on the material electronic structure 
(crystalline, amorphous, presence of chemical and physical defects…) and on the 
applied value of the electric field. Indeed, conduction mechanisms may be triggered at 
high electric field and have to be considered in the design of composites where the 
electric field may be drastically enhanced. This aspect will be developed in what follows.  

The electric strength of a material is also a property of interest for applications 
where high electric fields are required. Various mechanisms that may lead a material to 
electrical breakdown have been mentioned.  

When associated in a composite, the resulting dielectric properties depend on the 
intrinsic dielectric properties of the various phases. In some cases, the properties of 
composites may be described by rules of mixture. Nevertheless, additional phenomena, 
specific to composites, have to be considered. The dielectric properties in composites 
will be addressed in what follows. 

1.3 Polarization in heterogeneous materials 

Designing composites is a way to obtain materials with tuned properties. This 
section is dedicated to the relationships between the composition and structure of a 
composite and its dielectric properties. 
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11.3.1 Ruless off mixturee 

The effective (homogenized) permittivity ߝ௘௙௙ of a composite depends on its

structure and on the volume fraction of each constituent. Various examples of either 
empirical or model-based rules of mixture are presented in Figure 1.15. AAlll off themm liee 
betweenn thee theoreticall Wiener’ss limits,, correspondingg too parallell andd perpendicularr 
multilayerr configurations presented in Figure 1.14 and described by equations (1.15)
and (1.16)41.

(1) When layers of two different materials of permittivity ε1 and ε2 with a volume 
fraction ߮ of material 1 are connected in parallel, the effective permittivity is
described by:

௘௙௙′ߝ = ଵߝ߮ + (1 − ଶߝ(߮ (1.15)

(2) In perpendicular (series) association, layers behave like capacitors connected in 
series:

௘௙௙′ߝ =
1

߮
ଵߝ

+ (1 − ߮)
ଶߝ

(1.16)

These rules of mixture only consider bound charge polarization of the composite 
constituents. They do not consider interfacial polarization due to conduction of free 
charge carriers within each component. 

Figure 1.14: Parallel and perpendicular multilayer structures.
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Figure 1.15: Rules of mixtures of several models for the effective permittivity. 42

PPolarizationn off inclusionss andd electricc fieldd distortionn 
When a composite material is placed in an external electric field, the differences of 

permittivity and thus of polarization will lead to a heterogeneous electric field. The 
polarization of a spherical dielectric inclusion (permittivity ߝ௜ ) in a matrix of different 
permittivity ௛ߝ in an external electric field E0 is first considered (see Figure 1.16). The 
explicit resolution of the Maxwell equations first gives, in spherical coordinates, the 
following expression of the surface charge distribution ߪ௦௨௥௙ formed at interface:

௦௨௥௙ߪ = ௛ߝ଴ߝ3
௜ߝ − ௛ߝ
௜ߝ + ௛ߝ2

଴ܧ cos ߠ (1.17)

Figure 1.16: Description of the spherical inclusion in spherical coordinates.

The electric field distribution inside the inclusion and in the host medium is thus 
expressed by equations (1.18) and (1.19), respectively.

ሬ⃗ܧ ௜ =
௛ߝ3

௜ߝ + ௛ߝ2
ሬ⃗ܧ ଴ (1.18)
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ଷݎ
− 1ቇܧ଴ sinߠ

 (1.19) 

 With a the inclusion radius and r the distance from the inclusion centre. 
First, equation (1.18) indicates that the electric field is uniform inside the inclusion. 

It decreases if the permittivity is higher in the inclusion than in the host medium, and 
conversely.  

Then, equation (1.19) shows that the electric field outside of the inclusion depends 
on both the distance to the inclusion and the angle θ. 

 
Figure 1.17: Total electric field around spherical inclusion for a) ߠ = 0 (direction of the external 
electric field E0) and b) ߠ = ߨ 2⁄  and c) distribution of the electric field intensity around the 
inclusion for εi=10 and εh=1(obtained with the program described in section 4.3.3). a is the 
inclusion radius and r the distance to the inclusion centre. Here, the permittivity ratio between 
the inclusion and the matrix is denoted R. 

Figure 1.17 a) and b) show the norm of the electric field, for various permittivity 
ratios between the inclusion and the matrix, as a function of the distance r to the 
inclusion centre for ߠ = 0 and ߠ = ߨ 2⁄ , respectively. Figure 1.17 c) gives a 2D mapping 
of the electric field norm and direction around the inclusion.  

It can be seen in Figure 1.17 that, in the case of a permittivity ratio ܴ = ௜ߝ ⁄௛ߝ  higher 
than 1, the electric field outside the inclusion is decreased at the equators and increased 
at the poles (and oppositely for permittivity ratio ܴ < 1). When the permittivity ratio 
tends to infinite value like in the case of an electrically conducting inclusion, the electric 
field distortion is maximum. It is given by equations (1.20) with a zero-electric field 
inside the inclusion and at the equator and a maximum electric field of 3ܧ௛ at the poles. 

 

⎣
⎢
⎢
⎢
௢௨௧(௥)ܧ⎡ = ቆ2

ܽଷ

ଷݎ
+ 1ቇܧ௛ cos ߠ

௢௨௧(ఏ)ܧ = ቆ
ܽଷ

ଷݎ
− 1ቇܧ௛ sinߠ

 (1.20) 

a) b) c) ܧ
௔௣௣௟௜௘ௗ൘ܧ
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The local electric field enhancement induced by the polarization of the high-ε 

inclusions may be detrimental for the insulating properties of the composites. Two main 
reasons may be mentioned. 

The first one concerns the impact of the electric field on the band structure of 
dielectric materials and its consequences on the charge carrier transfer between 
particle and matrix. Indeed, as discussed previously, the cumulative effect of image 
charge force and electric field lead to decrease the potential barrier for charge injection 
and even lead to injection by tunnelling effect if the electric field is too high. Similar 
description can be done for a particle/matrix transfer. For high-ε spherical particles, the 
amplification of the electric field may decrease the threshold for charge carrier transfer.  

Secondly, for a host material with a homogeneous electric strength EBD, as the 
maximum local electric field is about x3 for spherical inclusions with high permittivity, 
the electric field locally reaches EBD when the external applied field is ܧ஻஽/3. Thus, the 

effective breakdown strength ܧ஻஽
௘௙௙ is divided by 3 as compared to pure matrix. In this 

simple picture, since the energy density is proportional to the permittivity and to the 
square of the electric field, the decrease of the electric strength will always prevail over 
the increase of the effective permittivity and will lead to lower energy density 43. 
However, this must be mitigated by the fact that the volume fraction in which the field is 
amplified may be small, thus decreasing the associated probability of homogeneous 
breakdown. 

HHomogenization theory 
To calculate the effective permittivity εeff of a composite consisting of spherical 

inclusions dispersed in a continuous matrix of different permittivity, M. Garnett was the 
first author to propose an approach based on an effective medium approximation44,45. 
This approach was later generalized to include the effect of conductivity and ellipsoidal 
inclusions.  

The complex, frequency dependent permittivity ߝ௘௙௙∗ (߱) of a heterogeneous mixture 

including dispersed inclusions in a matrix is described by15: 

∗௘௙௙ߝ  (߱) = (߱)∗௛ߝ
(߱)∗௜ߝ݊] + (1 − [(߱)∗௛ߝ(݊ + (1 − (߱)∗௜ߝ](݊ − ௛∗(߱)]߮௜ߝ

(߱)∗௜ߝ݊] + (1 − [(߱)∗௛ߝ(݊ − (߱)∗௜ߝ]݊ − ௛∗(߱)]߮௜ߝ
 (1.21) 

where ߝ௛∗(߱) and ߝ௜∗(߱) are the complex permittivities of the host media (matrix) and of 
the inclusion respectively. ߮௜is the volume fraction of the inclusions and n is the shape 
factor of the dispersed inclusions in the direction of the electric field. For spherical 
particles, n = 1/3. For prolate spheroids (rod-like), 0≤ n ≤ 1/3, with the needle, n = 0 
as the limiting case. For oblate spheroids (disc-like), 1/3≤ n ≤ 1, with the plate-like 
particle n=1 as the limiting case. 

For spherical inclusions (n=1/3), equation (1.21) can be simplified as:  
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∗௘௙௙ߝ  (߱) = (߱)∗௛ߝ
1 + 2߮௜

(߱)∗௜ߝ − (߱)∗௛ߝ
(߱)∗௜ߝ + (߱)∗௛ߝ2

1 − ߮௜
(߱)∗௜ߝ − (߱)∗௛ߝ
(߱)∗௜ߝ + (߱)∗௛ߝ2

 (1.22) 

which corresponds to the Maxwell-Wagner curve in Figure 1.15. 
Figure 1.18 shows the rule of mixture given by equation (1.22) for spherical 

inclusions as a function of the inclusion volume fraction if both constituents have a real 
permittivity (i.e. without dielectric losses). It predicts for example an increase of 12% of 
the permittivity of the matrix for a composite containing 5 vol% of inclusions with a 
permittivity ratio of 10, which is consistent with the literature46. Increasing the 
permittivity ratio of the system to 20 would lead to an effective permittivity increase of 
14%. In the case of inclusion with an infinite permittivity such as conducting particles, 
the effective permittivity of the would increase by 16% at 5 vol%. This suggests that, as 
well as for the electric field distortion, the effect of the permittivity ratio between the 
inclusions and the matrix has a limit.  

However, the mean field approximations used in the M. Garnett model are valid at 
low concentrations of inclusions since the influence of the closest neighbours are not 
considered. Indeed, dipole-dipole interactions cannot be ignored any longer when the 
inclusions get close to each other and start to feel their respective influence on the 
electric field. The limit concentration of this model will be estimated in section 1.3.4. 

Other models, such as the Rayleigh’s and Bruggeman’s ones, include the interactions 
between the spherical inclusions and become applicable to higher concentration of 
inclusions47.  

 
Figure 1.18: Rules of mixture obtained from equation (1.22) for spherical particles if both 
phases have real permittivity. The rules of mixture are plotted for different permittivity ratios 
(here, R=εi/εh and εh=1). 
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11.3.2 Energy density and composite structure 

Inclusion aspect ratio and orientation 
Introducing particles with different shapes may have high efficiency in terms of 

effective permittivity enhancement 8. The influence of both the orientation and the 
aspect ratio of a high-ε particle (εi = ∞) on the effective permittivity and the electric 
strength EBD of a composite has been calculated by Roscow et al. using numerical 
simulation43. As presented in Figure 1.19 (a), the orientation of the particle with an 
aspect ratio of 8 has a significant influence on the field distortion. Indeed, the electric 
field locally reaches high values (8.8 times the applied field) when the particle is 
oriented in the field direction. Figure 1.19 (b), (c) and (d) shows the electrical strength 
EBD, the Permittivity Enhancement Factor Rε (i.e. the effective permittivity divided by 
the matrix permittivity), and the resulting storage energy density, respectively. The 
authors consider that the electrical breakdown occurs when the electric field locally 
reaches the electrical strength of the matrix. The electric strength of the composite is 
thus calculated as the electric strength of the matrix divided by  ܧ௟௢௖௔௟ ௠௔௫ ⁄௔௣௣௟௜௘ௗܧ . In 
Figure 1.20, these parameters are plotted as a function of the particle orientation for 
various particle aspect ratios between 1 and 10.  

 
Figure 1.19: 2D modelling results with a) The electric field mappings in the cases of the 
polarization of a high-ε (ε=106) inclusion with an aspect ratio AR=10 oriented either parallel or 
perpendicular to the field direction. Evolution of b) the effective electric strength (calculated as 
஻஽௠௔௧௥௜௫ܧ ∗ ௔௣௣௟௜௘ௗܧ) ⁄௟௢௖௔௟ ௠௔௫ܧ )), c) the effective permittivity (or permittivity enhancement factor) 
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of the composites normalized by that of the matrix, and d) the associated energy density as a 
function of the orientation of a particle for various aspect ratios. AR is the aspect ratio of the 
particles and E*b is the effective electric strength (denoted EBD in the text). The effective surface 
fraction of the inclusion is 0.785%.43 

 
Firstly, as the aspect ratio increases, the influence of the particle orientation on both 

the permittivity enhancement factor and the electric strength increases. When the 
particles are oriented in the electric field direction, the Rε is at its maximum and EBD at 
its minimum, and reversely when the particle is oriented perpendicularly to the field 
direction.  

This result illustrates two important relationships commonly found in composites 
filled with ellipsoidal high-ε particles8,43,48–54: 

- The electric field distortion is maximum (resp. minimum) when the particles are 
oriented parallel (resp. perpendicular) to the electric field.  

- Higher is the electric field distortion, higher is the effective permittivity and the 
maximum local electric field  

Then, from the calculated electric strength, the authors suggest that the maximum 
energy density cannot be increased with respect to the pure matrix (see Figure 1.19 d). 
However, the best case is always the composite with the particle having the highest 
aspect ratio and oriented perpendicularly to the electric field direction (which tends to 
a perpendicular multilayer structure, corresponding to the lower Wiener limit). 

 
The divergence point found in the literature is the possibility to increase or not the 

energy density of the polymer matrix by introducing high-ε fillers. Indeed, even though 
Zhang et al. experimentally confirm48 the above mentioned hypothesis of Roscow et al., 
Shen et al. suggest the opposite may be true, by proposing another model based on the 
growth of the breakdown path and supported by experimental studies55. Indeed, the 
authors show that orienting nanosheets or nanofibers perpendicularly to the electric 
field would allow increasing the energy density up to a given particle content Figure 
1.20. 
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Figure 1.20: Schemes of the general relationships between dielectric properties and structural 
parameters in composites filled with high-ε particles. (a) Definition of the dimension factors 
ax/az and ay/az (b) enhancement factors of the Electrical strength, permittivity and energy 
density as a function of the filler dimension factors55. Electric field is along the z direction.

The results presented in Figure 1.20 (b) confirm that aligning platelet/sheet-like 
particles perpendicular to the electric field maximizes the energy density. Indeed, this 
configuration is close to the perpendicular multilayer structure and thus induces the 
lowest electric field distortion. 

FFromm inclusionss too multi-layeredd structuress 
All these studies suggest that the best compromise is found in composite with a 

structure close to the perpendicular (series) multi-layer structure. Eric Baer and Lei 
Zhu have reviewed the possibility of tuning dielectric properties through multilayer 
polymer composites21. By increasing the number of layers in a PC:PVdF multilayer 
composite (and thus decreasing the layer thickness), dielectric losses may be reduced 
through nano-confinement of ionic species, which reduces both the conductivity and the 
associated MWS polarization as presented in Figure 1.21 a)56. Indeed, since the 
conductivity of PVdF is higher than that of Polycarbonate (PC), charge carriers 
migrating in PVdF accumulate at the interfaces with PC, leading to MWS polarization. 

a)

b)
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However, as the thickness of PVdF layers is decreased down to about 50 nm, the 
distance on which charge carriers migrate is decreased accordingly.  

 
Figure 1.21: with a) Dielectric spectroscopy of PC/PVdF 50/50 multi-layered films with 2, 8, 32, 
256 layers compared to pure PC and PVdF films (all films are 12 μm thick)56 and b) breakdown 
strength of PC/PVdF-HFP multi-layered films with 32 layers compared to simple blends as a 
function of the composition57. 

 
Moreover, increasing the layer number considerably increases the electrical 

strength. Tseng et al. have reported that the effective breakdown strength of PC-PVdF-
HFP multilayer films becomes higher than the respective breakdown strength of both 
PC and PVdF-HFP58. The authors explain these results as a consequence of the 
interfacial polarization of ions and electrons. 

The results reported in the literature about multilayer associations of polymers are 
consistent with the general trend of the dielectric properties with the structural 
indicators presented before. This general trend is observed in nearly all works found in 
the literature. 

11.3.3 MWS interfacial polarization  

As seen before, when the composite phases have different conductivities, interfacial 
polarization mechanisms (MWS) may emerge from the accumulation of charge carriers 
at interfaces. In this case, the MWS polarization impacts the effective permittivity of the 
composite material, wwhich may then overcome the Wiener limits and even become higher 
than the permittivities of both constituents42.  

Indeed, Polyimide-Alumina nanocomposites were found to break the Wiener limit 
due to an additional interfacial polarization mechanism provided by conduction 
phenomena, as illustrated in Figure 1.22.59 

a) b)
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Figure 1.22: Example of a Polyimide-Alumina nanocomposites whose permittivity at 100 kHz 
breaks the Wiener limit (parallel connection)42.  

 
Similarly, Figure 1.23 presents the results of several studies reviewed by Zhang et 

al.42Figure 1.22. Conducting particles were used in the three reported cases: First, the 
bulk conductivity of CaCu3Ti4O12 (CCTO) particles is reported to be about 10-7 to 10-5 
S.cm-1 at RT 60, which may explain the permittivity increase observed on the black 
square and blue triangle curves in Figure 1.23. For the red curve, the presence of 
conducting nickel particles is mentioned in addition to BaTiO3 particles, which allows 
similar interpretation.  
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Figure 1.23: Example of systems with an effective permittivity overcoming the parallel 
association rule of mixing at 100Hz42. (Black squares: conducting CCTO (CaCu3Ti4O12) particles; 
Red circles: BaTiO3 + Ni particles; Blue triangles: conducting CCTO particles) 
 

When conducting particles locally percolate, they can polarize on long distances, 
leading to drastically enhance the effective permittivity. Beyond the percolation 
threshold, the decrease of the permittivity is due to macroscopic percolation of the 
conducting particles that prevents electrical charge accumulation within the composite. 
This behaviour is schematized in Figure 1.24.  

Polymer-based composites exhibiting giant permittivity can thus be obtained near 
the percolation threshold61–64. As a consequence, such systems usually exhibit very high 
dielectric losses and very low electrical strength which are detrimental for many 
applications including energy storage. 

Nevertheless, high effective permittivity and relatively low dielectric losses may be 
achieved by precisely controlling the composite structure. For example, PDMS foams 
associated with carbonated particles were shown to exhibit permittivities of about 80 
with a loss factor lower than 0.165. 

Such MWS polarization mechanisms are also found in semi-crystalline polymers 
where the amorphous and the crystalline phases do not have the same conductivity, like 
in the case of PVdF polymers66,67 or PolyEtherEtherKetone (PEEK)68. The charge 
carriers migrating in the phase with the highest conductivity (in most cases the 
amorphous phase) accumulate at the interfaces of the phase with the lowest 
conductivity.  
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Figure 1.24: Illustration of the effective permittivity of composites filled with 
conducting particles. Giant permittivity is reached near percolation threshold (fc).61 

11.3.4 Interaction between particles 

The calculated electric field and the rule of mixture presented before (see equation 
(1.19)) do not consider the interactions between particles. In concentrated systems, the 
polarized particles may modify the electric field seen by the other particles, and this 
may modify the effective permittivity. These interactions are called dipolar correlations. 
To evaluate the minimum interaction distance, an interaction radius r can be calculated 
arbitrarily as the limit beyond which the electric field is not modified more than 5%. 
The maximum values of the components ܧ௢௨௧(௥)and ܧ௢௨௧(ఏ) can be calculated from 
equations (1.19) (in the case ߝ௜ = ∞): 
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ݎ
ܽ

= ඨ 1
0.05

య
= 2.71

 (1.23) 

We can now consider a well-dispersed system in which the centres of the particles 
are separated by a distance r = (3.41+1)a . In a face centred cubic structure, such inter-
particle distance would correspond to a volume fraction of 7 %. As a result, one may 
consider the interactions between particles to be negligible and so the Maxwell Garnett 
model to be valid for systems with less than about 7 vol% of particles.  

 
The interaction between neighbouring particles in concentrated systems can be 

constructive or destructive (i.e. leading to higher or lower permittivity) depending on 
the respective positions of the particles with respect to the electric field direction.  
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- If the two particles are aligned in the electric field direction, the particle 
interaction results in a higher total polarization and higher effective permittivity 
(Example of simulation and experimental result in Figure 1.25.) 

- If the particles are aligned perpendicular to the electric field direction, the effect 
is opposite. Since the polarization of the particles tends to reduce the electric 
field at the equator, a polarized particle reduces the electric field acting on its 
neighbours. The effective permittivity then tends to be reduced by lateral 
interactions. 

In their computational work, Jin et al. have shown that the interaction between two 
particles which are aligned in the electric field direction result in higher electrical 
displacement (represented by the colour mapping in Figure 1.25) and thus higher 
effective permittivity as the particles get closer69. An experimental study carried out by 
Bowen et al. has led to similar results70. The authors have shown that the effective 
permittivity can be increased by a factor 3 by aligning high-ε Barium Strontium Titanate 
particles in the electric field direction as compared to unaligned particles.  

These two kinds of interactions, respectively increasing and decreasing the effective 
permittivity, do not necessarily cancel in a polymer composite with high particle 
content or agglomerated particles. Recently, Kushimoto et al. proposed a model 
describing the effective permittivity of composites in which part of the particles are well 
dispersed while the other part are randomly agglomerated at different volume ratios71. 
They show that higher is the fraction of agglomerated particles, higher is the effective 
permittivity. This result suggests that random interactions between particles lead to 
increase the effective permittivity. However, the exact effect of the agglomeration state 
on the permittivity is not well described yet.  

Concerning the electric field distribution, a bad dispersion state tends to increase 
the interactions between particles which further enhances the maximum local electric 
field. This effect may be detrimental to the electrical strength of the composite material. 
Indeed, in a randomly arranged agglomerate, the electric field is inevitably enhanced 
between particles interacting in the electric field direction. As a result, the 
agglomeration of high-ε particles would both increase the effective permittivity and the 
maximum local electric field in composites. Thus, further investigations are required to 
fully elucidate the relationships between particle dispersion state and dielectric 
properties in polymer-based composites.  
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Figure 1.25: Simulation of interacting high-ε particles aligned in the electric field direction with 
a) a colour mapping of the electrical displacement D and b) experimental results of effective 
permittivity for polyurethane-based composites filled with high- NPs align either in the electric 
field direction or perpendicularly 69,70. (In the legend, “parallel to chains” corresponds to 
“aligned parallel to the electric field”.) 

 
 
 
 
 
 
 
 
 

a)

b)
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11.3.5 Conclusion  

When high-ε spherical inclusions are introduced in a polymer matrix, the electric 
field converges towards the particles and is thus amplified at the poles of the particles, 
as schematized in Figure 1.26.  

 
Figure 1.26: Equipotential and electric field lines for homogeneous materials and composite 
material filled with high permittivity fillers71. 

 
For anisotropic high -ε particles, this effect strongly depends on the orientation of 

the particles. As schematized in Figure 1.27, increasing the orientation of the composite 
structure in the direction parallel (resp perpendicular) to the electric field leads to 
increasing (resp. decreasing) the effective permittivity.   

In the case of composites with heterogeneous conductivity, the effective permittivity 
may overcome the upper Wiener limit due to interfacial MWS polarization related to 
free charge carriers. 

The local electric field enhancement associated with the increase of the effective 
permittivity is thought to reduce the electric strength. It follows that the expected 
trends for the effective permittivity and electric strength are opposite. As a result, a 
compromise between effective permittivity and electrical strength has to be found when 
designing the dielectric properties of composites. There is however no consensus in the 
experimental works. 

 
Several points remain unclear: (1) The relationships between the particle dispersion 

state and complex permittivity is not fully elucidated. (2) There is no consensus about 
the possibility of increasing the electrical strength (or at least keeping it constant), 
which is key for designing a polymer-based composite with increased energy density. 
Somehow contradictory reported results may come from other factors, such as the non-
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homogeneity of the electric strength in the volume of the material or the effect of both
interfaces and material electronic structure on the electrical strength.

The role of the interfaces in the dielectric properties of polymer-based composite is 
increasingly considered in the literature, particularly for nanocomposites where the 
specific interfacial area is huge. The electric field distortion illustrated in Figure 1.26
leads the charge carriers to converge towards the particle surfaces. As a consequence, 
the role of NPs on the charge carrier transport in composites must be considered. 

Figure 1.27: General trends of the effective permittivity rules of mixture with the structure of 
the composites (εi=10 and εh=1). The parallel (resp. perpendicular) cases correspond to the 
upper and lower Wiener limits respectively. 

11.4 Interfacess andd electronicc structuree  

In the field of polymer-based composites and nanocomposites, the effect of 
interfacial features on global dielectric properties are generally considered to be 
important for several reasons: (1) interfaces may contain chemical groups that are 
present neither within the particle or polymer bulk. The properties of the interphase 
may thus be different from those of the bulk phases. (2) Real materials may exhibit 
structural changes at the surface, due to stress relaxation or different coordination of 
the surface atoms. (3) The two constituents may interact and modify their respective 
properties at the interface.

For these reasons, the interfaces may be the sites of physical or chemical defects 
(high charge density, physical disorder, unfinished bonds, free volume…). It follows that
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the effects of surfaces and interfaces are more and more considered in order to 
understand the mechanisms involved in the determination of the final dielectric 
properties in nanocomposites. Altogether, interfaces may have detrimental effects on 
dielectric properties. On the other hand, interfaces may also offer new levers to 
optimize the dielectric properties of polymer-based nanocomposites.  

11.4.1 Surface energy and polymer/particle interactions 

Ceramics, metal oxides, metallic and carbonaceous fillers usually exhibit high 
surface energies as compared to the polymer matrix. This results in weak polymer-
particle interfacial interactions which may have detrimental effects on dielectric 
properties. Two main reasons may be highlighted:  

1) Particles having low interaction with the polymer matrix tend to agglomerate 
during the fabrication/mixing process. In the literature, the particle 
functionalization is widely used in order to improve their dispersion state and 
thus the dielectric properties of nanocomposites72–81. In most cases, improving 
the dispersion state results in a slight decrease of the permittivity, in a decrease 
of dielectric losses and in an increase of the electrical strength. Nevertheless, 
quantitative studies of the relationships between particle dispersion state and 
dielectric properties in polymer nanocomposites have not been carried out so 
far. 

2) Weak affinity between particles and matrix may result in decohesion of the 
polymer and formation of cavities at the interface. Cavities may be detrimental to 
dielectric properties for several reasons: (1) they behave like low permittivity 
(εr~1) particles and thus decrease the overall effective permittivity of 
composites. (2) Partial discharge in cavities may affect the electrical strength as 
schematized in Figure 1.2882. (3) The local electric field may be further enhanced 
inside the cavity. The combination of these two latter effects may lead to very 
early failure due to breakdown initiation. Moreover, the presence of cavities at 
the interfaces reduces thermal conduction and may trigger thermal breakdown. 
Improving the fillers/matrix affinity using particle surface functionalization is 
thought to reduce the presence of cavities at the interfaces and thus to improve 
the dielectric properties83. Indeed, Chen et al. explain the improvement of the 
electric strength of PVdF:BaTiO3 nanocomposites with modifying the NP surface 
by the suppression of the cavities at interfaces84. 

The affinity between two constituents can be predicted from their surface energies 
(surface tension, interaction parameters). The closer their respective surface energies, 
the better their affinity. 
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Figure 1.28: Illustration of partial discharge in an interfacial gas cavity due to very high electric 
field enhancement. 

11.4.2 Electronicc structuree att thee interfacess 

Interfaces may be considered as a third phase (interphase) having different 
properties than the other phases (chemical constitution, physical order…). Indeed, 
several factors may impact the electronic structure at the interfaces.

Electricall doublee layerr 
When two phases presenting different Fermi levels (or electron affinity) are put in 

contact, the equalization of the Fermi levels (or electrochemical potential) results in the 
formation of an electrical double layer. It is composed of several layers of electrical 
charges (Stern, Gouy Chapman…) coming out from the polarization of the two phases, 
the dissociation of ionizable surface groups, the adsorption of ionic species onto a solid
surface, and the injection of electrical charges between the two phases. This effect is 
involved for all the interfaces between solids and/or liquids from the synthesis of the 
particle to the fabrication process of the final composites. Further details about the 
physical mechanisms involved in the formation of this electrical double layer are given 
by T. J. Lewis7. The electrical charges contained in this electrical double layer modify the 
electronic structure at interfaces and introduce localized states at the interfaces.

Defectt inducedd localizedd statess 
In addition to the electrical double layer, defects may introduce localized 

states11,12,29,85 (chemical impurities, physical disorder, internal strains coming from the 
fabrication process86, 32,87,88, orbital hybridation89, etc). Some aspects of the charge 
carrier dynamics related to the electronic structure at the interfaces in nanocomposites 
are depicted in what follows 

Gaz voids

Highgh-h-εε particle

Polymer

e-e

Very high electric field enhancement
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11.4.3 Charge dynamics in the interfacial region. 

The electronic structure at interfaces drives the charge carrier dynamics in polymer-
based composites. Various effects may be observed depending on the difference of 
electronic structure from the two phases and on the energy level and the spatial density 
of the localized states in the interfacial region. 

Conduction at the interface 
The dielectric properties of interfaces in polymer composites were reviewed by T. J. 

Lewis with a special emphasis on the potential effect of the interphase percolation on 
the dielectric properties7. Indeed, percolation of the diffuse layers may allow the charge 
carriers to extensively migrate through the system as shown in Figure 1.29. In this case, 
macroscopic percolation would result in the loss of the insulating properties in 
nanocomposites. This shows the importance of controlling both the interfacial features 
and the NP dispersion state in the design of polymer-based nanocomposites. 

More recently, Ghosh et al. have developed a model in which an interfacial layer 
containing mobile space charges is considered in the calculation of the real part of the 
effective permittivity. This model well fits a set of various experimental results in which 
giant effective permittivities were observed at low frequencies90. A review of the 
existing models describing interfaces in polymer-based composites has been proposed 
by Luo et al. 82. 

 

 
Figure 1.29: Conduction via percolation path through diffuse double layer of particle/matrix 
interfaces in a composite. Inter-particle distances and the size of the diffuse double layers 
control the conduction7. 

Charge carrier trapping 
In some polymer-based nanocomposites, the NPs may act as trapping sites. Indeed, if 

the lowest unoccupied molecular orbital (LUMO) of the NPs is lower than that of the 
polymer, the electrons transferred from the polymer to the NPs and may be trapped in 
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the NPs because of the energy barrier that has to be overcome to transfer back to the 
polymer91. Conversely, similar trapping can happen to holes if the highest occupied 
molecular orbital (HOMO) of the NPs is higher than that of the polymer. These 
phenomena are schematized in Figure 1.30 a).

Similarly, interphases may act as trapping sites if the spatial density of localized
states is low enough to prevent charge carrier hopping, as illustrated in Figure 1.30 b). 

The creation of deep trapping sites using surface modification of NPs is documented 
in the literature92–95. Wang and Li have reported an improvement of the electrical 
strength of LDPE/TiO2 composites by introducing deep traps at the interfaces through 
the functionalization of the particles with a Silane coupling agent exhibiting polar 
groups 96.Then, Wu et al. have reported electron trapping in TiO2 and ZrO2 NPs 
embedded in silicone and holes trapping in anthracene-type conjugated molecules 
grafted on the NPs13. This leads to improve the electrical breakdown of the 
nanocomposites. Finally, in their computational work, Kubyshkina et al. have reported 
that the chemistry present at the interfaces of a PE-MgO nanocomposite influences the 
charge transfer and trapping97. Although this approach has recently aroused interest 
and some works have shown encouraging results, a deep understanding of the 
mechanism involved in the dielectric properties enhancement is still missing.

Figure 1.30: Schematization of possible nanocomposite electronic structures inducing charge 
trapping in a) the NPs and b) the interphase. 

a) b)
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BBarrierr effectt 
If the LUMO (resp. HOMO) of the NPs is higher (resp. lower) than that of the polymer 

matrix, the electrons (resp. holes) face an energy barrier while reaching the NPs, as 
represented in Figure 1.31 a). This is the case where an ideal interface is considered 
(discontinuity between two phases with homogeneous properties). Similarly, the 
interphase may prevent electron (or hole) transfer from polymer to NPs if its electronic 
structure acts as an energy barrier as represented in Figure 1.31 b).

The design of interfaces with reduced localized state density has also shown 
promising results in terms of dielectric properties improvement82,92,98–103. For example, 
Alhabill et al. have demonstrated a lower electrical conductivity of SiN:epoxy 
nanocomposites by replacing the hydroxyl groups of the NP surface by siloxanes by 
performing a thermal treatment at 1050 °C under nitrogen on the NPs99. The authors 
have proposed a model considering the localized state density in the interfaces that well 
fits with the obtained results. Moreover, many examples of high-ε NPs covered with
inorganic SiO2 which has wide band gap, are reported in the literature as a good way to 
reduce dielectric losses in polymer nanocomposites82. Finally, Dou et al. reported the 
improvement of the electric strength in PVdF:BaTiO3 nanocomposites by grafting alkyl 
chains on the surface of the BaTiO3 NPs98. In these cases, the electrons (or holes) are 
stopped at the interface and have to migrate around the NPs through the polymer or the 
interphase. Then, the NPs constitute obstacles to the charge carrier transport.

Figure 1.31: Schematization of possible nanocomposite electronic structures where a) the NPs 
and b) the interphase act as a barrier to the charge carrier transfer from polymer to NPs.

a) b)
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IImpact excitation 
Impact excitation corresponds to a mechanism in which the energy of a hot charge 

carrier is dissipated after a collision with the material structure. In this collision, the hot 
charge carrier transfers its energy to a valence electron which is excited to the 
conduction band and may then dissipate this energy by emitting a phonon or a photon 
when it recombines. This mechanism is increasingly considered in literature as a way to 
improve the electrical strength of insulating materials11,38,40. In their computational 
work, Zhang et al. consider the electronic structure of small molecules in order to find a 
good candidate for electron energy dissipation by impact excitation93. More recently, 
Wu et al. have proposed a mechanism of impact excitation in both TiO2 NPs and organic 
additives to explain improvement of breakdown strength in silicone-based 
nanocomposites13. As a result, a molecule or a particle with a low band gap is likely to 
induce the dissipation of the hot electron energy by impact excitation before it could be 
high enough to deteriorate the polymer matrix.  

Nevertheless, only few studies have reported such results and interpretations so this 
needs to be confirmed by additional studies.  

1.4.4 Conclusion on particle surface modification 

To conclude, since high-ε particles attract charge carriers that migrate within the 
polymer under an external electric field, controlling the interfacial features must be 
considered a key element in designing polymer-based nanocomposites with good 
dielectric properties. In the absence of control, the interfaces may contain defects 
(cavities, cracks, free volume, physical disorder, chemical impurities, etc) and induce 
particle agglomeration that are both detrimental for the insulating properties 
(breakdown strength and dielectric losses). Three types of approaches for particle 
surface modification can be considered, depending on the final objective: 

1) Improve the compatibility between the particles and the matrix (leading to 
better cohesion, less cavities).  

2) Create a strongly insulating layer at the interfaces which results in the electrical 
insulation of the interfacial region. 

3) Create an active layer (in which electrons can be trapped for example) by 
grafting appropriate species on the NPs surface.  

However, in general, the three approaches mentioned here are very difficult to 
realize separately. Indeed, the effects of surface modification of NPs on the dielectric 
properties in polymer composites are usually assigned to be a consequence of several 
chemical, physical or structural changes acting together. Moreover, the characterization 
of the dispersion state is usually missing or incomplete. It is thus complex to 
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discriminate the specific effects of interfacial features on dielectric properties in 
polymer-based nanocomposites. 

11.5 Conclusion about the state of the art 

To conclude, designing the dielectric properties of polymer-based nanocomposites 
involves a ccomplex property compromise. While a number of factors, such as sstructural 
features, have a well-established effect on the dielectric properties, the specific effect of 
other factors on the global dielectric properties, such as the filler ddispersion state, the 
electronic structure and the iinterfacial features, are still unclear and a general 
understanding is still missing. This must come from the difficulties to properly 
characterize the electronic structure of heterogeneous materials as well as from the fact 
that several mechanisms are involved in the relationship between interfacial features 
and dielectric properties in nanocomposites (dispersion state, charges dynamics, 
morphology of the interfaces…). 

On the basis of the state of the art presented above, we have designed a methodology 
to study relationships mentioned before as precisely as possible.  

1.6 Methodology  

The aim of this study is focused on the relationships between physicochemical 
features such as the electronic structure and the interfaces, and global dielectric 
properties of nanocomposite materials based on a polymer matrix filled with high-ε 
inorganic fillers. To enable such investigation, all other parameters have to be kept as 
constant as possible. 

1.6.1 Matrix selection 

The matrices have been selected on various criteria. First, they have to present good 
intrinsic dielectric properties and especially good electrical strength.  

First, PVdF-HFP has been chosen as a key polymer for this study because of its high 
dielectric constant (about 7-8 at RT and 50Hz) and high electrical strength (several 
hundred Volts per micron). The high permittivity arises from the high mobility of polar 
groups. Indeed, VdF units have CH2 opposite to CF2 and thus exhibit a high dipole 
moment. In addition, these dipoles have high mobility at RT because of the low glass 
transition temperature (about -40°C) of the polymer. PVdF-HFP is a semi crystalline 
polymer which was widely studied in the literature for energy storage and many other 
applications. It is a reference in the field and produced by Solvay.  

In spite of these good performances, the high dielectric losses of PVdF-HFP 
(tan(δ)~0.1) may be a drawback in this study because it may mask dielectric 



50  
 

phenomena occurring in composites. Thus, PC was chosen as the second polymer 
matrix. Indeed, it is already used in microelectronics and more precisely in capacitors 
because of its high electrical strength and very low losses (tan(δ)~0.005). It presents 
the advantage of being amorphous. PC has a low permittivity (ε’r=2.9 at RT and 50Hz), 
almost constant over 8 decades of frequencies because it has a glass transition 
temperature around 150°C.  

11.6.2 Particle selection 

The selection of the particles has required much attention because of the numerous 
structural features having an impact on the dielectric properties (see section 1.3). The 
objective was to find 3 particles with different band gaps in order to study their effect 
on the dielectric properties of nanocomposites. As a result, the following criteria has 
been considered for the selection of the particles. 

- The particles must be spherical to avoid any effect of aspect ratio and 
orientation. 

- The particles must all have similar diameters. On one hand, smaller will be their 
diameter, harder will be their dispersion in the polymer matrix. On the other 
hand, they have to be small enough compared to the thickness of the composite 
films which is usually about 10 μm. 

- Safety criteria are considered.  
- Their permittivity has to be high enough as compared to the matrix. Indeed, 

when the permittivity contrast between the particle and the matrix increases, 
both the complex effective permittivity and the electric field distribution in the 
composite converge towards those of equivalent conducting particles (infinite 
particle permittivity). Above a given value, increasing the permittivity contrast 
does not have a significant effect on the particle polarization. PVdF-HFP has a 
permittivity of about 7-8 so a minimum of 70-80 is required to keep a factor 10 
between particle and matrix. Indeed, below 10 vol%, the difference of 
permittivity enhancement expected between a permittivity ratio of 10 and an 
infinite one is lower than 25% according to the M. Garnett theory. 

- The particles must be commercially available. 
Band gap in several types of particles were estimated by Density Functional Theory 

(DFT) calculations (performed by Rabih Al Orabi, Solvay). Three particles with different 
band gaps were finally selected: 

1. BaTiO3 NPs (from Sigma Aldrich) presenting a permittivity about 150 and a 
mean diameter about 50 nm. A band gap of 3.8 eV is reported in many works of 
the literature and matches with the DFT calculations.  
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2. WO3 NPs (from Nanoamor) presenting a permittivity of 70 (obtained by DFT 
calculation) and a mean diameter about 30-70nm. A band gap of 2.5 eV is 
reported in many works of the literature and matches with the DFT calculation. 

3. Ag NPs (from Nanoamor) presenting an infinite permittivity because of their 
high electronic conductivity and a mean diameter of 80nm. They are metallic.  

 

11.6.3 Surface Modification selection 

As presented in section 1.4.4, three main approaches can be considered in particle 
surface modification in order to improve dielectric properties in polymer-based 
composites: affinity improving, creation of an electrically passive layer and the creation 
of an electrically active layer. In this work, the three approaches have been considered. 

1.6.4 Final methodology 

The results presented and discussed in this manuscript follow a methodology that 
has been reshaped due to technical issues: 

1) Concerning the matrices, only the PVdF-HFP is mentioned in this study. Indeed, 
nanocomposite films of good quality have not been achieved with PC as matrix.  

2) Concerning the particles, both Ag and WO3 NPs could not be properly dispersed 
in the polymer matrices.  

3) Concerning NP surface modification, the creation of an electrically passive layer 
and the improving of the affinity between BaTiO3 NPs and PVdF-HFP were 
prioritized since they do not require electronic structure characterization of the 
materials.  

The main technical issues encountered are developed in the Appendix A. 
 
As a result, PVdF-HFP-based nanocomposites filled with BaTiO3 NPs have been 

studied. Their fabrication by solvent casting process and the study of interaction 
parameters enabled the control of their dispersion state. The effect of NP dispersion 
state on dielectric properties has then been studied. Finally, the effects of NP surface 
modification on both the process and the dielectric properties of nanocomposites were 
studied. 
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CChapter 2. MMaterials and Methods  
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22.1 Materialss 

2.1.1 Neatt PVdF-HFPP polymerr 

PVdF-HFP Solef® has been provided by SOLVAY as a white fine powder. It is a semi-
crystalline fluorinated copolymer that exhibits very high polarizability due to 
spontaneous polarization of the highly polar C-F bonds (dipole moment of 2.1 Debye, i.e. 
about 7.10-30 C.m)104,105. Its chemical formula is shown in Figure 2.1, where x is the 
molar fraction of VdF monomers and y the molar fraction of HFP monomers. VdF and 
HFP monomers are randomly distributed along the chain. y is lower than 20 %. Like 
other PVdF-based polymers, it possesses a very good chemical resistance. Typical 
properties of PVdF-HFP Solef® are reported in Table 2.1.

Figure 2.1: Topologic formula of the PVdF-HFP (random copolymer)

PVdF-based polymers have at least four crystalline polymorphs shown in Figure 2.2.
Polymer chains in (α) and (δ) crystalline structures (Figure 2.2 A and B) are arranged in 
trans-gauche-trans-gauche conformation (TGTG shown in Figure 2.2.E) and their unit 
cells have similar dimensions. In the (α) phase, the dipoles are oppositely oriented in 
such a way that they cancel, making the polymorph non-polar. In contrast, the dipoles in 
the (δ) structure are oriented in the same direction, making the polymorph highly polar. 
The (γ) phase, shown in Figure 2.2.C, possess a trans-trans-trans-gauche (TTTG-TTTG 
shown in Figure 2.2.F) conformation and the similarly oriented dipoles make it polar. 
The β phase, shown in Figure 2.2.B, is the only polymorph to be ferroelectric. The all 
Trans (TTTT shown in Figure 2.2.G) conformation of this phase provides the highest 
polarity among the PVdF polymorphs. 

The HFP monomer induces a lower crystallinity than in pure PVdF and prevents the 
formation of the β crystalline phase. The absence of ferroelectricity brings very good 
potential for storage energy applications to the PVdF-HFP, due to low energy losses. 
Large breakdown fields (up to 700 V/μm) and high energy densities, up to 25 J/cm3,

have been obtained after process optimization as reported by Zhou et al.106.



55 
 

 
 

Table 2.1: Typical properties of PVdF-HFP Solef® (Determined in this study) 

Properties Typical Value Unit Source 
CChemical     
 Number average molecular 

weight – Mn  
175 kg.mol-

1 
GPC analysis 

 Mass average molecular weight 
– Mw  

310 kg.mol-

1 
GPC analysis 

PPhysical    
 Density at RT  1.75-1.8 g.cm-3 Solvay’s 

specifications 
 Water Absorption 24 hrs at 23°C  <0.040 % Solvay’s 

specifications 
 Hansen solubility parameters    Solubility test p.91 

  δD 14.6 MPa0.5  
  δP 11.9 MPa0.5  
  δH 11.4 MPa0.5  
MMechanical     
 Tensile modulus  360 to 480 MPa Solvay’s 

specifications 
TThermal     
 Melting temperature  133 °C DSC analysis on 

films casted from 
MEK p.69 

 

 
Figure 2.2: Unit cells of (A) α, (B) δ, (C) γ, and (D) β forms of PVDF crystals view along the c-
axes and schematic chain conformation for (E) TGTG' (α/δ), (F) TTTGTTTG (γ), and (G) 
TTTT(β) phases. Red, cyan and blue spheres represent F, C, and H atoms, respectively. The 
projections of the dipole moment are indicated by green arrows107. 
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22.1.2 Neat BaTiO3 nanoparticles 

BaTiO3 nanoparticles (NPs) have been chosen because they have been widely 
studied and reported in the literature. As seen in the State-of-the-art chapter, BaTiO3 
NPs are perovskite materials with a particularly high dielectric constant. They are 
synthesized by reaction between BaOH and TiO2 and obtained in the form of a fine 
powder that can be sintered to form a bulk ceramic material or used as particles 
embedded in a matrix.  

In this work, the BaTiO3 NPs were bought from Sigma Aldrich. NPs of diameter of 50 
nm were selected to ensure cubic crystalline structure and prevent ferroelectricity (see 
section 1.2.1). Typical properties of the BaTiO3 NPs are reported in Table 2.2. 
 
Table 2.2: Typical properties of BaTiO3 NPs (determined in this study) 

Properties 
Typical 
Value 

Unit 
Source 

Physical    
 Density 6.08 g.cm-3 

Supplier specifications 
 Crystal structure  Cubic  
 Water Absorption (24 hrs, 

23°C)  
~0.7 wt% 

TGA analysis p.68 

Structural     
 Mean diameter  50 nm Gas adsorption p.57 
 Hydrodynamic diameter  140 nm DLS analysis in MEK, 

DMF p.73 
 BET surface  20 m².g-1 Gas adsorption p.57 
Electrical     
 Relative permittivity 150  Supplier specifications 
Surface     
 Surface chemistry  Hydroxyls + 

Carbonates 
 

DRIFT analysis p.64 

 Hansen Dispersibility 
Parameters 

  

Sedimentation test p.100   δD 20.0 MPa0.5 
  δP 13.7 MPa0.5 
  δH 15.5 MPa0.5 
 Isoelectric point  pH 9  Zetapotential 

measurement in water 
p.57 
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NNPP morphologyy 
The as-received BaTiO3 NPs were characterized by Scanning Electron Microscopy 

(SEM) following the protocol described later in section 2.3.7. SEM images, shown in 
Figure 2.3, show large agglomerates of about 5 to 50 μm diameter with nearly spherical 
shape. The size of the elementary NPs was qualitatively evaluated about 30-100 nm as 
shown in Figure 2.3 c). Moreover, the rounded shape of the agglomerates suggests that 
the cohesion energy between the NPs is quite strong.

Figure 2.3: SEM analysis of the as-received BaTiO3 NP powder

Specificc Surfacee Areaa -- BETT 
The specific surface area of the BaTiO3 NPs was characterized by the BET (Brunauer, 

Emmett, and Teller) gas adsorption method108. This experiment has been performed at 
LoF (Solvay’s laboratory in Pessac) with the help of Julien Jolly and Julien Laurens on a 
Gemini VII –Micromeritics apparatus. The results give a BaTiO3 NP specific surface area 
of 20m².g-1. This specific surface area corresponds to a diameter of 50 nm considering 
monodispersed NPs. 

Iso-Electricc Pointt  
The isoelectric point of the BaTiO3 NP suspension in water was determined by zeta 

potential measurements at different pH values by Marie Plissoneau from the Solvay 
laboratory FIM. The iso-electric point was found at around pH 9 which indicates that the 
hydroxyl groups are mostly bound to Barium (Ba-OH)109. Moreover, all measurements 
lead to low zeta-potential values (<5mV), which indicates a relatively low 
concentration of hydroxyl groups on the BaTiO3 NP surface109,110.

2.1.3 NPP surfacee Modifierss 

In order to study the relationships between interfacial features and dielectric 
properties the BaTiO3 NP surface was modified (see chapter 5). Two types of surface 
modifications were carried out. The molecules and polymer used as grafting agents are 
Stearic Acid and Poly(Methyl-MethAcrylate-co-MethAcrylic Acid), denoted PMMA-co-
MAA, which is a random copolymer composed of 1 MAA monomer (n) for 60 MMA 

50 μm 5 μm 500 nm

a) b) c)
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monomers (m). Both modifiers were bought from Sigma Aldrich. Their chemical 
structures are shown in Figure 2.4 and their main properties are reported in Table 2.3.

Figure 2.4: Chemical structures of a) PMMA-co-MAA (random copolymer) and b) Stearic acid.

Table 2.3: Typical properties of the PMMA-co-MAA and Stearic acid. *Data for Poly(Methyl-
MethAcrylate) (PMMA) homopolymer. **Calculated by ponderation of the HSPs of neat PMMA 
and neat Poly(MethAcrylic Acid) (PMAA) (60:1).

Properties Typical Value Unit Source
PMMA-co-

MAA
Stearic 

Acid
PPhysical

Density ~1.2* 0.94 g.cm-3
Literature 23

Melting temperature ~130-160* 68-70 °C
Degradation temperature 
(at 1wt% of loss)

252 170 °C TGA p.69

Hansen solubility 
parameters 

Literature 
111,112

δD 18.1** 16.3 MPa0.5

δP 9.1** 3.3 MPa0.5

δH 6.4** 5.5 MPa0.5

CChemical 

Feed ratio 1:0.016 -
Supplier 

specifications
Number average 
molecular weight – Mn

60 -
kg.mol-

1 GPC
analysis p.69Mass average molecular 

weight – Mw 
97 -

kg.mol-

1

Average acid function per 
chain

10 1

aa) b)
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22.2 Materiall processingg  

The fabrication process of the nanocomposites has been developed based on the 
study of intermolecular interactions via the Hansen theory, presented in chapter 3. The 
general fabrication process is summarized in Figure 2.5. In this section, the various 
steps of the fabrication are presented. 

Figure 2.5: Schema of the general fabrication process of polymer and nanocomposite films

2.2.1 NPP dis-agglomerationn andd dispersionn  

The very first step of the nanocomposite fabrication process is the NPs dis-
agglomeration. As mentioned before, the NPs are bound together in large agglomerates 
in the as-received powder. In order to break these agglomerates and disperse all the 
NPs, they are introduced in some solvents (typically at 1 vol% of NPs) and high-power 
ultrasounds are applied to the suspensions. The sonication is performed with a 
Hieschlet UP200St-T ultrasound device. The experimental set-up is schematized in 
Figure 2.6. The ultrasounds are produced by the transductor and are transferred to the 
suspension through the sonotrode whose bottom diameter is 7mm. The acoustic energy 
produced by the transductor is mainly dissipated in the volume of suspension localized 
just below the sonotrode. In this zone, the energy density is high enough to induce 
cavitation. It corresponds to both the formation and the implosion of microscopic 
bubbles. These implosions lead to solvent jets reaching several centimetres per second 
and both temperature and pressure can exceed locally 4000 °C and 500 bar at the final 
stage of the implosion, respectively113. These extreme conditions induce extremely large 
shear stresses below the sonotrode and provide a global stirring of the suspension 
which are both beneficial to the dis-agglomeration of the NPs. 

In the dis-agglomeration process, the maximum available power, ranging between 
30 and 70 W, was applied. It depends on the sonotrode geometry, solvent viscosity and 
boiling point, on how deep the sonotrode is immersed... The sonication time is the main 
parameter considered in the process development. 

The volume of the sonicated suspension being about 20-30mL, the dissipation of the 
sonication energy leads the temperature to increase by 1 to 5°C per minute. To prevent 
any problem related to temperature rise, the suspensions are placed into a cooling bath 
filled with a mixture of acetone and carbonic ice, so that the heat generated by 

Nanocomposite 
Films

Dis-agglomeration 
by Sonication Polymer Dissolution

+ Drying

Film CastingNP Redistribution

or
or

either
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sonication can be compensated and the suspension temperature can be efficiently 
regulated with a thermocouple. The set-up is placed into a box which is flushed by a N2

gas flow to avoid water uptake and for safety reasons.

Figure 2.6: Schematic representation of the sonication set up

22.2.2 Preparationn off thee polymerr solutionn  

PVdF-HFP solutions are prepared by dissolving the polymer in a solvent at 
concentrations from 10 to 20 wt%. After polymer dissolution, the solution is filtered 
through a 5 μm Teflon filter to remove microgels or eventual dusts coming from the 
vessel or the solvent. Such impurities tend to deteriorate the dielectric properties of the 
polymer films114. 

In the case of Methyl Ethyl Ketone (MEK) and 2-heptanone, which are a nearly theta 
solvent and a poor solvent of the PVdF-HFP, respectively, the polymer solutions tend to 
gel within a few hrs at RT when the concentration is too high (>10 wt%). These gels 
melt at about 50 °C, thus PVdF-HFP solutions are always heated at 50°C and cooled 
down at RT just before performing solvent casting. 

2.2.3 Preparationn off thee nanocompositee suspensionss  

When the BaTiO3 NPs are properly dis-agglomerated (as checked by DLS, see section 
2.3.7.), the suspension is mixed with the polymer solution to produce a ternary solution. 
Depending on the stability of the suspension, the NPs may re- agglomerate and 
sediment after the end of the sonication. An additional mixing step is done to 
homogenize the ternary solution. At this stage of the process, the NPs may have 
agglomerated and a stronger additional mixing step can be performed. Depending on 
the shear stress required in this stage of the process, magnetic stirring, mixing with an 
Ultraturax or an additional sonication step can be performed. The Ultraturax used in 
this work is an IKA Dispersers rotating at 10 000 rpm with a “S 25 N - 18 G” dispersing 
tool. 
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DDegradation of the PVdF-HFP under sonication 
The additional sonication step, when applied on the ternary system, may degrade 

the polymer. The degradation of the PVdF-HFP was characterized by GPC after applying 
a 20-minute sonication step at 70 W on a 20 mL solution with 15 wt% of PVdF-HFP and 
1 vol% of BaTiO3 NPs. These conditions were selected to be the most likely to induce 
degradation of the PVdF-HFP during sonication (highest concentrations, highest 
duration). GPC results, plotted in Figure 2.7, show that the PVdF-HFP molecular mass 
distribution is indeed impacted by the sonication step. The distribution is reduced at 
high molecular weight and increased at the centre of the distribution. This indicates that 
the sonication mainly breaks the longest polymer chains to form polymer chains with 
molecular weight close to the average molecular weight. Indeed, as reported in Table 
2.4, the Polydispersity Index (PDI) of the PVdF-HFP decreases after the sonication step. 
No impact of this modification has been found on the film morphology observed by SEM, 
on their FTIR spectra nor on their dielectric properties. It is then considered that this 
modification has negligible or no impact on the material structure and properties.  

 
Figure 2.7: Molecular weight distribution of the PVdF-HFP obtained by GPC analysis before and 
after being exposed to sonication. 

 
 
 
 

 

10000 100000 1000000 1E7
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

dw
/d

lo
g(

M
w
)

Extrapolated Mw

PVdF-HFP before US
PVdF-HFP after US



62  
 

Table 2.4: GPC results of PVdF-HFP before and after sonication  

Designation Mn 
kg/mol 

Mw 
kg/mol 

PDI 

PVdF-HFP before sonication 175 309 1.8 
PVdF-HFP after sonication 169 242 1.4 

 

2.2.4 Film casting process 

The casting of the polymer and nanocomposite films from corresponding solutions 
and suspensions was performed with an Elcometer 4340 Automatic Film Applicator. 
The technique consists in placing a vertical blade at a fixed distance from the surface of 
a glass substrate. The substrates are first clean with soap and water and then with 
Acetone using a microfibre tissue. The coating formulation is then poured in front of the 
blade which moves at constant speed across the substrate. The blade spreads a 
solution/suspension layer with a thickness defined by the distance between the blade 
and the surface. The solvent evaporation then leaves a solid polymer or a 
nanocomposite film on the substrate. In addition to the thickness of the 
solution/suspension layer, the final thickness is determined by the solution 
concentration. 

2.2.5 Drying process 

The drying conditions depend on the boiling point of the solvent. In the case of a 
solvent with low boiling point (about 80 °C for MEK), the evaporation is first performed 
at atmospheric pressure and RT to obtain a free-standing film (about 2 hrs drying) 
which is then dried under primary vacuum at 80°C for 24-36 hrs. In the case of solvents 
with high boiling point (~150 °C for heptanone and DMF), the evaporation is directly 
performed under vacuum at RT, temperature being then raised to 80°C when the 
vacuum is low enough (primary vacuum). The total duration of the drying step is about 
36-48 hrs. Polymer and nanocomposite films are then conditioned at 50 % of relative 
humidity (RH50) for at least 3 days. 

2.3 Material characterization  

2.3.1 Fourier-Transformed Infrared Spectroscopy: FTIR 

Fourier-Transformed Infrared Spectroscopy (FTIR) is a non-destructive 
characterization technique which enables identifying chemical functions present in the 
analysed sample. The technique lies on the absorption of infrared radiations which 
induces vibration of the chemical bonds in the material structure. The wavelengths of 
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the absorbed radiation depend on the type of chemical bonds, on the way they vibrate 
(rotational, stretching…), on the atoms involved in, and on their chemical environment. 
In a molecule, each bond may have several vibration modes leading to several absorbed 
wavelengths in the infrared region. As a result, each molecule has a characteristic 
infrared absorption spectrum. In this work, infrared spectroscopy is used to identify 
unknown chemical species or crystalline structure or to detect the presence of chemical 
entities in a material sample. Two different methods have been used.

AAttenuatedd totall reflectance:: ATRR 
Attenuated total reflectance (ATR) lies on the total reflection of the infrared beam by 

the material. The material is placed on a crystal having a high refractive index that 
promotes the total reflection of the beam by the sample of lower refractive index. A 
small part of the beam penetrates in the sample before being reflected, allowing its 
absorption by the material. Experimentally, a good contact between the sample and the 
crystal is important to ensure an optimal reflexion. In this work, ATR has been used to 
characterize solid polymer or nanocomposite films as well as polymer and NP powders. 
An illustration of the ATR principle is given in Figure 2.8. The analyses were performed 
at the Research & Innovation centre of Lyon (RICL) with the help of Laetitia Allary 
(from Solvay RICL) on a compact FTIR spectrometer Alpha II from Buker with a 
Platinum ATR module. 

Figure 2.8: illustration of the ATR principle.

Diffusee Reflectancee Infraredd Fourierr Transform:: DRIFTT 
Diffuse Reflectance Infrared Fourier Transform (DRIFT) is based on the multiple 

scattering of the incident IR beam by a powder with high surface area and is used for 
the analysis of the physical and chemical structure of sample surfaces. 

Figure 2.9 presents the principle of this technique. The incident IR beam is directed 
onto the sample and the light is scattered in all directions. Part of the incident light is 
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absorbed by the particles due to chemical vibrations. A concave mirror is placed above 
the sample in order to redirect and concentrate the scattered IR light toward the sensor. 
The multiple scattering of the IR beam by the powder particles provides an enhanced 
signal coming from the particle surface. 

The experiments have been done with the help of Julien Jolly at Solvay LoF on a 
Vertex 70 HTS-XT from Brucker. Temperature control enables measuring IR spectra 
between 25 and 300 °C. The powder samples are mixed with KBr powder for the 
analysis and the signal of pure KBr is acquired and subtracted before each 
measurement. 

Figure 2.9: Illustration of the DRIFT principle.

BBaTiO3 NPss 
The BaTiO3 NPs were analysed by DRIFT to obtain an enhanced signal coming from 

their surface. 37 IR spectra were recorded from 25°C to 300°C. The IR absorption 
spectra of BaTiO3 NPs are shown in Figure 2.10 as a function of temperature. 

The IR spectra show several absorption bands. The broad band around 3500 cm-1

corresponds to OH stretching. This function is found in hydroxyl groups and adsorbed 
water. In addition, the small peak at 1632 cm-1 corresponds to H-O-H bending vibration 
mode, which confirms the presence of adsorbed water109,115. Indeed, BaTiO3 NPs are 
known to present hydroxyl groups and adsorbed water on their surface due to 
hydrogen bonding116,117. Figure 2.10 also shows the decrease of the IR absorption 
around 3000 and 1638 cm-1 as temperature increases. This observation suggests that 
water molecules desorb from the BaTiO3 NP surface and that hydroxyl groups may 
condensate while releasing water molecules. At 300 °C, the remaining band around 
3500 cm-1 corresponds to OH groups still present on the BaTiO3 NP surface, which may 
correspond to strongly adsorbed water molecules or hydroxyl groups109,118. 

Concave mirror

Detector

Sample
+ KBr

Incident 
beam

Mirror

Multiple 
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The two bands at 2926 and 2855 are typical of the C-H and C-C vibrations of Alkyl 
chain115. They indicate the presence of organic molecules onto the NP surface, which 
may be residual surfactant molecules from the fabrication process. The negative bands 
around 2400 cm-1 come from the variation in CO2 concentration between the 
background and the sample measurements.  

The strong band around 1425cm-1, as well as the bands at 2448 and 1749 cm-1 are 
the signature of the inorganic carbonate vibrations115. Note that the intensity of the 
band at 1425cm-1 increases as the temperature increases. Similar observations are done 
for the two other bands which show tiny increasing bands. This would indicate the 
formation of carbonates onto the BaTiO3 NPs surface which can be expected from 
reaction with the CO2 present in the atmosphere.  

Finally, the very large absorption at wavenumber lower than 1000 cm-1 is due to 
crystal lattice vibrations109. 

 

Figure 2.10: Absorption spectra of BaTiO3 NP powder obtained by DRIFT analysis from 25°C to 
300°C (from blue to red). 

22.3.2 Karl Fischer 

Karl Fischer titration is an analytical technique which allows measuring water 
contents in materials as low as 100 ppm. The analyses were conducted to determine the 

4000 3500 3000 2500 2000 1500 1000
0.0

0.1

0.2

0.3

0.4

0.5

0.6

2363

2448

Ab
so

rp
tio

n

Wavenumber (cm-1)

 25  33  40  48  56  63  71  79
 86  94  101  109  117  124  132  140
 147  155  163  170  178  185  193  201
 208  216  224  231  239  247  254  262
 269  277  285  292  300

3508

2926
2855

1634

1749

1425



66  
 

water uptake in neat PVdF-HFP and nanocomposite films. Three blank measurements 
were realized prior the sample analyses. Each measurement is repeated on three 
samples in order to assess the repeatability of the measure. The analyses were 
performed at 180°C.  

22.3.3 Thermogravimetric Analysis: TGA 

Thermogravimetric analysis (TGA) is a destructive technique consisting in 
monitoring the mass of a sample being exposed to a temperature program susceptible 
to induce weight losses due to material degradation, chemical desorption or molecule 
vaporization. The sample is introduced in an aluminium cell which is placed on a 
nanobalance in the oven that imposes the temperature program (see Figure 2.11). In 
this work, TGA were performed on Netzsch TG 209 F1 Libra™ to determine the thermal 
stability of chemical compounds or polymers and analyse the degradation of chemical 
species at the surface of the BaTiO3 NPs. 

 
Figure 2.11: Measurement principle scheme of TGA 

 
The temperature program used for the analysis consists in a ramp from 20°C to 

600°C at 10°C/minute followed by an isotherm at 600°C maintained during 20 minutes, 
as shown in Figure 2.12. The experiments were conducted under a 20 mL.min-1 flux of 
dried N2/O2 (80/20) to allow determining the organic weight content in material 
samples.  
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Figure 2.12: Temperature program applied in TGA measurements. 

PPVdF-HFP 
For PVdF-HFP, TGA was performed on a film sample processed in MEK. The results 

are plotted in Figure 2.13. PVdF-HFP reaches 0.1% of weight loss at 340°C and 1% at 
404°C. The peak of the degradation weight loss is found at 469 °C. These results show 
the very good thermal stability of the PVdF-HFP. 

 
Figure 2.13: TGA thermogram and its derivative for neat PVdF-HFP under dried N2/O2 (80/20). 
Temperature ramp set at 10°C/min.  
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BaTiO3 NPs 
TGA was performed on the as-received BaTiO3 NP powder. The resulting 

thermogram is plotted in Figure 2.14. It shows a weight loss of 1.4 wt% from 20°C to 
600°C. The results show a weight loss from 20 °C to 100 °C which may correspond to 
water desorption. 

The water desorption can be triggered at low temperature by the dry air flow 
lowering the H2O partial pressure in the oven. Then, a second weight loss is probably 
due to the thermal degradation of the organic compound identified with the DRIFT 
analyses and/or water molecules resulting from the condensation of hydroxyl groups. 
Both peaks represent about 0.6-0.7 wt% of the total sample mass.  

Finally, BaTiO3 NPs are thermally stable up to 600°C, which is expected from ceramic 
materials.  

 
Figure 2.14: TGA thermogram and its derivative for as-received BaTiO3 NPs under dried N2/O2 
(80/20). Temperature ramp set at 10°C/min. 
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MModifiers  
TGA was performed on the as received stearic acid and the PMMA-co-MAA. The 

results, shown in Figure 2.15, give temperatures at 1% of degradation of 170 and 252 °C 
for stearic acid and PMMA-co-MAA, respectively. 

 
Figure 2.15: TGA thermograms (full lines) and their derivatives (dash lines) for as-received 
Stearic acid and PMMA-co-MAA under dried N2/O2 (80/20). Temperature ramp set at 10°C/min. 

2.3.4 Gel Permeation Chromatography: GPC 

Gel Permeation Chromatography coupled with light scattering was used to 
determine absolute molecular weights of polymers without truncation. The analyses 
were performed by Alexandra Siot (from Solvay RICL).  

2.3.5 Differential Scanning Calorimetry: DSC 

Differential Scanning Calorimetry (DSC) was performed to characterize the 
crystallinity of the polymer and nanocomposite samples. This characterization 
technique consists in heating and cooling down a sample with a given temperature 
program and measuring the heat flow difference between two pans, one containing the 
sample to analyse and the other being empty, used as reference. This technique enables 
identifying and quantifying endothermic and exothermic phenomena such as melting, 
crystallisation, and glass transition. Figure 2.16 presents the temperature program used 
for the analyses in this study.  
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Figure 2.16: Temperature program applied for DSC analyses 

 
Knowing the heating rate and the sample mass, the heat flow is calculated from the 

measured heat energy as: 
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൨ 
(2.1) 

The mass heat flow is plotted on a thermogram where the x-axis is the sample 
temperature. The degree of crystallinity (χc) of samples is calculated as the integral of 
the melting peaks (ΔHm) of the first heating ramp divided by the melting enthalpy of a 
hypothetical 100% crystal of PVdF (104 J/g)119. 

 ߯௖ =  
௠௘௟௧௜௡௚ܪ∆

௦௔௠௣௟௘

௠௘௟௧௜௡௚ܪ∆
ఞ೎ୀଵ଴଴% (2.2) 

The phenomena observed during the first heating ramp depend on the history of the 
samples (thermal history, aging, fabrication process…). Since the solvent casting 
process used for the polymer and nanocomposites sample fabrication may affect the 
crystalline structure (solvent used, evaporation kinetics, drying step…), the crystallinity 
is determined using the first ramp. This thermal history is erased when melting the 
crystalline phase. Finally, the second heating ramp shows the melting of the material 
which has undergone a standard cooling down from the melt at 10°C/min. This 
information may be used as a comparative reference between the samples.  

Typical DSC curves of a neat PVdF-HFP film fabricated from MEK solutions and dried 
at 80°C under vacuum are plotted in Figure 2.17. The obtained thermal properties of 
PVdF-HFP are reported in Table 2.5.  
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Figure 2.17: DSC thermograms of neat PVdF-HFP at 10°C/min. Integrals of melting and 
crystallization peaks are coloured. (Heat flow in W per gram of polymer.) 

 
The first heating ramp (red curve) gives access to the crystalline structure of the 

sample which depends on the fabrication process and on the sample history. It shows 
three melting endotherms. Including the 3 peaks, the total enthalpy is about 39 J.g-1 
which would correspond to 38 % of crystallinity. The origin of these peaks will be 
discussed in the next paragraph. The crystallization peak observed during the cooling 
down would represent 25% of crystallinity whereas the second heating would give 26% 
of crystallinity. The degree of crystallinity obtained during the cooling down and the 
second heating are nearly identical which is consistent. Moreover, the measured 
enthalpy values of 26 and 27 J.g-1 are relatively close to Solvay’s specification (23 J.g-1). 

 
Table 2.5: Parameters of the thermal events revealed in PVdF-HFP by DSC experiments. 
*Corresponds to the integration of both the second and third peaks. Χtotal was calculated using 

௠௘௟௧௜௡௚ܪ∆
ఞ೎ୀଵ଴଴%= 104 J.g-1. 

Cycle Peak Temperatures ΔHm Χtotal 

 (°C) (J.g-1) (%) 

1st heat 
49 ± 1 
80 ± 2 

133 ± 2 

1.3 ± 0.1 
2.3 ± 0.1 
38 ± 1 * 

38 ± 1 

Cooling down 104 ± 3 26 ± 1 25 ± 1 
2nd heat 130 ± 1 27 ± 1 26 ± 1 
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The main peak at 133°C, corresponds to the melting of the main crystallites of PVdF-

HFP. The first two peaks correspond to families of crystallites generated during the 
effective annealing periods120. Indeed, in their work, M. Neidhöfer et al. evidenced that 
an endothermic peak occurs during the first heating in DSC approximately 10°C above 
the annealing temperature121. The authors make a parallel with the secondary 
crystallization process observed by Marand et al. in other polymers such as 
PolyEtherEtherKetone and suggest that similar phenomenon takes place in PVdF 
regardless of the polymorph of the crystalline phase122.  

Accordingly, the peaks at 80 and 49 °C could be related to the fabrication process, 
which includes a drying step at 80°C followed by storage at RT. These steps can be 
considered as successive thermal annealing treatments. The cooling ramp exhibits only 
one sharp exothermic peak at 104°C that corresponds to the crystallization of the 
primary crystalline phase. The absence of endothermic peaks at 49°C and 80°C during 
the second heating confirms this interpretation. 

In order to confirm this interpretation, the effect of the drying process and so of 
thermal annealing was investigated on neat PVdF-HFP samples dried at 23°C, 80°C and 
120°C after being casted from a MEK solution (Figure 2.18). The thermograms clearly 
show endothermic peaks at positions correlated to the annealing temperatures.  

 
Figure 2.18: Effects of the second drying step at 80°C on the thermograms of neat PVdF-HFP 
samples (first heat). 

 
Additional DSC measurements were carried out to study the impact of the process 

parameters on the crystalline structure. For PVdF-HFP films casted from MEK-based 
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solution, the solvent drying is done in two steps: The first drying is conducted under 
atmospheric pressure and RT and the second is conducted under primary vacuum at 
80°C. DSC analyses have revealed 25% less crystallinity in PVdF-HFP if the first drying 
step is accelerated while being carried out under vacuum. The second drying step at 
80°C under vacuum has shown to significantly modify the crystalline morphology only 
during the first 4 hrs of the drying process. 

On the other hand, changing either the concentration of the PVdF-HFP solution in 
MEK from 10 to 20 wt% or the film thickness has no significant effect. Conversely, the 
nature of the solvent was identified to affect both the shape of the DSC melting profile 
and the total crystallinity.  

22.3.6 Dynamic Light Scattering: DLS 

Dynamic Light Scattering (DLS) is a technique that allows characterizing particle 
size distributions of liquid suspensions. It is based on the scattering of a laser beam by 
the particles (See Figure 2.19). The particles undergo a Brownian motion, which 
depends on their size and leads to fluctuations of the scattered light intensity. The 
smaller the particles, the faster the fluctuations. The autocorrelation function of the 
intensity ݃(∆ݐ) is computed as: 

(ݐ∆)݃  = ݐ)ܫ(ݐ)ܫ〉 +  (2.3) 〈(ݐ∆

where I is the intensity and t the time. ݃(∆ݐ) is expressed as: 

(ݐ∆)݃  ≅ exp ( −ݍܦଶ∆ݐ) (2.4) 

with q the scattering vector, from which the diffusion coefficient D is deduced. The 
hydrodynamic radius R is obtained from the Stokes-Einstein equation: 

ܦ  =
݇ܶ

ܴߟߨ6
 (2.5) 

With k the Boltzmann constant, T the temperature, and ߟ the viscosity of the liquid 
medium. 
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Figure 2.19: Principle of size distribution calculation of DLS measurement. Figure coming from 
Malvern documentation123 

 
The hydrodynamic radius is a function of the real radius of the particle and of many 

other parameters such as the used solvent, the presence of molecules or polymers 
adsorbed on the particle surface, the size of the electrical double layer, etc. The size 
distribution determined by DLS may then be different from that determined by electron 
microscopy.  

The experiments have been performed on a Zetasizer Nano 90 from Malvern with 
the help of Mathieu Oullion (from Solvay RICL). In this work, DLS was used to 
determine whether a suspension is stable or not. Each DLS analysis consists in up to 10 
successive measurements that allows assessing the stability of a suspension over 10 
minutes. The first objective was to determine the concentration domain in which the 
analysis is relevant. Indeed, several phenomena can degrade the quality of the DLS 
analysis: at too high concentration, the absorption of the laser beam might be too high 
to detect a sufficient signal and multiple scattering may occur. Conversely, at too low 
concentration, the number of scattering particles might be too low to produce a 
sufficient signal. The concentration range for optimal analysis is typically around 25 and 
100 ppm (0.0025 and 0.01 vol% of particles) for all the solvents used for the DLS 
analyses. 

BaTiO3 NP were dispersed in various solvents at several concentrations using the 
dis-agglomeration protocol presented in section 2.2.1. Then, some suspensions were too 
concentrated to be analysed directly. In this case, a sample was taken and diluted 
rapidly (within 10-20 seconds) after the end of sonication in order to reach the optimal 
concentration for the analysis. Two cases may occur:  
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1) The diluted sample is stable, which means that the size distribution does not shift 
towards higher sizes. Then, the initial suspension was considered to be stable. 
Even though dilution may stabilize a suspension, if not stable, the initial 
suspension would agglomerate within the delay (about 10 seconds) between the 
end of sonication and homogenization of the diluted samples. Thus, higher mean 
particle sizes would be obtained. 

2) The diluted sample is not stable, which means that the size distribution shifts 
towards higher particle sizes during the DLS analysis. In this case, it is considered 
that the initial concentrated suspension is not stable. 

The long-term stability of a suspension can be assessed by performing several 
samplings as a function of time. Before each sampling, the suspension must be 
manually stirred in order to redistribute potential agglomerates.  

22.3.7 Microscopy 

Scanning Electron Microscopy (SEM) and Optical Microscopy (OM) have been used 
to characterize the morphology and the structure of the materials (NP size, polymer film 
morphology, NP dispersion states…). The analyses were performed with the help of the 
microscopy department, Pauline Grau and her team. 

OM (Wild M420 Macroscope and Leica DMRX Microscope) was performed in 
transmission in nanocomposite films to verify the absence of very large agglomerates 
(>5 μm) in the samples prior to analyse the dispersion state by SEM.  

SEM (Ultra 55 by Zeiss) was performed to characterize the NPs (size, shape…) and 
then their dispersion state in nanocomposite films. As-received BaTiO3 NPs were 
prepared by placing the powder on carbon adhesive and depositing a Platine (Pt) layer 
by physical vapour deposition (PVD). Polymer and nanocomposite films were prepared 
by cryofracture of the samples in liquid nitrogen to generate a flat cross section. The 
broken films were then placed on a carbon tape and metallized with Platine by PVD. 
This enables qualitative observation of the sample morphology and clear discrimination 
of NPs inside the matrix. 

Secondary and backscattered electron detection were combined to provide both 
topographic (In Lense detector) and chemical contrast (AsB detector). Acceleration 
voltages between 3 and 7 kV were used. At these voltages, the electron beam is thought 
to penetrate the material in such a way that the NPs can be detected down to about 1 
μm away from the analysed surface. Two examples of SEM images of a PVdF-
HFP:BaTiO3 nanocomposite taken in chemical contrast and in topological contrast are 
shown in Figure 2.20 a) and b) respectively. The chemical contrast is mostly based on 
backscattered electrons and so provides a high contrast between the BaTiO3 NPs 
containing heavy Ti and Ba atoms and the PVdF-HFP containing lighter atoms such as C 
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and F. Topological contrast is mostly based on secondary electrons and so provides less 
contrast between the NPs and the PVdF-HFP matrix. Nevertheless, it provides very nice 
details about the topography. Both approaches have been combined in the SEM analyses 
performed in this work.

Figure 2.20: Example of SEM images of PVdF-HFP:BaTiO3 nanocomposites taken a) in chemical 
contrast and b) in topological contrast on the same area. 

22.3.8 Imagee analysiss 

In order to quantify the dispersion state and the NP/agglomerate size distribution of 
the nanocomposite samples, image analyses were performed with ImageJ on SEM 
images taken in chemical contrast. For each nanocomposite sample, the image analysis 
was performed on 10 SEM images at different magnifications in order to assess the 
reproducibility. First, the length scale was set on the SEM images. Then the image was 
binarized to produce a clear distinction between the matrix in black and the NPs or 
agglomerates in white as shown in Figure 2.21 b). It is worth to note that the binarized 
image corresponds to the projection of the detected NPs, which are located at less than 
1 μm away from the analysed cross-section surface. Since the largest agglomerates have 
diameters of about 1 μm, the volume analysed is considered to be representative. Then 
a particle analysis is performed (see Figure 2.21 c) and gives the area for each NP or 
agglomerate. These areas are then converted into diameters considering disks of 
equivalent areas. These diameters are weighted with the corresponding sphere volume 
in order to produce a distribution (ܦ)ߔ defined as: ܦ݀(ܦ)ߔ is the volume fraction of 
particles or agglomerates with equivalent diameter between ܦ and ܦ + .ܦ݀

2 μm 2 μm

a) b)
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Figure 2.21: Example of Image analysis with a) the raw SEM image obtained in chemical 
contrast, b) the same image after binarization and c) the particle analysis partially overlaid on 
the raw images.

22.3.9 Samplee Thicknesss 

The thickness of the samples has to be determined as precisely as possible. Indeed, 
the complex permittivity depends on it as shown in equation (2.8). It follows that the 
precision of the dielectric spectroscopy mainly depends on the precision of the 
thickness measurements. A micrometre with a precision of 1 μm was used. For each 
dielectric spectroscopy measurement, the thickness of the sample was measured 10 
times all over the surface of the electrode (20 mm of diameter) and the average 
thickness was used for dielectric permittivity calculations. All the samples had a 
thickness between 20 and 30 μm and the thickness heterogeneity of the films did not 
exceed 1 μm. 

2.3.10 Broadbandd Dielectricc Spectroscopyy  

The permittivity reflects the ability of a material to polarize when submitted to an
electric field. This polarization can be elastic (capacitive, conservative) or non-elastic 
(resistive, dissipative). Broadband Dielectric Spectroscopy (BDS) is used to probe this 
behaviour as a function of frequency and temperature. The accessible frequency range, 
10-2 to 106-7 Hz, enables observing dipolar relaxations, interfacial MWS polarizations 
and conductivity. 

Dielectric spectroscopy is based on the measurement of both the applied voltage U* 
and the measured current intensity I* and the detection of the phase shift δ. The 
complex impedance Z* is is calculated as:

ܼ∗ =
ܷ∗

∗ܫ
=

ܷ଴ ݁(௜ఠ௧)

଴ܫ ݁(௜ఠ௧ାఋ) (2.6)

where U0 is the magnitude of the voltage, I0 the magnitude of the current intensity and 
ω the angular frequency. Then, the complex permittivity is calculated as:

aa) bb) c)

2 μm 2 μm 2 μm
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(߱)∗ܥ =
1

ܼ߱∗(߱)
= ଴ܥ(߱)∗ߝ (2.7)

where C* is the complex capacitance of the sample and C0 the capacitance of the 
equivalent capacitor with vacuum between the electrodes. It is calculated as follow:

଴ܥ = ଴ߝ
ܣ
݀

(2.8)

where A is the electrode surface area and d the sample thickness.
By combining equations (2.7) and (2.8) the dielectric permittivity is obtained as:

(߱)∗ߝ =
݀(߱)∗ܥ
ܣ଴ߝ

(2.9)

This equation is valid in the case of a parallel plate capacitor of infinite surface. As a 
consequence, it is necessary to perform dielectric spectroscopy on samples with 
negligible thickness as compared to the diameter of the electrodes to avoid 
underestimating the dielectric properties16. In this work, the typical sample thickness 
(~20-30 μm) is about 1000 times smaller than the electrode diameter (20 mm) which 
allows neglecting edge effects. The material sample between the two electrodes can be 
considered as a parallel plate capacitor as schematized in Figure 2.22.

Figure 2.22: Illustration of the device used for dielectric spectroscopy measurements.

The samples are disposed between plane brass electrodes. In order to ensure a good 
contact between the samples and the electrodes, additional circular gold electrodes of 
20 mm diameter are deposited by PVD with a Quorum Q150R S on each side of the 
samples. The gold deposition is carried during 120 s at 30 mA on each face. A circular 
mask is used to fabricate well defined electrodes. The electrode thickness is estimated 
to be about 50-100 nm.

The samples are placed in a sealable cell preventing the samples from drying when 
exposed to the nitrogen flow used for the thermal regulation or from absorbing water 
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from ambient humidity. This cell is composed of a bottom electrode with a diameter of 
20 mm and of a top electrode with a diameter of 40 mm. The sample is then annealed at 
80°C under vacuum for 36 hrs. After this thermal treatment, the samples are dry and 
can be directly analysed by dielectric spectroscopy. Otherwise, they are conditioned at 
23 °C and RH50 for 48 hrs in the open dielectric cell which is then sealed with the upper 
electrode to perform dielectric spectroscopy with the initial water uptakes at RH50. 

Isothermal frequency sweeps are performed between 10-2 to 107 Hz using a 
temperature program going from -40°C to 60°C with a step increase of 5 °C. Two 
additional measurement steps are conducted at 25 °C before and after the temperature 
cycle in order to quantify any changes in the dielectric properties that could be due to 
sample drying or thermal history. The temperature program is reported in Figure 2.23. 
No significant differences are observed between the first measurement and the 
measurement at 25 °C in the cycle for all samples, which indicates that the dielectric 
properties of the samples are not modified by the first half of the cycle (i.e. at 
temperature < 25°C). However, in the case of PVdF-HFP:BaTiO3 nanocomposites only, 
the last measurement at 25 °C shows slightly lower conductivity and MWS magnitude 
which suggests that dielectric properties of the samples are slightly affected by the 
second half of the cycle (i.e. at temperature > 25°C). In this case, this effect may due to 
drying during the experiment (even though measurements are made in a supposedly 
closed cell). Indeed, BaTiO3 NPs contain some water at the surface (see TGA and DRIFT 
analyses in section 2.3.3 and 2.3.1).  

All measurements were performed using a Broadband Dielectric Spectrometer from 
Novocontrol, composed of an Alpha A analyser, an Alpha Active Cell, and a Quatro 
cryosystem.  
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Figure 2.23: Temperature program used for the dielectric spectroscopy measurements.  

DDielectric Spectra Fitting 
To quantify the dielectric properties of the polymer and nanocomposite samples, the 

complex dielectric permittivity is fitted with the Cole-Cole equation (2.10) using WinFit 
software. 

(߱)∗௥ߝ  = ෍
௞ߝ∆

1 + (݅߱߬௞)ఈೖ
௞

−
஽஼ߪ݅
଴߱ߝ

 (2.10) 

With ∆ߝ௞ the magnitude of the polarization process k, ߬௞ its relaxation time, ߪ஽஼  the 
Ohmic conductivity and ߱ the pulsation. This software allows fitting together the real 
and the imaginary parts of the complex permittivity. 

In this work, the dielectric spectra are fitted with 4 different contributions: The DC 
conductivity and the αa, αc and MWS polarization mechanisms (detailed in chapter 4). 
The αa and αc relaxations are fitted by leaving the parameters ∆ߝ, ߬, and ߙ free to be 
optimized by the fitting procedure. Since the MWS contribution overlaps with the αc 
relaxation and the conductivity, several sets of ∆ߝ and ߙ may successfully fit the 
dielectric spectra. It results that the MWS parameters obtained after optimization may 
not be reliable. When all the parameters are left free to be optimized by the fitting 
procedure, the values obtained for ߙ tend to fluctuate between 0.5 and 0.9 in most of the 
cases (i.e. all the samples studied in chapter 4). As a result, the α exponent was fixed at 
the median value 0.7 in order to obtain more stable fit results. It leads to a lower fit 
quality in some cases (high temperature and high MWS magnitude) but allows 
comparing the samples on the basis of the same mechanism. This option tends to 
minimize the difference observed in chapter 4 in terms of MWS magnitude. 
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22.3.11 High Frequency Dielectric Spectroscopy – RF reflectometry 

High Frequency Dielectric Spectroscopy (HFDS) was conducted from 1MHz to 3 GHz 
in order to extend the frequency range of the BDS and investigate the dielectric 
relaxation at high frequencies. The experiments were performed in the Centro de Fisica 
de Materiales in San Sebastian with the help of A. Alegria under a European Soft Matter 
Infrastructure grant. A RF impedance analyzer Keysight E4991A (1 MHz – 3 GHz) and a 
nitrogen-jet stream Quatro Cryosystem from Novocontrol were used. 

In this frequency range the wavelength of the electrical signal used to probe the 
samples starts to be comparable with the typical size of the circuit elements (sample, 
cables, connectors…). For this reason, HFDS differs from BDS. It consists in measuring 
the reflection coefficient of a field wave propagating through a precision RF air line 
which has the sample connected at its end. In this technique, the sample is still 
sandwiched between two small electrodes (10 mm of diameter) to form a parallel plate 
capacitor. 

In order to obtain samples with the optimal capacitance to carry out HFDS (5 pC) 
several pieces of samples were stacked together (between 4 and 8 layers depending on 
the permittivity of the samples). This sample geometry allows minimizing parasite 
signals coming from the set up but induces an underestimation of the complex 
permittivity due to the presence of air between each layer. The absolute values of the 
complex permittivity will thus not be considered. 

The samples were stored under ambient laboratory conditions (~20-25 °C and 
RH40-60). The HFDS experiments were performed under dry N2 flux used for 
temperature regulation. No impact of water was found by repeating quick temperature 
cycles on all the samples. After performing an initial measurement at 25 °C, the 
temperature is raised up to 60°C for 5 minutes and decreased to 25°C to perform a 
measurement. This stage is repeated several times to check the evolution of the complex 
permittivity with drying.  

The analyses were then performed using the temperature program previously 
presented in Figure 2.23 and the resulting spectra were fitted using Cole-Cole equation 
as presented for BDS. 
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CChapter 3. IInteraction Parameters  
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33.1 Introduction 

As presented in the chapter on the state of the art, the interdependence between the 
modification of the particle surface, dispersion state and dielectric properties of the 
final composite makes the study of the structure-properties relationships difficult. 
Indeed, the most common way to control the particle dispersion state is to implement 
some modification of the particle surface. This has almost systematically an effect on the 
interfacial morphology and electronic structure, which in turn also affects the dielectric 
properties of final composites. In this work, the objective was to control the dispersion 
state of BaTiO3 nanoparticles (NPs) without changing the polymer-NP interfaces and so 
without modifying the surface chemistry of the NPs. As a consequence, the 
investigations were focused on the relationships between the fabrication process of 
nanocomposites and the NP dispersion state. The interactions between all the 
constituents mixed together during the process have been thoroughly studied using the 
Hansen Solubility Parameter (HSP) approach. In this chapter, this approach will be first 
introduced as a tool to predict the polymer solubility and the stability of the NP 
suspension in the chosen solvent(s). Then, a recently developed approach for the 
prediction of the polymer adsorption providing another tool for designing the stability 
of NP suspensions will be presented. Finally, based on these interaction parameters, the 
link between the fabrication process and the NP dispersion state in nanocomposites will 
be presented. 

3.2 PVdF-HFP solubility 

3.2.1 Polymer solution theory 

Thermodynamics of mixtures 
Binary and multicomponent polymer-solvent or polymer-polymer blends have been 
studied for many decades. When two components are mixed at the molecular scale, the 
uniform binary mixture is called homogeneous blend. When they do not mix at the 
molecular scale and the binary mixture contains two distinct phases, it is called 
heterogeneous blend. This ability to mix at molecular scale at equilibrium depends on 
the entropy and enthalpy variation, respectively ∆ܵ௠ and ∆ܪ௠. Entropy always favours 
the formation of a homogeneous blend whereas the enthalpy usually prevents the 
mixing of the two components. The basis of thermodynamics was proposed in 1941 by 
Flory and Huggins124. The free enthalpy of mixing (Gibbs free energy) is written as: 

௠ܩ∆  = ௠ܪ∆ − ܶ∆ܵ௠ (3.1) 
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with ∆ܩ௠ the enthalpy of mixing and T the temperature. The entropy variation ∆ܵ௠ is 
always positive and tends to favour the mixing of the binary mixture. For a mixture of 
two components A and B, equation (3.2) can be written. 

 −ܶ∆ܵ௠ = ݇஻ܶ(݊஺ ln߮஺ + ݊஻ ln߮஻) (3.2) 

where kB is the Boltzmann constant, T the temperature, ߮஺ and ߮஻ the volume fractions 
of the components A and B and nA and nB the total numbers of molecules of A and B. The 
total number of molecules is n = nA + nB. Equation (3.2) is based on the hypothesis that 
molecular volumes are identical. In the case of polymer solution where A is the polymer 
and B the solvent, the total entropy variation per mol, ∆ܵ௠, should be written as: 

 −ܶ∆ܵ௠ = ݇஻ܶ(݊௉ ln߮஺ + ݊஻ ln߮஻) (3.3) 

where ݊௉  =  ௡ೌ
ே

 is the number of polymer chains, N being the polymerisation degree and 

݊௔ the number of repetitive units. The enthalpy variation per mol ∆ܪ௠ resulting from 
the mixing of the two components A and B is written: 

௠ܪ∆  = −
ݖ
2

(߮஺߮஻)(2 ஺ܷ஻ − ஺ܷ஺ − ܷ஻஻) (3.4) 

Where z is the number of interactions each molecule builds with its neighbours and UXY 
is the elementary pair interaction per mol between two molecules/monomers X and Y.  
The Flory parameter χ is a dimensionless number that characterizes the affinity of a 
binary mixture in terms of the balance of interactions125. 

 ߯஺஻ = −
ݖ
2

(2 ஺ܷ஻ − ஺ܷ஺ − ܷ஻஻)
݇஻ܶ

 (3.5) 

Introducing the Flory parameter in equation (3.4), the enthalpy of mixing per molecule 
can be written as follow: 

 ∆ℎ௠ = ݇஻ܶ߮஺߮஻߯஺஻ (3.6) 

Finally, the Gibbs free energy (per monomer/solvent molecule) for a binary mixture 
polymer A solvent B can be obtained by combining equations (3.1),(3.2) and (3.6), 
denoting ߮ =  ߮஺ the volume fraction of the polymer and (1 − ߮) =  ߮஻the volume 
fraction of the solvent: 

 
∆݃௠
݇஻ܶ

= ߯஺஻߶(1 − ߮) + (߮ ln(߮) + (1 − ߮) ln(1 − ߮)) (3.7) 

As presented in equations (3.7), the Gibbs free energy is a function of the composition ߮ 
of the binary mixture and of the Flory parameter ߯஺஻ that reflects the affinity between 
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the components A and B. Then, it is possible to plot the evolution of ∆ℎ௠, −ܶ∆ݏ௠and 
∆݃௠ as a function of the mixture composition.  

HHildebrand interaction parameter 
The thermodynamics of the mixture allows one to predict the behaviour of a system 

knowing its Flory parameter ߯஺஻. This illustrates the importance of determining or at 
least estimating this parameter for a given mixture at a given temperature. In the case of 
polymer solutions,  ߯஺஻ gives information about the solubility of the polymer into the 
solvent and allows predicting phase separation, i.e. the precipitation of the polymer. An 
estimation method of ߯஺஻ has been proposed by Hildebrand and Scott126,127 and is based 
on the Hildebrand parameter δ. This term is defined as the square root of the Cohesive 
Energy Density (CED) per unit volume as presented in equation (3.8). It is expressed in 
square root of J or kJ per unit volume or MPa1/2.

 δ = ܦܧܥ√ = ඨ
௩ܧ∆
௠ݒ

 (3.8) 

with ∆ܧ௩ the vaporization energy per mole and ݒ௠ the molar volume. The idea 
associated with this equation is the following: the dissolution of a solute is made 
possible by breaking the intermolecular interactions between the solvent molecules, 
which is analogous to boiling the solvent. 
The mixing enthalpy is related to the Hildebrand solubility parameter through the 
Hildebrand and Scott equation (3.9). For a polymer solution where A is the polymer and 
B is the solvent, The Flory parameter is defined by equation (3.10). 

 
௠ܪ∆

௠ݒ
= ߮஺߮஻(ߜ஺ −  ஻)ଶ (3.9)ߜ

 ߯஺஻ =
௠ݒ
݇஻ܶ

஺ߜ) −  ஻)ଶ (3.10)ߜ

Equation (3.10) is based on the assumption that pair interaction energies per 
molecule/monomer (denoted UAB previously) are expressed as: 

 ஺ܷ஻ = −ඥݒ௠ߜ஺ߜ஻ (3.11) 

Where the – sign corresponds to the fact that pair interactions are attractive. Eq (3.11) is 
just another way to say that the Van der Waals interaction energy is proportional to the 
products of polarizability128  

In equation (3.10), one can note that ߯஺஻ is always positive. It means that 
theoretically, the mixing between A and B (i.e. the solvation in the case of polymer-
solvent interaction) always requires energy so the phase separation is favored by the 
mixing enthalpy terms. In some cases, the mixing enthalpy can be negative, meaning 
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that the mixture is more energetically favorable than the pure constituents129. The 
resulting Gibbs free energy may exhibit different trends with the binary mixture 
composition depending on the ߯஺஻ value compared to the critical value ߯௖ = 0.5 +

1 √ܰ⁄ . In the case of long enough macromolecules, ߯௖ ≅ 0.5.130 Three different cases 
may be encountered and are presented in Figure 3.1: 

(1) If ߯஺஻ < ߯௖ , the free energy curve (green line) is concave in the whole 
composition range so it presents only one minimum and the mixture is 
miscible in all proportions. In the case of polymer-solvent mixtures, the 
solvent is then qualified as a good solvent. When ߯஺஻ is close to zero, the 
solvent is said athermal and is an excellent solvent for the polymer. 

(2) If ߯஺஻ > ߯௖  , the free energy has 2 minima (orange line) so a phase separation 
may occur at certain compositions to reduce the total free enthalpy of the 
system.  

(3) If ߯஺஻ = 0.5, the solvent is a theta solvent (yellow line). 

 
Figure 3.1: Total free energy evolution with the mixture composition 

 
At the basis of the Flory theory, the molar volumes of A and B are hypothesized to be 

equal and constant during the mixing. In addition, the theory is based on the Van der 
Waals interactions and does not consider dipolar interactions and hydrogen bonds. As a 
consequence, the theory reaches its limits for polar species or species prone to form 
hydrogen bonding. In response to these limitations, some authors have proposed 
corrections to the Flory theory in order to extend its use to a larger number of chemical 
species131–134. 

HHansen solubility parameters 
Up to 1960-70, the Hildebrand parameters have been used to predict the solubility 

of a polymer in a solvent. As presented previously, a good solvation is promoted when 
the polymer and solvent have very close Hildebrand parameters. Nevertheless, this 
approach is limited to non-polar species with no hydrogen bonding. Hansen has 
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extended this theory by splitting the total system energy E into three intermolecular 
contributions in order to consider polar interactions P and hydrogen bonds H in 
addition to dispersive interactions D into the phase equilibrium prediction, as presented 
in equation (3.12). 

ܧ  = ஽ܧ + ௉ܧ +  ு (3.12)ܧ

Accordingly, the Hildebrand solubility parameter is also split into these three 
intermolecular contributions: 

௧௢௧²ߜ  = ஽²ߜ + ௉²ߜ +  ு² (3.13)ߜ

Then, the affinity between two components A and B is a function of the three 
intermolecular contributions ߜ஽²,ߜ௉² and ߜு². These contributions are the Hansen 
Solubility Parameters (HSPs): 

 δδD is the DDispersive contribution. It comes from the London forces, existing 
between every atom and molecule in which the electron cloud in motion may 
induce a temporary dipole moment that may induce attractive electrostatic 
forces between two atoms or molecules. The ability of the electron cloud of 
an atom or a molecule to be distorted is called the polarizability. This 
polarizability depends on the size of atoms or molecules and also on the 
shape of molecules. Larger and heavier is the atom or the molecules and 
higher are their dispersive contribution δD. These forces are at the origin of 
the Van der Waals Forces whose strength is approximately about 1 kJ.mol-

1.128 
 δP is the PPolar contribution. It comes from the Keesom Forces due to the 

interactions between permanent dipoles which are found in molecules 
between two atoms or groups of atoms having different electronegativity. 
Such permanent dipoles generate an electric field in their surroundings and 
interact with the electric field generated by other molecules. These forces 
may be attractive or repulsive and induce molecules reorientation in order to 
minimize their energy. This reorientation leads to mainly attractive dipole-
dipole forces between polar molecules. The strength of dipolar interactions 
lies typically between 5 and 20 kJ.mol-1. 

 δH is the HHydrogen bonding contribution. It comes from the hydrogen bonds 
which are particular dipole-dipole interactions established in the case where 
a hydrogen atom is covalently bonded to a very electronegative atom (N, O, 
Cl, F…). Charge density on the electronegative atoms is highly negative 
whereas it is highly positive on the hydrogen. These dipoles give rise to 
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particular dipole-dipole interactions at the origin of the hydrogen bonds. The 
strength of most hydrogen bonds lie between 10 and 40 kJ.mol-1.128

As with the Hildebrand parameter, the HSPs are expressed MPa1/2, (corresponding 
to (J/m3)1/2). This unit will be used in what follows. To better describe these HSPs, 
Hansen has proposed a 3D view in which each coordinate represents an intermolecular 
contribution as shown in Figure 3.2. 

Figure 3.2: 3D representation of the Hansen Solubility Parameters

In this theory, every solvent, molecule, polymer or chemical species with defined 
HSP values can be represented by a point in a 3D space with its coordinate δD, δP and δH. 
The affinity between two components A and B is then determined using the following 
equation: 

(ܴܽ)² = 4ቀߜ஽
(஻) − ஽ߜ

(஺)ቁ² + ቀߜ௉
(஻) − ௉ߜ

(஺)ቁ² + ቀߜு
(஻) − ுߜ

(஺)ቁ² (3.14)

where Ra is a distance between the HSP of two molecules or components. As with the 
Hildebrand approach, components with similar HSP will have a good affinity. Indeed, 
similar HSP values result in a short Ra distance in the Hansen space and then to high 
affinity. The term Ra corresponds to a modified distance between two components. 
Indeed, the factor 4 proposed by Hansen before the squared difference of the dispersive 
contributions on equation (3.14) is a matter of debate.

In the 3D representation, the laws of mixture are linear (which have been 
experimentally determined). For example, a 50:50 solvent mixture is localized at the 
exact centre between the HSP of the two components of the mixture as represented in 
Figure 3.3. A solvent with tuned HSP can be easily obtained by mixing different solvents 
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with selected HSP in the right proportions. This prediction lies in the convexity 
principle which predicts that a solvent with HSP localized in between two good solvents 
must be a good solvent.

In the Hansen theory, molar volumes are not considered explicitly in the 
determination of the affinity between two chemical species, in equation (3.14). 
Equations (3.12) to (3.14) rely on the assumption that contributions to the interaction 
energies are additives, i.e. cross terms are neglected. 

Figure 3.3: Illustration of the mixing laws for a 50:50 mixture between two solvents 1 and 2.

The HSPs depend on temperature and pressure135. Table 3.1 presents the equations 
describing the impact of both pressure and temperature on the three HSPs. In these 
equations, α corresponds to the thermal expansion coefficient (about 10-4 K-1) and β 
corresponds to the bulk modulus (about 109 Pa).

Table 3.1: HSP dependency on temperature and pressure. α is the volume thermal expansion 
coefficient and β the bulk modulus135.

HSP Temperature Pressure

δD ൬
஽ߜ߲
߲ܶ

൰
௉

= ߙ஽ߜ1.25− ൬
஽ߜ߲
߲ܲ

൰
஽
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௉ߜ߲
߲ܶ

൰
௉
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PPolymer solubility sphere  
In the Hansen theory, polymers are characterized by a sphere which delimits good 

solvents and poor solvents. The centre of the sphere is the HSP coordinates of the 
polymer and its radius is denoted R0. The solubility of a polymer into a given solvent can 
be predicted by comparing the solvent-polymer distance Ra to the polymer sphere 
radius R0. The Relative Energy Distance (RED) is then introduced and defined by 
equation (3.15). 

ܦܧܴ  =  
ܴ௔
ܴ଴

 (3.15) 

This value directly qualifies a solvent with respect to a polymer:  
 If RED<1 (Ra < R0): the solvent is a good solvent of the polymer  
 If RED>1 (Ra > R0): the solvent is a non-solvent of the polymer 

A representation of this solubility sphere is given in Figure 3.4. 

 
Figure 3.4: Representation of the solubility sphere of the PVdF-HFP with an arbitrary positioned 
solvent (█) 
 

In the Flory theory the limit of the solubility of a polymer into a solvent (at given T 
and P) is given by ߯஺஻  = 0.5 which corresponds to a theta solvent. Similarly, the limit of 
the solubility in the Hansen theory is given by the surface of the polymer sphere 
(RED=1). A solvent with HSP localized onto the surface of a polymer sphere may be 
considered as a theta solvent for this polymer136. 

3.2.2 Experimental determination 

Solubility tests  
Solvent HSP values are known and tabulated in the literature. Semi-empirical 

calculation methods such as the group contribution methods can be used to estimate 
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the HSP for non-tabulated solvents or molecules136. While the HSP of monomers can be 
estimated easily with this method, the estimation of the HSP for macromolecules 
(>100000g/mol) is not accurate. For polymers, the HSP are experimentally determined 
by testing their solubility in a large variety of solvents covering a wide range of HSP 
values. The solvent selection comes from the work of Laurens et al.137

For the experimental determination of the PVdF-HFP HSPs, 60 solvents with 
particular HSPs covering a wide range of HSP values were selected to assess their ability 
to dissolve the polymer. In this selection, the solvents have dispersive components 
௉ߜ ஽varying from 12.9 to 21.0 MPa1/2, polar componentsߜ varying from 0 to 26.2 MPa1/2

and hydrogen bonding components ߜுvarying from 0 to 42,3 MPa1/2. In addition, 
solvent mixtures were used to reach particular HSP that could not be found in regular 
solvent, such as Glycerol-Water and Formamid-Water mixtures. The solvent selection is 
detailed in Table 3.2. For the solubility tests, the concentration was set to 5 wt% and the 
polymer was stirred on a rotating rack for 24 hrs at RT in order to ensure each system 
reaches thermodynamic equilibrium. These measurements were performed in LoF with 
the help of Julien Jolly and Julien Laurens.

Then, the evaluation of the solubility was done by visual assessment. Quotation 
marks between 1 and 6 were given depending on the dissolution state of the polymer. A 
mark of 1 corresponds to the total dissolution of the polymer and a mark of 6 to the 
absence of effect of the solvent on the polymer as shown in Figure 3.5. Intermediate 
marks were given for in-between cases.

Figure 3.5: Example of solubility test and visual assessment of the polymer solubility. A) Mark A: 
total solubility, b) mark 2 to 5: intermediate solubility and c) mark 6: no solubility. 

The marks resulting from the solubility visual assessment were then implemented in 
the HSPiP® software (Hansen Solubility Parameter in Practice, developed by Hansen, 
Abbott and Yamamoto138). The software was used to fit a sphere including all good 
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solvents and excluding all other solvents. The boundary between “good” and “poor” 
solvents can be adjusted in order to include enough solvents and fit a sphere accurately. 

 
Table 3.2: Description of the selected solvents for the solubility test. Solubility parameters are 
expressed in MPa1/2. The density ρ, the viscosity η and the optical index n20 are given at 20 °C. 
The solvent selection and the HSP data come from the work of Julien Laurens.137 

N° Solvent δD δP δH ρ (g/ml) η (mPa.s) n20 
1 Pentane 14.5 0 0 0.626 0.24 1.358 
2 Heptane 15.3 0 0 0.684 0.45 1.385 
3 Cyclohexane 16.8 0 0.2 0.778 1.2 1.427 
4 Toluene 18 1.4 2 0.87 0.59 1.497 
5 Tetrahydronaphthalene 19.6 2 2.9 0.97 2.02 1.541 
6 Methylene Dichloride 17 7.3 7.1 1.327 0.41 1.424 
7 Chloroform 17.8 3.1 5.7 1.483 0.89 1.446 
8 Tetrachloroethylene 18.3 5.7 0 1.613 0.99 1.506 
9 Chlorobenzene 19 4.3 2 1.11 0.8 1.524 

10 1-Chlorobutane 16.2 5.5 2 0.89 0.45 1.402 
11 o-Dichlorobenzene 19.2 6.3 3.3 1.3 1.32 1.551 
12 1,1,2,2-Tetrabromoethane 21 7 8.2 2.967 6.45 1.637 
13 Tetrahydrofuran (THF) 16.8 5.7 8 0.889 0.42 1.405 
14 Diethyl Ether 14.5 2.9 4.6 0.713 0.22 1.353 
15 Anisole 17.8 4.4 6.9 0.995 1.09 1.514 
16 Acetone 15.5 10.4 7 0.791 0.26 1.356 
17 Methyl Ethyl Ketone (MEK) 16 9 5.1 0.805 0.41 1.376 
18 Methyl Isobutyl Ketone (MIBK) 15.3 6.1 4.1 0.802 0.58 1.396 
19 G-Butyrolactone (GBL) 18 16.6 7.4 1.129 1.7 1.435 
20 Propylene Carbonate 20 18 4.1 1.118 2.5 1.421 
21 Ethyl Acetate 15.8 5.3 7.2 0.902 0.56 1.37 
22 Isopropyl Acetate 14.9 4.5 8.2 0.87 0.52 1.377 
23 Isobutyl Isobutyrate 15.1 2.8 5.8 0.855 0.67 1.398 
24 Acetonitrile 15.3 18 6.1 0.786 0.36 1.342 
25 2-Nitropropane 16.2 12.1 4.1 0.982 0.72 1.394 
26 N-Methyl-2-Pyrrolidone (NMP) 18 12.3 7.2 1.028 1.65 1.479 
27 Formamide 17.2 26.2 19 1.133 3.3 1.447 
28 Dimethyl Formamide (DMF) 17.4 13.7 11.3 0.944 1.04 1.427 
29 N,N-Dimethyl Acetamide 16.8 11.5 9.4 0.937 0.95 1.438 
30 Carbon Disulfide (0 Dipole Moment) 20.2 0 0.6 1.266 0.36 1.627 
31 Diméthylsulfoxyde 18.4 16.4 10.2 1.1 1.99 1.479 
32 Methanol 14.7 12.3 22.3 0.791 0.77 1.327 
33 Ethanol 15.8 8.8 19.4 0.789 0.98 1.359 
34 1-Butanol 16 5.7 15.8 0.81 2.57 1.399 
35 Benzyl Alcohol 18.4 6.3 13.7 1.044 5.47 1.539 
36 Ethyl Lactate 16 7.6 12.5 1.03 2.71 1.412 
37 2-Ethyl-Hexanol 15.9 3.3 11.8 0.833 10.3 1.431 
38 Water 15.5 16 42.3 1 1 1.333 
39 Ethylene Glycol 17 11 26 1.113 16.1 1.431 
40 Diethylene Glycol 16.6 12 19 1.118 35.7 1.447 
41 M1 Glycerol-Water 70/30 16.8 12.7 31.7 
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N° Solvent δD δP δH ρ (g/ml) η (mPa.s) n20 
42 M2 Formamide-Water 75/25 16.8 23.7 24.8 
43 M3 Formamide-Water 50/50 16.4 21.1 30.7 
44 M4 Formamide-Water 25/75 15.9 18.6 36.5 
45 Decamethylcyclopentasiloxane 12.9 1.3 1 0.958 3.74 1.396 
46 Rhodiasolv AC6 16.7 6.4 5.5 
47 Rhodiasolv IRIS 16.6 8.7 5.0 
48 Rhodiasolv Polarclean 15.8 10.7 9.2 
49 Rhodiasolv Adma10 16.6 7.4 8.7 
50 Rhodiasolv LiTec2V 16.0 7.2 19.3 
51 Rhodiasolv RPDE 17.2 6.3 9.2 
52 Isosorbide dimethyl ether (Y-MB) 17.6 7.1 7.5 1.15 1.461 
53 Augeo Clean Plus 17.2 17.2 8.4 
54 Rhodiasolv Green 25 17.6 9.2 6.6 6.5 
55 1-bromonaphtalene 20.6 3.1 4.1 1.48 4.45 1.657 
 

HHSP determination 
The calculation of the HSP values from the solubility results includes 2 steps: First, 

all solvents used in solubility tests are reported in the 3D Hansen space. The solvents 
solubilizing the PVdF-HFP are marked by blue circles (•) and the solvents that did not 
solubilize it by red squares (∎). The solvents for which the solution remains turbid, 

meaning partial solubility, are marked by orange triangles ( ). This is represented in 

Figure 3.6 b).  
The second step consists in calculating the HSP of the PVdF-HFP by fitting a sphere 

that includes the “good” solvents and excludes the “poor” solvents. As shown in Figure 
3.6 b) there is a clear separation between the good and the poor solvents. Additional 2D 
projections are given in Figure 3.6 c), d) and e).  

The coordinates of the fitted sphere centre are the HSPs of the PVdF-HFP. They are 
found to be 14.6 MPa1/2 for δD, 11.9 MPa1/2 for δP and 11.4 MPa1/2 for δH and the radius 
of the sphere is 8.1 MPa1/2. Those values are presented in Table 3.3 together with other 
estimations obtained from the literature139,140. The obtained results slightly differ from 
the data found in the literature. Particularly, the dispersive contribution found for 
PVdF-HFP is lower than those found for PVdF and PVdF-HFP. Moreover, Akkoyun et al. 
have found higher δD for PVdF-HFP than for the homopolymer. The deviation observed 
on δD can be explained by the fact that more than half of the sphere is out of the cloud of 
the representation point of the solvent. Concerning, δp and δH, the results found in this 
work are in good agreement with the literature. 
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Figure 3.6: a) Representative positions of the solvents in the Hansen space with colour symbols 
to differentiate good, intermediate or poor solvents. b) PVdF-HFP sphere determination in 3D. 
The whole data are plotted in 2D following c) the δH/δP plan, d) the δP/δD plan and e) the δH/δD 
plan. 

 
 
 

a)

c)

e)

b)

d)
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Table 3.3: HSP values obtained for PVdF-HFP and compared to PVdF and PVdF-HFP values from 
the literature. 

Polymer 
Authors 

δD 

(MPa1/2) 
δP (MPa1/2) 

δH 

(MPa1/2) 
δ 

(MPa1/2) 
PVdF Bottino et al. (1988) 

139 
17.2 12.5 9.2 23.2 

PVdF Akkoyun et al. (2012) 
140 

17.0 12.1 10.2 23.2 
PVdF-HFP 19.9 12.8 11.6 26.4 
PVdF-HFP This work 14.6 11.9 11.4 22 

 
It is worth mentioning that 5 “poor” solvents are localized into the fitted sphere 

(Methylene dichloride, 1 butanol, Rodiasolv Adma C10, Rhodiasolv Rpde, Rhodiasolv 
Augeo Clean Plus) and 3 “good” solvents are localized outside (Tetrahyfdrofuran, 
Isobutyle Isobutyrate, Dimethyl Sulfoxide) even though both are located close to the 
sphere boundary. This means that the fitted sphere does not perfectly describe whether 
a solvent is good or not simply based on its relative position with respect to the sphere. 
This uncertainty may come from the numerous hypotheses on which the Hansen theory 
is based (no effects of the molar volume or of some particular molecular structure, no 
interactions between induced and permanent dipoles…). 

With these HSPs, it is possible to predict the solubility of the PVdF-HFP in any 
solvent for which the HSPs are available or can be estimated with the group theory 
calculation method mentioned before.  

33.2.3 HSP results and predictions: 

Solubility predictions  
In the wide variety of solvents commercially available, it is now possible to carry out 

a screening in order to extract all solvents fulfilling expectations for the fabrication 
process. The expectations regarding the HSP of the solvent have then to be combined to 
other constraints such as the boiling and melting points. 

A screening has been done with the following criteria: (1) the solvent must have a 
RED value lower than 1 (i.e. the solvent must be in the PVdF-HFP sphere). (2) The 
solvent must be a liquid at RT (i.e. must have a melting point below 20 °C) and (3) it 
must have a boiling point relatively low to enable a simple drying process (typically 
<150 °C). Out of the 1200 solvents registered in the HSPiP database, 91 fulfil these 
criteria. Some examples are given in Table 3.4. Note that 2-heptanone was selected as a 
counter example with a RED value of 1.25. 
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Table 3.4: Relevant physicochemical properties of the solvent selection for PVdF-HFP film 
fabrication. 

Solvent name 
δD 

(MPa1/2) 

ΔP 

(MPa1/2) 
ΔH 

(MPa1/2) 
RED Tmelt (K) Tboil (K) 

MEK 16 9 5.1 0.93 -87 80 
DMF 17.4 13.7 11.3 0.73 -60 152 

2-Heptanone 16.2 5.7 4.1 1.25 -35 151 

EExamples of MEK, Heptanone and DMF 
PVdF-HFP films were fabricated using the solvents presented in Table 3.4. MEK is 

commonly found in the literature as PVdF-HFP solvent. Indeed, MEK-PVdF-HFP binary 
mixture exhibits a low RED value. The films were dried under atmospheric pressure and 
RT because of its low boiling point. In this case, flat, homogeneous and transparent films 
were obtained. Scanning Electron Microscopy (SEM) analysis confirmed the 
homogeneous structure of the PVdF-HFP films casted from MEK solutions as presented 
in Figure 3.7 a)  

In the case of 2-heptanone, the solvent casted films are dried under primary vacuum. 
They exhibit a hazy white colour indicating high light scattering in the films and so 
probably porous structure. The porous structure can be observed directly by SEM 
analyses as shown in Figure 3.7 b). Such morphology can be explained by a phase 
separation occurring due to the low affinity between polymer and solvent as predicted 
by the RED which is slightly higher than 1. Indeed, the 2-heptanone is known to quickly 
form a PVdF-HFP gel structure due to intermediate affinity between polymer and 
solvent141.  

In the case of the Dimethyl Formamide (DMF), which is a heavy solvent molecule 
with a boiling point very close to that of the 2-heptanone, the fabricated films were 
dried under the same conditions. However, the fabricated films are transparent and 
SEM analysis shows a very homogeneous structure as shown in Figure 3.7 c). This result 
is consistent with the low RED of 0.73 so that DMF exhibits good affinity with the 
polymer. 

As a result, the quality of the final PVdF-HFP films obtained by solvent casting highly 
depends on the RED value, and thus on the affinity between the polymer and the solvent 
even though the selected solvents were apparently all able to solubilize the required 
PVdF-HFP amount for the film casting process. The HSP theory then gives a good 
rationale for this observation. 
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Figure 3.7: SEM pictures of PVdF-HFP film cross-sections. The films were fabricated by solvent 
casting in (a) MEK (b) 2-heptanone, and (c) DMF. All the cross sections were prepared by cold 
breaking in liquid nitrogen.

RRelationn too processs 
The previous results show that the HSP formalism can be used as a tool to find 

potential solvents suitable for a process. Solvents with low RED are prone to form 
homogeneous film structures whereas solvents with RED value slightly higher than 1 
may be used to induce particular morphology in the films such as open or close 
porosity. Although further investigations concerning the vaporisation kinetics of the 
solvent would be required to control such processes, a first screening with the solvent 
HSPs may help in the process design and development. 

3.3 Dispersibilityy off BaTiO3 nanoparticless 

In the case of a polymer solvent mixture, the HSPs provide information about the 
affinity between molecules and then information about the solubility of the polymer. 
This information is crucial in order to design the process and obtain polymer films with 
the expected morphology and properties. In the case of PVdF-HFP:BaTiO3

nanocomposites, the NPs have to be dis-agglomerated and distributed in the polymer 
solutions used in the fabrication of nanocomposites. The final NP dispersion state in the 
nanocomposite film then depends on the stability of the suspension throughout the 
process. It follows that the interactions between the solvent and the NPs are also a 
crucial point in the development of nanocomposite fabrication processed by solvent 
casting. 

3.3.1 Extensionn off thee Hansenn theoryy 

To investigate the stability of NP suspensions, a similar approach can be used. An 
extension of the HSP theory has been developed and allows assessing the interactions 
between a non-soluble solid surface and a solvent136. Similarly to monomers/molecules, 
solid NPs can be represented in the Hansen space using experimental determination of 

5 μm

b)

5 μm 5 μm

a) c)
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their parameters δD, δP and δH. In the case of solid particles, these parameters are not 
called Hansen Solubility Parameters but Hansen Dispersibility Parameters (HDPs).

These HDPs provide similar information as compared to polymers regarding the 
affinity with the solvents. The determination of the BaTiO3 HDP provides tools to 
control the stability of NP suspensions and so to control the final nanocomposite 
morphology. Additional criteria can be used in the solvent selection to improve the 
nanocomposite fabrication process. 

33.3.2 Experimentall determinationn 

Theoreticall basiss  
The experimental methodology to determine the three HDPs is based on the 

following phenomenon: solvents having good affinity with the particles wet the surface, 
while solvent having weak interactions does not. Wetting leads to better stabilization of 
the particles and weaker attractive forces between the particles themselves that results 
in delayed sedimentation as schematized in Figure 3.8. It is precisely this aspect that 
Hansen uses to assess the solvent-particle affinity. To do so, he has introduced the 
Relative Sedimentation Time (RST) which is calculated with equation (3.16).

ܴܵܶ =
௣ߩ)௦ݐ − (௦ߩ

଴ߟ
(3.16)

where ݐ௦ is the sedimentation time, ߩ௦ and ߩ௣ the densities of the solvent and particles 
respectively and ߟ଴ the solvent viscosity. Higher is the wetting of the solvent onto the 
particle, higher is the RST. Conversely, lower is the wetting and lower is the RST. The 
sedimentation kinetic is also controlled by the interactions between particles, including 
hydrogen bonding and Van der Waals interactions142. 

Figure 3.8: Illustration of the agglomeration-induced sedimentation of particles in poor 
dispersant compared to good dispersant.
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SSedimentation monitoring 
As with polymers, the HDP of BaTiO3 NPs were studied by dispersing them into a 

large number of solvents with a wide HSP variety. Due to the much complex 
experimental procedure used for the HDPs determination, the number of solvents used 
in this part was reduced to 24 as compared to solubility tests previously described. The 
solvent selection comes from the work of Julien Laurens137 and is defined in order to 
cover the largest zone possible in the Hansen space. All the solvents used for 
sedimentation tests are presented in Table 3.5. First, the NPs are introduced as a 
powder into glass vials with the solvents. The quantity of solvent is adapted to maintain 
the NP content at 2 wt%. Then, the NPs are dis-agglomerated and dispersed using a 
home-made ball milling. This dispersion process consists in adding some small silica 
spheres (around 2 mm of diameter) to the NP-solvent mixtures and placing the vials 
into a vortex for 2 hrs. The silica spheres act as mechanical stirrers as they induce large 
local shear and elongation stresses. Previous studies carried out on silica NPs have 
revealed that the particle/agglomerate size distribution after such ball milling process 
does not depend on the solvent used137. 

 
Table 3.5: Description of the solvent selected for the BaTiO3 NPs HDP determination. The HSP 
are expressed in MPa1/2.136 

N° Solvent δD δP δH ρ 
(g/ml) 

η 
(mPa.s) n20 

1 Heptane 15.3 0.0 0.0 0.684 0.451 1.385 
2 Octane 15.5 0.0 0.0 0.703 0.579 1.395 
3 Nonane 15.7 0.0 0.0 0.718 0.766 1.403 
4 Dodecane 16.0 0.0 0.0 0.749 1.524 1.415 
5 Cyclooctane 16.6 0.1 0.1 0.813 0.659 1.452 
6 Acetonitrile 15.3 18.0 6.1 0.786 0.361 1.342 
7 Acetone 15.5 10.4 7.0 0.791 0.296 1.356 
8 THF 16.8 5.7 8.0 0.886 0.418 1.405 
9 O-xylene 17.8 1 3.1 0.88 0.81 1.505 

10 Dioxane 17.5 1.8 9.0 1.029 0.746 1.42 
11 Chloroform 17.8 3.1 5.7 1.483 0.659 1.446 
12 Methanol 14.7 12.3 22.3 0.791 0.766 1.327 
13 Ethanol 15.8 8.8 19.4 0.789 0.982 1.359 
14 IsoPropanol 15.8 6.1 16.4 0.785 2.04 1.375 
15 MEK 16.0 9.0 5.1 0.805 0.41 1.376 
16 Anisole 17.8 4.4 6.9 0.995 1.089 1.514 
17 Et. Acetate 15.8 5.3 7.2 0.902 0.56 1.37 
18 Bu. Acetate 15.8 3.7 6.3 0.882 0.885 1.392 

19 
Prp. 
Carbonate 20 18 4.1 1.188 2.5 1.421 

20 Water 15.5 16 42.3 1 1.002 1.333 
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N° Solvent δD δP δH
ρ 

(g/ml)
η 

(mPa.s) n20

21 T.Cl.Ethylene 18.3 5.7 0 1.613 0.997 1.506
22 MIBK 15.3 6.1 4.1 0.801 0.607 1.393
23 Nitroethane 16 15.5 4.5 1.043 0.798 1.39
24 DMF 17.4 13.7 11.3 0.944 1.042 1.427

After this dispersion process, the sedimentation kinetics of the NPs are monitored 
using a home-made image acquisition apparatus (presented Figure 3.9) in which the 
vials are placed on a double stage sample holder. A white backlight is placed behind the 
sample vials in order to create contrast between solvent and NPs. The contrast comes 
from the light scattering induced by the difference of refraction index between the NPs 
(n20 = 2.4) and the solvents (n20 = 1.3-1.5). A camera is placed at 40 cm away from the 
vials and takes pictures of the vials as a function of time. The time between the end of 
the ball milling process and the starting of the camera is estimated to be 30 seconds. 
The acquisition frequency is first set at about 1 image every 5 seconds to monitor the 
fastest sedimentation kinetics and reduced up to 1 image per minute for slow ones. The 
image acquisition is stopped after 24 hrs when nearly all the suspensions have 
sedimented. The entire apparatus is placed in a dark box to prevent any external light 
pollution.

Figure 3.9: Image acquisition apparatus used for particle sedimentation monitoring. 

In this way, the sedimentation kinetics of the 24 BaTiO3-solvent systems are 
followed simultaneously. Figure 3.10 summarises the experimental approach used in 
this part. In most cases, the NPs sediment at once, so the parameter of interest is the 
sedimentation front position as a function of time. In particular cases such as for water, 
MEK, DMF, O-xylene or THF, a first sedimentation occurs first with a clear front while a 
fraction of the NPs remains in suspension in the solvent. After a longer time, the 
remaining NPs sediment and create a second sedimentation front. This could be 
explained by the presence of two NP populations of different agglomerate sizes. 
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Figure 3.10: Schematized experimental approach of sedimentation kinetic monitoring based on 
image acquisition.

The following part is dedicated to how the sedimentation front position has been 
extracted from the acquired images.

SSedimentationn kineticc determinationn 
Figure 3.11 presents two parts of the pictures acquired by the camera at the initial 

time and after 10 hrs of sedimentation. Only the 12 bottom samples of the double stage 
sample holder are shown to illustrate the approach. On these images, the dark part of 
the liquid in the vials corresponds to the BaTiO3 NP suspension. This contrast is due to 
light scattering induced by the NPs. First, it can be seen that in the initial step, the 
samples 4 and 9 seem to be already mostly agglomerated (respectively anisole and 
tetrachloroethylene). The reason for this is that the sedimentation in these systems is 
very fast and mostly occurred during the 30 seconds required to install the apparatus 
and start the acquisition after the ball-milling process was stopped. Such fast 
sedimentation indicates strong agglomeration kinetics due to very poor affinity 
between the BaTiO3 NPs and these solvents. Nevertheless, a remaining light contrast 
could indicate the presence of a very low fraction of fine NPs that does not agglomerate 
and so does not sediment that fast. The other samples exhibit homogeneous contrast in 
the liquid part that suggests the absence of strong BaTiO3 NPs agglomeration.

The bottom line in Figure 3.11 shows the sedimentation state 10 hrs after stopping 
the ball-milling process. The samples highlighted in blue squares (1, 2, 7, 10and 12) 
exhibit homogenous darkness in the liquid part or only a slight contrast in the very 
upper liquid zone. This reveals the presence of the NPs in suspension in the dark zones 
and so very slow sedimentation kinetics. In these cases, a good affinity between the 
BaTiO3 NPs surface and the solvent would lead to weaker attractive interactions 
between the NPs themselves. As a consequence, the NPs would not strongly 
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agglomerate and remain in suspension with slow sedimentation kinetics due to their 
small sizes. These 5 solvents can be considered as good solvent for the BaTiO3 NPs. 

Conversely, the samples highlighted in red squares (3, 4, 5, 6, 8, 9, and 11) exhibit 
very weak contrast as compared to the backlight in the major upper part of the liquid, 
suggesting a very low NP concentration (or pure solvent) after sedimentation. The dark 
contrasts in the bottom part of the vials confirm the sedimentation of the NPs. For these 
samples, the solvents can be classified as “poor” solvents in which the weak interactions 
between the NPs and the solvents do not lead to strong adsorption and so no 
stabilization effect. The NPs then form large agglomerates that exhibit higher 
sedimentation kinetics. 

Figure 3.11: Example of 12 systems BaTiO3 NPs-solvent before and after sedimentation (10 
hrs). Blue squares correspond to non-sedimented samples and red squares correspond to 
sedimented samples.

HHDPP determinationn methodd 
With the same approach used for the determination of the PVdF-HFP HSP, the HSPiP 

software was used to fit a sphere including all “good” solvents for dispersing the BaTiO3

NPs and excluding all “poor” solvents. The “good” solvents that provide stable 
dispersions over more than 10 hrs are methanol, ethanol, 2-propanol, propylene 
carbonate, MIBK and DMF. With these “good” solvents, the sphere fitted with the HSPiP 
software provides the following HDP for BaTiO3 NPs: 20.0 MPa0.5 for δD, 13.7 MPa0.5 for 
δP and 15.45 MPa0.5 for δH.

Another representation consists in creating a 3D polyhedron (a 3D convex hull) 
including all the “good” solvent and excluding all the “poor” solvents. This approach has 
been proposed by Howel et al. 143 in order to better describe the affinity region of 
systems where the sphere is not properly delimiting “good” and “poor” solvents. 

Both Hansen sphere and convex hull 3D representations with “good” and “poor” 
solvents are shown in Figure 3.12. As a result, it can be noted that the fitted sphere does 
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not include all the “good” solvents. This is due, for instance, to the close proximity in the 
Hansen space between the MIBK which is a “good” solvent and “poor” solvents such as 
Chloroform or acetone… Moreover, the fitted sphere covers a large part of the Hansen 
space where no solvents are represented. For example, the experimental solvent set has 
δD values between 14.7 and 20 MPa1/2 whereas the fitted sphere extends up to 26.2 
MPa1/2. The uncertainty is then very high in the regions with no experimental 
information. Finally, it can be noted that the centre of the convex hull delimiting the 
“good” solvents does not coincide with the sphere centre.

Figure 3.12: 3D representation of the BaTiO3 HDP sphere and convex hull with the “good” 
solvents (blue circle) and the poor solvent (red square).

With the HSPiP sphere and the 3D convex hull, 4 ways of determining the HDPs of 
BaTiO3 NPs may be used: 

Method 1: centre of the sphere
Presented previously, this method consists in fitting a sphere including 
“good” solvents and excluding “poor” solvents. The HDP is then obtained with 
the centre coordinates of the sphere.
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 Method 2: HDP convex hull 1 
Based on the 3D convex hull representation, the HDPs are calculated as the 
average of the coordinates of all the “good” solvents, dimension per 
dimension. 

 Method 3: HDP convex hull 2 
Based on the 3D convex hull representation, the HDPs are calculated as the 
average of the coordinates of the “good” solvents located at the surface of the 
convex hull uniquely.  

 Method 4: HDP convex hull 3 
In this method, the HDPs are calculated as the centroid of the generated 3D 
convex hull volume.  

Note that from the first convex hull method to the third, the dependence of the 
BaTiO3 NPs HDP on the solvent set selected for the sedimentation tests decreases. 

The HDP obtained for the BaTiO3 NPs with the various methods introduced above 
are presented in Table 3.6 and illustrated in Figure 3.13. The results show that the main 
difference in terms of BaTiO3 NPs HDP is found between the classic sphere HDP 
determination method and the three convex hull methods. Indeed, as already suggested 
previously, the sphere and the polyhedron are not centred at the same position which 
leads to HDP results from 2 to 4 MPa1/2 higher with the classic sphere method 
compared to convex hull methods. Nevertheless, the HDP determined with the three 
convex hull methods are quite similar. This can be due to the low number of “good” 
solvents constituting the convex hull. 

The convex hull provides a supposedly more precise delimitation of the boundaries 
between “good” and “poor” solvents. Nevertheless, it is not compatible with the use of 
the RED notion in the Hansen theory anymore. In what follows, the HDPs obtained with 
the classic sphere method will be used while doing prediction coming from the Hansen 
theory. Nevertheless, the convex hull method providing a better sensitivity, it will be 
used in the last chapter in order to evaluate the impact of surface modification onto the 
HDPs of the BaTiO3 NPs. 
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Table 3.6: HDP values of the BaTiO3 NPs determined by various methods. 

Method δD δP δH δ
(MPa1/2)

HDP sphere 20.0 13.7 15.5 28.7
HDP convex hull 1 16.5 10.8 13.9 23.6
HDP convex hull 2 16.3 10.3 13.3 23.4
HDP convex hull 3 16.5 10.7 12.2 23.2

Figure 3.13: Convex hull polyhedron including “good” BaTiO3 NPs solvents. The HDP calculated 
with the 4 methods are plotted.

33.3.3 Resultss andd predictions:: 

Figure 3.14 shows the fitted sphere of the BaTiO3 NPs superposed to the PVdF-HFP 
sphere. As we can see, the two spheres partially overlap. This overlapping volume in the 
Hansen space contains the solvents that should both solubilize the PVdF-HFP and 
stabilize the BaTiO3 NPs.
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Figure 3.14: 3D representation of the PVdF-HFP and BaTiO3 NPs spheres in the Hansen space 
and associated projections

The radius of the sphere is closely related to the experimental choices concerning 
the limit between “good” or “poor” solvents as well as the experimental conditions 
chosen in terms of polymer concentration and NP content. Conversely, the sphere 
centre is supposed to be independent of the experimental determination conditions. 
The fact that the centre of the PVdF-HFP sphere is included into the sphere of the 
BaTiO3 NPs does not allow drawing any conclusion on the affinity between the NPs and 
the polymer. In the case of the BaTiO3 NPs-PVdF-HFP interactions, the Ra is equal to 
11.6.

KKineticss off NPP agglomerationn observedd byy DLSS analysiss  
In order to have a better insight into the stability of the BaTiO3 NP suspensions, 

Dynamic Light Scattering (DLS) measurements were carried out on some systems. The 
stability of the BaTiO3 NPs was assessed in three solvents: DM), MEK and
dichloromethane (DCM), which have interaction radii Ra of 6.6, 13.9 and 12.1 MPa1/2

respectively. These values indicate a better affinity between the BaTiO3 NPs surface and 
DMF than with the other solvents. The experiment consisted in assessing the stability 
domain of the suspension in terms of NPs concentration. To do so, the three 
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suspensions were prepared at 1 vol% in BaTiO3 NPs, which is the concentration used in 
the fabrication process of a nanocomposites film at 10 vol% in NPs with respect to the 
polymer. The suspensions were then sonicated for 1 hr in order to break the NP 
agglomerates using the set up described in section 2.2.1. Since DLS analyses cannot be 
performed on too concentrated suspensions, a dilution step was required to reach a NP 
content around 0.01-0.0025 vol% which is the optimal concentration to perform DLS 
analysis. This concentration was preliminary determined. For each suspension, a 
sample is directly taken after stopping the sonication and diluted. If the suspension is 
not stable, the NPs start to agglomerate during the few seconds between the end of the 
sonication and the dilution. The dilution may slow down the agglomeration kinetics or 
even stabilize the sample in the agglomeration state at the moment of the dilution. If the 
suspension is stable, no effect of the dilution is expected. A series of DLS measurements 
is then performed on the diluted sample. 

The stability of the suspension was explored at lower concentrations by diluting the 
suspensions and performing additional sonication steps of 5 minutes in order to 
redistribute the BaTiO3 NPs in the solvents. After stopping the sonication, a similar 
procedure (sampling, dilution and analysis) was carried out to analyse the suspension 
stability at lower concentration. Below 0.01 vol%, no dilution of the sample was 
required before the DLS analyses. The determination of suspension stability after 
resting for a given duration is performed by manually shaking the suspension and 
taking a sample in the bottom of the solution in order to detect the presence of 
agglomerates that may sediment fast. 

These DLS analyses aimed at determining the stability of the BaTiO3 NP suspensions. 
Thus, a particular attention was paid to the evolution of the size distribution as a 
function of the time. As presented in section 2.3.6, the calculated sizes obtained by DLS 
do not correspond to the real sizes of the NPs but to their hydrodynamic radius. Thus, 
the mean size and the size distribution are either used as an order of magnitude or in a 
comparative way. The absolute value of the mean particle size is not considered. 

In the case of DCM, the DLS analyses were not possible because of too fast 
agglomeration. For MEK and DMF, the DLS analyses were possible due to lower 
sedimentation kinetics. Figure 3.15 presents the principal DLS results for BaTiO3 NP 
suspensions in MEK and DMF.  

In the case of the MEK, the BaTiO3 NP suspension was not stable at the concentration 
of 1 vol%. After stopping the sonication, the NPs agglomerate as shown in Figure 3.15 
a). The dilution was observed to slow down the agglomeration kinetics. The suspension 
was diluted to 0.1, 0.025 and 0.01 vol%. The only concentration at which the suspension 
appears stable after 10 minutes is 0.01 vol% as shown in Figure 3.15 b) and c). The size 
distribution fluctuates but does not shift toward higher particle sizes within 10 minutes. 
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In Figure 3.15 d), the DLS analysis after 24 hrs resting shows the formation of large 
agglomerates with time, indicating the absence of long-term stability. In the case of the 
MEK, the interactions with the surface of the BaTiO3 NPs were not sufficient to induce 
quantitative wetting and to significantly reduce the interactions between NPs at high 
volume content. Nevertheless, below 0.01 vol%, the BaTiO3 NPs did not agglomerate too 
fast and were stable for 10 minutes. 

In the case of the DMF, a different behaviour was observed on a 1 vol% suspension. 
After the sonication was stopped, several samples were taken as a function of time. The 
1 vol% suspension was homogenised manually before each sampling and the sample 
was then diluted to 0.0025 vol%. As shown in Figure 3.15 e), the BaTiO3 NPs were 
stable over 10 minutes after dilution which was not the case of similar suspension in 
MEK. Several samplings were carried out as a function of time and all the results were 
similar. Indeed, as shown in Figure 3.15 f), the DLS analysis of the last sample taken 24 
hrs after the end of the sonication reveals a good stability of the 1 vol% BaTiO3 NP 
suspension in DMF. As expected regarding the low Ra between DMF and the BaTiO3 
NPs, strong interactions could lead to quantitative wetting between the DMF and the NP 
surface leading to very low interactions between the NPs themselves and thus 
preventing NP agglomeration and fast sedimentation. 

 
Table 3.7 summarizes the results obtained from the DLS analyses and the Hansen 

theory predictions concerning the stability of the NP suspensions (Ra). The relationship 
between the predicted solvent-NP affinity and the experimentally assessed suspension 
stability is relevant. For low Ra, illustrated by the case of DMF, the suspension exhibits a 
very good stability. For higher Ra values, as in the cases of MEK and DCM, the 
suspensions rapidly agglomerate and are not stable at the concentration of 1 vol%. 
Short-term stability has been found in the case of the MEK:BaTiO3 NP suspension at low 
concentration (below 0.01 vol%) 

As a result, the DLS analyses give an idea of the stability level that can be expected 
depending on the Ra obtained from the sedimentation tests. Knowing the prediction in 
terms of suspension stability, an additional criterion can be used in the solvent selection 
in order to generate a good NP dispersion state during the nanocomposite fabrication 
process. 
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Table 3.7: Ra affinity predictions and DLS results concerning BaTiO3 NP suspensions in DCM, 
MEK and DMF.

Solvent/dispersant Ra Suspension stability Stability concentration 
limit

DCM 12.1 No stable -
MEK 13.9 Stable for 10 min <0.01 vol%
DMF 6.6 Stable for 24 hrs Up to 1 vol%

Figure 3.15: Size distribution results of DLS analysis carried out in multiple measurements with 
about 1 minute between each measurement. The analysed systems are MEK-based suspension 
sonicated at (a) 1 vol%, (b) 0.1 vol% and (c) 0.01 vol% and diluted at 0.01 vol% if necessary 
before analysis. (d) corresponds to the sample (c) after 24 hrs resting. (e) and (f) are DMF-
based suspensions sonicated at 1 vol% and diluted just before the analysis either (e) directly 
after the sonication or (f) after 24 hrs of rest.
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33.3.4 Link to the process 

The prediction of the BaTiO3 NPs stability in various solvents is useful for designing 
a dispersion process that would allow one to obtain polymer nanocomposites with a 
good NP dispersion state. In order to validate the Hansen approach from the prediction 
to the final material structure, three nanocomposites were fabricated at various NP 
content or using various solvent. All the nanocomposites were fabricated using almost 
similar processes and casted from polymer solutions at 20 wt% with respect to the total 
liquid weight (i.e. solvent and polymer). Two nanocomposite films were casted from 
MEK-based solution at 0.1 vol% and 10 vol% of BaTiO3 NPs (0.34 wt% and 27.3 wt% 
respectively) with respect to the total nanocomposite volume (weight). A third 
nanocomposite was fabricated from DMF-based solution at 10 vol% of BaTiO3 NPs. One 
should note that the initial suspensions prepared for the fabrication of PVdF-HFP 
nanocomposites at 0.1 and 10 vol% in BaTiO3 NPs have a volume content in NPs of 
about 0.01 vol% and 1 vol% respectively. This implies that only the suspension in MEK 
at 1 vol% is supposed to be unstable and to rapidly agglomerate.  

A first sonication step of 30 minutes was performed in order to dis-agglomerate the 
as-received BaTiO3 NPs. Then the NP suspensions were mixed into the appropriate 
polymer solutions by magnetic stirring. Finally, the films were casted and dried in order 
to remove the solvent. Given the difference between the boiling points of the two 
solvents (respectively about 80 and 150 °C for MEK and DMF), the drying processes 
were not the same: MEK was evaporated at atmospheric pressure whereas DMF was 
evaporated under primary vacuum, in both cases at RT.  

The cross sections of the resulting films were analysed by SEM after freeze fracture 
into liquid nitrogen. Figure 3.16 shows the difference of dispersion state between the 
three samples. First, Figure 3.16 a), b) and c) represent the cross sections of the 0.1 
vol% PVdF-HFP:BaTiO3 nanocomposite processed in MEK. On these images, few BaTiO3 
NPs embedded in the PVdF-HFP appear to be well dispersed. The absence of large 
agglomerates shows that the 10-minute stability of 0.01 vol% BaTiO3 NP suspension in 
MEK is enough to provide a nanocomposite film with a good NP dispersion state.  

Then, for the 10 vol% nanocomposites processed with MEK, the SEM images 
represented in Figure 3.16 d), e) and f) clearly show the presence of 1 μm large 
agglomerates in the cross section of the nanocomposites. The low affinity between MEK 
and the BaTiO3 NPs leads particle agglomeration and sedimentation to start even before 
the mixing with the polymer solution. In that case the magnetic stirring used to 
distribute the NPs from the suspension into the polymer solution does not provide 
enough shear stress to break the agglomerates that remain in this form throughout the 
process. 
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Finally, the SEM images represented in Figure 3.16 g), h) and i), show the very good 
BaTiO3 NPs dispersion state in the nanocomposite sample filled at 10 vol% and 
prepared in the DMF. This observation implies that the BaTiO3 NP stability in DMF is 
sufficient to ensure a good dispersion state during all the process. 

Figure 3.16: SEM images of the three fabricated nanocomposites: a), b) and c) PVdF-HFP at 0.1 
vol% of BaTiO3 NPs casted from a stable MEK-based suspension, d), e) and f) PVdF-HFP at 10 
vol% of BaTiO3 NPs casted from a non-stable MEK based suspension and g), h) and i) PVdF-HFP 
at 10 vol% of BaTiO3 NPs casted from a stable DMF based suspension. SEM pictures acquired in 
chemical contrast at the magnitude of 1 kX (a, d and g) and 5 kX (b, e and h) and in topography 
contrast at higher magnification (c, f and i).

To conclude, the determination of the HDPs of the BaTiO3 NPs using sedimentation 
tests has enabled the prediction of the relative suspension stabilities depending on the 
relative positions of the dispersant and the NPs into the Hansen space. These 
predictions, relative to the kinetics observed in the sedimentation tests, have been 
rationalized in terms of stability durations and concentration ranges by performing DLS 
analysis on some examples. Finally, SEM analysis of nanocomposite films has brought 
the confirmation of the relationship between intermolecular forces, suspension stability 
and final dispersion state. The Hansen approach, combined with DLS and SEM analyses,
has brought crucial information about the suspension behaviour during the 
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nanocomposite fabrication process. It constitutes then a precious tool for designing 
materials with controlled structure and morphology through the selection of the proper 
solvent.

33.4 Polymerr adsorptionn  

3.4.1 Polymerr adsorptionn theoryy 

In the case of a ternary system, the HSPs of the three constituents allow predicting 
the most energetically favourable configuration, i.e. predicting the adsorption of the 
polymer onto the surface of the NP. A simple thermodynamic model, inspired by the 
theory proposed long ago by Silberberg144 and using the Hansen interaction parameters 
has been proposed by Laurens et al137,145. At the basis of this theory, the energy balance 
between the adsorbed state and the solvated state of a monomer in a ternary 
polymer/solvent/particles system is considered. Let us consider one molecule of 
solvent B adsorbed on a particle surface A which is replaced by a monomer C taken 
from the bulk polymer as presented in Figure 3.17128.

Figure 3.17: Initial and final states consider to estimate the enthalpy balance for adsorption of a 
monomer

.
At the basis of this theory, the pair interactions between the considered species is 

assumed to be ௑ܷ௒ ∝ ௒. The energy change݌௑݌− between the initial and final states can 
be written as:

∆ܹ = − ஼݌)ݖ − ஺݌)(஻݌ − (஻݌ (3.17)

where pA, pB and pC are the polarizabilities of the constituents A, B and C. As noted 

previously, polarizabilities ݌௫ and Hildebrand parameters หߜ௫ሬሬሬሬ⃗ ห are related by:

௫݌ ∝ ඥݒ௠หߜ௫ሬሬሬሬ⃗ ห (3.18)

A negative value of ∆ܹ indicates a favored adsorption. 

In the case of inorganic oxide materials, the surface energy is high since the material
is quite strongly polar and prone to form hydrogen bonds. It may thus be assumed that 

Initial state Final state
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the ݌஺ parameter is larger than both ݌஻ and ஼݌ (in absolute values). This implies ஺݌ −
஻݌ > 0. Then two distinct cases may occur:

- If ݌஼ − ஻݌ < 0, ∆ܹ < 0 so the adsorption is favored. This case is illustrated in 
Figure 3.18

- If ݌஼ − ஻݌ > 0, ∆ܹ > 0 so the adsorption is not favored.

Figure 3.18: Polarizability configuration promoting monomer adsorption.

In the 3D Hansen space, the expression for the adsorption parameter ߯ௌ is 
generalized as:

߯ௌ =
௠ݒ
݇஻ܶ

൫ࢾሬሬ⃗ ࡯ − ሬሬ⃗ࢾ ሬሬ⃗ࢾ൯൫࡮ ࡭ − ሬሬ⃗ࢾ ൯࡮ (3.19)

Equation (3.19) shows that the ߯ௌ value is proportional to the scalar product of the 
vectors solvent-monomer (red vector in Figure 3.19) and solvent-particle (green 
vector). As a result, higher is this scalar product and of course positive, stronger is the
adsorption of the polymer on the particle surface. In other terms:

The solvent must be a near theta solvent of the polymer (i.e. not too much 
affinity but enough to solubilize the polymer in order to fabricate 
nanocomposite films at the end).
The solvent must have less affinity with the particles than the polymer.

Note that a similar theory has been developed by Faasen et al. considering the 
difference of Ra between the couples surfactant-particles and solvent-particles146. 
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Figure 3.19: Representation of the interactions in the Hansen space for a ternary system.  

3.4.2 Adsorption Prediction Examples (MEK, DMF) 

Some examples of prediction have been experimentally tested. DMF and MEK were 
selected because of their particular HSP positions. Indeed, the respective ߯ௌ value 
associated to the adsorption of the PVdF-HFP onto the surface of the BaTiO3 NPs is -0.2 
and 1.9 respectively for in DMF and MEK. The negative ߯ௌ value in the case of DMF 
would predict the absence of quantitative polymer adsorption whereas the relatively 
high positive value presented in the case au MEK would suggest a strong polymer 
adsorption.  

The adsorption of the PVdF-HFP on the BaTiO3 NPs in these two solvents was then 
tested. Considering high molecular weight macromolecules prone to adsorb onto a solid 
surface, several adsorption sites are expected per polymer chain leading to a very low 
probability of desorbing the entire polymer chain from the NP surface130. In what 
follows, the adsorption of the PVdF-HFP onto the BaTiO3 NPs surface is hypothesised as 
irreversible.  

After having dis-agglomerated the NPs into the solvent by a 30-minute sonication 
step, 5 wt% of PVdF-HFP with respect to NP weight was added into the suspension. This 
corresponds to a 5-time excess considering the adsorption to be of the order of 1 
mg/m².147 A short sonication step was used to redistribute the BaTiO3 NPs and allowed 
the adsorption of the PVdF-HFP to occur onto the NP surface. The ternary system was 
left under magnetic stirring overnight to reach the equilibrium before being centrifuged 
and rinsed several times with the same solvent using sonication-centrifugation cycles 
renewing the solvent each time. The final BaTiO3 NPs powders were then dried under 
vacuum and analysed by TGA and ATR-FTIR to quantify the adsorption of the polymer.  
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Figure 3.20: TGA analysis of the BaTiO3 NPs put in presence of PVdF-HFP in MEK and DMF. a) 
the mass ratio Tg (%) and b) the mass loss dTg (%/min) are represented.

Figure 3.20 shows the TGA results of this adsorption test. It is clear that the two NP 
batches put in the presence of PVdF-HFP in DMF and MEK respectively exhibit different 
types of behaviour. The use of MEK led to higher weight loss (approximately + 1 wt%) 
as compared to DMF. The mass loss, presented in Figure 3.20 b), reveals a clear 
difference between the two solvent cases. Moreover, the BaTiO3 NPs associated with 
DMF and PVdF-HFP exhibit a clear similarity with the reference neat BaTiO3 NPs. The 
mass loss differences around 50-100 °C are coming from water desorption due to 
unequal drying process or water uptake in ambient air before the analysis.

The ATR-FTIR analyses are presented in Figure 3.21. As a result, the adsorption test 
carried out in MEK leads to the presence of an additional peak around 1200 cm-1 as 
compared to DMF. This peak is considered to be the signal of the adsorbed PVdF-HFP 
that exhibits, in the neat form, an absorption peak slightly below 1200 cm-1. Note that 
both NP batches sonicated in the presence of PVdF-HFP and either MEK or DMF present 
a double peak at 1600-1700 cm-1. This peak has been found on BaTiO3 NPs after being 
sonicated in various solvent such as MEK, 2-heptanone and DMF. It could correspond to 
the vibration of double CO bonds that may either come from strongly adsorbed residual 
solvent or from the formation of carbonyl on the NP surface.
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Figure 3.21: ATR-FTIR analysis of the BaTiO3 NPs after the PVdF-HFP adsorption test in MEK 
and DMF. Both neat BaTiO3 and PVdF-HFP are represented as reference. 

 
Both TGA and ATR-FTIR results tend to indicate that PVdF-HFP adsorbs on the BaTiO3 
NP surface only when they are mixed together into MEK and does not adsorb in DMF. 
The TGA peaks associated to either thermal degradation of the NP surface only or 
combined with the one of the PVdF-HFP were integrated as illustrated by the coloured 
area in Figure 3.20. The integration results are presented in   
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Table 3.8. The adsorbed amount of PVdF-HFP is calculated by subtracting the 

integrated mass loss of the reference NPs to those of the NPs after the adsorption test. 
This amounts to assume that all the NP batches have the same fraction of their weight 
loss related to their surface chemistry (hydroxyl groups) and thus that their surface 
chemistry is not significantly affected by the adsorption process. It is found that 1.2 
wt% of PVdF-HFP has been adsorbed onto the BaTiO3 NPs surface in the presence of 
MEK. The observed difference in terms of PVdF-HFP adsorption onto the BaTiO3 NP 
surface between MEK and DMF is consistent with the ߯ௌ value being 1.9 and -0.2 
respectively.  

Considering the BET surface of the BaTiO3 NPs, being 20m²/g, it corresponds to 0.6 
mg of PVdF-HFP per square meter of NP surface.  
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Table 3.8: Detail of the adsorption results. Percentages are expressed with respect to the total 
initial mass.  

Samples 
Integrated 
mass loss 

(wt%) 

Estimated PVdF-
HFP adsorption 
content (wt%) 

Estimated 
adsorbed amount 

(mg/m²) 
BaTiO3 NPs after PVdF-HFP 

adsorption test in MEK 
2.2 1.3 0.6 

BaTiO3 NPs after PVdF-HFP 
adsorption test in DMF 

1.1 0.2 0.1 

BaTiO3reference 0.9 0 0 
 

In this part, the HSP theory, its extension to HDP and the adsorption parameters ߯ௌ 
have enabled the prediction of the PVdF-HFP adsorption on the surface of the BaTiO3 
NPs depending on the solvent HSPs and HDPs. The results obtained in this part are 
consistent with the conclusions of Laurens et al.137,145. In their work, they have shown a 
clear relationship between the ߯ௌ value and the adsorbed amount of Polystyrene onto 
silica NPs in various solvents.  

FFrom polymer adsorption to NP suspension stabilization 
In this paragraph, the role of the PVdF-HFP adsorption on the stability of the BaTiO3 

NPs is discussed. Polymer adsorption is known to improve suspension stability. A quick 
test was performed by monitoring the sedimentation of two BaTiO3 NPs:MEK 
suspensions after adding 0.2 wt% of PVdF-HFP into one of the suspension and 
sonicating both suspensions for 5 minutes. The test revealed slower sedimentation 
kinetics in the presence of PVdF-HFP as compared to bare BaTiO3 NPs:MEK suspension 
(see in Figure 3.22). Indeed, the sedimentation front of the particles without PVdF-HFP 
reaches half of the liquid height after 19 minutes whereas about 88 hrs are required to 
the system with PVdF-HFP to reach the same sedimentation level. At this concentration, 
the viscosity increase induced by the PVdF-HFP is negligible so the difference of 
sedimentation kinetics can be assigned to the reduction of the attractive interactions 
between NPs due to the polymer adsorption already demonstrated. 
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Figure 3.22: Quick sedimentation test with BaTiO3 in MEK – influence of the PVdF-HFP 
adsorption. (BaTiO3 at 0.1 vol% and PVdF-HFP at 0.2 wt% compared to MEK)

Further experimentations were performed in order to better characterize the effect 
of the PVdF-HFP adsorption on the stability of the BaTiO3 NP suspension. In order to do 
so, DLS analyses were conducted on similar ternary systems. The results are presented 
in 

Figure 3.23. A BaTiO3 NP suspension was prepared at 1.2 vol% and sonicated for 1 
hr to ensure a good NP dis-agglomeration. A 20 wt% PVdF-HFP solution in MEK was 
then added in the proportion 1:1 in volume and an additional sonication step was 
performed in order to redistribute the NPs into the polymer solution. The final ternary 
system is then composed of about 10 wt% of PVdF-HFP and 0.6 vol% of BaTiO3 NPs as 
compared to MEK weight and volume respectively. After 20 minutes, the sonication was 
stopped and a first sample was taken from the suspension and directly diluted by 100 to 
be analyzed by DLS. The diluted suspension sample is then composed of 0.006 vol% of 
BaTiO3 NPs covered with adsorbed PVdF-HFP and about 0.1wt% of non-adsorbed 
PVdF-HFP. The first result presented in 

Figure 3.23 a) shows the evolution of the size distribution in intensity obtained by 
carrying out 10 measurements within 10 minutes. It clearly shows that the size 
distributions obtained within 10 minutes are centered around 100-200 nm. This 
indicates that the BaTiO3 NPs have not agglomerated before the dilution of the sample 
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which suggests a good stability of the NPs in at 0.6 vol% with respect to the MEK in the 
presence of PVdF-HFP. After 2 hrs without stirring, the sample was homogenized 
manually and 3 additional measurements were performed. The results of this analysis 
are presented in 

Figure 3.23 b). It shows equivalent size distributions and no large agglomerates 
were detected. This proves the stability of the BaTiO3 NP suspension at 0.006 vol% 
upon at least 2 hrs. 

2 hrs after the sonication was stopped, the concentrated solution was first manually 
homogenized and a second sample was taken, diluted by 100 and analyzed by DLS. The 
results, presented in 

Figure 3.23 c) clearly show the same size distribution as the previous sample, 
indicating the very good stability of the concentrated MEK-based suspension. As a 
result, the PVdF-HFP adsorption significantly improves the stability of the BaTiO3 NPs in 
the MEK, being stable at the concentration of 0.6 vol% for at least 2 hrs. A later use of 
this suspension has revealed a nice dispersion state after 1 month of rest. 

Figure 3.23: DLS results on BaTiO3 suspension in MEK with PVdF-HFP adsorbed on the surface.

The adsorption of the PVdF-HFP onto the BaTiO3 NPs in MEK stabilized the 
suspension. The BaTiO3 NPs having agglomerated after the end of the first sonication 
step and before the polymer addition due to low affinity with the solvent are bounded 
together with a given strength. The application of high shear stresses on the solution 
with the second sonication step allowed breaking these bonds and redistributing the 
freshly stabilized NPs in the solution thus creating a stable suspension. DLS analyses 
have shown the ability of the sonication step to fully break the agglomerates by 
providing high shear stresses to the suspension.

a) b) c)

10 100 1000 10000

0

5

10

15

20
1
2
3
4
5
6
7
8
9
10
11
12

In
te

ns
ity

 (%
)

Size distribution (nm)
10 100 1000 10000

0

5

10

15

20

In
te

ns
ity

 (%
)

Size distribution (nm)

1
2
3

10 100 1000 10000

0

5

10

15

20

25

In
te

ns
ity

 (%
)

Size distribution (nm)

1
2
3
4
5
6
7
8
9

SonicationDilution x100 Sample 1 2h resting at 0.006 vol% + manual shaking 
2h resting at 0.6 vol%

Sample 1 Sample 2Dilution x100 



122  
 

33.4.3 Link to process development 

The adsorption of the PVdF-HFP onto the BaTiO3 NPs presented in this part has 
shown to efficiently stabilize the NP suspension after the NP redistribution which is 
enabled by breaking the agglomerates with a high shear mixing. In order to explore the 
possibilities of this redistribution step, PVdF-HFP:BaTiO3 nanocomposites were 
fabricated using the MEK as solvent and several redistribution methods were used. 
After the dis-agglomeration of the BaTiO3 NPs which tend to agglomerate rapidly in the 
MEK, the suspension was mixed to a PVdF-HFP solution. Then, progressive shear 
stresses were applied to the solution. First, low shear stresses were applied for 30 min 
using a magnetic stirrer rotating at 200 rpm in order to homogenize the solution. At this 
stage, the PVdF-HFP is expected to adsorb onto the agglomerated NPs. Then, higher 
shear stresses were applied by: 

- Increasing the rotation speed of the magnetic stirrer to 500 rpm for 10 minutes 
more. 

- Performing a 1 minutes mixing step using an Ultraturax with a rotation speed of 
10 000 rpm  

- And finally applying several sonication steps.  
After each application of shear stresses, nanocomposite films were fabricated from the 
solution and analyzed by SEM. The results are presented in Figure 3.24. 
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Figure 3.24 a), b) and c) show the presence of large NP agglomerates in the polymer 
matrix. This is the consequence of the very low shear stresses applied by the magnetic 
stirring at 200 rpm. The increase of the stirring rotation speed to 500 rpm leads to 
smaller agglomerates as compared to 200 rpm (see Figure 3.24 d, e and f). The increase 
of the shear stresses applied to the solution breaks more efficiently the agglomerates. 
By applying further increased shear stresses by using the Ultraturax with a rotation 
speed of 10 000 rpm, the resulting agglomerates size was decreased in such a way that 
most of the NPs were well dispersed and only some agglomerates of few NPs were still 
present, as shown in Figure 3.24 i). Finally, the nanocomposite casted after performing 
a 5-minute sonication step exhibits well dispersed NPs as shown in Figure 3.24 j), k) 

Figure 3.24: SEM images at three magnifications of a PVdF-HFP:BaTiO3 nanocomposites
fabricated after redistribution of the BaTiO3 NPs stabilize by PVdF-HFP adsorption with a) b) and 
c) a magnetic stirring at 200 rpm, d) e) and f) a magnetic stirring at 500 rpm, g), h), and i) an 
Ultraturax with a rotation speed of 10 000 rpm and J), k), and l) a 5 minute sonication step. The 
observations are performed on cross-sections prepared by cold breaking.
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and l). The high magnification picture Figure 3.24 l) shows that the NPs are well 
separated and only some NPs are touching each other. In these cases, it is likely that the 
first sonication step aiming in dis-agglomerating the NPs was not sufficient 

These results confirm the stabilization of the BaTiO3 NPs observed by DLS and 
attributed to PVdF-HFP adsorption. Moreover, it shows that this stabilization remains 
during the entire process including the solvent evaporation. Indeed, very good NP 
dispersion states were obtained after applying enough shear stresses to redistribute the 
NPs. The intermediate dispersion states observed for 500 rpm magnetic stirring and 
Ultraturax mixing suggest that the interaction forces between the NPs within the 
agglomerates have to be overcome to break the assembly and to separate the NPs. As a 
consequence, the dispersion can be tuned by choosing the strength of the shear stresses 
applied after the adsorption of the PVdF-HFP on the BaTiO3 NPs. Indeed, this result is 
consistent with the fact that the higher is the applied shear stress, the smaller is the 
scale at which the agglomerates can be broken148. 

 
As seen before with both the solubility of the PVdF-HFP and the very good stability 

of the BaTiO3 NPs into the DMF, the Hansen theory can provide predictions that may be 
useful in the design of the fabrication processes of polymer nanocomposites. Here again, 
the adsorption of a polymer on the surface of NPs can be predicted using the Hansen 
approach and the adsorption parameter ߯ௌ. As presented in the last paragraphs, the 
adsorption may be used to provide stability to a given suspension and so to improve a 
dispersion process.  

33.5 Conclusion - process optimization and design 

In this chapter, the Hansen theory was first presented as a tool predicting molecular 
interactions between polymer and solvent. In the design of a solvent-casting process, 
polymer solubility and phase separation does not constitute the only technical challenge 
that may be encountered. Nevertheless, the HSP theory allows a first level of prediction 
about polymer solubility and can be used as a designing tool. It can be used to select 
potential solvents to design the fabrication process of a new material as well as to 
replace a toxic solvent in an existing process by a less harmful one. In this work, several 
solvents were identified as potential solvents for the fabrication process of PVdF-HFP 
films. 

The extension of the Hansen theory to the stability of NP suspensions was then 
addressed and similar conclusions were reached. The determination of the HDPs of the 
BaTiO3 NPs allows selecting a proper solvent to ensure the good stability of the 
suspension. Combined with the first HSP approach, a multi-criteria solvent selection 
was conducted to promote both good polymer film quality and good suspension 
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stability. As a result, PVdF-HFP-based nanocomposites were fabricated with a good 
BaTiO3 NPs dispersion state, i.e. without NP agglomerates. 

Finally, the introduction of the adsorption parameter provided another lever in the 
selection of solvents potentially producing stable NP suspensions by promoting the 
polymer adsorption. In the case of MEK, the adsorption of the PVdF-HFP has allowed the 
control of the dispersion by tuning the level of the shear stresses applied to the solution. 
Finally, very well dispersed NPs were obtained in nanocomposites by performing a high 
shearing sonication step after polymer addition.  

As summarized in Figure 3.25, two routes have been found to fabricate polymer-
based nanocomposites with good NP dispersion state by solvent casting: (1) the 
selection of a solvent with good affinity with both the polymer and the NPs and (2) the 
selection of a solvent with special affinities with the polymer and the NPs in order to 
promote the adsorption of the polymer onto the NPs. The second route allows 
controlling the dispersion state with the shear stress intensity which is applied to the 
solution after polymer adsorption.  

However, the complete dis-agglomeration of the NPs must be achieved at first to 
enable the use of the above approaches (see Appendix A). Moreover, the Hansen theory 
and its extension for NP suspensions are based on numerous approximations and must 
thus be considered as a screening tool more than as a quantitative approach. 

 
Figure 3.25: Schematized NP dispersion state along the nanocomposite fabrication process by 
solvent casting. Various routes to design the final NP dispersion state in the nanocomposite are 
presented. 
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As described in the State-of-the-art chapter, the dispersion state in polymer-based 
composites has an important impact on the final dielectric properties. Since the 
dispersion state of the nanoparticles (NPs) is almost systematically changed after 
performing surface modifications, the exact effect of the dispersion state on the 
dielectric properties cannot be easily discriminated from the effect of the interfacial 
properties. 

In this chapter, the innovative way to control the dispersion state presented in the 
previous chapter is applied in order to produce two series of materials with distinct 
dispersion states. The dielectric properties of these materials are investigated by 
broadband dielectric spectroscopy. It is essential to verify that the BaTiO3 NPs do not 
change the matrix, so that changes in dielectric properties can be attributed to the NPs 
only. 

44.1 Nanocomposite film fabrication with controlled dispersion state 

4.1.1 Dispersion protocols 

To produce two series of PVdF-HFP:BaTiO3 nanocomposite films with different 
dispersion states, a protocol based on the NPs stabilization by adsorption of the 
polymer was used, as presented in chapter 3. A first sonication step of 1 hr was 
performed on the BaTiO3 NPs in suspension in MEK resulting in the complete NP dis-
agglomeration. Since MEK is not a very good dispersant for the BaTiO3 NPs, the 
obtained suspension is not stable and the NPs tend to re-agglomerate and sediment 
rapidly. Then, PVdF-HFP solution is added into the suspension. The use of mechanical 
stirring with a magnetic stirrer produces a macroscopic homogenization of the solution 
that becomes turbid and white. Nevertheless, as explained in chapter 3, the shear stress 
applied in the system by the magnetic stirrer is too low to redistribute perfectly all the 
NPs into the PVdF-HFP solution. The NPs are spread into the polymer solution in the 
form of agglomerates with low interaction between them. At this point, the solution was 
divided into two parts which are submitted to two different protocols: 

(A) – In protocol A, for the preparation of Agglomerated NPs: the composite solution 
is casted after 2 hrs of mechanical stirring provided by the magnetic stirrer. In 
this case, the NPs are expected to be in the form of agglomerates into the 
polymer solution.  

(S) – In protocol S, for the preparation of Sonicated NPs: the composite solution is 
exposed to an additional sonication step. This step, shorter than the initial one, 
aims at redistributing the NPs into the polymer solution.  
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As seen in the previous chapter, the NPs are stabilized by the adsorption of the 

PVdF-HFP in both cases. Then, no fast sedimentation of the NPs or the agglomerates is 
expected. 

Prior to be casted, both solutions are again divided in two parts. One is used for the 
fabrication of nanocomposites at 10 vol% in NPs referred to the total volume of 
nanocomposite (PVdF-HFP + BaTiO3 NPs), denoted A10 and S10 with agglomerated 
and well dispersed (Sonicated) NPs, respectively. The other one is diluted with a neat 
PVdF-HFP solution in MEK in order to produce a composite solution with 5 vol% of NPs. 
The same procedure is used to produce nanocomposite films A5, S5, A2.5, S2.5, A1, and 
S1, at 5, 2.5 and finally 1 vol%. A pure PVdF-HFP solution is used to fabricate neat 
unfilled PVdF-HFP films that are used as reference. All the film samples are casted with 
a Doctor Blade with a targeted final thickness of 20-30 μm. Then, the fabricated films 
are dried at 80 °C for 60 hrs under primary vacuum to ensure the removal of MEK. 
Further details about the fabrication process are presented in section 2.2. 

44.1.2 Samples presentation 

The fabricated samples are presented in  
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Table 4.1. The neat PVdF-HFP films are transparent and colourless. A slight 
transparency with an orange colour is observed on the nanocomposite samples of the 
series S whereas a white opaque aspect was found on the nanocomposite samples of the 
series A. This difference indicates a better dispersion state of the NPs in series S. Indeed, 
the scattering of visible light is very low in the case of well dispersed NPs. In that case 
the white light penetrates the sample and a part of the light is absorbed. The orange 
colour may come from the absorption of the visible light near the violet part of the 
spectra which would be consistent with the theoretical band gap of BaTiO3 NPs (3.7 eV) 
which correspond to a light wavelength about 335 nm. Conversely, the formation of NP 
agglomerates with typical sizes larger than the visible light wavelength increases the 
light scattering, making the films turbid.  
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Table 4.1: Details of the fabricated sample of PVdF-HFP and PVdF-HFP:BaTiO3 nanocomposites 

Sample name Theoretical BaTiO3 content (vol%) Dispersion state 
PVdF-HFP neat 0 - 

A1 1 

Agglomerated NPs 
A2.5 2.5 
A5 5 

A10 10 
S1 1 

Well dispersed NPs 
S2.5 2.5 
S5 5 

S10 10 

44.2 Characterization of the nanocomposite films  

4.2.1 Nanocomposite morphology and NP dispersion state 

This section is dedicated to the morphological characterization of the neat PVdF-HFP 
and nanocomposite films. The thickness of the films was first controlled using a 
micrometre as described in section 2.3.9. All the fabricated films were found to be about 
20-25 μm thick. Then, the samples were characterized by optical microscopy in order to 
ensure the absence of big agglomerates (>5 μm) or air bubbles in the film samples. No 
particular heterogeneity was found by optical microscopy in all the samples. The 
observations of the sample morphologies and dispersion states at a smaller scale were 
carried out by SEM. For each sample, two pieces were cut in different zones of the film 
to assess the reproducibility of the observations. These sample pieces were then 
cryofractured, i.e. immersed into liquid nitrogen and broken in order to produce brittle 
breaks and so flat cross-section profiles. This allows assessing the dispersion state in 
the volume of the materials. All the nanocomposite films lead to reproducible 
observations in both pieces of a given sample. The obtained Scanning Electron 
Microscopy (SEM) images are presented in Figure 4.1. 

In Figure 4.1 a), b), c) and d), that correspond to samples prepared with protocol A, 
the SEM images show distinct agglomerates (in white) in the PVdF-HFP matrix (in 
dark). Their typical diameter reaches about 1-2 micrometres. In Figure 4.1 e), f), g) and 
h), that correspond to samples prepared with protocol S, the SEM pictures show both 
the good dispersion and distribution of the agglomerates. In both cases A and S, it can be 
noted that the number of the agglomerates or NPs visible on the images seems to 
decrease with decreasing the BaTiO3 NPs content. 
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In order to better quantify the dispersion state of the BaTiO3 NPs in the 
nanocomposite samples, image analysis was carried out on the SEM images using the 
software ImageJ®. The image analysis protocol has been presented in chapter 2.

Figure 4.2 presents the volume average distribution of the equivalent diameter of 
the particles/agglomerates in the nanocomposite samples. A clear difference is found 
between the samples depending on the used fabrication protocol (A or S). Indeed, the 
samples of series S exhibit mean equivalent diameters around 100 nm whereas the 
samples of the series A exhibit mean equivalent diameters of 400-800 nm. This result 
indicates that the distributions of particle/agglomerate size and so the dispersion states 
in the nanocomposite samples do not depend on the particle content but only on the 
used protocol. 

Figure 4.1: SEM images of the sample cross section obtained by cryofracture at magnification of 
5 k for a) A10, b) A5, c) A2.5, d) A1, e) S10, f) S5, g) S2.5, and f) S1. The bright zones correspond 
to the NPs and the dark zones to the polymer. The name of each sample is written on the 
corresponding picture.
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Figure 4.2: Equivalent diameter distribution for both agglomerated (A1 to A10) and well 
dispersed (S1 to S10) PVdF-HFP:BaTiO3 nanocomposites. 

44.2.2 Influence of the BaTiO3 NPs on crystallinity 

The impact of the NPs on the crystallinity of PVdF-HFP was studied by DSC. The 
resulting thermograms are presented in Figure 4.3 and the associated crystalline 
fractions obtained by integration of the peaks are reported in Table 4.2. 

First, all DSC thermograms exhibit the 3 endothermic peaks at 49, 80 and 133 °C 
described in the section 2.3.5. The first two peaks at 80 and 49 °C would correspond to 
the melting of a secondary crystalline phase formed during thermal annealing at 80 °C 
(drying step) and at RT (during the storage), respectively. The last peak at 133 °C 
corresponds to the melting of the primary crystalline phase.  

Secondly, Figure 4.3 b) shows that the thermograms of all nanocomposites exhibit 
the same shape as compared to neat PVdF-HFP, which suggests that the BaTiO3 NPs 
have no significant impact on the crystalline structure. Moreover, the integration of the 
melting peaks indicates a similar crystalline fraction in all the samples.  
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Figure 4.3: First ramp of the DSC thermograms of neat PVdF-HFP (full line) and of the 
nanocomposite samples having well dispersed (dotted lines) and agglomerated (dash lines) 
NPs. a) expanded and b) overlapped view. (Heat flow in W per gram of polymer.) 
 
Table 4.2: Crystallinity of neat PVdF-HFP and nanocomposite samples determined by DSC. 
(Calculated with the theoretical melting enthalpy of 100% crystalline PVdF homopolymer, 
ΔHm0=104.7 J.g-1) 

Sample name Crystalline fraction (wt%) 
PVdF-HFP 38 ± 1 % 

A1 36 ± 1 % 
A2.5 39 ± 1 % 
A5 38 ± 1 % 

A10 40 ± 1 % 
S1 39 ± 1 % 

S2.5 38 ± 1 % 
S5 38 ± 1 % 

S10 40 ± 1 % 
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44.2.3 Impactt off BaTiO3 NPss onn crystallinee structuree 

In order to check whether BaTiO3 NPs impact the nature of the crystalline phase 
present in the material, ATR-FTIR characterizations were carried out and the
characteristic IR absorption signature of the PVdF-HFP film and the nanocomposite 
samples were analysed. As presented in Figure 4.4 a), similar signatures of the PVdF-
HFP crystal lattice vibration are observed in neat polymer and in nanocomposites. The 
IR spectra exhibit the typical bands of the α phase at 763 and 614 cm-1, whereas the 
typical bands of the β and γ phases, respectively located at 1275 and 1234 cm-1, are not 
present or are very tiny. According to Cai et al., these results suggest that the PVdF-HFP 
is in the form of the α phase in all the samples149. Figure 4.4 b) shows the FTIR spectra 
of all nanocomposites and neat PVdF-HFP superimposed to the IR spectrum of the neat 
BaTiO3 NPs. One can see that the major variation between the samples is found between 
500 and 600 cm-1 and is due to the IR footprint of the BaTiO3 NPs. As expected, the 
contribution to the nanocomposite IR spectra in this region as compared to neat PVdF-
HFP increases as the NP content increases.

Therefore, by combining the results obtained by FTIR and by DSC, it can be 
concluded that the presence of BaTiO3 NPs neither significantly affects the crystalline 
structure nor the crystallinity of the PVdF-HFP matrix. 

Figure 4.4: FTIR spectra of the neat PVdF-HFP and the nanocomposite samples of the series A 
and S a) reported and compared to typical IR absorption bands of the polymorph α, β, and γ149

and b) superposed and compared to the BaTiO3 NPs spectrum measured on powder.
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44.3 Dielectric properties  

The dielectric properties of the neat PVdF-HFP and the nanocomposite films were 
investigated by performing dielectric spectroscopy in large temperature and frequency 
ranges using standard Broadband Dielectric Spectroscopy (BDS – 10-2 - 107 Hz) and 
High Frequency Dielectric Spectroscopy (HFDS – 106-109 Hz) following the procedures 
described in sections 2.3.10 and 2.3.11. In the case of standard BDS, the samples were 
conditioned at 23 °C and RH50 before the analysis and analysed in a closed sample cell. 
Dielectric spectroscopies were also performed on dry samples to evaluate the effect of 
humidity. For HFDS, the samples were conditioned in the ambient conditions of the lab 
(T~20-25°C and RH40-60) before being analysed in an open sample cell. 

4.3.1 Dielectric spectroscopy of neat PVdF-HFP film 

The dielectric spectra of neat PVdF-HFP obtained from -40 °C to 60 °C by BDS are 
presented in Figure 4.5 a) and b). Figure 4.5 clearly shows the evolutions of several 
relaxation processes with frequency and temperature. Each relaxation process is 
characterized by an increasing step Δε on ε’(ω) (from high frequency to low frequency) 
and a relaxation peak on ε”(ω), as seen in section 1.2.1. All relaxation processes shift 
towards higher frequencies when temperature increases, which is consistent with 
thermally activated processes. As a result, ε’(ω) increases with increasing the 
temperature on the whole frequency range studied. The high ε”(ω) values observed at 
high temperatures and low frequencies correspond to the DC conductivity σDC and does 
not affect ε’(ω). It is characterized by ߪ஽஼ ݅߱⁄  behaviour in ε”(ω) that is a -1 slope in the 
log-log plot in case of Ohmic conductivity.  

The dielectric spectra of ε”(ω) obtained by HFDS are presented in Figure 4.6. The 
values of ε”(ω) lower than 0.01 obtained at high frequencies (i.e. above the limit 
schematized by the dash lines in Figure 4.6) are due to artefacts coming from the 
measurement set up and from the deviation of the sample capacitance with respect to 
the optimal capacitance of the measurements.  
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Figure 4.5: a) ε’’r and b) ε’r as a function of frequency plotted for neat PVdF-HFP from -40 °C and 
60 °C by BDS.

Figure 4.6: ε’’r as a function of frequency for neat PVdF-HFP at high frequency from -40 °C and 
60 °C by HFDS. The red dash lines correspond to the limit above which the results are not 
relevant anymore.

Some examples of dielectric spectra plotted with both BDS and HFDS results are 
presented in Figure 4.7. The dielectric results obtained by HFDS were corrected by a 
factor 1.4 in order to get rid of the impact of air layers between all the stacks on the 
measured complex permittivity as mentioned in section 2.3.11. One can observe that the 
ε”(ω) spectra obtained by BDS and HFDS superpose quite well on the common 
frequency range 106-107 Hz and give a relevant behaviour of the full dielectric spectra.

a) b)
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Figure 4.7: Examples of dielectric spectra including results from both BDS and HFDS at 273, 293, 
313, and 333 K. 

 
A more quantitative analysis was conducted by fitting the various polarization 

mechanisms present in the dielectric spectra. Both the real and the imaginary parts of 
the complex permittivity were fitted as a function of frequency with the Cole-Cole 
equation (cf. section 2.3.10) for each temperature.  

First, the polarization mechanism related to the αa relaxation is found at low 
temperature (from 103 to 107 Hz) in the BDS results and high temperature in the HFDS 
results. This relaxation is associated with the glass transition.  

Secondly, a polarization mechanism denoted αc is observed at higher temperature or 
lower frequencies. The exact origin of this polarization process is still not fully 
understood today. Most of the studies performed on both PVdF and PVdF-HFP seem to 
show a relationship between this polarization mechanism and the crystalline phase of 
PVdF. Its molecular origins must be found in various forms of imperfection including 
chain loops at the lamellar surface, chain twisting within the crystal structure, 
discontinuities, etc.150 Indeed, some authors make a correlation between this 
polarization mechanism and the secondary crystalline phase mentioned before and 
appearing during thermal annealing121,122. Teyssedre et al. correlate this polarization 
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mechanism to an “ordered layer” at the crystal-amorphous interphase151. Other 
research groups reported an ultraslow chain motion reorienting the CH2 bonds along 
the chain direction in the crystal lattice. This change in conformation with internal 
rotation could be promoted by defects in the crystal structure152–154. 

Finally, the DC conductivity σDC appears at low frequency and high temperature on 
ε”(ω) only with a -1 slope. However, the addition of a 3rd relaxation process between 
the conductivity and the αc process is required to properly fit both the real and the 
imaginary parts of the permittivity, as shown in the case of ε”(ω) in Figure 4.8. This 
contribution is attributed to a Maxwell-Wagner-Sillar polarization mechanism that has 
already been described for PVdF155. It is commonly found in semi-crystalline polymers 
in which the crystalline and the amorphous phases do not possess the same 
conductivity66–68,155. As presented in the State-of-the-art section the electrical charges 
migrating in the high conductivity phase reach the interfaces with the low conductivity 
phase and accumulate. These electrical charges are introduced in the material during 
the fabrication process (ion from the solvent, impurities…). They are trapped in the 
material at low temperature and may participate in the conduction at high enough 
temperature.  

 

 
Figure 4.8: Example PVdF-HFP dielectric spectrum at 333 K with the fitted contributions αc, 
MWS, and σDC and the global fitted curve with (w.) and without (w.o.) the MWS contribution. 
 

0.01 0.1 1 10 100 1000 10000
0.01

0.1

1

10

100
 Measure
 c fit
 X fit
 DC fit
 Total Fit w. MWS
 Total Fit w.o. MWS

'' r

Frequency (Hz)

fitMWS



139 
 

 
 

The analysis and fit allow extracting the various parameters of the Cole-Cole 
equations. In addition to the conductivity, the characteristic relaxation time τ, the 
magnitude of the polarization Δεr and the exponent α are extracted for each relaxation 
process.  

The relaxation map of the neat PVdF-HFP, plotted in Figure, shows the evolution of 
the characteristic relaxation time of each process as a function of 1000/T.  

 
Figure 4.9: Relaxation map of the neat PVdF-HFP. 
 

The characteristic times of the αa relaxation are obtained by fitting both the BDS and 
the HFDS dielectric spectra. As a result, Figure 4.9 shows the good agreement between 
BDS and HFDS results. The evolution of the αa relaxation times with temperature were 
fitted with a Volgel-Fulcher-Tammann (VFT) equation:  

 ߬ = ߬଴݁݌ݔ ൬
ܤ

ܶ − ௏ܶ
൰  (4.1) 

Where ܤ is the activation temperature which is equal to ܧ௔ ݇௕⁄  and ௏ܶ the Vogel 
Temperature.  

The temperature dependence of the αc and MWS relaxations were described by the 
Arrhenius equation: 

 ߬ = ߬଴݁݌ݔ ൬
௔ܧ
݇௕ܶ

൰  (4.2) 
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where Ea is the activation energy and τ0 the pre-exponential time. The fact that the αc 
and MWS relaxations could not be fitted with the VFT parameter used for αa relaxation 
indicates that they are not directly, or not only related to the polymer mobility. The 
choice of the models is consistent with the literature155,156. 

The results of the fit analysis are reported in Table 4.3. The relaxation time at infinite 
temperature of the MWS relaxation is very low compared to the Debye time (~10-13s) 
but it is consistent with the values reported in the literature for PVdF homopolymer. 
The associated activation energy of 81 kJ.mol-1 is consistent with the value reported by 
Rekik et al. on PVdF. The αc polarization shows similar relaxation time as compared to 
literature. In the case of the αa relaxation,  ߬଴ is very close to the expected Debye time. 

 
Table 4.3: Result of the fit analysis of the neat PVdF-HFP relaxations compared to similar studies 
reported in the literature.  

Reference MWS αc αa 

  ߬଴ 
(s) 

Ea 

(kJ.mol-1) 
 ߬଴ 
(s) 

Ea 

(kJ.mol-1) 
 ߬଴ 
(s) 

B 
(K) 

Tv 
(K) 

This Work 10-18.5 81 10-17.7 97 10-12 577 163 
Rekik et al. (PVdF) 155 10-18 92 10-17 88 10-12.7 1296 175 

Chanmal et al. 
(PVdF)157 

10-23.5 174 10-16 41 - - - 

 
In addition to the characteristic times related to each relaxation, the fit analysis 

provides other parameters such as the magnitude of the relaxation processes, 
denoted ∆ߝ, and the conductivity.  

The magnitude of the αc relaxation, denoted ߝ߂ఈ೎ , is plotted in Figure 4.10 a) as a 
function of temperature. One can note that ߝ߂ఈ೎  increases with temperature up to 300K 
before decreasing with further increase of temperature. The first increase could be 
explained by the increase of thermal motion in the PVdF-HFP crystal with temperature. 
The decrease of ߝ߂ఈ೎  above 300K is likely to be related to the melting of the crystalline 
phase formed by annealing 30 °C, following the hypothesis formulated by Neidhöfer et 
al.121. Indeed, the partial melting of the secondary phase could lower the fraction of the 
crystalline phase or the amount of interfacial material involved in this polarization 
mechanism. Moreover, such decrease in magnitude has also been evidenced by Mijovic 
et al. in PVdF at higher temperature150. 

The magnitude of the MWS relaxation, plotted in Figure 4.10 b), increases as 
temperature increases. This must be related to the increase of the charge carrier density 
due to higher ion dissociation at high temperature. Part of the ions do not accumulate at 
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the interfaces and migrate through the thickness of the sample. These ions participate 
to σDC. The conductivity is described by an Arrhenius equation as follow: 

஽஼ߪ  = ݌ݔ଴݁ߪ ൬
௔ܧ−
݇௕ܶ

൰  (4.3) 

where σ0 is the conductivity at infinite temperature. Figure 4.10:  c) presents ln(σDC) as 
a function of 1000/T. As expected from the increase of molecular mobility while 
increasing the temperature, ln(σDC) decreases with 1000/T. The activation energy 
related to the evolution of σDC is 133 kJ.mol-1.  

 

 
Figure 4.10: Evolution of a) ߝ߂ఈ೎ and b) ߝ߂ெௐௌ  with the temperature and of c) ln(σ) with 
1000/T for the neat PVdF-HFP sample 
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44.3.2 Dielectric spectroscopy of PVdF-HFP:BaTiO3 nanocomposite films 

In order to assess the impact of the high permittivity BaTiO3 NPs on dielectric 
properties of the PVdF-HFP-based nanocomposites, BDS and HFDS were conducted on 
the nanocomposite samples following the same protocol as for the neat PVdF-HFP. BDS 
was performed on all samples whereas HFDS was only performed on the neat PVdF-
HFP, A5, A10, S5, and S10 samples, which represent the extreme behaviours 
investigated in this section. The resulting dielectric spectra obtained by BDS at 25 °C are 
presented in Figure 4.11 between 10-2 Hz and 105 Hz. Indeed, the presence of contact 
impedance in some BDS measurements prevents any consideration of the dielectric 
spectra between 105 and 107 Hz. 

 
Figure 4.11: Dielectric properties of the PVdF-HFP:BaTiO3 nanocomposite samples and neat 
PVdF-HFP: a) ε’eff, b) ε”eff, c) tan(δ), and d) ε”norm = ε”eff/ε”PVdF-HFP. 
 

One can see in Figure 4.11 a) and b) that both ε’(ω) and ε”(ω) are higher for 
nanocomposites than for the neat PVdF-HFP. This indicates that the BaTiO3 NPs 
increase the complex effective permittivity in the nanocomposites, which is expected 
from their high permittivity. Indeed, the curves seem to indicate that the higher the 
BaTiO3 NPs content, the higher the effective permittivity of the nanocomposites. 
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First, the ε’(ω) and ε”(ω) curves of the nanocomposites, plotted in Figure 4.11 a) and 
b), exhibit a very similar trend at frequencies higher than 50 Hz. In this frequency 
region, the ε’(ω) and ε”(ω) curves of the nanocomposites look as if they could be 
superimposed on the PVdF-HFP curves by a simple vertical shift in log-log scale. In 
other words, the dielectric spectra of the nanocomposites can be obtained by 
multiplying the spectra of the neat PVdF-HFP sample by a factor which does not depend 
on frequency. This observation is valid at high frequencies for all the nanocomposites 
regardless of their dispersion state or of their NPs content.  

Secondly, the ε’(ω) and ε”( ω) of the nanocomposites are higher than expected from 
the simple shift behaviour mentioned previously at frequencies below 50 Hz. This 
deviation is larger for the nanocomposites with 5 and 10 vol% of NPs as compared to 
those with only 1 and 2.5 vol%. It suggests that the BaTiO3 NPs may be responsible for 
this behaviour. Moreover, this deviation is larger for A10 as compared to S10 and larger 
for A5 as compared to S5 which would suggest an impact of the dispersion state of the 
BaTiO3 NPs.  

Equivalently, the same observation can be done on the tan(δ) curves of the 
nanocomposites, plotted in Figure 4.11 c). At low frequency tan(δ) increases with the 
BaTiO3 NPs content and is higher for agglomerated NPs as compared to well dispersed 
NPs. Conversely, at high frequencies, only small differences are observed in tan(δ) 
curves of the nanocomposites as compared to the neat PVdF-HFP curve. 

In order to well visualize this effect, all the ε”(ω) curves have been normalized by 
that of PVdF-HFP. The results are plotted in Figure 4.11 d). Nearly flat curves are 
obtained at high frequency (above 100 Hz roughly) whereas high increases of 
normalized ε”(ω)  are observed at low frequencies. This indicates that the permittivity 
enhancement at high frequency does not depend on the frequency. As a result, the 
dielectric properties of the nanocomposites seem to reveal two distinct trends:  

- At high frequency (50 to 105 Hz), all ε' and ε'’ curves follow the same trend: The 
ε' and ε'’ curves of the nanocomposites correspond to multiplication of the PVdF-
HFP curves toward higher values by a constant factor (independent of 
frequency). This behaviour is consistent with the superposition of the tan(δ) 
curves and by the constant values exhibited by ε”normalized. 

- At lower frequency (0.01 Hz to 50 Hz), the nanocomposite spectra exhibit a 
different behaviour. Indeed, a strong increase of the imaginary part of the 
permittivity is clearly visible on the high loaded nanocomposites curves and 
particularly on the A samples with agglomerated dispersion state (A5, A10 and 
S10). 

To better understand and quantify these differences, the same analysis and fitting as 
done previously for neat PVdF-HFP was done on the dielectric spectra of the 
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nanocomposites. In addition to σDC, the signals of the nanocomposites were analysed 
with three polarization mechanisms. The high frequency ones αa and αc correspond to 
those of neat PVdF-HFP. The third one at low frequency is found in a similar frequency 
range as the MWS polarization of neat PVdF-HFP matrix. However, this relaxation may 
not be of the same nature.  

 
Figure 4.12 presents the relaxation maps with the evolution of the relaxation times 

of the 3 polarization mechanisms fitted for all the samples. Two observations can be 
done: 

- BaTiO3 NP content and dispersion state have no significant influence on the 
evolution of the relaxation times with temperature of αa and αc relaxation 
processes (see Figure 4.12 c) and d)). 

- The evolution of relaxation time corresponding to the MWS polarization is 
modified by BaTiO3 NPs and depends both on BaTiO3 NP content and dispersion 
state (see Figure 4.12 b)). 

 
Like in the case of neat PVdF-HFP, the evolutions of the relaxation times were fitted 

with the Arrhenius equation for the MWS and αc relaxations and with the VFT equation 
for the αa relaxation. The resulting VFT parameters and activation energies are reported 
in Table 4.4. 
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Figure 4.12: a) Global relaxation map of the PVdF-HFP:BaTiO3 nanocomposites and their linear 
fits for the b) MWS, c) αc, and d)αa relaxation processes. (HFDS: High Frequency Dielectric 
Spectroscopy) 
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Table 4.4: Parameters of the various polarization mechanisms obtained from the fits of the 
dielectric spectra of the PVdF-HFP-based nanocomposites as compared to the neat PVdF-HFP. 

Sample αa αc MWS 
 τ0 B Tv τ0 Ea τ0  Ea 

 (s) (K) (K) (s) (kJ.mol-1) (s) (kJ.mol-1) 

PVdF-HFP 10-12 1419 169 10-18 97 10-13 81 
A1 - - - 10-19 97 10-10 62 

A2.5 - - - 10-18 96 10-10 67 
A5 10-12 1420 169 10-19 100 10-10 63 

A10 10-12 1456 167 10-18 97 10-5 31 
S1 - - - 10-19 97 10-10 67 

S2.5 - - - 10-18 96 10-10 63 
S5 10-12 1492 164 10-18 98 10-10 65 

S10 10-12 1448 168 10-19 97 10-10 55 
 
As a result, the VFT parameters of the αa relaxation are relatively close to each other 

for all the nanocomposites characterized by high frequency dielectric spectroscopy. The 
obtained TV values are lower than the value expected from the VFT model which is 
approximately TV ~ Tg – 40 K (i.e. about 193 K considering Tg = 233 K)15. Nakagawa et 
al. obtained similar results and interpreted qualitatively this behaviour on the basis of 
the Adam-Gibbs theory. Indeed, in amorphous polymers, the size of the cooperatively 
rearranging region increases with decreasing temperature. In semi-crystalline 
polymers, the crystallites limit this size by separating the amorphous regions. As the 
size increases with decreasing temperature, the segmental motions are suppressed by 
the boundary between amorphous and crystalline phases. This effect gives rise to the 
deviation from the VFT theory near the glass transition temperature of semi-crystalline 
polymers156. 

Similarly, the αc polarization is characterized by activation energies about 96-100 
kJ.mol-1 for all the nanocomposites as well as for the neat PVdF-HFP. The relaxation 
times at infinite temperature of the order of 10-18-10-19 are consistent with that of neat 
PVdF-HFP. These results suggest no significant effect of the introduction of BaTiO3 NPs 
on the dynamic of the αa and αc relaxations.  

Conversely, the activation energy of the MWS relaxation seems to be affected by the 
introduction of the BaTiO3 NPs. Indeed, while initially at 81 kj.mol-1 for neat PVdF-HFP, 
the activation energy decreases down to 62-67 kJ.mol-1 for the nanocomposite filled 
with 1 to 5 vol% of BaTiO3 NPs regardless of their dispersion states and further 
decreases to 30 and 57 kJ.mol-1 respectively for A10 and S10.  
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TThus,, thee detailedd studyy off thee relaxationn dynamicss showss thatt thee dynamicss off thee 
MWSS relaxationn iss impactedd byy thee incorporationn off thee BaTiO3 NPss whereass thee αa andd 
thee αc relaxationss aree nott affectedd byy thee presencee off thee NPs.. However,, thee dielectricc 
propertiess off nanocompositess aree affectedd byy bothh thee BaTiO3 NPP contentt andd theirr 
dispersionn state.. Twoo differentt effectss relatedd too thee additionn off thee BaTiO3 NPss havee beenn 
separatelyy observedd att loww andd highh frequenciess onn thee dielectricc propertiess off thee 
nanocomposites.. Inn whatt follows,, aa thoroughh investigationn off thesee twoo effectss (whosee 
delimitationss aree givenn inn Figuree 4.13)) iss conductedd usingg thee parameterss extractedd fromm 
thee fitt analysis..  

Figure 4.13: Illustration of the frequency range used for analysing the two different 
effects of BaTiO3 NP content and dispersion state observed on the effective complex 
permittivity of nanocomposites. The associated effects are schematized by the red 
arrows and the corresponding sections are mentioned.  

4.3.3 Permittivityy enhancementt factorr  

It has been shown that the addition of the BaTiO3 NPs leads to increase the 
permittivity of the PVdF-HFP, as expected from high permittivity NPs. As mentioned 
previously, this increase is visible on ε’(ω) and ε”(ω) at high frequency (50 - 105 Hz)
and looks like multiplication of the matrix permittivity by a factor that does not depend 
on frequency. This would consist, in log-log scale, in a vertical shift of the neat PVdF-
HFP curve. This can be expected from the high permittivity of the BaTiO3 NPs and it 
would imply the following statements:
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- The permittivity contrast between the BaTiO3 NPs and the PVdF-HFP matrix is 

high enough to consider that its effect on the composite dielectric properties will 
not change significantly with the frequency (section 1.3).  

- The BaTiO3 NPs do not possess significant dielectric losses as compared to the 
polymer matrix on the studied frequency range.  

In this part, the theoretical basis of the permittivity enhancement will be introduced 
on the basis of the above-mentioned statements. Then, the relationship between the 
dispersion state and the enhancement of the permittivity will be discussed with the help 
of modelling before to conclude. 

MMixing rules theory 
In the case of polymer-based composites filled with particles having permittivity 

different from the matrix, the Maxwell Garnett theory allows describing the complex 
permittivity of a composite ߝ௖∗(߱) as a function of the dielectric properties of the pure 
components and the composite structural parameters (see also eq. (1.21)): 

(߱)∗௖ߝ  = ∗௠ߝ (߱)
(߱)∗௙ߝ݊ൣ + (1 − ∗௠ߝ(݊ (߱)൧ + (1 − (߱)∗௙ߝ](݊ − ∗௠ߝ (߱)]߮௙

(߱)∗௙ߝ݊ൣ + (1 − ∗௠ߝ(݊ (߱)൧ − (߱)∗௙ߝ]݊ − ∗௠ߝ (߱)]߮௙
 (4.4) 

in which ߝ௙∗(߱) and ߝ௠∗ (߱) are the complex permittivities of the fillers and the matrix 

respectively and n, with 0⩽n⩽1, the shape factor of the fillers which are all oriented in 
the same way (anisotropy axis in the same direction). This equation is based on the 
hypothesis of diluted systems because the interactions between the fillers are neglected. 
In our case, the BaTiO3 NPs are assimilated to perfect spheres so that the n value is 1/3 
and equation (3.1) becomes: 

(߱)∗௖ߝ  = ∗௠ߝ (߱)
(߱)∗௙ߝൣ + ∗௠ߝ2 (߱)൧ + (߱)∗௙ߝ]2 − ∗௠ߝ (߱)]߮௙
(߱)∗௙ߝൣ + ∗௠ߝ2 (߱)൧ − (߱)∗௙ߝ] − ∗௠ߝ (߱)]߮௙

 (4.5) 

and can be written as follows (see also eq. (1.22)): 

(߱)∗௖ߝ  = ∗௠ߝ (߱)
1 + 2߮௙

(߱)∗௙ߝ] − ∗௠ߝ (߱)]
(߱)∗௙ߝൣ + ∗௠ߝ2 (߱)൧

1 − ߮௙
(߱)∗௙ߝ] − ∗௠ߝ (߱)]
(߱)∗௙ߝൣ + ∗௠ߝ2 (߱)൧

 (4.6) 

Now, by considering ߝ௙∗(߱) to be real and very high as compared to ߝ௠∗ (߱), equation 

(4.7) is obtained 

(߱)∗௖ߝ  = ∗௠ߝ (߱)
1 + 2߮௙
1 − ߮௙

 (4.7) 

Equation (4.7) corresponds to the permittivity homogenization of spherical and 
conducting particles embedded in an insulating matrix. However, this equation is also 
valid in the case of spherical particles of high permittivity that strongly polarize in such 
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a way that almost no electric field remains inside the particles. In that case, a dielectric 
permittivity enhancement factor ܴఌ can be introduced such as: 

 ܴఌ =
(߱)∗௖ߝ
∗௠ߝ (߱)

=
1 + 2߮௙
1 − ߮௙

 (4.8) 

Then, we may hypothesize that each polarization mechanism (ߝఈೌ
∗ ఈ೎ߝ ,

∗ ெௐௌߝ ,
∗  ) is 

separated and independent from the other ones in both the pure polymer and the 
nanocomposite.  

 ቊ
∗௠ߝ (߱) = ∗௠ߝ

ఈೌ(߱) + ∗௠ߝ
ఈ೎(߱) + ∗௠ߝ

ெௐௌ(߱)
(߱)∗௖ߝ = ∗௖ߝ

ఈೌ(߱) + ∗௖ߝ
ఈ೎(߱) + ∗௖ߝ

ெௐௌ(߱)
 (4.9) 

Where ߝ௠∗
ఈೌ(߱), ߝ௠∗

ఈ೎(߱), ߝ௠∗
ெௐௌ(߱) are the contributions of the αa, αc, and MWS 

relaxations to the total complex permittivity of the matrix and ߝ௖∗
ఈೌ(߱), ߝ௖∗

ఈ೎(߱), 
∗௖ߝ

ெௐௌ(߱) are those of the nanocomposite. If the permittivity of the particles  ߝ௙∗ is 

constant in the considered frequency range, the factor ܴఌ may be considered to be the 
same for all relaxation processes. As a result, each polarization contributions to the 
effective permittivity of the nanocomposites can be extracted from equation (4.8) and 
expanded as: 

௖௞ߝ∆ 
1

1 + ݅߱߬௞
= ܴఌ∆ߝ௠௞

1
1 + ݅߱߬௞

 (4.10) 

Where ∆ߝ௖௞(ܶ) and ∆ߝ௠௞ (ܶ) are the magnitudes of the polarization mechanism k in the 
nanocomposites and in the neat polymer respectively and ߬௞(ܶ) is their characteristic 
relaxation time which is intrinsic to the matrix. Thus ܴఌ(ܶ) can be expressed as: 

 ܴఌ(ܶ) =
(ܶ)௖௞ߝ∆
௠௞ߝ∆ (ܶ)

 (4.11) 

This expression gives us the opportunity to determine ܴఌ with the fit parameters 
obtained for each nanocomposite as a function of temperature as compared to PVdF-
HFP. 

EExperimental results - αc relaxation process 
To evaluate the effect of the polarization of the high-ε NPs on the nanocomposite 

permittivity, any relaxation process intrinsic to the PVdF-HFP matrix can be used since 
the permittivity of the NPs has been assumed to be constant. The αc relaxation 
represents the best choice as it is well defined in the frequency and temperature 
windows of the BDS. Indeed, the previous analyses have shown that this polarization 
mechanism, likely coming from the amorphous-crystalline interphases, is not affected 
by the incorporation of the BaTiO3 NPs in terms of dynamics. Moreover, the DSC and 
FTIR analyses have shown no significant modification of the crystalline phase of the 
PVdF-HFP matrix (polymorph, fraction, and morphology) upon addition of the BaTiO3 
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NPs. Thus, if the dielectric properties of the nanocomposites result from the 
multiplication of those of the PVdF-HFP, the magnitude of the relaxation, ߝ߂ఈ೎ , is 
supposed to be enhanced as well. 

 

 
Figure 4.14: a) the magnitude ߝ߂ఈ೎ of the αc relaxation and b) ߝ߂ఈ೎ normalized with respect to 
the neat PVdF-HFP for all the nanocomposites and the neat PVdF-HFP. 

 
Figure 4.14 a) shows the evolution of ߝ߂ఈ೎  with the temperature for all the samples 

of this study. As a first observation, the evolution trend of ߝ߂ఈ೎  for the nanocomposites 
is very similar as for neat PVdF-HFP. This observation tends to confirm that the 
enhancement of the PVdF-HFP permittivity by the high-ε BaTiO3 NPs is independent of 
temperature. The magnitude of ߝ߂ఈ೎  of the nanocomposites normalized by those of the 
neat PVdF-HFP (∆ߝ௡௢௥௠௔௟௜௭௘ௗ

ఈ೎ (ܶ) = (ܶ)ఈ೎௖ߝ߂ ⁄((ܶ)ఈ೎௠ߝ߂ , is plotted in Figure 4.14 b). 
The normalized magnitude of the αc polarization does not show significant temperature 
dependency for all the samples. Thus, the permittivity enhancement factor ܴఌ defined 
by the equation (4.11) can safely be calculated as the average value of ∆ߝ௡௢௥௠௔௟௜௭௘ௗ

ఈ೎  

between 273 K and 323 K for all the samples. 
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Figure 4.15: Evolution of ܴఌvalues as a function of the BaTiO3 NPs content 

 
Figure 4.15 shows the ܴఌvalue evolution with BaTiO3 NPs content in both well 

dispersed and agglomerated samples. The theoretical  ܴఌ evolution calculated with 
equation (4.5) is plotted for permittivity ratios between the NPs and the matrix of 20 
and 2000. One should note that the permittivity ratio between the BaTiO3 NPs and the 
PVdF-HFP is expected to be about twenty (~150 7⁄ ). First, the experimental results 
confirm that  ܴఌ increases as the BaTiO3 NPs content increases for all the 
nanocomposite samples regardless of their dispersion states.  

At 1 and 2.5 vol%, the experimental data does not significantly deviate from the 
theoretical evolution. However, at 5 and 10 vol%  ܴఌ starts to show different trends and 
the theoretical values of ܴఌ are lower than the experimental ones. This is expected from 
the fact that equation (4.5) does not consider the interactions between NPs that increase 
as the BaTiO3 NPs content increases and leads to higher permittivity as described in 
section 1.3. Moreover, ܴఌ exhibit higher values in the case of the nanocomposites A with 
agglomerated BaTiO3 NPs as compared to the nanocomposites S with well dispersed 
NPs. TThis result suggests a clear effect of the dispersion state on the effective permittivity 
of the nanocomposites. The higher  ܴఌ values in the nanocomposites A compared to 
nanocomposites S and its relationship with the interactions between NPs in the 
agglomerates will be discussed in what follows. 
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MMaxwell equation modelling 
Since the permittivity enhancement experimentally observed is thought to arise 

from the polarization of the high permittivity BaTiO3 NPs, the differences observed 
between the nanocomposite samples with agglomerated and well dispersed NPs could 
be related to this polarization effect as well. To discuss this hypothesis in a more 
quantitative way, we have performed some simple modelling of dispersed and 
agglomerated systems 

To do so, a Matlab program developed by Carolina Franzon, Jérôme Bikard and 
Mathieu Tauban was used (Solvay proprietary). It allows modelling the polarisation of 
biphasic materials with heterogeneous permittivity (ε1 and ε2) and thus calculating the 
electric potential and electric field distributions in these materials. It is based on the 
resolution of the Maxwell equations on 2D systems when an electric potential 
difference ߶ is applied between the upper and lower sides, respectively considered as 
the upper and lower electrodes as represented in Figure 4.17 a). The resulting 
distributions of electric potential and electric field allow calculating the effective 
permittivity ߝ′௘௙௙ of the heterogeneous systems. A description of the program and its 

numeric method is presented in what follows.  
The set of Maxwell equations is: 

ܦ.ߘ  =  ௙ (4.12)ߩ

ߘ  × ܧ  = −
ܤ߲
ݐ߲

 (4.13) 

ܤ.ߘ  = 0 (4.14) 

ߘ  × ܪ = ௙ܬ +
ܦ߲
ݐ߲

 (4.15) 

Where E is the electric field, H is the magnetic field, D is the electric displacement, B is 
the magnetic induction, ܬ௙ is the current density vector and ߩ௙ the free charge density. 

The magnetic effects are neglected (B=H=0). In addition, two hypotheses are done: (1) 
the dielectric behavior of the material is assumed to be linear, and (2) the conductive 
behavior of the material is assumed to be linear. Both hypotheses are valid at low 
electric fields which are the conditions used for dielectric spectroscopy. They may 
become false at high electric fields where both the permittivity and the conductivity 
may depend on the electric field. For further simplifications, the program is here applied 
to simulate the behavior of perfect dielectric materials, implying (no conductivity) 
௙ߩ = 0,σ = 0 and so ܬ௙ = 0, which is consistent with the negligible conductivity in this 

frequency range (from 50 to 105 Hz).  
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In the case of linear dielectric, the electric displacement is given by:

ሬሬ⃗ܦ = ε଴ε୰ܧሬ⃗ (4.16)

where ε୰ is independent of the electric field ܧ. As a result, the equation to solve is:

.ߘ (߶ߘ௥ߝ଴ߝ) = 0 (4.17)

where ߶ is the electric potential. 
The numeric method used in this program is the finite difference method. It requires 

the discretization of the 2D system using a mesh grid. In this work, a homogeneous, 
periodic discretization is used as shown in Figure 4.17 b). A permittivity value ε1

(matrix) or ε2 (high permittivity inclusion) is attributed to each point of the grid. 
Inclusions can be designed manually to yield well dispersed or agglomerated inclusions 
with various morphologies as shown in Figure 4.16.

Figure 4.16: Examples of designed systems composed of particles (in black) embedded in a 
matrix (in white) of different permittivity.

To perform the finite difference calculation, boundary conditions are set. Concerning 
the upper and lower electrodes the boundary conditions, a potential difference ߶ is 
imposed. Periodic boundary conditions are applied on lateral sides. 

In the initial state, the potential difference is set between the upper and the lower 
electrodes, separated by a distance h. The resulting homogeneous electric field 
is ଴ܧ = ߶/ℎ, which corresponds to the fact that the material polarization is not yet 
considered. Then, the potential in each point (i, j) of the system is iteratively calculated 
based on equation (4.17) depending on both the potential and the permittivity of the 
neighbour discretised points as represented on the Figure 4.17 c). The iterative 
calculation continues up to converge to the final potential distribution at equilibrium.
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Figure 4.17: a) scheme of the 2D system representing a material between two electrodes, b) 
mesh grid used for finite difference method and c) mesh points considered in the determination 
of ߶୧,୨.158  

 
Then, the distribution of the electric field in the system can be calculated by 

derivation of the determined potential distribution. The effective (homogenized) 
permittivity of the modelled system can be calculated knowing both the permittivity 
and the electric field in each point. Indeed, as already described in the State-of-the-art 
chapter the total electric energy of homogenized material is defined as: 

 ௘ܷ =
ܸ
2
 ଴² (4.18)ܧ௘௙௙′ߝ଴ߝ

where ܸ is the volume (surface in 2D) of the material. In the Matlab program, the total 
electric energy of the system is calculated as the sum of the electric energies in each 
point of the grid: 

 ௘ܷ = ෍
ݒ
2
௜,௝²ܧ௜,௝′ߝ଴ߝ

௜,௝

 (4.19) 

where ݒ is the representative volume (surface in 2D) of each discrete element and ߝ′௜,௝  
and ܧ௜,௝  are the permittivity and the electric field at the mesh point (i, j), respectively. 

Reversely, the effective permittivity of the system is obtained as the permittivity of a 
homogeneous system having the same total electric energy ௘ܷ

௦௬௦௧௘௠ and a 
homogeneous electric field defined by the initial potential difference applied and the 
system geometry: 

௘௙௙௘௖௧௜௩௘′ߝ  =
2 ௘ܷ

௦௬௦௧௘௠

଴²ܧ଴ߝ
 (4.20) 

Finally, the electric field distribution is returned in the form of a 2D colour mapping. 
The calculated maximal electric field and effective permittivity are returned as well. 

In this study, 20 images were edited in order to represent composites filled with 5 
vol% of agglomerated or well dispersed NPs. In this calculation, the permittivities were 

a) b) c)
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set at 7 for the matrix and 150 for the particles leading to a permittivity ratio slightly 
higher than 20. The results of these simulations are presented in Figure 4.18 and Table 
4.5.  

In a first hand, the resulting distributions of the electric field presented in Figure 
4.18 show that the electric field is enhanced at the pole of the particles (i.e. in the 
direction of the electric field) and reduced at their equators (i.e. perpendicularly to the 
electric field direction), as expected159. The maximum values of electric field reached in 
the composites are reported in Table 4.5. It shows that the intensification of the electric 
field is higher in the case of agglomerated NPs as compared to well dispersed NPs. The 
associated standard deviation is also higher in the case of agglomerated particles. This 
may come from the fact that the agglomerate size gets close to the total size of the 
system. Each agglomerate has a particular structure and then a different effect on the 
resulting effective permittivity. Agglomerated systems are then less representative of a 
macroscopic system. Nevertheless, the standard deviation remains well below the 
difference in maximum normalized electric field values observed between well 
dispersed and agglomerated systems.  

 
Figure 4.18: Mapping of the electric field intensification of polarized equivalent 2D composites 
with agglomerated and well dispersed particles obtained by 2D modelling 

In another hand, the modelling results show also a higher effective permittivity and 
thus a higher permittivity enhancement factor for the composites with agglomerated 
particles (ܴఌ = 1.16) as compared to composites with well dispersed particles 
(ܴఌ = 1.14). These results are consistent with the previous experimental observations. 
Nevertheless, the permittivity enhancement factors experimentally found are 1.31 and 
1.42 respectively for the composites S5 and A5 and so higher than the modelling results. 
This likely comes from the fact that the modelling is performed in 2D, which attenuates 
such effects as compared to 3D. A 3D modelling would provide much larger permittivity 
enhancement factors and strengthen the observed trend. 

a) E (a.u.)

ࡱ
ࢊࢋ࢏࢒࢖࢖ࢇ
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Table 4.5: Result of the modelling of the resolution of the Maxwell equation for composites with 
5 vol% of well dispersed and agglomerated high-ε particles. (φparticle = 5 vol%, εmatrix = 7 and 
εparticle = 150) 

Composites ε'effective ܴఌ Emax/Eapplied 
Well dispersed NPs 7.87 ± 0.002 1.12 2.26 ± 0.02 
Agglomerated NPs 8.00 ± 0.05 1.14 4.7 ± 0.7 

 
As a result, the 2D modelling results show a similar trend as the experimental result 

concerning the dependency of the permittivity enhancement factor with the dispersion 
state. These results tend to confirm the impact of the dispersion state on ܴఌ which was 
experimentally evidenced. 

It is important to note that the electrodynamic equations which describe the system 
do not contain any length scale. Therefore, the results must be independent of the size, 
and agglomerates should give the same result as isolated particles. Thus, the previous 
results must be discussed and interpreted. 

IInterpretation 
One interpretation is illustrated in Figure 4.19. When high permittivity particles are 

subjected to an external electric field, their strong polarization leads to reduce the 
electric field in their volume. As a consequence, they tend to be at isopotential. If the 
particles form an agglomerate and locally percolate, the isopotential region is extended 
to all the agglomerates and no electric field remains inside the agglomerates. The 
polymer which is contained in the agglomerates is then exposed to no electric field. This 
volume of polymer is called occluded volume. Thus, the whole agglomerates can be 
assimilated to particles of equivalent shape and volume. As a consequence, the effective 
content of particles is higher in a composite with agglomerated particles as compared to 
a composite with the same content of well-dispersed particles. This behaviour must be 
correlated to percolation theory160. 
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Figure 4.19: Illustration of the interpretation for higher permittivity in the composites with 
agglomerated BaTiO3 NPs as compared to well dispersed.

VValidationn off thee interpretationn 
In order to validate this hypothesis, the behaviour of various systems with different 

agglomerates compactness was modelled. Four 2D systems were edited at 5 vol%, as 
presented in Figure 4.20 a). As expected, the volume of polymer surrounded by the 
particles qualitatively increases from the systems 1 to 4. The resulting mappings of the 
electric field presented in Figure 4.20 b) clearly show an attenuation of the electric field 
in the polymer zones inside the agglomerates for the systems 2 to 4. The percolating 
particles tend to create a shell at isopotential surrounding the polymer. In this case, the 
permittivity ratio between the particles and the polymer has a crucial role. Indeed, 
higher is the difference of polarization between the particles and the matrix, lower the 
electric field inside the agglomerate. This observation strengthens the notion of 
occluded polymer inside agglomerates if they are not compact. 

The effective permittivity, the associated Rε and the maximum electric field are 
reported in Table 4.6 for all the considered systems. First, the effective permittivity and 
the associated Rε of the most compact system 1 are very close to those of well dispersed 
particles obtained previously (ε’eff of 7.87 and 7.88, respectively). This may come from 
the fact that even well-dispersed particles are surrounded by effectively occluded 
polymer, since the electric field is strongly attenuated at the vicinity of the equator. In 
compact agglomerates, the total occluded volume can be compensated by particles in 
contact at their equators and leading thus to less occluded polymer.

Then, the results indicate that the permittivity enhancement factor Rε increases with 
the volume of polymer inside the agglomerates. These results confirm the effect of 
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occluded polymer on effective permittivity in composites. As a result, system 4 behaves 
like a compact system having a higher content of particles.

Figure 4.20: Presentation of the 2D systems and their related electric field mapping resulting 
from the modelling. 

Table 4.6: Resolution of the Maxwell equations for composites with 5 vol% of particles with 
various compactness of agglomerates. (φparticle = 5 vol%, εmatrix = 7 and εparticle = 150)

Composites ε'effective ܴఌ Emax/Eapplied

1 7.88 1.12 3.0
2 7.91 1.13 4.7
3 8.04 1.15 2.92
4 8.06 1.15 2.94

a)

b) E (a.u.)

ࡱ
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The results indicate that the compactness of the agglomerates impacts the dielectric 
properties of composites through the presence of occluded polymer, which increases 
the effective content of particles and hence the effective permittivity. Considering the 
strong effect of particle shape factor and orientation on the dielectric properties of 
composites reported in the literature, the shape and the orientation of the agglomerates 
must have a large impact as well on the effective permittivity of composites8,43,53. In all 
these works, similar consideration of the occluded polymer volume could be done.  

To conclude, the experimental results and modelling tend to validate the concept of 
amplification of the matrix permittivity by the high-ε particles, presented in equation 
(4.8). No significant dependence on temperature and frequency was observed in the 
frequency range studied (50 – 105 Hz).  

In the absence of dielectric losses of the BaTiO3 NPs on the whole frequency range, 
this amplification behaviour would be extended to low frequencies (10-2 - 50 Hz). This 
would correspond to the dash lines in Figure 4.21, that were obtained by multiplying 
the imaginary part of the neat PVdF-HFP permittivity by the Rε of the sample S10 and 
A10. Nevertheless, higher ε” are observed at low frequency in the nanocomposites 
spectra as compared to the dash line.  

 

 
Figure 4.21: Illustration of the shift between the PVdF-HFP curves and those of A10 and S10. 
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44.3.4 MWS interfacial polarization 

In nanocomposites, the contribution observed at low frequency and which cannot be 
explained by the permittivity enhancement factor only is contained within the fitted 
relaxation mechanism denoted MWS. We have shown previously that, conversely to the 
αa and αc relaxation processes, the dynamics of the MWS polarization is significantly 
impacted by the addition of the BaTiO3 NPs. Moreover, the MWS magnitude seems to be 
much larger in the case of nanocomposites as compared to neat PVdF-HFP (as seen in 
Figure 4.21). As previously, the magnitude of the fitted MWS polarization ∆ߝ௖ெௐௌ is used 
to investigate its origin in the case of nanocomposites.  

The values of ∆ߝ௖ெௐௌ are plotted as a function of temperature in Figure 4.22 a) for all 
the samples. It can be observed that ∆ߝெௐௌ increases almost linearly as T increases for 
all the samples. The normalization of these values by those of neat PVdF-HFP, plotted in 
Figure 4.22 b), shows that ∆ߝ௡௢௥௠௔௟௜௭௘ௗ

ெௐௌ  slightly depends on temperature. Both Figure 
4.22 a) and b) suggest that ∆ߝெௐௌ increases with the BaTiO3 NPs content and is higher 
for nanocomposites with agglomerated NPs as compared to well dispersed.  

 
Figure 4.22: Evolution of a) ߝ߂ெௐௌ and b) its equivalent values normalized by the neat PVdF-
HFP for all the samples studied.  

 
To better compare the relationship between ߝ߂ெௐௌ and BaTiO3 NPs, ∆ߝ௡௢௥௠௔௟௜௭௘ௗ

ெௐௌ  has 
been averaged between 298 and 323 K to give an average MWS enhancement factor, 
denoted ܴெௐௌ, which is plotted in Figure 4.23 a). It shows that ܴெௐௌ increases as the 
BaTiO3 NPs content increases and is higher in the case of agglomerated NPs as 
compared to well dispersed NPs between 2.5 and 10 vol%. Indeed, at 10 vol% of NPs, 
the nanocomposite A10 exhibits a ܴெௐௌ of almost 7 whereas it is about 2.5 in S10. Thus, 
the presence of the BaTiO3 NPs induces an increase of the magnitude of the MWS 
relaxation. It is important to remind that, while the MWS polarization is homogeneous 
in the polymer matrix, it is also subject to the amplification provided by the large 
polarization of the BaTiO3 NPs observed on the αc relaxation at higher frequencies (50 – 
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105 Hz). In this case, ܴெௐௌ should include Rε. To consider these potential cumulative 
effects, a modified MWS enhancement factor ܴ′ெௐௌ has been introduced. It is defined as 
ܴெௐௌ divided by the Rε value related to each sample, as defined in section 4.3.2 (see 
equation (4.21)).  

 ܴ′ெௐௌ(߮, (ߛ =
ܴெௐௌ(߮, (ߛ
ܴఌ(߮, (ߛ

=
< ,߮)ெௐௌߝ߂ (ߛ >

< ௉௏ௗிିுி௉ெௐௌߝ∆ > ܴఌ(߮, (ߛ
 (4.21) 

where ߮ is the BaTiO3 NPs content, ߛ a structural parameter associated to the NPs 
dispersion state, < ெௐௌߝ߂ > and < ௉௏ௗிିுி௉ெௐௌߝ∆ > are the average values of ߝ߂ெௐௌ and 
௉௏ௗிିுி௉ெௐௌߝ∆  between 298 and 323 K respectively. 

 
Figure 4.23: Evolution of a) ܴெௐௌ and b) ܴ′ெௐௌ as a function of the BaTiO3 NPs content for both 
well dispersed and agglomerated systems. 

 
The evolution of ܴ′ெௐௌ as a function of the BaTiO3 NP content is plotted in Figure 

4.23 b). Although ܴ′ெௐௌ(߮,  is attenuated with respect to ܴெௐௌ when the factor ܴఌ is (ߛ
considered, its evolutions with both the BaTiO3 NPs content and the dispersion state 
exhibit similar trend as compared to ܴெௐௌ. 

This observation confirms that another effect is involved in the magnitude 
enhancement of the MWS polarization in nanocomposites. The origin of this effect 
cannot be attributed to impurities introduced in the samples during the fabrication 
process: neat PVdF-HFP films having followed the same process as used for 
nanocomposites (i.e. sonication) have shown similar dielectric properties as neat PVdF-
HFP films obtained with a standard fabrication process. As a consequence, this effect is 
likely to come from the presence of BaTiO3 NPs. Moreover, the dynamics of the MWS 
polarization being different between the PVdF-HFP and nanocomposite samples, the 
enhancement of the MWS magnitude cannot be simply the result of the amplification of 
the neat PVdF-HFP MWS polarization. 
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Since MWS polarization mechanisms are closely related to the local heterogeneity of 

the conductivity in the materials, the fitted conductivity must be analysed to further 
investigate the origin of the MWS polarization in the nanocomposites. In Figure 4.24, the 
conductivity is plotted as a function of temperature for all the samples. As expected 
from thermally activated processes, the conductivity increases as temperature increases 
for all the samples. Since the conductivity is likely to be impacted by both the EP 
polarization and the drying of the samples at high temperature, it is only considered 
around RT where it reflects the conductivity of charge carriers in the bulk of the 
samples. Thus, near RT, PVdF-HFP has the lowest conductivity among all the samples 
and the conductivity of the nanocomposites increases as the BaTiO3 NP content 
increases. This result shows that the BaTiO3 NPs increase the conductivity in the 
nanocomposites as compared to the neat PVdF-HFP. 

 

 
Figure 4.24: Fitted conductivity of the PVdF-HFP:BaTiO3 NPs nanocomposites and neat PVdF-
HFP as a function of temperature. 

 
The influence of drying the samples on the dielectric properties have been studied 

by BDS on the neat PVdF-HFP, S10 and A10 samples which are the extreme cases. 
Figure 4.25 a) presents the ܴெௐௌ values as a function of the BaTiO3 NP content for dried 
samples. The normalization was done with neat PVdF-HFP data obtained at RH50. It is 
observed that ∆ߝ௉௏ௗிିுி௉ெௐௌ  is not impacted by the relative humidity (RH). However, 
 ܴெௐௌ values are much lower for the dried A10 and S10 nanocomposites as compared to 
those at RH50.  

The evolution of the conductivity as a function of temperature is plotted in Figure 
4.25 b). In PVdF-HFP, the conductivity is higher near RT after the drying process. This 
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observation is counterintuitive. It could be related perhaps to the partial melting of the 
secondary crystalline phase during the drying process, leading to easier charge carrier 
migration and so to higher conductivity. Indeed, the conductivity of the neat PVdF-HFP 
conditioned at RH50 increases up to the conductivity of the dried PVdF-HFP with 
increasing temperature. This could be related to the partial melting of the secondary 
crystalline phase during the BDS analysis (see Figure 2.18 and Figure 4.4). 

Then, Figure 4.25 b) shows that drying slightly decreases the conductivity of the 
nanocomposite S10. In the case of the nanocomposite A10, the conductivity decreases 
about one order of magnitude after drying.  

Finally, Figure 4.25 c) shows the evolution of the relaxation time as a function of 
temperature. In neat PVdF-HFP, drying does not affect the dynamics of the MWS 
relaxation. Conversely, in samples A10 and S10, the dynamics of their MWS relaxations 
are significantly modified by drying. Moreover, these dynamics exhibit almost identical 
behaviour after drying.  

The water uptakes in neat PVdF-HFP, A10 and S10 samples were checked by Karl 
Fisher measurements. Water contents of 0.15 and 0.14 wt% were found for S10 and 
A10 respectively with an uncertainty of 0.03%. The water uptake of neat PVdF-HFP was 
found to be very similar to those of blank samples used to calibrate the measurements 
which indicates a water uptake lower than about 0.03 wt%. This indicates that the 
water uptake in nanocomposites comes from the BaTiO3 NPs. 



164  
 

 
Figure 4.25: Effect of the relative humidity (RH) on a) ∆ߝே௢௥௠௔௟௜௭௘ௗ

ெௐௌ  as a function of the BaTiO3 
NP content, b) the conductivity as a function of T, and c) ߬ெௐௌas a function of 1000/T, for the 
neat PVdF-HFP, A10 and S10 samples measured after being dried. 

DDiscussion 
Considering the above-mentioned results, several relationships can be highlighted: 
First, the relatively high water uptake (about 0.14 wt% at RH50) of the 

nanocomposites A10 and S10 as compared to neat PVdF-HFP indicates that water is 
provided by the BaTiO3 NPs in A10 and S10. This may be expected from the hydrophilic 
surface (see section 2.3.1) of the BaTiO3 NPs that tend to adsorb water from ambient 
air.  

Concerning the dielectric properties, the drying step has no significant effects on the 
MWS polarization and the DC conductivity of neat PVdF-HFP which is consistent with its 
very low water uptake. However, the drying step significantly affects the MWS 
polarization of the nanocomposites A10 and S10. Since MWS polarization is related to 
heterogeneous conductivity in materials, these results suggest the presence of water 
assisted conduction phenomena in nanocomposites. 

As mentioned before, both the conductivity and the MWS magnitude observed at 
RH50 in nanocomposites increases with the BaTiO3 NP content increases. Moreover, 
these two parameters are also found to be higher in nanocomposites with aggregated 
NPs as compared to well dispersed, at RH50. Thus, both MWS magnitude and the 
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conductivity are related to these water-assisted conduction phenomena taking place at 
the interfaces between the BaTiO3 NPs and the PVdF-HFP matrix. These conduction 
phenomena would be enhanced by the local percolation of the NPs. 

From the mentioned-above elements, the most probable origin of the MWS 
polarization observed in nanocomposites is the presence of water on the surface of the 
NPs.  

IInterpretation 
Thus these results can be interpreted as follows (illustrated in Figure 4.26): 

Water-assisted conduction phenomena take place at the surface of the BaTiO3 NPs. 
The particles thus have a higher conductivity than the PVdF-HFP matrix. In that case, 
the polarization mechanism fitted as “MWS polarization” would contain two different 
contributions: the intrinsic MWS polarization of the polymer matrix (denoted MWS1) 
and a new polarization mechanism (denoted MWS2), taking place at the interfaces 
between the NPs and the polymer. This would explain that the dynamic of the global 
MWS polarization is different in nanocomposites as compared to neat PVdF-HFP. Then 
two case may be considered: 

- In nanocomposites at RH50, the dynamics of the MWS relaxation is driven by the 
MWS2 relaxation (polarization at the interface between the BaTiO3 NPs and the 
PVdF-HFP matrix) whose magnitude is high due to the presence of water at the 
interfaces. Thus, ∆ߝ௖ெௐௌ increases as the BaTiO3 NP content increases. Moreover, 
the higher ∆ߝ௖ெௐௌ and σDC observed in the nanocomposites with agglomerated 
BaTiO3 NPs as compared to well dispersed NPs would be related to the local 
percolation of the NPs. This percolation would enable charge carrier conduction 
upon longer distances, thus providing a larger polarization.  

- When water is removed by drying, the MWS2 contribution gets very small due to 
the strong decrease in the surface conductivity of BaTiO3 NPs. As a result, the 
MWS is no longer driven by the MWS2 relaxation: MWS1 magnitude (polarization 
within the PVdF-HFP matrix at the interface between amorphous and crystalline 
phase in the PVdF-HFP) might become comparable to that of MWS2. This would 
be consistent with the fact that the dispersion state does not significantly impact 
the magnitude and dynamics of the MWS polarization any longer. Moreover, the 
lower conductivity observed in the dried sample A10 would suggest that the 
conductivity of the NPs in the dried nanocomposites would be lower than the 
conductivity of the matrix. In this case, in sample A10, agglomerates could 
represent barriers to electrical charge migration. This barrier effect should be 
present in sample S10 as well, to a lower extent however, and its conductivity 
should be intermediate between dried neat PVdF-HFP and dried A10 sample. 
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However, the conductivity of the dried S10 sample is higher than the 
conductivity of neat PVdF-HFP. 

In addition to this water assisted effect impacting MWS1, the BaTiO3 NPs may affect 
the MWS1 relaxation for three reasons:
(i) The amplification of the electric field is maximum near the NPs where a 

higher density of ionic impurities is expected. The effect of these impurities 
might be further enhanced because of field heterogeneity.

(ii) NPs may bring additional ionic impurities (ionisable groups, surfactants, etc) 
in the PVdF-HFP matrix;

(iii) The increase in the local permittivity would enhance ion dissociation, leading 
to larger charge carrier density26. 

Such effects could explain the higher conductivity observed in S10 after drying as 
compared to neat PVdF-HFP as well as the different MWS dynamics observed in dry 
nanocomposite as compared to neat PVdF-HFP.

Figure 4.26: Illustration of the interpretation of the low frequency behaviour of BaTiO3:PVdF-
HFP nanocomposites as a function of the dispersion state and the Relative humidity (RH). 
Legend: the size of the red arrows illustrates both the length scale of the charge carrier 
migration and the magnitude of the related MWS2 polarization. The conductivity scale shows 
the qualitative order of the conductivity of all the constituting elements of the nanocomposites.



167 
 

 
 

CConclusion 
The fabrication of PVdF-HFP: BaTiO3 nanocomposites with controlled dispersion 

states have allowed studying the impact of the dispersion state on dielectric properties. 
Detailed analysis of the dielectric spectra has evidenced a first relationship between the 
dispersion state of the BaTiO3 NPs and the enhancement of the matrix permittivity by a 
constant factor Rε at high frequency (50 - 105 Hz) in the case of nanocomposites (Figure 
). This phenomenon has been attributed to the large and elastic polarization of the 
BaTiO3 NPs. A clear impact of the BaTiO3 NP dispersion state on the permittivity 
enhancement ratio Rε has been evidenced (Figure 4.15). The presence of occluded 
polymer inside the agglomerates, leading to an increased effective volume fraction of 
NPs, has been proposed to explain the higher complex permittivity found in the 
nanocomposites with agglomerated NPs as compared to well-dispersed one. At low 
frequency (10-2 – 50 Hz), the surface conductivity of the BaTiO3 NPs has been identified 
as the main cause of the interfacial MWS relaxation observed in the nanocomposites at 
RH50. The agglomeration state of the BaTiO3 NPs has been shown to drastically impact 
the magnitude and the dynamics of the MWS polarization as well as the DC conductivity 
of the nanocomposites due to local percolation within the agglomerates. 
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The initial purpose of this chapter is to study the relationships between the 

interfacial properties (morphology, electronic structure…) and the dielectric properties 
in PVdF-HFP:BaTiO3 nanocomposites. As seen in the state-of-the-art chapter, the 
existence of such a relationship is now recognized by the scientific community and is 
increasingly investigated. Nevertheless, the modification of the interfacial features often 
goes along with a modification of the nanoparticle (NP) dispersion state, which has 
been shown in chapter 4 to also impact the dielectric properties of polymer-based 
nanocomposites. With the processing method developed in chapter 3, which enables 
controlling the dispersion state in the final nanocomposite without changing the 
interfacial properties, the study of the relationships between interfacial features and 
dielectric properties at equivalent dispersion state should be facilitated.  

The modification of the interfacial properties was performed by chemical 
functionalization of the NP surface. However, the surface modifications are likely to 
change the Hansen Dispersibility Parameters (HDPs) of the BaTiO3 NPs, which are at 
the basis of the developed process. This effect will also be discussed in this chapter.  

In the first part, the chemical process used to modify the NP surface and the 
characterization of the new NP surface will be presented. Then, the impact of the 
surface modification on the HDPs of BaTiO3 NPs will be presented. A third part will be 
dedicated to the fabrication process and characterization of the nanocomposites. 
Finally, the dielectric properties of the samples will be presented.  

55.1 Particle functionalisation and characterization 

5.1.1 Surface modification methods and processes. 

The modification of the particle surface is well documented in the literature. In their 
review, Luo, H. et al draw three main modification routes: (1) physical adsorption, (2) 
covalent functionalization and (3) inorganic processes such as sol-gel or 
hydrothermal82. These three routes are illustrated in Figure 5.1 and aim to fabricate a 
core shell structure. In this section, the description will be focused on the fabrication of 
an organic core-shell structure. 
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Figure 5.1: General methods to design and control core-shell structured fillers for dielectric 
capacitor applications82. 

 
Physical adsorption is easily achieved by dissolution of the modifier into the particle 

dispersion. The drawback of this technique is that the modifier may be desorbed during 
the fabrication process and released in the polymer matrix leading to high leakage 
current.  

This drawback may be hindered by covalent grafting of the modifier onto the 
surface. Different grafting methods exist: (1) the “Grafting to” methods consist in the 
direct grafting of the modifiers via their reaction with functional groups present on the 
particle surface that leads to the formation of covalent bonds. (2) The “Grafting from” 
methods consist in the grafting of initiators using the previous methods followed by a 
heterogeneous polymerization of a polymer chain onto the initiator by conventional 
polymerization methods. (3) The creation of an inorganic shell around the particles 
(sol-gel, hydrothermal, hydrolysis reaction…). 

 

55.1.2 Selection of the modifiers / Grafting method and modifier 

As described in the State-of-the-art chapter, three main mechanisms likely to affect 
interfacial features and dielectric properties in high-permittivity polymer-based 
nanocomposites have been identified in the literature: (1) passivation of the interface, 
(2) activation of the interface, and (3) improvement of the affinity 
(morphology/quality). Due to the difficulty of evaluating the electronic properties 
(Electron Affinity, Ionization Energy…) of the BaTiO3 NPs and the PVdF-HFP, activating 



172

the interface was difficult. The study was thus focused on the other mechanisms: 
electrical passivation of the interfaces and improvement of the affinity between NPs and 
matrix.

Concerning the passivation, the objective is to create a barrier layer to prevent the 
transfer of electrical charge carriers from the polymer to the NPs and reversely. Thus, 
the modifier should possess a high band gap. In the wide variety of organic molecules, 
alkyl chains are among the ones with the highest bandgap. On the other hand, for 
improving the affinity between PVdF-HFP and BaTiO3 NPs, PMMA seems to be a good 
candidate. Indeed, some authors report negative mixing enthalpy between PMMA and 
PVdF, which indicates higher affinity between PVdF and PMMA chains than between 
two PMMA chains and between two PVdF chains161.

A grafting-to method was used to modify the surface chemistry of BaTiO3 NPs. It 
consists in grafting a molecule or a polymer chain on the NPs surface through the 
formation of covalent bonds. The characterization of the surface of as-received BaTiO3

NPs presented in chapter 2 revealed the presence of surface hydroxyl groups linked to 
Ti or Ba atoms. These hydroxyl groups were used as functional groups to produce the 
desired covalent bonds. Thus, the surface modifications of the BaTiO3 NPs were 
performed using an esterification reaction, which is the reaction between a hydroxyl 
function and a carboxylic acid function as presented in Figure 5.2. The advantage of this 
option is the simplicity of the reaction and the easy access to a wide variety of 
commercially available molecules or polymers with carboxylic acid functions.

Stearic acid was used to graft alkyl chains onto the BaTiO3 NPs surface. In the case of
PMMA, a copolymer of PMMA containing carboxylic acid units, Poly(Methyl 
MethAcrylate-co-MethAcrylic Acid) (PMMA-co-MAA), was selected. Its structure is 
presented in Figure 5.2. It contains 60 MMA monomers for 1 MAA monomer. 

Figure 5.2: Chemical grafting process used for the BaTiO3 NPs surface modifications.

55.1.3 Surfacee modificationn assistedd byy sonicationn 

Several conditions have to be fulfilled to ensure a surface modification of the BaTiO3

NPs of good quality. First, the esterification requires energy to be promoted. Then, the 
water content has to be kept as low as possible: as it is a product of the esterification 
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reaction, it promotes the inverse hydrolysis reaction. Heating the reaction media above 
100 °C is an efficient way to remove the water produced by esterification. Finally, the 
dispersion state of the NPs has to be good enough to ensure the grafting reaction occurs 
on the whole NP surface, thus creating a homogeneous layer of alkyl chain or PMMA. To 
fulfil these conditions, 2-heptanone was chosen as solvent. Indeed, its boiling point at 
150 °C allows heating the reacting media to remove water. A grade of 2-heptanone with 
a low water content (<0.3%) was chosen. Moreover, the ߯௦ values associated with the 
adsorption of stearic acid and of PMMA-co-MAA onto the BaTiO3 NPs surface are 0.1 
and 3 respectively in 2-heptanone. ߯௦ values are calculated from Hansen Solubility 
Parameters (HSPs) available in the literature. For PMMA-co-MAA, a pondered average 
of the PMMA and PMAA HSPs was used). Although the Hansen theory predicts a Ra 
value of 16 between as-received BaTiO3 NPs and 2-heptanone, the high adsorption 
parameter ߯௦ of PMMA-co-MAA should provide stable suspension. For stearic acid, 
which has a ߯௦ of 0.1, no adsorption is expected, and the suspension stability might thus 
be a problem. This issue was solved by using sonochemistry to perform the reaction. It 
consists in sonicating the reacting media to promote the reaction. Such a process 
presents the advantages to both stir the reacting media, provide local heating and break 
the electrical double layer which surrounds the NPs and may act as a barrier to 
functionalization113,162. Moreover, it allows maintaining a good dispersion state 
throughout the chemical reaction.  

Three batches of NPs were fabricated: the first one is a reference, denoted BaTiO3ref, 
which follows all the functionalization process steps without any modifier addition, 
from the NPs dispersion up to the rinsing and drying process. The second and third ones 
are BaTiO3 NPs functionalized with PMMA-co-MAA and stearic acid, denoted 
PMMA@BaTiO3 NPs and alkyl@BaTiO3 NPs respectively. 

 
First, three BaTiO3 NPs suspensions were prepared in 2-heptanone at 1 vol%. The 

suspensions were then sonicated for 1 hr in order to dis-agglomerate the NPs and 10 
wt% of PMMA-co-MAA and stearic acid (referred to the NP content) were separately 
introduced in two of the prepared suspensions. This would correspond to about 5 mg.m-

2 considering a NP specific surface of 20 m².g-1 (see chapter 2) and thus to an excess of 
modifier considering a target of 1-2 mg.m-2. The suspensions were stirred for 2 hrs in 
order to solubilize the modifiers. Additional sonication steps of 10 minutes were 
performed in order to promote esterification.  

The NP suspensions were then left under stirring for 1 hr and centrifuged. The 
modified and reference BaTiO3 NPs were then rinsed twice with 2-heptanone, once with 
MEK, once with Ethanol and finally once with Acetone. Each rinsing step consists in 
centrifuging the mixture in order to remove the excess of modifier solubilized in the 
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solvent, followed by replacing the solvent and performing a short sonication step (30s) 
at low (gradually decreased from 30 W to 10 W) power to redistribute the NPs. After 
each of the last three centrifugations, control samples were taken in order to assess that 
the unreacted modifier initially introduced in excess was removed. The resulting 
modified BaTiO3 NPs, the reference and the control samples were then dried under 
vacuum at 80 °C for 60 hrs and stored in glass vials. 

55.1.4 Characterization of the modified nanoparticles 

The three BaTiO3 NPs batches were analysed by TGA and ATR-FTIR after drying. The 
mass contents of the modifier were determined by integrating the weight loss peaks 
from TGA. After 6 rinsing steps, the mass losses measured in TGA do not change 
significantly any longer. 

 
Figure 5.3 presents the TGA results of the three final NP batches. Both modified NPs 

exhibit larger weight losses around 300-350 °C as compared to BaTiO3ref. As mentioned 
in chapter 3, these weight losses include the degradation of both the modifier and the 
chemical groups present on the NP surface (mainly hydroxyl groups). Considering that 
the three batches have followed very similar processes, it can be hypothesized that the 
weight loss observed for BaTiO3ref at 300-350 °C is also present in the two modified 
batches. Then, the weight fraction of the modifier layer can be calculated by subtracting 
the weight loss of the BaTiO3ref NPs to the total weight loss of the PMMA@BaTiO3 and 
Alkyl@BaTiO3 NPs. The weight losses determined by integration of the peak and the 
corresponding modifier weight content are reported Table 5.1. 
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Figure 5.3: TGA of the BaTiO3 NPs modified with stearic acid and PMMA-co-MAA compared to 
the reference batch of BaTiO3 NPs. Analyses carried out under dried N2/O2 (80/20). 
Temperature ramp set at 10 °C/min (Tg denotes the relative mass loss). 

 
Table 5.1: TGA result of the three BaTiO3 NPs batches after the functionalization process. *The 
adsorbed amount in mg.m-2 is calculated with a specific surface of 20 m².g-1 (measured in 
section 2.1.2).  

Sample 
Integrated 
mass loss 

(%) 

Estimated 
modifier 
content 

(%) 

Estimated 
adsorbed 
amount* 
(mg/m²) 

Density of 
functionalization 
(function/nm²) 

Theoretical 
thickness 

(nm) 

BaTiO3reference 
NPs 

0.7 0 0 - - 

PMMA@BaTiO3 
NPs 

4.5 3.8 1.9 0.2 1.6 

Alkyl@BaTiO3 
NPs 

2.9 2.2 1.1 2.3 1.2 

 
The TGA clearly indicates the presence of the modifier onto the surface of the NPs. 

No irreversible adsorption of Stearic acid on the NPs is expected because of its low 
molecular mass that does not ensure multiple adsorption sites per molecule. Moreover, 
the adsorption parameter߯௦ of 0.1 predicts no significant adsorption of acid stearic on 
the BaTiO3 NP surface. As a result, its presence onto the surface of the BaTiO3 NPs highly 
suggests the formation of covalent bonds, as expected from the esterification reaction. 
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Considering 1.1 mg.m-2 of modifier grafted onto the surface, the density of 
functionalization would be of 2.3 ester function per nm². This value is rather high 
considering the low density of hydroxyl groups expected on the as-received BaTiO3 NPs 
(from zeta potential analysis in section 2.1.2) and the maximum density which should 
be about 10 hydroxyl groups per nm² (supposed from the number of atoms of Ti or Ba 
present in 1 nm² of a cubic (001) surface and susceptible to form hydroxyl groups). This 
would correspond to a homogeneous layer of about 1.2 nm considering NPs of average 
diameter 50 nm. 

In the case of PMMA-co-MAA, the high adsorption parameter suggests that a large 
amount of modifier should be adsorbed onto the BaTiO3 NPs surface. It follows that its 
presence onto the NP surface does not necessarily imply that the covalent bonds are 
formed. Considering 1.9 mg.m-2 of PMMA-co-MAA deposited onto the surface, the 
density of functionalization would be about 0.2 ester function per nm² (coming from the 
reaction of the methacrylic acid with the hydroxyl groups of the NP surface) which 
would correspond to about 10 grafting points per PMMA-co-MAA chain. This value is 
rather low as compared to Alkyl@BaTiO3 NPs. This is due to the low fraction of acid 
functions (MAA) per PMMA-co-MAA chain (about 1 acid function for 60 MMA 
monomers). For PMMA@BaTiO3 NPs, the deposited PMMA-co-MAA would correspond 
to a homogeneous layer of 1.6 nm considering NPs of average diameter 50 nm. Thus, in 
addition to TGA, FTIR was performed to identify the chemical species and the formation 
of ester functions.  

 
Figure 5.4: ATR-FTIR spectra of the BaTiO3 NPs modified with stearic acid and PMMA-co-MAA 
compared to the reference BaTiO3 NPs batch and the pure modifier spectra. 
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Figure 5.4 presents the FTIR spectra of the three BaTiO3 NPs batches and of the as-
received modifiers. By comparing the IR spectrum of Alkyl@BaTiO3 NPs to the reference 
and to the neat stearic acid, the appearance of the typical signature of the alkyl chain 
around 2900cm-1 clearly demonstrates the presence of the alkyl chains on the NP 
surface. In addition, the Alkyl@BaTiO3 NPs spectrum does not exhibit the band at 1700 
cm-1 which is present in the neat stearic acid spectra. This band corresponds to the C=O 
vibrations of the carboxylic acid. However, the formation of aliphatic ester functions 
should produce an absorption band at a similar wavenumber. Instead of this, a band 
appears at 1550 cm-1. It may correspond to the carbonyl whose frequency was 
decreased by the chemical environment. Indeed, the formation of hydrogen bonds tends 
to lower the C=O frequencies of ester. Moreover, the presence of an electronegative 
atom directly bonded to the alcoholic oxygen of the ester tends to increase the 
frequency115. In our case, the inverse effect could be expected since the atom on which 
the ester is formed can be either Ba or Ti and both of them are highly electropositive 
(0.9 and 1.5 respectively, compared to 2.5 for the C and 3.5 for the O). Thus, this shift of 
the carbonyl band may be considered as an indirect proof that carbonyl functions have 
been grafted onto BaTiO3 NPs. 

In the case of PMMA@BaTiO3 NPs, Figure 5.4 clearly shows the presence of the four 
characteristic bands of the as-received PMMA-co-MAA around 1150-1270 cm-1 in the IR 
spectrum of PMMA@BaTiO3 NPs. This observation confirms the presence of PMMA onto 
their surface. Nevertheless, the presence of ester function in the MMA unit does not 
allow assessing the reduction of the characteristic absorption band of the carboxylic 
acid, similarly positioned. The FTIR analyses indicate the presence of PMMA-co-MAA 
but do not directly confirm the formation of the covalent bonds expected from the 
esterification reaction. Nevertheless, it can be supposed that the multiple rinsing steps 
in various solvents including the acetone which is a good solvent of the PMMA (Ra ~ 6) 
would have led to the desorption of the PMMA-co-MAA if no reaction happened. In 
addition, the quantitative formation of the ester functions in the case of Stearic acid 
supports this hypothesis. 

As a result, the two functionalization reactions have shown good results. From TGA 
analysis, it was found that 1.9 and 1.1 mg.m-2 of modifiers were deposited for the 
PMMA@BaTiO3 and the Alkyl@BaTiO3 NPs, respectively. The FTIR have revealed the 
formation of the ester function in the case of the Alkyl@BaTiO3 NPs, whereas the 
presence of ester function in the MMA unit combined to the very low grafting density 
calculated do not allow identifying the formation of the expected ester functions. 
However, the PMMA-co-MAA deposited on the surface of the PMMA@BaTiO3 is well 
attached since it resists acetone which is a rather good solvent. It is hypothesised that 
the adsorption/grafting of the PMMA-co-MAA is irreversible.  
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55.2 Affinity of modified nanoparticles and Hansen Theory 

As described in chapter 3, the interaction between a particle and a chemical species 
can be described by the Hansen theory through the HDPs (δD, δP, and δH). Indeed, 
particles in a solvent with similar HDPs as compared to the surface of a particle will be 
likely to produce a stable suspension. As shown in the State-of-the-art chapter, the 
surface modification of particles is widely used to improve their affinity with polymers. 
By modifying the HDPs, surface modification affects the affinity between a particle and a 
solvent or a polymer. In this section, the impact of the surface modification on the 
dispersibility of the modified BaTiO3 NPs in various solvents is studied. The results are 
then used to qualitatively estimate the modification of the HDPs of the BaTiO3 NPs after 
surface modification. 

5.2.1 Dispersibility of the nanoparticles 

The dispersibility of the modified BaTiO3 NPs was first assessed through 
sedimentation tests in MEK and Ethanol. To do so, six suspensions were prepared by 
introducing the two modified BaTiO3 NPs and the unmodified reference in the two 
solvents. The suspensions were stirred with a magnetic stirrer for 2 hrs and a 
sonication step of 5 minutes was performed in order to dis-agglomerate the BaTiO3 NPs. 
The suspensions were then manually stirred before being placed between a back light 
and a camera to allow the monitoring of the sedimentation.  

Figure 5.5 presents the pictures taken after different sedimentation times. The 
sedimentation progress can be estimated by following the position of the sedimentation 
front marked by the bright/dark limit. In MEK, the unmodified NPs are fully sedimented 
after 23h. Conversely, complete sedimentation requires about 90 hrs for modified NPs. 
This difference in sedimentation kinetics illustrates the better affinity between the 
modified BaTiO3 NPs and MEK. Both modified NPs seem to have turned from “poor” 
solvents into “good” solvents after surface modifications. In ethanol, the alkyl@BaTiO3 
NPs exhibit very fast sedimentation so that most of the NPs have already sedimented 
after 2 minutes. Conversely, the unmodified BaTiO3 and the PMMA@BaTiO3 NPs are not 
fully sedimented after 95h. This indicates that the surface grafting of the alkyl chains 
shifts ethanol from “good” to “poor” solvent. 
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Figure 5.5: Sedimentation test with unmodified BaTiO3 NPs, PMMA@BaTiO3, and Alkyl@BaTiO3

in suspension in MEK, and ethanol. (BaTiO3 0.1 vol% as compared to MEK or ethanol)

The results of these sedimentation tests suggest that the surface modifications 
performed onto the BaTiO3 NPs changed the interactions between the NP surface and 
the chemical environment. Although the non-stability of the ethanol:Alkyl@BaTiO3 NP 
suspension is clear, the slower sedimentation kinetics observed in MEK for both 
Alkyl@BaTiO3 and PMMA@BaTiO3NPs only shows an affinity improvement after these 
modifications. No conclusion can be done on the dispersion state of the suspensions and 
its associated stability from short term to long term. 

The suspension stability of the two modified NPs and the unmodified BaTiO3ref NPs 
in MEK were studied by Dynamic Light Scattering (DLS) in order to quantify the 
improvement in terms of dispersion state and suspension stability. The three 
suspensions were prepared at 0.1 vol%, sonicated for 10 minutes and then diluted by 
10 in order to perform the DLS analyses. 

The unmodified BaTiO3ref NPs exhibit the same stability in MEK as observed in 
chapter 3.
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Although the sedimentation tests have shown a slower sedimentation kinetics in the 

case of Alkyl@BaTiO3 NPs in MEK as compared to BaTiO3ref NPs, no significant 
improvement was revealed by the DLS analysis.  

However, an improvement was found in the case of the PMMA@BaTiO3 NP 
suspension as compared to unmodified NPs: the DLS results presented in Figure 5.6 a) 
show that the PMMA@BaTiO3 NP suspension at 0.1 vol% in MEK is stable over 10 
minutes after the dilution. A second sample was taken in the sonicated suspension 
which was left 24 hrs resting. The suspension was manually stirred before the sampling 
to disperse the potentially sedimented agglomerates and then the sample was diluted 
for the DLS analysis. The result shows similar stability as presented in Figure 5.6 b). It 
indicates the good stability of the suspension after 24 hrs, meaning that the NPs remain 
well dispersed (i.e. size distribution centred on 140 nm). Although the sedimentation is 
not fully prevented, as indicated by the sedimentation test, two hypotheses can be 
formulated: (1) the PMMA@BaTiO3 NPs do not agglomerate and slowly sediment, or (2) 
the NPs agglomerate and sediment but simple manual shaking allows the total 
redistribution of the NPs. This result confirms the improvement of the affinity between 
the BaTiO3 NPs and MEK after the surface modification with the PMMA-co-MAA.  

Similar experiments were performed on the BaTiO3ref and PMMA@BaTiO3 NP 
suspensions in dichloromethane (DCM). As observed in section 3.3.3, the BaTiO3ref NPs 
quickly sediment and no DLS analysis is possible. Nevertheless, the PMMA@BaTiO3 NP 
suspension exhibits the same behaviour as observed in MEK, as shown in Figure 5.6 c) 
and d). Indeed, the suspension was found to be stable after sonication and dilution as 
well as after 24 hrs of rest and being manually stirred before the dilution for the DLS 
analysis. This result shows that surface modification with PMMA-co-MAA turns the 
BaTiO3 NP suspension from completely unstable to very stable in DCM, thus indicating 
its effect on the affinity between the BaTiO3 NPs and DCM. 
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Figure 5.6: DLS analysis of PMMA@BaTiO3 NP suspension in MEK (a and b) and DCM (c and d) 
after 10 minutes of sonication (a and c) and after 24 hrs of rest following the end of the 
sonication (b and d). 

 
Finally, by combining sedimentation tests and DLS analyses, the following 

conclusions can be given on the effect of the NP surface modification processes on the 
dispersibility of BaTiO3 NPs: 

- FFirst, unmodified BaTiO3ref NPs and as-received NPs have similar behaviour in 
suspension in MEK. This suggests that the process has no significant effect on the 
surface chemistry of the NPs and thus does not change HDPs. This confirms the 
previous FTIR observations.  

- The grafting of alkyl chains on the NP surface strongly modifies the dispersibility 
of the NPs which are not stable any longer in ethanol. This indicates very weak 
affinity between the NPs surface and ethanol and thus confirms the modification of 
the BaTiO3 NP surface chemistry. 

- Conversely, the surface modification with PMMA-co-MAA, which provides a NP 
surface covered with PMMA, strongly improves the stability of the BaTiO3 NPs in 
both MEK and DCM. Indeed, PMMA@BaTiO3 NPs are stable on the long term while 
poor or no stability were found on the suspension with unmodified NPs. 

5.2.2 HDPs of the modified nanoparticles 

The drastic changes in the interactions between the modified BaTiO3 NPs and some 
solvents, as compared to unmodified NPs, constitute clues that can be implemented in 
the Hansen theory in order to qualitatively assess the evolution of the NPs HDPs after 
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surface modification. The new HDPs of the surface modified NPs could be determined 
quantitatively by repeating the complete set of sedimentation tests in 24 solvents, as 
presented in section 3.3.2. 

However, the complete experiment was not reproduced, so that only a qualitative 
evaluation of the new HDPs of the BaTiO3 NPs is possible. Indeed, one way to 
qualitatively estimate this evolution is to use the Hull method (see section 3.3.2) after 
adding or removing solvents from the list of the “good” solvents according to the 
previous observation concerning ethanol, DCM and MEK. This amounts to assume that 
all other solvents did not change from “good” to “poor” or reversely. This is, of course, a 
very strong assumption. The Hull-3 method, which is less impacted by the addition (or 
removal) of a solvent in (or from) the convex hull, was used to estimate the HDPs of the 
modified NPs. The HDPs were calculated by removing ethanol from the list of the “good” 
solvents for Alkyl@BaTiO3 NPs and by adding MEK and DCM for PMMA@BaTiO3 NPs. 

The resulting HDPs are reported in Table 5.2 and plotted in Figure 5.7. Table 5.2 
shows that no significant modifications are observed on δD and δp, which stay around 
16.5 and 10.6 respectively. Nevertheless, δH tends to slightly decrease after both surface 
modifications: 

- TThe addition of MEK and DCM (with δH of 5.1 and 7.1, respectively) in the “good” 
solvents of the PMMA@BaTiO3 NPs pulls the HDPs towards the low δH values. This 
result is consistent with the low δH of the grafted PMMA and the fact that the 
hydroxyl groups remaining on the NPs surface are partially or completely covered 
with PMMA. 

- The removal of the ethanol (with a δH of 19.4) from the “good” solvents of the 
Alkyl@BaTiO3 NPs moves δH towards lower values. This result is consistent with 
the very low δH of the alkyl chains and the lower amount of hydroxyl groups on NP 
surface after the esterification  

Figure 5.7 illustrates the qualitative evolution of the BaTiO3 NP HDPs after surface 
modification. Only the trend can be commented on. The displacement of the NP HDP 
representative point must not be considered to be quantitative at all. 

The trends observed for both the positions of Alkyl@BaTiO3 and PMMA@BaTiO3 
NPs are consistent with the expected evolution toward the modifier HSPs, which are 
illustrated by the grey and green arrows on the Figure 5.7.  

These results are consistent with the results of Laurens et al. In this work, the 
evolution of the HDPs was well correlated to the grafting density of the silica NPs163. As 
a consequence, both works demonstrate that the combined use of NP surface 
modification and the Hansen theory is an efficient tool to design the interactions involved 
in a system, to rationalize a nanocomposite fabrication process and thus to tune the final 
properties of the nanocomposites. 
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Table 5.2: New HDPs of the NPs with modified surface as compared to unmodified NPs.

NPs type δD δP δH
MPa1/2

Unmodified BaTiO3 16.47 10.72 12.24
PMMA@BaTiO3 16.57 10.51 11.2
Alkyl@BaTiO3 16.45 10.62 11.73

Figure 5.7: Representation of the qualitative evolution of the BaTiO3 NP HDPs after surface modification 
determined using the Hull-3 method. The HSPs of PVdF-HFP, PMMA, alkyl chain, MEK, DCM and ethanol 
are also represented.

55.3 Effectt off NPP surfacee modificationn onn nanocompositee dielectricc propertiess 

In this section, the effect of the surface modification of the BaTiO3 NPs on the 
dielectric properties of nanocomposites is studied, using the same methodology as in 
chapter 4. PVdF-HFP based nanocomposites were fabricated with 5 vol% of surface 
modified BaTiO3 NPs. These nanocomposites are compared to the equivalent S5 sample 
introduced in chapter 4 and used here as a second reference fabricated with as-received 
BaTiO3 NPs. The dispersion states of the NPs in the nanocomposites were characterized 
by Scanning Electron Microscopy (SEM) and image analysis and the crystalline 
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structure of the PVdF-HFP matrix was characterized by FTIR and DSC. Finally, the 
dielectric properties of the nanocomposites were studied by dielectric spectroscopy 
over a wide temperature range. 

55.3.1 Dispersion protocols and sample fabrication  

Three different nanocomposites were fabricated by filling the PVdF-HFP matrix with 
5 vol% of the three types of BaTiO3 NPs described previously in this chapter. The best 
dispersion state as possible was targeted for all the nanocomposites. 

The solutions used for the solvent casting of the nanocomposite samples were 
prepared using the protocol described in section 2.2. The modified and unmodified 
BaTiO3 NPs were introduced in MEK and a 30-minute sonication step was applied in 
order to disperse the NPs. After this sonication step, both the suspensions with the 
unmodified BaTiO3ref and the Alkyl@BaTiO3 NPs exhibited relatively fast sedimentation. 
Conversely, the PMMA@BaTiO3 NP suspension was quite stable, as already observed 
previously. Then, PVdF-HFP was added into the three suspensions and the solutions 
were stirred for 2 minutes at 200 rpm with a magnetic stirrer. However, it is not 
obvious that PVdF-HFP will adsorb on modified BaTiO3 NPs in the same way as on as-
received NPs. For each type of nanocomposites, the suspension was sonicated for 20 
minutes after adding PVdF-HFP. As a result, 3 types of nanocomposites were fabricated 
with various modified BaTiO3 NPs, as detailed in Table 5.3. 

 
Table 5.3: Presentation and nomenclature of the nanocomposite samples. 

Sample name BaTiO3 NP type 
Redistribution 

methods 
Dispersion state  

S5_ref Unmodified BaTiO3ref NPs 
20 minutes sonication 

Well dispersed 
BaTiO3 NPs  

S5_PMMA PMMA@BaTiO3 NPs 
S5_Alkyl Alkyl@BaTiO3 NPs 

5.3.2 Composite morphology and NP dispersion state 

This section is dedicated to the morphological characterization of the 
nanocomposite films. The thickness of the films was first controlled using a micrometre 
as described in section 2.3.9. All fabricated films were found to be about 20-25 μm thick. 
Then, the samples were characterized by optical microscopy in order to ensure the 
absence of large agglomerates (>5 μm) or air bubbles. All samples were found to be 
optically homogeneous. The sample morphologies and dispersion states at a smaller 
scale were observed by SEM. For each sample, two pieces were cut in different zones of 
the film to assess the reproducibility of the observations in the film. These sample 
pieces were then cryo-fractured, i.e. immersed into liquid nitrogen and broken, in order 
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to produce brittle fractures and thus smooth cross-section profiles. This procedure 
allows assessing the dispersion state in the bulk of the materials. All nanocomposite 
films give reproducible observations in both pieces. 

Figure 5.8: SEM images of the nanocomposites fabricated with a) and d) unmodified BaTiO3ref

NPs, b) and e) PMMA@BaTiO3 NPs and c) and f) Alkyl@BaTiO3 NPs. SEM pictures are taken in 
chemical contrast at magnification of x10k (a, b and c) and in chemical contrast at magnification 
of x20k (d, e, and f).

Typical SEM images of the nanocomposite samples are presented in Figure 5.8. The 
first, second and third columns correspond to the nanocomposite samples with 
unmodified BaTiO3ref, PMMA@BaTiO3 and Alkyl@BaTiO3 NPs respectively. In the first 
row, Figure 5.8 a), b), and c), SEM images were acquired in chemical contrast at 
magnification 10k in order to create a good contrast and to well distinguish the BaTiO3

NPs inside the PVdF-HFP matrix. They show homogeneous dispersion states for all the 
nanocomposite samples. In the second row, Figure 5.8 d), e), and f), SEM images were 
taken in topographic contrast at 20k in order to observe each BaTiO3 NPs. One can note 
the presence of many well-separated NPs as well as the presence of some small 
agglomerates of 3-5 NPs for all the nanocomposites.

In order to better quantify the dispersion state, SEM images were treated by image 
analysis following the procedure presented in section 2.3.8. The results of these image 
analyses are presented in Figure 5.9 and compared to the size distribution obtained for 
sample S5 in chapter 4. The size distributions determined for all nanocomposites show 
similar narrow bands centred at around 100 nm for the four samples S5_ref, S5_PMMA, 
S5_alkyl and S5. One can note that the size distribution of the S5_Alkyl sample shows the 
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presence of a few large agglomerates around 500-800 nm. However, these results 
indicate that the dispersion states of these samples are nearly identical. 

 
Figure 5.9: Size distribution of the BaTiO3 NPs/agglomerates obtained by image analysis. 

55.3.3 Impact of the modified BaTiO3 NPs on crystallinity 

The crystallinity of PVdF-HFP in the samples was studied by DSC in order to 
estimate the impact of the NPs on the crystalline phase. The resulting thermograms are 
presented in Figure 5.10 and the associated crystalline fractions obtained by integrating 
the peaks are reported in Table 5.4. 

As observed in section 4.2.2, the DSC thermograms exhibit the 3 endothermic 
melting peaks corresponding to secondary crystalline phases formed during thermal 
annealing at RT (storage condition) and at 80 °C (drying step at the end of the solvent 
casting process), and to the primary crystalline phase (peak about 130 °C). However, 
Figure 5.10 shows a difference of melting temperature of the second melting peak 
between the samples S5_ref, S5_PMMA and S5_Alkyl and the samples S5 and neat PVdF-
HFP. Indeed, the second melting peak of the nanocomposite samples filled with the 
modified BaTiO3 NPs and their reference is observed at 90 °C. This result was correlated 
to a suspected temperature deviation of the oven used in the present chapter to dry the 
samples after the fabrication process. This difference of melting temperature suggests a 
difference of crystalline morphology. Indeed, it is usually admitted that the melting 
temperature of the crystalline phase increases with the thickness of the crystalline 
lamellae164. 
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Nevertheless, one can note that the thermograms of S5_ref, S5_PMMA and S5_Alkyl, 
which were dried in the same conditions, are quite similar and are thus independent of 
the surface modification. TThis indicates that the surface modification of the BaTiO3 NPs 
has no significant impact on the crystalline morphology. Moreover, the crystalline 
fractions of the samples, reported in Table 5.4, are all about 37-38%, wwhich suggests that 
the surface modifications have no effect on the crystallinity of the samples. It also 
suggests that changing the drying temperature by 10 °C does not significantly affect the 
crystallinity. TTo conclude, surface modification of BaTiO3 NPs has no effect on the 
crystallization of the PVdF-HFP matrix in nanocomposites as determined by DSC. 

 
Figure 5.10: First heating ramp of the DSC thermograms of the nanocomposite samples S5_ref, 
S5_PMMA and S5_Alkyl having well dispersed NPs. (Heat flow in W per gram of polymer.) 

 
Table 5.4: Crystallinity of the nanocomposite samples determined by DSC. (Calculated using the 
melting enthalpy of the PVdF homopolymer, ΔHm0=104.7 J.g-1) 

Sample name Crystalline fraction (wt%) 
S5_ref 38± 1 % 

S5_PMMA 37 ± 1 % 
S5_alkyl 38 ± 1 % 

S5 38 ± 1 % 
Neat PVdF-HFP 38 ± 1 % 
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55.3.4 Impactt off BaTiO3 NPss onn crystallinee structuree 

The crystalline structure of the PVdF-HFP matrix in the nanocomposites S5_ref, 
S5_PMMA, and S5_alkyl was characterized by FTIR analysis using the method described 
in section 4.2.3. As presented in Figure 5.11, identical PVdF-HFP signatures are
observed in neat PVdF-HFP and in nanocomposites, indicating similar crystalline 
structures. The method proposed by Cai et al. indicates that the PVdF-HFP is 
predominantly in the form of the α phase for all the nanocomposites149. TThesee resultss 
suggestt thatt thee surfacee modificationn off thee BaTiO3 NPss hass noo significantt effectt onn thee 
crystallinee structuree off thee PVdF-HFPP matrix..  

Therefore,, byy combiningg thee resultss obtainedd byy FTIRR andd byy DSC,, itt cann bee concludedd 
thatt thee surfacee modificationn off thee BaTiO3 NPss doess nott affectt thee crystallinee structuree 
norr thee overalll crystallinityy off thee PVdF-HFPP matrixx significantly..  

Figure 5.11: FTIR spectra of the nanocomposite samples of S5_ref, S5_PMMA and S5_alkyl 
compared to neat PVdF-HFP and BaTiO3 NP spectra measured on powder. Typical IR absorption 
bands of the polymorph α, β, and γ are indicated by the grey rectangles149.

5.4 Electricall characterizationn -- dielectricc spectroscopyy 

The dielectric properties of the three nanocomposite samples were investigated by 
performing dielectric spectroscopy in large temperature and frequency ranges. 
Standard Broadband Dielectric Spectroscopy (BDS – 10-2-107 Hz) was performed on 
S5_ref, S5_Alkyl and S5_PMMA and High Frequency Dielectric Spectroscopy (HFDS –
106-109 Hz) was only performed on S5_PMMA and S5_Alkyl following the procedures 
described in sections 2.3.10 and 2.3.11. In the case of standard BDS, the samples were 
conditioned at 23 °C and 50% of relative humidity (RH50) before the analysis and 
analysed in a closed sample cell. For HFDS, the samples were conditioned in the 
laboratory (20-25 °C and RH40-60).

The dielectric spectra ε’(ω) and ε”(ω) obtained at 25 °C for the three 
nanocomposites S5_ref, S5_PMMA and S5_alkyl are reported in Figure 5.12. The 
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dielectric spectra are plotted between 10-2 and 104 Hz because of a strong contact 
impedance which alters the dielectric spectra above 104 Hz. The onset of this 
phenomenon is even visible slightly below 104 Hz for S5_PMMA.  

The three nanocomposites S5_ref, S5_Alkyl and S5_PMMA exhibit higher ε’(ω) and 
ε”(ω) as compared to neat PVdF-HFP on the whole frequency range considered here 
(10-2 to 104Hz). This is consistent with the expected effect of high-ε BaTiO3 NPs.  

However, S5_ref exhibits lower ε’(ω) and ε”(ω) than S5. At equivalent dispersion 
state and volume content in BaTiO3 NPs, more similar dielectric spectra would be 
expected between 50 and 104 Hz. 

Finally, only very slight differences are observed between the nanocomposite S5_ref, 
S5_alkyl and S5_PMMA which suggests that the type of surface modifications does not 
have a significant impact on the dielectric properties of the nanocomposites at RT.  

As previously observed, the dielectric spectra of the nanocomposites exhibit two 
distinct changes with respect to neat PVdF-HFP. First, between 10 and 104 Hz, ε’(ω) and 
ε”(ω) can be obtained by multiplying the spectra of the neat PVdF-HFP by a factor 
which does not depend on the frequency. At lower frequencies, between 10-2 and 10 Hz, 
the dielectric spectra of the nanocomposites deviate from the previous trend and 
exhibit higher values of both ε’(ω) and ε”(ω). In chapter 4, this trend was attributed to 
an additional MWS polarization mechanism due to water-assisted conduction 
phenomena on the surface of the BaTiO3 NPs. A similar phenomenon could be expected 
S5_ref, S5_PMMA and S5_Alkyl. 
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Figure 5.12: Dielectric spectra ε’(ω) and ε”(ω) obtained at 298 K for the three nanocomposites S5_ref, 
S5_PMMA and S5_alkyl and compared to neat PVdF-HFP. The samples were conditioned at RH50 before 
the analysis. 

 
The dielectric spectra obtained between 233 and 333 K for the three 

nanocomposites S5_ref, S5_PMMA and S5_Alkyl were fitted following the procedure 
described in section 2.3.10. As a result, the magnitudes and characteristic times of the 
fitted relaxations were obtained as a function of temperature. 

Figure 5.13 a) shows the relaxation map with the evolution of the characteristic 
relaxation times (ln(τ)) of the three polarization mechanisms MWS, αc, and αa as a 
function of 1000/T. They were fitted with the Arrhenius equation for the MWS and αc 
relaxations and with the VFT equation for the αa relaxation. The resulting fits are 
presented in Figure 5.13 b), c) and d) for the MWS, αc, and αa relaxation respectively. 

The results show that all the samples exhibit αc and αa relaxations with similar 
dynamics. For the αa relaxation, VFT parameters of the nanocomposites S5_ref, 
S5_PMMA, S5_Alkyl are similar to those of neat PVdF-HFP and sample S5 obtained in 
chapter 4. Concerning the αc relaxation, the activation energies obtained for the three 
nanocomposites S5_ref, S5_PMMA, S5_Alkyl are found to be 76 or 77 kJ.mol-1, which is 
similar to neat PVdF-HFP and sample S5. 

These results show that the surface modification of the BaTiO3 NPs does not impact 
the dynamic of the αc and αa relaxation processes of the PVdF-HFP matrix in 
nanocomposites. Thus, this confirms that NP surface modifications neither affect the 
crystalline structure, the crystallinity nor the dynamics of the amorphous phase in the 
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matrix. However, the MWS relaxation of the neat PVdF-HFP and the nanocomposite 
samples exhibit different dynamics.  
 

  
Figure 5.13: a) Global relaxation maps of the PVdF-HFP:BaTiO3 nanocomposites S5_ref, 
S5_PMMA, S5_Alkyl, compared to their reference S5 and neat PVdF-HFP for the b) MWS, c) αc 
and d)αa relaxation processes. 
 

The fit analysis of the dielectric spectra also provides the magnitude of the αc and 
MWS relaxations. As described chapter 4, these values are normalized by those of the 
neat PVdF-HFP and plotted in Figure 5.14 a) and b) as a function of temperature for the 
αc and MWS relaxations, respectively. The permittivity enhancement ratio Rε is then 
calculated as the average value of ∆ߝ௡௢௥௠௔௟௜௭௘ௗ

ఈ೎ (ܶ) between 273 K and 323 K as 
described in section 4.3.2. The Rε values are reported in Table 5.5 and compared to neat 
PVdF-HFP and S5. Since the ∆ߝ௡௢௥௠௔௟௜௭௘ௗ

ெௐௌ  values of the nanocomposites S5_ref, S5_PMMA 
and S5_Alkyl exhibit very different trends with temperature as compared to that of neat 
PVdF-HFP and S5, RMWS is not calculated. 
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Figure 5.14: Evolution of the magnitude of the a) αc and b) MWS relaxation normalized in both 
cases by neat PVdF-HFP as a function of Temperature for the nanocomposite samples filled with 
the two modified BaTiO3 NPs and their reference and for neat PVdF-HFP and S5 as reference. 

 
Table 5.5: Mean values of Rε for the nanocomposite samples filled with 5 vol% of the two 
modified BaTiO3 NPs and their reference and compared to neat PVdF-HFP and the sample S5 
filled with 5 vol% of as received BaTiO3 NPs. 

Sample BaTiO3 NP content 
(vol%) 

Rε 

PVdF-HFP 0 1 
S5 (from section 4) 5 1.31 ± 0.1 

S5_ref 5 1.09 ± 0.1 
S5_PMMA 5 1.05 ± 0.1 
S5_Alkyl 5 1.13 ± 0.1 

 
Concerning the αc relaxation, it can be observed in Figure 5.14 a) that 

௡௢௥௠௔௟௜௭௘ௗߝ∆
ఈ೎ (ܶ) does not significantly depend on temperature for all nanocomposites, as 

previously observed. Then, the nanocomposites S5_ref, S5_PMMA and S5_Alkyl exhibit 
relatively similar values of Rε which are all between those of neat PVdF-HFP and the 
sample S5. This confirms the observations previously done on the dielectric spectra at 
298 K (see Figure 5.12): 

- Rε exhibits different levels in the nanocomposites S5_ref and S5. The only 
difference between the two samples is that the BaTiO3 NPs of S5_ref have 
followed the functionalization process without modifier, as a reference. Several 
hypotheses may be formulated: The first one is that there could be a difference in 
the dispersion state between the nanocomposites S5_ref, S5_PMMA and S5_Alkyl 
and the nanocomposite S5 fabricated in section 4 in spite of the very similar size 
distributions obtained by image analysis. A second hypothesis is that the 
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difference in the drying step would have changed the morphology of the 
crystallites, which may affect the magnitude of the αc relaxation that presumably 
comes from chain loop motion at the crystal-amorphous interphase and polymer 
chain twisting inside the crystals150. A third hypothesis would be that the 
functionalization process may have introduced low permittivity impurities into 
the NPs batches, even though the FTIR analyses do not indicate the presence of 
impurities.  

- Then, the Rε values of the nanocomposites S5_ref, S5_PMMA and S5_Alkyl are 
almost all within the standard deviation (10%) associated with the dielectric 
spectroscopy accuracy. Thus, the observed differences in Rε are not significant. It 
can be concluded that the Alkyl and PMMA chains grafted on the BaTiO3 NP 
surface do not affect the permittivity enhancement of the matrix by the high-ε 
NPs. This result also confirms that some step of the process may be responsible 
for much lower Rε in the case of the S5_ref, S5_PMMA and S5_Alkyl (dispersion 
state, drying process, impurities…)  

 
Concerning the MWS polarization, Figure 5.14 b) shows that ∆ߝ௡௢௥௠௔௟௜௭௘ௗ

ெௐௌ (ܶ) 
increases with temperature with the same slope in the case of the nanocomposites 
S5_ref, S5_PMMA and S5_Alkyl. Conversely, ∆ߝ௡௢௥௠௔௟௜௭௘ௗ

ெௐௌ (ܶ) does not depend on 
temperature for the sample S5. This suggests that the conduction mechanisms at the 
origin of these MWS interfacial polarizations are very different in the nanocomposites 
S5_ref, S5_PMMA and S5_Alkyl as compared to sample S5 and neat PVdF-HFP.  

 
As a consequence, the dielectric properties of S5_ref, S5_PMMA and S5_Alkyl exhibit 

significant differences with neat PVdF-HFP and sample S5, especially on ∆ߝ௡௢௥௠௔௟௜௭௘ௗ
ெௐௌ . It 

suggests that one or several steps of the fabrication process used in this section impacts 
the dielectric properties of the nanocomposites. These steps are likely to be part of the 
surface functionalization process which is the main difference between the samples 
S5_ref, S5_PMMA and S5_Alky and the sample S5. Indeed, the introduction or the 
modification of electrical charge carriers could explain the differences of dielectric 
properties observed between these samples. However, the difference in crystalline 
morphology suggested by DSC thermograms in Figure 5.10 may also affect the 
interfacial polarization of the PVdF-HFP matrix. 

5.5 Conclusion 

In this chapter, a methodology to study the relationship between the interfacial 
features and the dielectric properties in high permittivity polymer-based 
nanocomposites was proposed. Two modifications of the BaTiO3 NP surface were 
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performed: (1) PMMA was grafted using PMMA-co-MAA in order to improve the affinity 
between the NPs and the PVdF-HFP matrix and (2) Alkyl chains were grafted using 
stearic acid in order to create an electrically passive layer with high band gap and low 
conductivity. Both functionalizations were performed using the same process and a 
batch of BaTiO3 NPs has also followed this process without modifier to serve as a 
reference.  

First, the surface modifications have shown to drastically change the affinity 
between the BaTiO3 NPs and some solvents. These effects are consistent with the 
Hansen theory and with the predicted effects of surface modification on the Hansen 
Dispersibility Parameters (HDPs) of the NPs. It was demonstrated that the surface 
modification can be used as a tool to develop and improve a solvent casting process in 
terms of NP dispersion. 

Secondly, PVdF-HFP-based nanocomposites were fabricated with the modified 
BaTiO3 NPs and their reference. The structural and morphological characterizations did 
not reveal significant impact of the surface modification on the dispersion state, the 
crystalline fraction and the crystalline structure. However, the drying step, which was 
effectively realized 10 °C higher than in chapter 4 is found to modify the secondary 
melting temperature. This corresponds to some change in the morphology of the matrix 
at the scale of the crystalline lamellae. The dielectric characterizations showed that the 
surface modification has no impact on the dynamics of the polarization mechanisms (αa 
and αc) intrinsic to the PVdF-HFP. A lower permittivity enhancement factor was found 
after surface modification as compared to the equivalent nanocomposites S5 filled with 
as-received BaTiO3 NPs described in chapter 4. The modification of the crystalline 
morphology has been proposed to explain this observation, since no significant 
differences were observed between the three nanocomposites S5_ref, S5_PMMA and 
S5_Alkyl. Concerning the local conduction mechanism revealed by the MWS 
polarization, the quite different behaviour exhibited by these nanocomposites as 
compared to neat PVdF-HFP and S5 tends to suggest that the modification process has 
more impact on the MWS polarization than the type of surface modification. It was 
hypothesised that the functionalization process could have brought impurities leading 
to the presence of different charge carriers and thus to different MWS types polarization 
behaviour. 
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Conclusion and perspectives 
Conclusion 
The methodology proposed in this work has consisted in controlling the dispersion 

state of BaTiO3 Nanoparticles (NPs) in PVdF-HFP matrix in order to separately study 
the effect of NP dispersion state, of interfacial features and of electronic structure on the 
dielectric properties in nanocomposites.  

Among the variety of systems defined at first in this approach, only PVdF-
HFP:BaTiO3 nanocomposites have allowed controlling the NP dispersion state and thus 
have enabled a detailed experimental study. The examples of Ag and WO3 NPs show that 
a successful dis-agglomeration of the NPs at first is crucial in designing NP dispersion 
state in nanocomposites. The Hansen interaction parameters between PVdF-HFP, 
BaTiO3 NPs and various solvents were experimentally determined. As a result, two 
possible ways to produce stable NP suspensions upon the selection of a solvent with 
specific Hansen interaction parameters have been identified. The first one is based on 
the strong affinity between the solvent and the NP surface, which produces stable 
suspensions with or without the polymer. The second one is based on the selection of a 
solvent whose Hansen Solubility Parameter (HSP) values promote the adsorption of the 
polymer onto the NP surface, thus stabilizing the NP suspension. Both methods allow 
fabricating nanocomposite films with good NP dispersion state by solvent casting.  

However, the second method, based on the adsorption of PVdF-HFP onto BaTiO3 
NPs, requires redistributing the NPs, which agglomerate and sediment before the 
addition of the polymer. As a consequence, the size of the agglomerates can be 
controlled by the shear stress applied to the suspension. This technique was used to 
fabricate two series of PVdF-HFP:BaTiO3 NPs exhibiting 0 to 10 vol% of BaTiO3 NPs 
with distinct dispersion states. 

 
The effect of the dispersion state on dielectric properties in nanocomposites was 

studied in these two series of nanocomposites. After having checked that both the 
presence of NPs and their dispersion state has no significant effect on the structure and 
the molecular dynamics of PVdF-HFP (amorphous and crystalline phases), the dielectric 
properties of the samples were characterized by dielectric spectroscopy. As expected, 
the high permittivity BaTiO3 NPs lead to increase the effective permittivity of the 
nanocomposites as the content in NPs increases. However, this effect was found more 
pronounced in nanocomposite with agglomerated NPs as compare to well dispersed 
NPs and two different effects were discriminated: 

1- At frequency between 102 and 105 Hz, the complex effective permittivity of 
nanocomposites is simply the enhancement of the matrix one by a factor, called 
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Rε which depends neither on temperature nor on frequency in the considered 
frequency range. Rε is higher in nanocomposites with agglomerated NPs as 
compared to well dispersed NPs. The presence of occluded polymer inside the 
agglomerates that leads to increase the effective content of NP has been 
proposed to explain such effect of the dispersion state (see Figure 4.19). 

2- At frequency between 10-2 and 102 Hz, an additional Maxwell-Wagner-Sillars 
polarization related to water-assisted charge carrier conduction at the surface of 
the NPs was found to have larger magnitude in nanocomposites with 
agglomerated NPs as compared to well dispersed NPs. The local percolation of 
the interphases within the agglomerates was proposed to explain this result. 
Depending on the respective conductivities of the nanocomposite components, 
controlling the NP dispersion state allows tuning both ε’ and ε” in 
nanocomposites.  

 
Finally, the properties at the interfaces in PVdF-HFP:BaTiO3 nanocomposites were 

designed by performing two distinct surface modifications of the NPs by grafting 
chemical moieties by esterification. The NP surface was then separately modified with 
1.9 mg/m² of PMMA chains (PMMA@BaTiO3 NPs) in order to improve the affinity 
between PVdF-HFP and BaTiO3 NPs and with 1.1 mg/m² of alkyl chains (Alkyl@BaTiO3 
NPs) in order to create an insulating layer at the interfaces. One reference sample, 
denoted BaTiO3ref, followed the whole functionalization process without addition of any 
modifier to assess the influence of the process conditions. 

The stability of BaTiO3 NPs was modified by the surface modification, from very 
stable to unstable and reversely in some solvents. These results are consistent with the 
Hansen theory and the expected HDPs evolutions towards the positions of the 
modifiers. This confirms the possibility of tuning the interactions between NPs and 
solvent by performing surface modification and thus designing a nanocomposite 
fabrication process by solvent casting. 

Three PVdF-HFP nanocomposites with almost identical dispersion states were then 
fabricated with PMMA@BaTiO3, Alkyl@BaTiO3 and BaTiO3ref NPs. No significant effect of 
the surface modification was found on the structure and the molecular dynamics of the 
PVdF-HFP. Nevertheless, dielectric spectroscopy revealed significant differences 
between the nanocomposites filled with BaTiO3ref NPs and those filled with as received 
NPs and that were studied in chapter 4. This result suggests that the surface 
modification process has a strong impact on the dielectric properties of the fabricated 
nanocomposites. Moreover, the difference in dielectric properties between the three 
nanocomposites fabricated with PMMA@BaTiO3, Alkyl@BaTiO3 and BaTiO3ref NPs is 
very low. This suggests that the effect of NP surface modification onto the complex 
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permittivity of nanocomposites, at equivalent dispersion state, is lower than that of the 
process conditions used during the NP surface modification. 

 
Perspectives 
This work offers several perspectives. The first concerns the Hansen interaction 

parameters which were only studied on one polymer:NPs system. Indeed, it would be 
interesting to extend this approach to other polymers and other NPs to validate the 
method proposed to fabricate nanocomposites with controlled dispersion state. In 
addition, a complete characterization of the BaTiO3 HDPs after surface modification by 
performing sedimentation tests in the whole set of solvents would allow a more 
quantitative analysis of the surface modification by PMMA and alkyl chains.  

 
Concerning the effect of the NP dispersion state on dielectric properties, a better 

characterization of the agglomerate structure would allow a deeper insight in the 
identified mechanism. The volume fraction of occluded polymer within agglomerates 
may be evaluated in order to bring an experimental evidence of its effect on permittivity 
enhancement. Similarly, the structure of the agglomerates could be coupled with 
modelling to estimate the surface conductivity of the NPs. This could then enable the 
indirect study of the interfacial conductivity through the Maxwell-Wagner-Sillars 
(MWS) polarization in agglomerates.  

Moreover, the fabrication and the dielectric characterization of nanocomposites with 
intermediate dispersion states could provide further information about the relationship 
between dispersion state and dielectric properties in nanocomposites. Similarly, 
repeating this study with a low loss matrix would enable a precise quantification of the 
MWS polarization mechanism and thus a more precise study of these relationships.  

 
The preliminary work on NP surface modification may constitute a starting point for 

future work. The identification of the impurities and their origin would enable repeating 
the NP surface modification experiments and studying the corresponding 
nanocomposites. Moreover, the nanocomposites must be fabricated at 10 vol% in NPs in 
order to amplify the differences in dielectric behaviour that seem to be tiny between 
two different kinds of surface modified NPs. As mentioned before, the study of 
nanocomposites with various surface modified NPs and various dispersion states could 
provide information about the relationship between the nature and the conductivity of 
the interfaces through the MWS polarization in agglomerates. 

  
In all this study, the characterizations of the nanocomposites dielectric properties 

were performed in the linear regime at low electric fields. Their characterization at high 
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electric fields is very important to draw the global relationships between dispersion 
state, interfacial properties or electronic structure and the dielectric properties in 
nanocomposites. Notably, it would allow studying the compromise between 
permittivity, dielectric losses, and electrical strength. Also, the impact of NP surface 
modification is mostly expected at high fields where the interfaces and their electronic 
structures are thought to drive the electrical insulating properties of nanocomposites. 
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Appendix A  
The initial approach was based on the state of the art about polymer-based 

nanocomposites for dielectric uses. It included two polymer matrices (PVdF-HPF and 
Polycarbonate), three kinds of NPs (Ag, WO3, and BaTiO3) and three approaches of NP 
surface modification (affinity improvement, passivation and activation of the interface).   

The whole approach has depended on our ability to fabricate the nanocomposite 
materials with controlled NP dispersion state and controlled interfacial properties. 
Thus, the first step of this work was to elaborate a process in order to meet these 
requirements. Both melt mixing and solvent casting were considered.  

 
Melt mixing 
A twin-screw micro compounder was used. After introducing both the polymer and 

NPs in the barrel, large shear stresses must be applied to efficiently dis-agglomerate the 
NPs. With this lab tool, the NP dis-agglomeration can be improved by increasing the 
rotation speed of the screws, the mixing time, the viscosity of the matrix or the NP 
content.  

The first trials of NP dis-agglomeration by melt mixing have shown rather promising 
results for BaTiO3 NPs. Indeed, a homogeneous distribution of small agglomerates has 
been obtained in both PVdF-HFP and PC as shown in Figure A.1 a) and b). However, for 
Ag NPs, melt mixing has led to the formation of large, nearly macroscopic platelets 
(100μm to 1mm) in both matrices, as shown in Figure A.1 c) and d). This phenomenon 
is assigned to the low melting temperature of metallic NPs which promotes their 
sintering during melt mixing. In the case of WO3 NPs, safety issues prevented their use 
in melt mixing. After obtaining such results, we did not investigate the melt mixing 
process further, even though improvements could still be expected on the dispersion 
state of BaTiO3 NPs in both matrices. 
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Figure A.1: Scanning Electron Microscopy (SEM) pictures of nanocomposites fabricated by melt 
mixing with a) PC:BaTiO3 NPs 10 vol%, b) PVdF-HFP:BaTiO3 NPs, c) PC:Ag NPs, and d) PVdF-
HFP:Ag NPs. Observation in the cross section obtained by cryofracture. On the SEM pictures, 
polymers are dark and the NPs are in bright. 

SSolventt Castingg 
In the solvent casting process, the NPs are first dis-agglomerated by high power 

sonication before adding the polymer to the suspension. The solution is then casted on 
glass substrates and the solvent is removed to produce free-standing films (see chapter 
2).

Both the quality of the obtained polymer film and the dispersion state of the NPs 
have to be considered in developing the solvent casting process. This development was 
performed by studying the interaction between polymer, NPs and solvent through the 
Hansen theory. The Hansen Solubility Parameters (HSP) and the Hansen Dispersibility 
Parameters (HDP) have been determined by solubility and sedimentation tests for 
polymers and NPs, respectively. These experiments are presented in chapter 3. The 
results, illustrated in Figure A.2 and reported in Table A.1, enabled the identification of 
potential solvents/dispersants suitable for the process development.

b)

c)

a)

22 μm

d)

22 μm

22 μm55 μm

PC C –– BaTiOO3OO3 NPs

PC C –– Ag g NPs PVdFdF-F-HFP P –– Ag NPs

PVdFdF-F-HFP P –– BaTiOO3OO3 NPs
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Figure A.2: Hansen representative positions of Ag, WO3 and BaTiO3 NPs and of both PVdF-HFP 
and Polycarbonate (PC). The position of dichloromethane (DCM) and Methyl Ethyl Ketone 
(MEK) are also represented. 

 
Table A.1: Hansen Dispersibility Parameters and Hansen Solubility Parameters experimentally 
determined for both NPs and polymer matrices considered in the initial methodology 

 
The dis-agglomeration of NPs were performed with high power sonication. For 

BaTiO3 NPs, the sonication was sufficient to break the large agglomerates of the as-
received powders, as determined from sedimentation tests and Dynamic Light 
Scattering (DLS) analysis. Nevertheless, WO3 and Ag NPs suspensions still exhibited 
large agglomerates (probably strongly bounded aggregates) that sediment immediately 
after hours of sonication. Thus, the fabrication of nanocomposites with well dispersed 
Ag and WO3 NPs was not possible in this way.  

 
For PC, several good solvents were identified. However, in most cases the formation 

of a glassy crust during solvent evaporation prevented the fabrication of transparent 

MEK DCM

Polymer/NPs δD δP δH 

BaTiO3 NPs Grade 1 20 13.7 15.5 

BaTiO3 NPs Grade 2 20 13.9 15.3 

WO3 NPs 12.1 20.5 9.5 

Ag 16.6 0.1 22.9 

PVdF-HFP 14.6 11.9 11.4 

PC 19.7 8.5 8.7 
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homogeneous films165. Dichloromethane (DCM) was the only solvent from which nice 
thin films were fabricated with maximum thicknesses of 30 μm. Indeed, above this 
thickness, a honeycomb-like structure appears in the thickness of the film which is no 
longer homogeneous. Nevertheless, DCM was not a good dispersant for the selected 
NPs. For BaTiO3, in addition to the fast re-agglomeration (see Figure A.3 c) of the NPs, a 
honeycomb-like heterogeneous distribution of BaTiO3 NPs was observed at 
macroscopic scale as shown in Figure A.3 a) and b). A phase separation was thought to 
induce these honeycomb-like structures.

Figure A.3: SEM images of a PC:BaTiO3 nanocomposite fabricated by solvent casting in DCM. 
Observation on a) the surface of the nanocomposite film at magnification x34 and in the cross 
section prepared by cryofracture at magnifications of b) x500 and c) x20k.

Concerning PVdF-HFP, nice transparent and flat polymer films could be obtained 
with several solvents. Its low glass transition temperature facilitates the diffusion of 
solvent in the thickness of the polymer film, which prevents the formation of a glassy 
crust. Among these solvents, DMF and MEK have allowed fabricating nanocomposite 
films with well dispersed BaTiO3 NPs, as shown in Figure A.4 a). The mechanisms of 
stabilization of the suspensions are presented in chapter 3. 

As expected from sedimentation tests and DLS analysis, nanocomposites films 
prepared with WO3 and Ag NPs in MEK do not exhibit good dispersion states. As shown 
in Figure A.4 b), the dis-agglomeration of WO3 NPS was not fully achieved during 
sonication. Indeed, several large aggregates with a round shape are present in the 
nanocomposite films. However, a fraction of the NPs is rather well dispersed in PVdF-
HFP matrix. This could be due to the adsorption of PVdF-HFP onto WO3 NPs, which is 
predicted by the Hansen theory (߯௦~2, more details about the adsorption parameter ߯௦
are given in chapter 2). Figure A.4 c) shows the dispersion state of Ag NPs in PVdF-HFP 
matrix. Again, dis-agglomeration of Ag NPS has not been fully achieved during 
sonication.

The HDPs values of Ag NPs are associated with a high uncertainty due to the low 
number and the off-centre HSPs (high δH) of good dispersants experimentally found. 
Indeed, the sphere of the sphere is not accurate at all. This might be expected from the 

55000 μm 500 μm 11 μm

a) bb) c)
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very high surface energy of metallic particles. Other stabilization mechanisms, such as 
ionic stabilization, may be involved in this case.

Figure A.4: SEM images of a PVdF-HFP based composites filled with 10 vol% of a) BaTiO3, b) 
WO3 and c) Ag NPs and fabricated by solvent casting in MEK. Observation at magnification x2k 
in film cross section prepared by cryofracture 

Concerning the surface modification of the NP surface, three approaches were 
identified on the basis of the literature: 

1- The improvement of the affinity between the matrix and the NPs is relatively 
simple to design. It consists in grafting a chemical species that has strong affinity 
with the polymer matrix on the NP surface. In some cases, polymer chains 
identical or similar to the matrix are used.

2- The creation of an electrically passive layer consists in grafting a chemical 
species that has high LUMO (or high ionization energy, IE) and low HOMO (or 
high electron affinity, AE). Without knowing the exact electronic structure of the 
nanocomposite components, the selection of a modifier with a high band gap 
allows creating an electrically passive layer either for electrons, for holes or for 
both of them.

3- The creation of an electrically active layer is much more complex. It requires 
knowing the electronic structure of the nanocomposite components (i.e. at least 
two parameters among EA, IE and band gap) to design specific localized states 
whose spatial density and distribution must be controlled as well to avoid the 
formation of conduction paths in the interphase. 

As a result, the study was focused on PVdF-HFP:BaTiO3 nanocomposites processed 
by solvent casting. BaTiO3 NPs were functionalized following the first two approaches, 
which do not require electronic structure characterization. They aim at improving the 
affinity between matrix and NPs and at creating an electrically passive layer at the 
interfaces. 

1100 μm

b) c)a)

100 μm 100 μm
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