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Résumé: Les nanoparticules d'or (GNP) sont
des matériaux prometteurs dans divers domaines
de recherche, grace a leurs propriétés chimiques,
physiques et optiques accordables. Leur complexité
peut étre en partie attribuée aux interactions dy-
namiques avec les ligands de surface et le solvant.
Ainsi, une compréhension précise de ces interactions
dynamiques permettrait de concevoir de maniére ra-
tionnelle des matériaux aux propriétés souhaitées.
Alors que diverses techniques spectroscopiques ont
été largement utilisées dans ce but, les approches
computationnelles se sont avérées étre elles aussi des
méthodes puissantes pour fournir des informations
atomistiques importantes. Par conséquent, |'objectif
de ce travail est d'utiliser des approches de calcul a
plusieurs niveaux pour comprendre l'interaction des
GNP avec divers environnements.

Tout d’'abord, I'interaction interfaciale de I'eau sur
une série de GNP de taille croissante a été systéma-
tiquement sondée par dynamique moléculaire classique
et des méthodes semi-empiriques. Les propriétés struc-
turelles de la premiére couche de solvatation ont été
étudiées a I'aide de la durée de vie de relaxation ori-
entationnelle, des fonctions de distribution radiale et
de l'orientation des molécules d'eau. Ces analyses
ont montré un réarrangement des molécules d'eau
pour former un réseau de liaison hydrogéne 2D étendu
lorsque la taille de la GNP augmente. La densité
d’états vibrationnels calculée pour la premiére couche
de solvatation a mis en évidence un déplacement vers
le bleu des modes d'étirement OH par rapport a la
gouttelette d'eau, ce qui confirme |'observation d'un
réarrangement du réseau de liaisons hydrogéne.

Malgré ces résultats intéressants, le champ de
forces utilisé pour cette étude présente des limitations,
en particulier I'absence de terme de polarisation. Par
conséquent, nous avons implémenté le champ de forces
GAL, récemment développé pour les interactions entre
I'eau et les surfaces métalliques, dans le logiciel Tinker
pour permettre le couplage avec le champ de forces

polarisable AMOEBA. Nos résultats ont souligné une
excellente description des effets a n-corps lorsque nous
avons incorporé les interactions eau-eau. En outre, la
stabilité de I'implémentation a été testée dans les en-
sembles NVT et NPT. D'autres propriétés structurelles
issues de la dynamique sont comparées aux données
de référence.

En plus de l'eau, la dynamique de l'interaction
entre la GNP et les ligands de surface est importante.
Par conséquent, |'adsorption de molécules organiques
sur la GNP a été systématiquement étudiée en DFT.
Tout d'abord, la géométrie d'une série de composés
aromatiques substitués adsorbés sur Au32 a été op-
timisée. Des analyses topologiques ont été réalisées
pour identifier multiples interactions non covalentes.
Les analyses de décomposition de I'énergie ont mon-
tré que les interactions électrostatiques et dispersives
étaient les principaux contributeurs. Enfin, des analy-
ses vibrationnelles ont été réalisées pour étudier com-
ment I'adsorption sur la GNP affecte la spectroscopie
infrarouge des composés organiques. L'information sur
I'orientation du cycle aromatique peut étre déduite de
la variation de l'intensité des modes d'étirement CH.
De plus, nous avons trouvé qu'il y a un effet limité de
la taille de la GNP sur I'énergie d’interaction. Ensuite,
avec |'acide benzoique comme cas d'étude, nous avons
comparé qualitativement les spectres infrarouges et
Raman obtenus par I'expérience.

Enfin, nous avons utilisé la méthode DFT dépen-
dante du temps en temps réel pour étudier une pro-
priété importante des systémes sous irradiation, le
pouvoir d'arrét électronique. Nous avons évalué sa
sensibilité aux bases atomiques utilisées et des grandes
bases, capables de décrire I'état de continuum, ont été
générées. Avec un modéle d’eau, nous avons évalué
I'efficacité de ces bases pour obtenir une courbe du
pouvoir d'arrét comparable & celles obtenues par des
méthodes d'onde plane et une approche empirique.
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Abstract: Gold Nanoparticles (GNP) are promising
materials across various research fields, thanks to their
tunable chemical, physical, and optical properties. The
complexity of GNP systems can be partly attributed to
the dynamic interactions with surface ligands and the
solvent. Therefore, with the precise understanding of
these dynamic interactions, a rational design of materi-
als with desired properties would be achievable. While
various spectroscopic techniques have been widely em-
ployed for this effort, computational approaches have
been proven to be powerful methods to provide im-
portant atomistic insights. Therefore, the objective of
this work is to employ multi-level computational ap-
proaches to understand the interaction of GNPs with
various environments.

Firstly, the interfacial interaction of water on a
series of increasing-size GNP has been systematically
probed with classical molecular dynamics and semi-
empirical methodologies. The structural properties of
the first solvation shell have been investigated with ori-
entational relaxation lifetime, radial distribution func-
tions, and orientations of water molecules. These
analyses have suggested re-arrangement of the wa-
ter network to form an extended 2D hydrogen bond
network as the size of GNP increases. The com-
puted vibrational density of states of the first solvation
shell of the GNP series has highlighted a blue shift of
OH stretching modes in comparison with the water
droplet, which further supported the observation of
re-arrangement of the hydrogen-bond network.

Despite the interesting results obtained, there are
still limitations in the forcefield used for this study, in
particular the absence of polarization term. Therefore,
we have implemented GAL forcefield, ie. a recently
developed forcefield for water-metal surfaces interac-
tions, in Tinker software to allow the coupling with the
polarizable AMOEBA forcefield. Our result suggested
an excellent description of many-body effects as we
incorporated water-water interactions. In addition, the
stability of the implementation has been tested in both

NVT and NPT ensembles. Further structural proper-
ties from the dynamics are compared with reference
data.

In addition to water molecules, the dynamics of
interaction between GNP and surface ligands is impor-
tant. Therefore, the adsorption of organic molecules
on GNP has been systematically investigated at the
DFT level. Firstly, the geometry of a series of substi-
tuted aromatic compounds adsorbed on Au32 has been
optimized. Topological analyses have subsequently
been performed to identify the formation of multi-
ple non-covalent interactions with varied strengths.
The energy decomposition analyses suggested that the
electrostatic and dispersive interactions were the main
contributors to the interaction. Vibrational analyses
were lastly performed to investigate how the adsorp-
tion on GNP affects the infrared spectroscopy of the
organic compounds. Interestingly, the information on
the orientation of the aromatic ring can be deduced
from the variation in the intensity of the CH stretching
modes of the phenyl ring. Moreover, we have sys-
tematically found that there is minimal effect of the
size of GNP on the interaction energy with a series of
small organic molecules. Afterwards, with benzoic acid
as a case study, we have qualitatively compared the
obtained infrared and Raman spectra with experiments.

Lastly, we have employed the real-time time-
dependent DFT method to study an important prop-
erty of systems under irradiation, i.e. the electronic
stopping power. We evaluated the sensitivity of stop-
ping power with respect to the basis sets used to
describe the molecules. In this study, large basis sets,
capable of describing continuum state, have been gen-
erated. With water cluster as the model system, we
have evaluated the effectiveness of these basis sets in
obtaining the curve of stopping power that is compara-
ble to the plane-wave methods and the semi empirical
approach.




Multi-level Modeling of Gold
Nanoparticles in Various
Environments: A Theoretical
Approach

Modélisation multi-échelle de nanoparticules d'or dans divers
environnements : une approche théorique

These de doctorat de I'université Paris-Saclay

Ecole doctorale n° 571 : sciences chimiques : molécules, matériaux,
instrumentation et biosystémes (2MIB)

Spécialité de doctorat: Chimie

Graduate School : Chimie, Référent : Faculté des sciences d'Orsay

Thése préparée a |I'Institut de Chimie Physique (Université Paris-Saclay, CNRS),
sous la direction de Carine CLAVAGUERA, Directrice de recherche,
et le co-encadrement de Van-Oanh NGUYEN-THI, Maitresse de conférences

Theése soutenue a Paris-Saclay, le 21 septembre 2022, par

Rika TANDIANA

Talal MALLAH Président
Professeur, Université Paris-Saclay
Jérome CUNY Rapporteur & Examinateur

Maitre de conférences (HDR), Université Paul
Sabatier Toulouse

Tzonka MINEVA Rapporteur & Examinatrice
Directrice de recherche, CNRS-Institut Charles

Gerhardt

Jean-Philip PIQUEMAL Examinateur
Professeur, Sorbonne Université

Stephan STEINMANN Examinateur

Chargé de recherche, CNRS-ENS de Lyon

Carine CLAVAGUERA Directrice de these
Directrice de recherche, CNRS/Université Paris-

Saclay

Van-Oanh NGUYEN-THI Co-encadrante de these

Maitresse de conférences, Université Paris-Saclay

Fabien CAILLIEZ Invité
Maitre de conférences, Université Paris-Saclay







Acknowledgments

This PhD journey would not have been possible if not for the different people who
have been there at every step, regardless of them being physically here or not.
First of all,  would like to express my gratitude to Carine, for her constant guidance
and support, despite all the crazy and irrational ideas | had throughout the three
years. Also, for the constant encouragement and challenges that help me grow as
a researcher and as a person. | would also like to thank Van-Oanh for her guid-
ance during this time as well. Many thanks to the collaborators who have assisted
and contributed to the research works that are reported here: Cécile Sicard-Roselli,
Aurélien de la Lande, Stephan Steinmann, Paul Clabaut, Dominik Domin. Also for
the internship students, who have also participated enthusiastically in the research
works: Judith, Marine, Sylvain, Cécile, and Nitik. | am forever grateful for all of them.
I am thankful for each of the members of jury for making time to be part of my
thesis defense, and in particular Fabien and Talal who have followed my research
progress for the past three years. Their advice and suggestions have been highly
appreciated.

| am also very grateful for all of the members of Théosim group, who have cre-
ated the warm and welcoming culture daily. | have greatly enjoyed their company
during lunch time, coffee time, and after work gatherings. | consider myself to be
very lucky to be a part of this group.

Lastly, | would like to thank my family, who have consistently provided emo-
tional support during the three years. And my friends, who have always been there
to listen and to encourage me, Marija, Riya, Gilbert, Diana, Diaz, Nacho, Jed, Marija,
and Divya. Also to everyone else whom i have met during my stay in France, many
thanks for all the support.



Synthése en francais

Les nanoparticules d'or (GNPs) sont des matériaux prometteurs dans divers do-
maines de recherche, grace a leurs propriétés chimiques, physiques et optiques
accordables. Leur complexité peut étre en partie attribuée aux interactions dy-
namiques avec les ligands de surface et le solvant. Ainsi, une compréhension pré-
cise de ces interactions dynamiques permettrait de concevoir de maniére rationnelle
des matériaux aux propriétés souhaitées. Alors que diverses techniques spectro-
scopiques ont été largement utilisées dans ce but, les approches computation-
nelles se sont avérées étre elles aussi des méthodes puissantes pour fournir des
informations atomistiques importantes. Par conséquent, l'objectif de ce travail est
d'utiliser des approches de calcul a plusieurs niveaux pour comprendre l'interaction
des GNPs avec divers environnements.

Optical and
Radiosensitizing
Properties

Nature of the interaction,
preferred adsorption
orientation

: \RT-TD-DFT
Excited State
o T

> >
) ey

Figure 1: Représentation schématique des objectifs de la these utilisant différents
niveaux de méthodes de calcul pour étudier des propriétés spécifiques d'intérét.

Tout d'abord, l'interaction interfaciale de I'eau sur une série de GNP de taille
croissante a été systématiquement sondée par dynamique moléculaire classique
etdes méthodes semi-empiriques. Les propriétés structurales de la premiére couche
de solvatation ont été étudiées a l'aide de la durée de vie de relaxation orientation-
nelle, des fonctions de distribution radiale et de I'orientation des molécules d'eau.



Ces analyses ont montré un réarrangement des molécules d'eau pour former un
réseau de liaison hydrogéne étendu a deux dimensions lorsque la taille de la GNP
augmente. La densité d'états vibrationnels calculée pour la premiére couche de
solvatation a mis en évidence un déplacement vers le bleu des modes d'étirement
OH par rapport a la gouttelette d’'eau, ce qui confirme l'observation d'un réarrange-
ment du réseau de liaisons hydrogéne.

Malgré ces résultats intéressants, le champ de forces utilisé pour cette étude
présente des limitations, en particulier I'absence de terme de polarisation pour
traiter les effets a n-corps. Par conséquent, nous avons implémenté le champ de
forces GAL, récemment développé pour les interactions entre l'eau et les surfaces
meétalliques, dans le logiciel Tinker pour permettre le couplage avec le champ de
forces polarisable AMOEBA. Nos résultats ont souligné une excellente description
des effets a n-corps lorsque nous avons incorporé les interactions eau-eau. En
outre, la stabilité de I'implémentation a été testée dans les ensembles NVT et NPT.
D'autres propriétés structurelles issues de la dynamique sont comparées aux don-
nées de référence.

H - e .
O ] O.. 0" H—0:---H—0
) )

GNP " GNP

Figure 2: Schéma représentant le réarrangement du réseau des molécules d’'eau
en présence de GNP de tailles croissantes.

En plus de l'eau, la dynamique de l'interaction entre la GNP et les ligands de
surface est importante. Par conséquent, 'adsorption de molécules organiques sur
la GNP a été systématiquement étudiée en DFT. Tout d'abord, la géométrie d'une
série de composés aromatiques substitués adsorbés sur Au32 a été optimisée. Des
analyses topologiques ont été réalisées pour identifier multiples interactions non
covalentes. Les analyses de décomposition de I'énergie ont montré que les inter-
actions électrostatiques et dispersives étaient les principaux contributeurs. Enfin,
des analyses vibrationnelles ont été réalisées pour étudier comment I'adsorption
sur la GNP affecte la spectroscopie infrarouge des composés organiques. Par ex-
emple, I'information sur l'orientation du cycle aromatique peut étre déduite de la
variation de l'intensité des modes d'étirement CH. De plus, nous avons trouvé qu'il
y a un effet limité de la taille de la GNP sur les valeurs de I'énergie d'interaction.
Ensuite, avec I'acide benzoique comme cas d’étude, nous avons comparé qualita-
tivement les spectres infrarouges et Raman obtenus par l'expérience.
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Figure 3: Interaction entre les composés aromatiques substitués et la GNP, sondée
par analyse topologique et analyse vibrationnelle.

Enfin, nous avons utilisé la méthode DFT dépendante du temps en temps réel
pour étudier une propriété importante des systémes sous irradiation, le pouvoir
d'arrét électronique. Nous avons évalué sa sensibilité aux bases atomiques util-
isées et des grandes bases, capables de décrire I'état de continuum, ont été générées.
Avec un modele d'eau, nous avons évalué l'efficacité de ces bases pour obtenir une
courbe du pouvoir d'arrét comparable a celles obtenues par des méthodes d'onde
plane et une approche empirique.

Les travaux rapportés dans cette these ont démontré I'apport des simulations
multi-échelles a la compréhension de l'interaction entre les GNP et leur environ-
nement chimique. Cette étude ouvre les portes vers de nombreuses perspectives
tant du c6té du développements de méthodes théoriques que du cbté des appli-
cations ala spectroscopie vibrationnelle et aux outils d’apprentissage automatique.
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Gold Nanoparticles (GNP) have been a material of choice across many differ-
ent fields of applications, such as catalysis, sensors, biomedicals, drug delivery,
nanomedicines, cancer treatment, among many others. These widespread appli-
cations have been made possible thanks to the unique optical and physical prop-
erties exhibited by GNP of various size and shape. Moreover, GNP can be easily
conjugated with functionalizing agents, such as drugs, DNA, proteins, surfactants,
etc., further expanding and improving their potential applications. The scientific in-
terests in its applications in biomedical fields are rapidly increasing. Figure 1.1 gives
an illustration on the different possible functional groups that could be added on
the surface, and their potential applications in different medical applications.

The highly tunable properties of GNP can be attributed to the variability of the
size and shape of GNP and the interactions with the surface ligands. The GNP pre-
paredinthelaboratory are increasingly more sophisticated, as shapes like nanorods,
nanostars, nanopyramids, nanocages, nanoshells have been successfully prepared
and characterized. Each of this shape exhibits unique physical, and optical prop-
erties, and additionally toxicity profile. As an example, gold nanorods have been
shown to exhibit two modes of plasmonic behavior that absorb at two different
wavelengths, i.e. transversal and longitudinal modes. As the length of the rod in-
creases, a red shift in one of the modes towards the near IR range in the plasmonic
behavior is observed.” This red shifted absorption is desirable for the biomedical
application in either imaging or photothermal therapy, as infrared can penetrate
through biological tissues. Additionally, the plasmonic activity of GNP has been
shown to induce the dissociation of Hy and D,, forming HD.? As a potential drug
carrier agent, GNP have been functionalized with poly-ethylene glycol to avoid be-
ing eliminated by mononuclear phagocytic system (MPS), allowing it to reach the
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targeted site inside the body.3 This functionalization of course has a significant
impact on the physical and optical properties of GNP. Yet in another application,
where GNP has been used as radiosensitizers, the presence of surface ligand might
trap the secondary electrons induced by irradiation, thus lowering the radiosensi-
tizing effect.

All these examples highlight the importance of the interaction between GNP
and the ligands at the surface. Another additional contributing factor is the solva-
tion effect, that cannot be ignored. Solvent molecules provide competitive interac-
tion between GNP-solvent and GNP-ligand, and also ligand-solvent, providing an-
other layer of complexity to the interaction. Experimental investigations have been
proven quite challenging to provide such atomistic interactions, whereas compu-
tational tools can provide valuable insights. The understanding of the interactions
can eventually lead to rational design and synthesis of GNP with desired proper-
ties. In the following section, the current computational approaches that have been
employed to study either gold surfaces and GNP are being reviewed.
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Figure 1.1: The schematic illustration of multifunctionalized GNP# (left) and their
possible application in biomedical fields> (right)

1.1 Literature Review

We will start our literature review by discussing the different experimental ap-
proaches taken to study the interaction at the interface of GNP. With the advance-
mentin the surface sensitive spectroscopy techniques, there is an increasing amount
of research efforts directed at the study of the interaction at the interface of GNP,
to answer the question on the orientation of molecules or the number of binding
sites on GNP, among many other interesting questions.®8

Figure 1.2 illustrates the different in-situ experimental techniques along with
the different questions to be solved, adapted from a review article by Xue et al..°?
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losin et al. have employed surfaced enhanced Raman spectroscopy (SERS) to in-
vestigate the interaction between protein and GNP, and to localize the molecular
group responsible for the interaction.™ Another study employing SERS technique
has focused on the protein aggregation process as a function of temperature and
solvent.” The surface enhanced hyper-Raman scattering (SEHRS), a non-linear ana-
logue of SERS, has been used to probe the adsorption geometry of amino acids,
DNA bases, on GNP.™'5 The authors have observed that SERS and SEHRS tech-
niques have different selection rules, and comparing the two spectra allows an
accurate interpretation of the orientation of the ligands adsorbed at the surface of
metal nanoparticles. Based on the SERS and SEHRS, the authors reported a differ-
ent adsorption geometry of thiophenol on the surface of GNP and AgNP.
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Figure 1.2: (top)The schematic illustration of different experimental techniques to
characterize the surface of metal nanoparticles? ; (bottom) Comparison between
experimental (A) and calculated (B) X-Ray Absorption Spectroscopy for quantifying
the orientation of water molecules on the surface of charged and neutral gold sur-
faces (C)."

In another study, reflection-absorption infrared spectroscopy (RAIRS) has also
been used to probe the halogenated benzene adsorbed on Copper surfaces ([111]
and [110] surfaces), and how the substituent affects the orientation.'” Terahertz
(THz) spectroscopy and sum-frequency vibrational spectroscopy have also been
increasingly used to especially probed the collective translational and librational
motions of hydrogen bond network at the vicinity of GNP."™ In another article, X-
ray absorption (XAS) has been employed to study and quantify the distribution of
water structure and the hydrogen bond network at the interface of gold electrode
(see Figure 1.2)."
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Meanwhile, there is an increasing number of works reported with computa-
tional approaches at various scales providing important insight into interaction at
the interface of GNP. Some works have also combined experimental and theoreti-
cal approaches to probe GNP interactions with various molecules.™2 For the fol-
lowing sections, the reported works will be grouped into three main categories
based on the computational approaches applied, which are the molecular dynam-
ics approach, focusing on the study of dynamic processes of ligands and solvents
on the surface, the static electronic structure calculation, focusing on the study of
the electronic properties of the interaction for example for catalytic properties, and
lastly the calculation of GNP in excited state, mainly to study the plasmonic prop-
erties and radiosensitizing properties of GNP.

1.1.1 Molecular Dynamics Methods

The dynamical interaction of surface ligands, such as organic molecules, polymers,
proteins, and ions, with the surface of GNP, and also with solvent molecules can
be captured with molecular dynamics (MD) method. The delicate balance between
the competing interaction of surface-ligand, surface-solvent, and ligand-solvent is
important for prediction of the properties of GNP. MD simulations offer atomistic
outlook on the time evolution of the interactions, which can provide valuable in-
sights into the underlying processes. The theoretical foundation of MD simulations
is explained thoroughly in Chapter 2. For introductory and clarity purposes, MD
simulations are performed with classical treatment of the atomic nuclei, and the
trajectories of the atoms are accumulated by solving Newton's equation of motion
for each atoms. The potential energy and the forces associated to the atoms can be
calculated at different levels of computation, depending on the desired accuracy,
and the properties of interest.

For high accuracy in computations of the potential energy and forces, quantum
level of theory will be necessary, and among which, DFT method is gaining increas-
ing popularity due to the balance between accuracy and computational cost. How-
ever, the computational cost is still prohibitively high, which results in the limitation
in the size of the system (number of atoms) and the simulation time (usually in the
picosecond time scale). To reduce the computational cost and hence, accelerating
the calculations, different levels of approximations can be introduced. Firstly, the
semi-empirical method, among which is the tight-binding approach (DFTB), has re-
cently been increasingly employed. The Hamiltonian of the interacting atom pairs
is stored as a parameter file, that is derived from DFT calculation by using mini-
mal basis set.?3 As such, this computational level can reach high level of accuracy,
and important electronic effects (such as charge transfer and polarization) are still
explicitly treated. With DFTB, the computational cost is significantly reduced as
compared to DFT, and hence expanding the limit of the system size and simulation
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time (up to a few nanoseconds time scale). The limitation of such method will be
the availability of atom pair specific parameters.
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Figure 1.3: The coarse-grained approach to investigate the translocation of GNP
through membrane in different conditions.24

Considering that GNP have been increasingly used in biomedical contexts, as
demonstrated earlier in the chapter, the interaction between GNP and various
biomolecules and in various biological processes have to be considered. Many bio-
logical processes span across different time scales and it can reach up to seconds,
for example protein folding or protein reorganization on GNP surfaces can vary
from a few nanoseconds up to hundreds of nanoseconds, and translocations of
drug functionalized GNP across a membrane (see Figure 1.3)%4, which can take be-
tween minutes and hours. Moreover, both GNP and biomolecules usually contain
large number of atoms, up to hundreds of thousands of atoms in total. Therefore,
these events cannot be observed neither with the quantum level nor the semi-
empirical level of calculations. To enable such large scale simulation, other levels
of approximation for the calculation of potential energy, called atomic force field
and coarse grained model, have been developed.

In force field model, the potential energy information is stored in atom-type
specific parameters and then computed with a mathematical function. Within this
model, the molecules are considered as collection of balls connected with a spring,
and the electronic information is not explicitly treated. But, the gain in the com-
putational acceleration enables the simulation of large biomolecules over a longer
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period of simulation time (up to microsecond time scale). In coarse grained model,
molecules are grouped together as beads during the potential energy calculation.
As a result, the individuality of the atoms is replaced by group-based parameters.
However, sometimes such approximation is necessary to allow simulations of pro-
cesses that involve large systems, for example in the study of formation of protein
corona on GNP, which is a critical aspect for its application in nanomedicine.?> An
important limitation of these models is that processes requiring explicit electron
treatment cannot be simulated, such as bond forming and breaking processes,
charge transfer, among many others. To overcome this limitation, a reactive force
field (Reax-FF) has recently been introduced that allows the simulation of bond for-
mation and bond breaking.?® The parameters describing the gold-thiol systems
have been proposed, and employed to study the adsorption of thiolated ligands
on gold surfaces.?7-2?
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Figure 1.4: The comparison of the different computational levels used in this thesis
with respect to the time and length scale of the systems of interest.

In the cases where the electronic effect is important, i.e. in the cases of gold
electrodes, the utilization of ab-initio simulations might be inevitable. Alternatively,
combination of the ab-initio and force field methodology, within a QM/MM frame-
work, has been proposed and developed. In the framework, the ab-initio region
(QM), where the important processes will be simulated, is surrounded by the molec-
ular mechanic region (MM), where the environment will be simulated with the force
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field methods. This method has recently gained popularity, as it gives access to
both the important processes requiring explicit electron treatment and also includ-
ing the response of the environment to these processes. Hence, it brings us into a
more realistic simulation and yet at a much lower computational cost as compared
to the full ab-initio simulations. The challenge in this method is however, selecting
the suitable boundary between the QM processes and the MM simulation. Despite
the advantages that QM/MM methodology propose, it has not been used widely
yet to simulate GNP interface.3°

In short, the illustration of the relationship between the different calculation
levels and the time and length scale is shown in Figure 1.4. In the following sec-
tions, the simulations of GNP based systems at different levels of MD simulations
in the last few years are discussed.

1.1.1.1 DFT-MD

Since calculation at DFT level is associated with high computational cost, simula-
tions of GNP at intermediate sizes (few nanometers in diameter) can be very costly.
Furthermore, by employing plane wave approaches that are efficient in calculation
of periodic surfaces, DFT-MD simulations of gold systems have been generally per-
formed with gold [111] or [100] surface slabs, consisting of a few layers of gold atoms
repeated in xy directions. Indeed, several publications have reported MD simula-
tions on gold surfaces by employing this plane wave approach. Various investiga-
tions on the solvation structure of water molecules on neutral and charged sur-
faces, in the context of electrocatalysis and electrodes have been reported, whose
electronic aspects of the interaction are crucial.’®336 These researches have pro-
vided valuable insights not only into the water structure at the interface of neutral
or charge gold surfaces, but also into the development of force field specific for
Au-water interface.

Moreover, DFT-MD simulations have been used to investigate the interactions
between oxygen atoms, CO, and CO,, in the context of catalysis.377392 Yoo et al.
have performed MD simulations to investigate the role of oxygen vacancy on the
catalytic activity of gold nanocatalyst supported on reduced titania support (see
Figure 1.5).4° Upon a closer inspection on the band alignment diagram, they have
concluded that the charge transfer occurs from Au cluster to the conduction band
of TiO9, and that the role of oxygen vacancy is indirect in nature. In short, the charge
redistribution at the interface results in the increase in the reactivity of supported
GNP.

On the contrary, there is a lesser amount of works in DFT-MD reported with
GNP as the model, due to the reasons discussed previously. Additionally, there is
no straightforward reason for any particular choice of size or shape of GNP as the
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model, other than when experimental results are available. Still, Darvish Ganji et
al. have performed DFT-MD study to investigate the adsorption of several amino
acids on the surface of Ausy and followed by the adsorption of nucleobases on Auj 3.
In these studies, they investigated the preferred adsorption mode of the small
biomolecules on the surface of GNP, which is through either the amine or carbonyl
functional groups for amino acid, and either through the N/O or the aromatic ring
for nucleobases. Furthermore, the interaction is reported to be chemisorption by
nature.4"42 All in all, DFT-MD is not exactly the most popular tool to investigate the
dynamical properties of gold interfaces, despite the high level of accuracy achieved
and the detailed information on the electronic contribution.
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Figure 1.5: (left) The dynamic interaction between oxygen vacancy, gold cluster,
and reduced titanium dioxide substrate, underlies the catalytic activity on oxidative
reactions,4° and (right) the schematic representation of Aus; surrounded by 640
water molecules in a cluster model.43

1.1.1.2 DFTB-MD

There are also reported works employing the semi-empirical level of MD simula-
tions with tight binding approximation, as in DFTB method. At this level of simu-
lation, an important bottleneck would be the development of highly accurate pa-
rameters for the atom pairs in the systems of interest. The parameters for gold
thiolated systems, including the Au, S, C, H, N, and O atoms, have been reported by
Fihey et al..44 The parameters describing the Au-Au interactions have subsequently
been benchmarked for gold systems varying from cluster size to bulk systems.4>
This has led to the exploration and the detailed investigation on the electronic prop-
erties of different sizes and shapes of GNP.

In addition, Fazio et al. have used the reported parameters to perform DFTB-
MD simulations to study the water structure at the interface of Auss with cluster
model (see Figure 1.6).43 They reported an MD simulation performed for 20 ps for
a system that includes 640 water molecules, for which the charge of GNP has been
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varied from o to +1and to +2. Their objective is to investigate the dependence of the
solvation structure on the charge. They have demonstrated that the orientation of
water molecules residing at the first solvation shell is sensitive to the charge state,
which is consistent with the observation from DFT-MD method discussed above.
In another study, Dominguez-Castro et al. have investigated the interaction of pep-
tides on the surface of Auss, which represents the [111] facet. They have observed
that the interaction was formed through the carboxylic functional group (see Fig-
ure 1.6).4 Since phosphine-based ligand can be an alternative capping agent for
GNP, the parameter describing the Au-P interaction has been recently reported,
thus enabling the simulation of phosphine stabilized gold nanoclusters.4”
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Figure 1.6: The DFTB-MD simulations of peptides interacting on gold [111] surface,
highlighting the change in Au-peptide bond over time.4°

Despite being a promising methodological tool, the major limitation for DFTB
methodology is still the parameters development, firstly, and the transferability of
the parameters, secondly. The Slakos parameters are usually stored for pair of the
interacting atoms, and their derivation does not usually include the effect of the
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environment. Consequently, the parameter of the interactions can be system spe-
cific. Therefore, when the parameter is used in another system, the accuracy of the
calculation might drop. There are constant efforts in improving the DFTB param-
eters, and one such approach relies on an artificial neural network to introduce
energy correction for a particular interacting pair.4849

1.1.1.3 Force Field-based MD

Force field-based MD (FF-MD) is a popular method of choice to study the interfa-
cial interaction of gold surfaces and GNP. The strong scientific interest in the GNP
materials has driven the development of force field specifically describing the in-
teraction of gold surfaces with various molecules. Initially, the interaction has been
described with various Lennard Jones (L)) potentials, and the integration of the gold
parameters within the different force fields available is straightforward.5%5' The
compatibility of the parameters with the existing biomolecular force field leads to
their widespread use for the simulation of gold surfaces. The parameters devel-
oped by Heinz et al. have been fitted against experimental properties, i.e. surface
tension and density, and they have been shown to perform well in simulating the
interaction of gold surfaces with various molecules.>° However, the simplistic ap-
proach to the interaction does not reflect accurately the underlying interaction, in
particular the differentiation between physisorption and chemisorption, in addi-
tion to the contribution from polarization and charge transfer.

Thereafter, different force fields have been proposed, such as the GolP (Gold-
protein) force field as proposed by Corni's group. The force field takes into ac-
count the polarization effect, chemisorption term, van der Waals interaction term
(through L) potential and addition of virtual sites), and an additional term for pi-
conjugated systems.5? Initial parameters have been fitted for models of amino
acids and validated against a series of small organic molecules (i.e. alkanes, alkenes,
toluene) adsorbed on Au [111] surface. The parametrization was performed for the
interaction energy and optimal distance from the surface.

The force field was later extended to include the adsorption on Au [100] to al-
low investigation of facet-specific adsorption. The force field is compatible with
CHARMM force field, and hence called GolP-CHARMM.53 These force fields have
been extensively used for studies involving amino acid, peptides, and proteins.
Subsequently, the force field is further adapted to the interaction between Au [111]
surface and DNA within AMBER force field framework.>4 Futera et al. later assessed
the accuracy of the parameters for amino acid and introduced new Au-S bonding
parameters that improve the description of S-linkages.>> Biriukov and Futera later
on investigated the adsorption geometry of amino acids at the interface of aque-
ous gold electrode (see Figure 1.7).5° They observe that the external electric field
has stronger influence for the positively charged than both the negatively charged
and neutral amino acids, which also depends on the ability of these amino acids
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to penetrate the solvent layer to approach the surface. However, the adsorption
geometry of water and all amino acids is found to be moderately perturbed by the
applied electric fields.
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Figure 1.7: The adsorption free energy profile (left) and the representative con-
figurations of amino acids (right) on zero-field condition as simulated with GolP-
CHARMM FF by Futera et al.5°

Focusing on the interaction between metal surfaces, both [100] and [111] facets,
and water molecule, GAL force fields have been developed.5758 The functional
form of GAL is different from the generally available force fields, and it will be dis-
cussed thoroughly in Chapter 2. GAL force field includes the angular dependence
contribution in addition to the physisorption and chemisorption terms. The force
field is able to replicate correctly the preferred orientation of water molecules on
Au [111] surface obtained at DFT level. The force field has been demonstrated to
reproduce well the interfacial water structure on metal surfaces, as well as alloy
surfaces (see Figure 1.8).
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Figure 1.8: The structure of the first water layer adsorbed on Cu [111] (left),
Cuo.5A80.5[111] (middle), and Ag[111] (right), taken from a snapshot of MD simula-
tions with GAL force field.58

Theinteractions between gold surfaces and biomolecules have also been probed
with force field-based MD simulations. Brancolini et al. have thoroughly investi-
gated the interaction between ubiquitin, a ubiquitous protein in eukaryotes, and
gold surfaces (see Figure 1.9).59 They have found that the driving force for the in-
teraction is dominated by the van der Waals interaction with smaller contribution
from the electrostatic interactions, and the interaction is assisted by binding to
citrate, a common surface ligand of GNP. The computational results have subse-
qguently been found to agree with and to explain experimental observation.

Figure 1.9: The most possible binding geometries of ubiquitin on bare gold surfaces
as obtained with BD Docking, and serve as the starting geometry for MD simula-
tions with GolP force field.>°

The simulations of GNP systems have largely been carried out by employing
one of these reported force fields, since the surface of GNP is represented by Au



1.1. Literature Review 13

[111] or [100] facets. The force field-based MD has generally been employed for a
wide range of objectives, to investigate the water solvation of GNP of various sizes,
shapes and in the presence of surface ligands,®°-%3 to assess the binding prefer-
ence of amino acids on GNP, %4 to investigate the adsorption of large biomolecules
on GNP,596567 etc,

1.1.2 Static Approach: Electronic Structure Calculations

Besides molecular dynamics simulations, a large number of articles has been re-
ported based on the static approach at DFT level of computation. The objective of
the study mainly focuses on understanding the electronic aspect of the interaction
and searching for the optimized geometries of molecules interacting at the sur-
face. Similarly, the preferred model is usually the gold surfaces with either [111] or
[100] facets, thanks to the efficiency of plane wave-based codes. Few articles have
been reported to use intermediate sizes of GNP,%8 and most has been reported
to study gold clusters as a representative model for GNP,2"% due to the compu-
tational cost associated with the calculation of gold systems. However, with the
constant efforts in improving the computational architecture,”° i.e. parallelization
of the code and implementation in GPU, the size limit accessible to DFT computa-
tion is increasingly being expanded. Therefore, a rise in the computational study
for intermediate sizes of GNP should be expected in the near future.

An important aspect of electronic structure calculation is the investigation of
the reactivity of GNP. Gold has always been thought to be catalytically inert mate-
rial, and the discovery of its catalytic activity at nanometer scale by Haruta et al. in
1987, has led to an explosion of interest in the material.”"72 Different propositions
have been made to understand the emergence of catalytic activity of GNP, such
as the quantum confinement effect, presence of defects, or low-coordinated gold
atoms at the surface of GNP, among others. Theoretical approaches can eventu-
ally help to provide atomistic details of the structural and electronic insights on the
GNP. Haruta first discovered its activity in the oxidation of carbon monoxide, and
thereafter, GNP has been shown to be active for other reactions as well, such as
various carbon-carbon coupling reactions, 73 hydrogenation of the unsaturated hy-
drocarbons, 74 water-gas shift reaction, 7> etc.

The approach in probing the catalytic activity through computational tools usu-
ally involves firstly the evaluation of reactivity descriptors, i.e. Fukui function7® (see
Figure 1.10 top) or d-band analysis’7, and followed by the calculation of binding en-
ergy of the reactant of interest (include CO, Oq, H,0, among others),”® and lastly
the calculation of reaction paths based on transition state theory’9. In general, the
calculations have agreed that the corners and edges of multi-faceted GNP, i.e atoms
with low coordination number, exhibit higher reactivity and interact stronger with
the reactants, highlighting the importance of defects on the surface. The calcula-
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tions of gold clusters ranging between 65 to 8000 atoms, have also agreed with
experimental observation that the reactivity decreases with the increasing size of
the GNP, due to the diminishing number of atoms with low coordination number.8°
Additionally, theoretical insights can also provide detailed information on the reac-
tion coordinate of catalytic pathway and the interaction with the supporting sub-
strate to assess the catalytic activity of deposited GNP, for example charge transfer
(see Figure 1.10 bottom).”?

Reaction coordinate

Figure 1.10: (top) The plot of HOMO (a), LUMO (b), and Fukui function (c) for radical
attack of Aui477; (down) The schematic representation of the catalytic pathway of
water dissociation on gold cluster.”?

Other computational studies have been directed towards rational design of
GNP-based catalysts. Since, the electronic structure of GNP can be modified by
introducing other metallic atoms, either as defects or in a core-shell structure, com-
putational approaches provide an avenue for evaluating the reactivity before per-
forming the catalytic tests. The modified electronic structure can then result in
either favorable or not favorable change in the catalytic activity. Fang et al. have
systematically investigated the stability and reactivity of the core shell structure of
AussMg, with M including Cu, Pt, Pd, Rh, and Ir, for the water-gas shift reaction.®’
With another approach, Cheng et al. have tuned the catalytic activity of the catalyst
model of Auss in CO oxidation, by introducing an increasing number of Pd atoms
in the structure. They reported that AuysPd;2 has the highest reactivity among the
other clusters considered.8?
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Furthermore, the static approach has also been used to study the adsorption
behavior and the conformation adopted by different molecules on either gold sur-
faces or GNP, such as water molecule,2°3233:358384 amino acids,?"858¢ aromatic
compounds,'96987:88 and fatty acid.® These various studies have the objective of
localizing the part of the molecules that interacts on the surface. For amino acids,
the -C=0, -NH-, S, and aromatic side chain are generally found to be the anchoring
functional groups.?"®5 In the case of the fatty acid, the carboxylic acid functional
group is the moiety that forms interactions with the surface.8?

The motivations of these studies are firstly to understand the possible binding
sites of various biomolecules on GNP, and secondly to assist in the interpretation
of experimental vibrational spectroscopy analysis, such as the surface sensitive IR
and Raman methodologies. Yao et al. illustrated the synergistic between experi-
mental and theoretical calculations of SERS spectra for cysteine adsorbed on GNP
(see Figure 1.11).%' For the DFT calculations, the GNP has been modeled by small
gold clusters, such as Aus , Aug, Aug, and Auyg. The simulated spectra of different
conformations of cysteine are then compared with the experimental data. Across
the different sizes of gold clusters, the interactions are formed through both S and
O sites, with minimal effect from the size and shape of the cluster. This insensitivity
of vibrational spectra on the size and shape of gold clusters has also been reported
by Prakash et al. for their study on the adsorption of imidazole.®® They proposed
that gold clusters, such as Aus, Auig, and Augg are good models to represent Au
[111] surfaces.
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Figure 1.11: The calculated Raman spectra of cysteine adsorbed on Auy cluster
through S and O sites.?’

1.1.3 Systems In Excited States

The unique optical property of GNP that arises from the surface plasmon proper-
ties has been exploited for sensors and imaging, and recently photocatalysis and
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photothermal therapy, as discussed at the beginning of the chapter. There have
been vast research efforts directed at the understanding and prediction of the op-
tical properties of either bare or thiolated GNP. Specifically, there is an interest in
resolving the question on the the critical number of gold atoms to be considered
as a metallic state nanocluster.?° A sharp transition has been observed from the
nonmetallic Aua46(SR)gg to metallic Aua79(SR)s4, whose electronic properties have
been thoroughly investigated experimentally and theoretically.®' A computational
tool would be able to offer important insights into the understanding of the re-
lationship between size and optical excitation. For example, Li et al. investigated
Aus17(SR)1Y, to conclude that the nanocluster is indeed metallic in nature.9? Be-
sides the size of GNP, the surface ligands could have a significant impact on the
absorption spectra.93:94

There are also reported works simulating the optical absorption of bare GNP.
Stener et al. have evaluated the application of frozen core electrons associated
with scalar relativistic in TD-DFT calculation of the optical excitation spectra for a
series of bare GNP, which are Aug,, Aug,,,, and Auj,s,.95 Burgess et al. have per-
formed TD-DFT calculations to calculate and compare the optical absorption spec-
tra of bare gold clusters consisting of 20 to 171 atoms, with varying shapes.% The
TD-DFT method coupled with Ehrenfest dynamics has also been applied to investi-
gate the underlying mechanism of water splitting induced by the plasmonic prop-
erty of GNP.97 In another study, Senanayake et al. studied the optical absorption
of a series of bare and linear gold nanowires with Real-Time TD-DFT method (time
propagation of electron dynamics), to observe a redshift in the longitudinal mode
as the length of the nanowire increases, while the transverse mode remains con-
stant.9®

Furthermore, the radiosensitizing property of GNP has been widely observed,
and they are promising for the application in radiotherapy for cancer treatment.
The underlying mechanism of the radiosensitization is, however, still under de-
bate, which has sparked the development of theoretical approaches to investigate
the physical stages involved in radiosensitization. The physical stages include the
interaction between the projectile (high energy charged particle, v ray, etc.) and
GNP, and the subsequent production of secondary electrons. The widely used ap-
proach is the Monte Carlo based model called Geant4, which allows detailed cal-
culations of local dose in the vicinity of GNP, and followed by the calculation of
the impact of the secondary electrons on the surroundings.997'°> Salado-Leza et
al. have employed Geant4-DNA to investigate the radio-enhancing properties of
bimetallic AuPt nanoparticles in comparison to the monometallic nanoparticles.'?
A typical simulation setup in Geant4 is shown in Figure 1.12.
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Figure 1.12: (left) The schematic diagram of a typical simulation setup in Geanty4,
in which the incident parallel protons are shot to the nanoparticle (yellow sphere)
that is surrounded by the scoring spherical shells, and (right) the visualization of
the secondary electron interactions (red tracks) upon irradiation.°

Real time TD-DFT method, in which the notion of propagation is introduced,
has recently been developed and proposed as an alternative method to simulate
the collision of projectiles and matters of interest.®7 This method has been suc-
cessfully employed for the calculation of electronic stopping power of liquid water,
DNAs, and metal slab (see Figure 1.13)."°%""2 However, this method has not been
used to simulate the collision of projectiles with GNP or gold slabs yet. It could be
due to the high computational cost associated to the simulation.

Electronic Stopping
Power (a.u.)

z 45 6
lon Velocity (a.u.)

Hole Population

0005——"25 25 45 0 b
Energy (a.u.)

Figure 1.13: (left) The schematic illustration of the collision between DNA and high
energy charged particles; (right) The calculated electronic stopping power and the
hole population generated by the collision with the proton and alpha particle.'®

The theoretical approaches to simulate large systems under excited state are
relatively young and currently undergoing a rapid development, to enable the sim-
ulation of increasingly more complex systems. Particularly in the case of TD-DFT,
efforts to introduce tight-binding approximation are under way both to accelerate
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the computation time, as well as to simulate even larger systems.™3 These reported
works have indeed demonstrated the computational approaches as a valuable tool
to provide insight into the plasmonic and radiosensitizing properties of GNP.

1.2 The Objectives

Through the literature review, computational tools have indeed been exploited to
model and investigate the interfacial interaction of either gold surfaces and gold
nanoparticles within a wide range of context. While the current state of the art has
provided great insight into experimental observations, there remain questions to
be answered, and models to be improved. Coupled with the advancement in com-
putational power and architecture, and constant development of theories, theo-
retical models that increasingly reflect the realistic system are within our reach.

The problem in simulating GNP systems, as illustrated in the literature review,
is a complex and also a multi-scale problem. The goal of the current thesis is, there-
fore, to exploit the different levels of computational tools to investigate the inter-
action of GNP with the environment. The choice of computational tools strongly
depends on the properties of interest. The schematic representation of the objec-
tive of the thesis can be seen in Figure 1.14.

The thesis is separated into 3 chapters with different and yet interconnected fo-
cuses. The first chapter is dealing with the dynamic interaction of water molecules
on GNP. In this chapter, the force field-based MD has been selected as the method
of choice for several reasons. We are interested firstly in the competitive inter-
action between formation of hydrogen bond network and the optimal interaction
with GNP surfaces. Secondly, a system containing hydrated GNP in periodic bound-
ary conditions is required to probe the dynamics, which necessitates the force field
representation to reduce the computational cost. The main objective of the chap-
teris to employ force field-based MD to explore and probe the structure of water at
the first solvation shell of GNP. Afterwards, a new and accurate force field derived
from GAL force field, and adapted specifically for multi-faceted GNP-water sys-
tems, is developed.5758 The polarization effect is subsequently introduced within
the AMOEBA framework.
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Figure 1.14: The schematic representation of the objectives of the thesis in employ-
ing various levels of computational methods to investigate specific properties of
interest.

The second chapter will be dealing with the interaction of small organic molecules
on GNP, in which we have performed the geometry optimization of a series of rep-
resentative organic molecules on the model systems of Auss, Auss, and Aurzg. There
are multiple objectives for this chapter, which are, firstly, a systematic investigation
and characterization of the nature of the interaction between GNP and ligands. Sec-
ondly, we are interested in investigating the size and shape effects of GNP on thein-
teraction energy, as well as on the vibrational signatures of the organic molecules.
Lastly, we are interested in qualitatively comparing our calculated vibrational spec-
tra with experimental spectra, which usually is not straightforward. Therefore, the
calculations performed in this section are all at DFT level and followed by vibra-
tional analysis in the harmonic approximation. The optimized complexes are sub-
sequently subjected to various quantum chemical topological analysis to gain in-
sight into the nature of the interactions and to identify potential descriptors of the
interaction. Lastly, the energy decomposition analysis has also been performed to
further probe into the underlying physical forces of the interaction.

In the last section of the thesis, the radiosensitizing and optical properties of
hydrated GNP with real-time time-dependent DFT (RT-TD-DFT) have been inves-
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tigated. The simulation of the collision between high kinetic energy projectile and
water clusters has been performed to investigate the sensitivity of the calculation of
electronic stopping power, an important property of radiosensitizers, on the choice
of basis set. For that purpose, basis sets capable of describing continuum functions
have been generated. This study will serve as a reference before investigating the
hydrated GNP system. The absorption spectra of various sizes of GNP have also
been calculated, with the objective of studying the size and shape effect of GNP on
their optical properties. This study will also serve as a reference for further inves-
tigation of the optical properties of hydrated GNP systems.
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2.1 Introduction

This chapter focuses on modeling the interaction of water at the interface of GNP by

employing force field-based MD (FF-MD). Our initial motivation was based on the
experimental observation of overproduction of hydroxyl radicals and secondary
electrons in the presence of GNP under irradiation, where the author proposed
the important contribution of unique water structure at the interface of GNP in fa-
cilitating the water bond breaking.” Experimental studies have additionally demon-
strated a different water structure in the vicinity of nanoparticles and surfaces.>™
However, the understanding of GNP-water dynamics has important implications in
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other applications as well, such as the effect on the orientation of surface ligands
and in the field of electrocatalysts.

The choice of employing FF-MD, and not static approach, is firstly, because we
are interested in the dynamical processes of water, and secondly, to reduce the
computational time and cost for the simulation that could consist of thousands
of atoms depending on size of the GNP. While different sets of force fields are
available for Au [111] surfaces, and they have successfully been used to model GNP
systems in literature, force field specifically developed to model the multifaceted
nanoparticle is not yet available. Additionally, currently available force fields are
not accurate enough to describe the many body interactions at the interface of
water and GNP.> This has illustrated the urgent need for an accurate force field
describing the GNP-water systems.

This chapter consists of two main parts, and preceded by the methodological
section that describes in details FF-MD. In the first part of this chapter, the structure
of water solvation shell of a series of increasing size of GNPs is studied by system-
atically investigating the change in dynamical and structural properties of the first
water solvation shell. The study is followed by the investigation of vibrational den-
sity of states calculated with harmonic approximation. Then, in the second part
of this chapter, the development of an accurate force field is reported for the de-
scription of GNP-water interface by adding polarization term, based on AMOEBA
framework, to the GAL21 force field.
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2.2 Computational Methodologies

This chapter mainly employs FF-MD simulations. The study reported in Section 2.3
has been performed with GROMACS software package,® while the one reported
in Section 2.4 has been performed with Tinker Molecular Package, with openMP
parallelization.” The various data analysis derived from the simulations will also be
described here.

2.2.1 Theories and Fundamentals of MD Simulation

MD simulation, a method that simulates the physical movements of atoms in a
given period of time, is among the powerful computational tools for exploration
of interfaces of metal surfaces. From the accumulated trajectories over a given
period of time, various physical properties can be derived. These trajectories are
generated by solving the Newton's equation of motion (see Equation 2.1), which de-

scribes the relationship between the forces (F;), mass (m;), and acceleration (a;) of
a particle.

Essentially, the MD simulations are performed by calculating the forces exerted
on each atom by all the other atoms based on the initial position (r;(t)), and are fol-
lowed by calculation of their velocities.® From the velocities, the positions of the
atoms are updated at t + At (represented as 7;(t+A t)), and with the updated po-
sitions, the energy of the system and the forces felt by the individual atoms will be
recalculated, to give new velocities. This step is then repeated until the simulation
time has been reached. Verlet algorithm (also shown in Equation 2.1), which is de-
rived from the Taylor expansions up to the fourth power, is frequently used as the
integrator in MD simulations, thanks to its simplicity and stability. However, it is
important to use a very small time step to ensure the stability of the propagation.
Even so, a small time step would mean millions of MD steps have to be performed
to reach the desired time scale. This leads to an increase in computational time,
which is not desirable. A rule of thumb for the choice of time step would be a tenth
of the fastest motion within the system, which is usually the motions of light atoms.
Considering that the vibrational motion of O-H bond takes several femtoseconds,
which means subfemtosecond time step is crucial to ensure the stability of the
propagation. Alternatively, it is possible to impose constraints on the OH bond
length and hence allowing an increase in the time step up to 2 fs, at a cost of losing
information on the vibrational movement of OH.

d?"z'
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Meanwhile, the interatomic potential necessary for the calculation of energies
and forces of the system can be calculated through ab-initio method, where the
Hamiltonian of each individual atom has to be solved. This method has high accu-
racy, but it comes at high computational cost. An alternative to the ab-initio method
is the classical force field model. The force field model introduces approximation
in the calculation of potential energy, in which each molecule is represented as
a series of classical charged balls linked by springs, and the interatomic potential
is calculated based on a mathematical function, with atom/molecule specific pa-
rameters derived from quantum calculation. A typical form of the mathematical
function of a force field is a sum of the intramolecular and intermolecular energy
terms, as represented by Equation 2.2.

U= Z %kb(r —7r0) + Z %ka(@ —00)* + Z %[1 + cos(nb — 0)]
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The intramolecular interactions include bond stretching, angle bending, dihe-
dral, and improper torsions energies, which correspond to the first four terms in
the equation. The bond stretching and angle bending energies are calculated with
harmonic approximation, with force constant (k;) and equilibrium length (ry) pa-
rameters associated with the bonding terms, and k, and @, representing the angu-
lar force constant and equilibrium angle, respectively. The torsion term is needed
to describe the dihedral angle for at least four connected atoms, and to discrimi-
nate between the cis and trans conformation resulted from single bond rotation.
The functional form for torsion term corresponds to the third term in the Equation
2.2, with V,, is the barrier height and n is an integer to determine the periodicity of
the potential. The last intramolecular term is the improper torsion, which helped
to select the correct geometry or chirality of atoms.

The intermolecular interactions, i.e. the last two terms in Equation 2.2, include
the van der Waals interactions and the Coulombic interactions. The van der Waals
potential usually takes the form of Lennard-Jones potential, that describes the re-
pulsive term at small separation and the attractive term at longer distances be-
tween atom pair of 7 and j. The parameter ¢ is defined as the distance of the
atom pair when the energy is zero, and the parameter ¢ corresponds to the energy
at the equilibrium distance, though the definition might change slightly depend-
ing on the force field. The Coulombic interaction describes the interaction of the
partial charges between atom pair of i and j (¢; and ¢;). All these parameters are
derived from ab-initio calculations, and are specific for each atom type. Therefore,
careful assignments of atom type are crucial to obtain the correct representation
of molecules. Many force fields are currently available in the literature, describing
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a wide range of organic molecules, metal ions, biomolecules, such as CHARMM,°
GROMOS, ™ OPLS,"™ AMBER,"? and COMPASS'3. In addition, these force fields are
constantly updated to achieve an improved accuracy, and to describe increasingly
more complex systems.

The traditional force field model normally works quite well, until electrostatic
and electronic effects become non-negligible, for example in describing charged
particles, metal surfaces, and also the transition between gas phase to condense
phase. The inability of these force fields to respond to the environmental elec-
trostatic and polarization effect, due to the fixed charge model, has been demon-
strated to be lacking for an accurate representation of interactions at metal sur-
faces, among many other systems.™ For that purpose, different polarizable mod-
els have been proposed, such as fluctuating-charges,'> Drude oscillator," charge
scaling,” induced dipole approaches,™ among many others.

The fluctuating charges approach, which is based on the principle of electroneg-
ativity equalization, treats charges as variables that fluctuate as a response to the
external electrostatic potential of the environment. The fluctuation is calculated
based on the electronegativity and hardness of the respective atoms, and as a re-
sult, this model allows charge transfer to occur between the atoms. The Drude-
oscillator approach introduces an auxiliary massless particle that is attached via
a harmonic spring to each of the polarizable atoms. The electronic induction, is
therefore, a result of the displacement of this particle under the influence of the lo-
cal electric field. With charge scaling approach, the electronic polarization is scaled
based on the medium’s permittivity, and hence including it in a mean field way. Al-
ternatively, with the induced dipole approach, the induced dipole moment is based
on the atomic polarizability, and is defined as the multiplication of the polarizability
of the atom and the total electric field felt by the atom. Within this approach, the
induced dipole moment at an atom site induces polarization at other atom sites,
which leads to mutual polarization. The polarization, therefore, has to be solved
iteratively via self-consistent field.

The AMOEBA force field, i.e. Atomic Multipole Optimized Energetics for Biomolec-
ular Applications, is one of the polarizable force fields based on the induced dipole
model." The force field treats explicitly both the inter- and intramolecular polar-
ization, and it includes 4 major components, which are the atomic multipoles, the
permanent electrostatic components that are separated from the intramolecular
polarization, Thole's interactive dipole polarizability model,2° and group-based in-
tramolecular polarization.

d d
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Within the interactive polarizability Thole’s model, the induced dipole of each
atom polarizes all the other atom sites. Therefore, the electric field experienced
by atom i is the summation of both permanent multipoles (first term in Equation
2.3) and induced dipoles by the surrounding atoms (second term in Equation 2.3).
«,; represents the polarizability of atom 4, and j represents the atoms belonging to
another molecule other than 7, and 5/ includes all the other atoms, other than atom
i, and the subscript « and 8 € z, y, z. The T represents the interaction matrix ele-
ments, and M represents the vector of permanent atomic multipole components
in Cartesian polytensor form. Therefore, the first term in Equation 2.3 can be re-
ferred as direct induction, while the second term is referred as mutual induction.
The equation is then solved iteratively to achieve convergence. In general, the in-
tramolecular polarization at short distances is excluded, but for larger molecules,
the intramolecular polarization beyond a certain distance might be necessary to be
included. In the case of intermolecular polarization, a damping scheme has to be
introduced at short distances to prevent a phenomenon called polarization catas-
trophe. The damping scheme in Thole's model suggested a smearing of the charge
distribution, based on Equation 2.4. The term u represents the effective distance
(Ry) as a function of atomic polarizabilities, and « is the dimensionless damping
factor controlling the width of the smeared charge distribution.

3
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Subsequently, the atomic multipoles of a given compound (see Equation 2.5)
refers to the sum of the permanent electrostatic components of a particular atom
i, which are ¢ (charges), d (dipoles), and @ (quadrupoles). They can be derived
via the rigorous redistribution of electron density associated with overlap integral
products, called the Distributed Multipole Analysis (DMA) protocol.?" The result-
ing multipoles are considered as summation of permanent and induced moments.
Since, the induced moment can be calculated based on the Equation 2.6, the per-
manent moments can then be separated and obtained as the difference between
the total multipoles and the induced moments. Permanent moments have been
demonstrated to be transferable across different conformations of a given com-
pound.™

T
Mi — [Qia di,:pa di,ya di,za Qi,xa:y Qi,xya Qi,xza Qi,yma Qi,yy> Qi,yza Qi,zxa Qi,zya Qi,zz]
(2.5)
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As a result, in terms of computational cost, polarizable force fields are con-
siderably more costly than traditional force fields. However, the computational
cost of AMOEBA force field is considered as an intermediate among the differ-
ent available polarizable force fields. Additionally, the performance of the force
field has been reviewed recently for its applications in simulating aqueous peptide
solvation, calculation of solvation free energies, stability studies of aqueous sol-
vated proteins, computational X-Ray crystallography, and protein-ligand binding.??
Therefore, AMOEBA force field will be our method of choice for the treatment of
polarization term.

In the context of simulating gold surfaces, Heinz was among the first to develop
the non-polarizable force field for gold surfaces based on the Lennard-Jones poten-
tial.>3 He later adapted the force field to include the polarization effect based on
harmonically coupled core-shell charge pair for every gold atom at the surface.?4
Another force field, called GolP, has been developed to study the interfacial interac-
tion of Au [111] and Au [100] facets with proteins, sulfur, and nucleobases.>5727 Still
another force field has recently been reported, which focuses on the interfacial
interaction between water and metal surfaces.?%29 With the availability of differ-
ent force fields, a careful consideration has to be taken in selecting the suitable
one. Berg et al. have evaluated the performance of several water-gold surfaces
non-polarizable force field, and showed that the interfacial structure of water is
strongly dependent on the parameters.> Their study highlights the need for an ac-
curate force field for the interfacial interactions.

2.2.2 Molecular Dynamics Simulation Setup

In setting up a force field-based MD simulation, there are several important aspects
that need to be considered. In general, simulating realistic system requires the in-
clusion of environment (i.e. solvent) into a simulation box. However, when the sys-
tem is confined into a simulation box, the surface effect, due to the non-negligible
fraction of atoms interacting with vacuum, will result in an artefact. Therefore, to
remove the surface effect, periodic boundary condition (PBC) needs to be applied,
in which the simulation box is repeated infinitely in either two or three dimensions,
depending on the system of interest. The particles are then allowed to move freely
across the box, in the sense that when a particle leaves the main simulation box,
an image particle will enter into the main simulation box from the opposite side
as a replacement. This scheme will, therefore, conserve the number of particles
within the main simulation box. But, as a result, a cutoff distance for long distance
interactions has to be applied to prevent the inclusion of interaction between the
particle with its image counterpart in another box. The cutoff distance is generally
set to be less than half of the length of the box. As for the electrostatic interactions,
Ewald summation method has to be applied since the potential energy does not
decay as quickly with the distance.
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Preparation of Energy Equilibration Production
Simulation Box Minimization « NVT (1ns) ’ « NPT (1ns)

« Size and shape = « Steepest Descent =" | *NPT(1ns) * NVT (20ns)

* Water filling

Figure 2.1: The schematic representation of a typical workflow for a molecular dy-
namics simulation

A typical molecular dynamics simulation is carried out within a thermodynamic
ensemble, such as the microcanonical ensemble (NVE), canonical ensemble (NVT),
and isothermal-isobaric ensemble (NPT). In the microcanonical ensemble, the num-
ber of particles, the volume of the cell, and the total energy of the system remain
constant. The potential and the kinetic energies are, however, allowed to change
until they reach an equilibrium at a certain temperature. Meanwhile, in the NVT en-
semble, the number of particles, the volume, and the temperature of the system
are kept constant. For the temperature to be kept constant, a thermostat has to
be applied, such as the Nosé-Hoover thermostat,3° in which the system is coupled
to a heat bath, and an extra degree of freedom for heat bath is introduced in the
Hamiltonian. Lastly, in the isothermal-isobaric ensemble, the number of particles,
the pressure, and the temperature of the system are kept constant, while the den-
sity and volume of the box are allowed to vary. In addition to the thermostat, the
barostat will have to be introduced as well. The barostat couples the system to a
pressure bath, and the volume will be scaled periodically. In practice, the choice of
ensembles is less important, as long as the equilibrated system has been achieved
before time averages properties are computed.

Performing a molecular dynamics simulation usually follows the workflow rep-
resented in Figure 2.1. Firstly, the preparation of the system includes building the
box with the desired size and shape. The size of the box has to be sufficiently large
to ensure that as many interactions as possible can be taken into account, but small
enough that the computational cost is not too large. The system is then filled with
desired solvent (see Figure 2.2). Afterwards, an energy minimization procedure,
with steepest decent algorithm, is performed to relax the system and to remove
steric clashes and inappropriate geometry. The box is now ready for equilibration
step in either NVT or NPT ensemble, or both. Once the system reaches equilibrium,
the system is allowed to evolve further, and the trajectories from this last step, also
called production step, can be used for data analysis.
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Figure 2.2: The schematic representation of GNP in a box of water Aus; (left) and
AU887 (I"Ight)

2.2.3 Data Analysis

Different types of analysis can be calculated from the trajectories of molecular dy-
namics simulations. Firstly, the thermodynamic properties of the system can be
obtained, such as the temperature, pressure, density, potential energy, and kinetic
energy, among many others. These properties are usually calculated at each step,
and they could be important indicators of instability during the simulation.
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Secondly, the structural properties can also be computed as time averages. One
important example is the calculation of radial/pair distribution function (¢(r), see
Equation 2.7), which provides information on the packing of the molecules, with p
representing the density of the system, N representing the number of pair atoms,
and r representing the atom pair distances. This property can sometimes be di-
rectly comparable with the neutron scattering experiments or X-ray diffraction.

In the context of this work, we are interested in the packing of water molecules
around gold nanoparticles. On top of the radial distribution function, we are also
interested in calculating the distribution of water orientations in the first solvation
shell of GNP. The characterization of these orientations is based on the v and 3
angle (see Figure 2.3).> Instead of the surface normal, our point of reference is
the vector between the center of mass of GNP and the respective water molecule.
Therefore, for this characterization to be valid, the GNP has to adopt an almost
spherical structure. The « is then defined as the angle between the vector of wa-
ter's dipole and the GNP com-water vector, and j is the angle between the normal
of water's molecular plane and the GNP com-water vector. The criteria for the char-
acterization are shown in Table 2.1



36 Chapter 2. SIMULATING GNP-WATER INTERFACE

Table 2.1: The characterization of water configurations based on a and 3 angles

Configuration o B

Up a < 70° any

Flat 70° < a<110° [ >30°or B <150°
Dangling 70° <a<10° 70° <3 <10°

Dangling Down Flat Up

Figure 2.3: The schematic representation of the geometry descriptors for angle
analysis, o and 3, (top) and the different possible orientations of water on GNP
(bottom)

Thirdly, the dynamic properties can also be computed, depending on the prop-
erties of interest. In our context, we are interested in the dynamic properties of
hydrogen bond network of water solvation shell in the presence of increasing sizes
of GNP. The self-diffusion coefficient (D) has been computed based on Einstein re-
lation, according to Equation 2.8, with N represents the number of atoms, and r(t)
represents the displacement of the atoms. The time correlation function (C), as
shown in Equation 2.9, gives information on the dynamic properties, with A or B
corresponding to any property of interest, such as dipole moment or velocity. The
autocorrelation functions of dipole moments of water molecules can be computed
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to obtain the re-orientational lifetime of water molecules, which is an important
descriptor for hydrogen bond network. Additionally, vibrational properties can be
calculated by applying Fourier transform on the correlation function of the veloci-
ties.

D= lim 4 203 2 8
= lim wcﬁ;;wa,i(ﬂ — 7a,i(t0)]”) (2.8)
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2.3 Probing the Structural Properties of the Water Solva-
tion Shell Around Gold Nanoparticles: AComputational
Study

This section focuses on the systematic investigation of water structure around GNP,
as experimental observations have indeed demonstrated the difference in the wa-
ter structure in the vicinity of nanoparticles and surfaces. The strategy adopted in
this study is investigating the change in the dynamics and structural properties of
water surrounding an increasing size of GNP, which are Auss, Ausy, Auss, Au7a, Au7g,
Auios, Aui47, Auggr, Ausyy, and Augsy. Furthermore, the vibrational density of states
of thefirst solvation shell is calculated, to assess their hydrogen bond network. This
work has been published in Journal of Chemical Physics and can be found in the fol-
lowing section, and the supporting information has been added in Appendix A.1.1.3
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While subjected to radiation, gold nanoparticles (GNP) have been shown to enhance the production of radicals when
added to aqueous solutions. It has been proposed that the arrangement of water solvation layers near the water-gold
interface plays a significant role. As such, the structural and electronic properties of the first water solvation layer
surrounding GNP of varying sizes were compared to bulk water using classical molecular dynamics, quantum and semi-
empirical methods. Classical molecular dynamics was used to understand the change in macroscopic properties of bulk
water in the presence of different sizes of GNP, as well as by including salt ions. The analysis of these macroscopic
properties has led to the conclusion that larger GNPs induce the rearrangement of water molecules to form a 2D
hydrogen-bond network at the interface. Quantum methods were employed to understand the electronic nature of the
interaction between water molecules and GNP along with the change in the water orientation and the vibrational density
of states. The stretching region of vibrational density of states was found to extend into the higher wavenumber region,
as the size of the GNP increases. This extension represents the dangling water molecules at the interface, as a result
of reorientation of the water molecules in the first solvation shell. This multi-level study suggests that in the presence
of GNP of increasing sizes, the first water solvation shell undergoes a rearrangement to maximize the water-water

interactions as well as the water-GNP interactions.

I. INTRODUCTION

Unwittingly, gold nanoparticles (GNP) have been used
since ancient times, primarily as color additives. These
nanoparticles are of nanometer size at least in one dimen-
sion, leading to quantum-size effects, resulting in their inter-
esting optical properties. In the last few decades, scientists
have successfully synthesized GNP of well-controlled size
and geometry. This has led to the interest in utilizing GNP
in various fields: catalysis, sensing, imaging, drug delivery,
and radiotherapy treatments.'* Recently, Sicard-Roselli et.
al.>”" have developed a protocol for the quantification of hy-
droxyl radical production during water radiolysis and demon-
strated the enhanced production of hydroxyl radicals in the
presence of GNP and nano-diamonds. Contrary to the gener-
ally accepted explanation, which involves the ejection of sec-
ondary electrons (Auger’s electron) and Compton’s scatter-
ing by nanoparticles composed of heavy elements, they pro-
posed that GNPs induced overproduction of hydroxyl radicals
and solvated electrons is due to specific restructuring of water
molecules at the interface. Such solvent structure has been ob-
served experimentally, with X-ray Absorption Spectroscopy,
at the interface of nano-diamonds.3~!! Recently, Novelli et
al.'? have probed water structure surrounding GNP with Ter-
ahertz and mid-IR spectroscopy, and it is characterized by
weaker hydrogen bonds than those found in bulk water. How-
ever, only limited atomistic detail can possibly be obtained
from these experiments. Molecular simulation studies may
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provide a significant insight into this interesting GNP-water
interfacial phenomenon.

Many theoretical approaches have been used to probe the
interfacial behavior of solvent on metal NPs, including atom-
istic approaches that model the interaction with atomic clus-
ters (up to 100 atoms) using quantum and semi-quantum
approaches,'"!7 and classical molecular dynamics (MD)
studies of solvents near gold metal surfaces (either [111] or
[100] phase) with a few layers of gold atoms repeated along
the xy plane.'®2! In the classical MD framework, the qual-
ity of the force field which contains the important physical
effects, is crucial in achieving the right interfacial behavior.
Heinz et al.?> were among the first to develop a force field
for metal surfaces based on the Lennard-Jones potential. The
ro and & parameters were refined against experimental data
for cell parameters and surface tensions. Their compatibility
with existing biomolecular force fields leads to their applica-
tion in many simulation studies of gold surfaces and GNPs
in interaction with their environment. The force field pro-
vides reasonable agreement with experiments or density func-
tional theory (DFT) results.'821:2324 Though, Heinz’s force
field provides good results in reproducing the interfacial struc-
ture of metal surfaces, there are still limitations in describing
their interaction with biomolecules or a polar solvent. For
example they have neglected polarization effects that are cru-
cial in accurately describing the interaction with highly po-
lar molecules. Geada et al.?> later developed a polarizable
Lennard-Jones potential to describe interaction between metal
surfaces with ions. Tori et al.?® then developed the GolP
force field that focuses on the interaction between Au [111]
surfaces and proteins in water. The interaction energy was
decomposed into a gold polarization term, a chemisorption
term, a van der Waals term, and a 7 conjugation system term.
This force field has been demonstrated to perform well for



the surface interaction with small representative molecules,
such as water, imidazole and phenol. This force field has also
been further refined to include more specific corrections to
the interaction of the gold surface with proteins,?” sulfur,”®
and nucleobases.20-2° Recently, Clabaut et al.3 have also de-
veloped a new force field for noble metal interfaces, called
GALI9, to represent ten different facets of interfaces. Their
interaction includes physisorption, chemisorption and angular
dependence, to accurately replicate the preferred adsorption
geometry obtained in DFT calculations. Meanwhile, Berg et
al.'® evaluated the different force field parameters and their
transferability for gold surface [001 and 111 lattices] inter-
acting with water molecules against DFT calculations. They
concluded that the different choices of parameters give rather
different interfacial behaviours pointing out the need for bet-
ter model for gold-water interface and hence, they propose a
set of optimized parameters especially catered to this interac-
tion. As such, the molecular dynamics simulation needs to
be carefully compared and interpreted with respect to the de-
sired properties (e.g. water structural features or self diffusion
coefficient).

Quantum chemistry methods have also been applied to
study the interfaces of GNP systems, with atomic clusters
and/or small nanoparticles used to represent bulk surfaces.
For example, Huang et al.'> have employed DFT to probe
the nature of the interaction between O, and a series of small
gold cluster anions (n=1-7). DFT was also used to investigate
the interaction between Aus, and amino acids!* or between
naringin and gold clusters.'> The adsorption of monomer and
bilayer water molecules on a series of metal nanoparticles, in-
cluding Au [111] surface, has been reported by Meng et al.,’!
using a plane wave representation. They probed the electronic
aspect of water-metal interaction by looking at charge trans-
fer and OH vibrational stretching modes. The catalytic activ-
ity of a GNP on a carbon nanotube for water dissociation has
been studied at the DFT level.3> They reported a lowered ac-
tivation energy as water interact with the GNP. Chan ef al.?3
have also looked into the stability of the shapes of GNP (up
to 100 atoms) interacting with a water solvation shell at the
DFT level, highlighting the importance of GNP stability for
their application in radiotherapy. Though the fully quantum
methodology allows accurate determination of the electronic
and structural properties of small GNPs, the method is com-
putationally limited in the size of systems that may be treated.
Therefore, many have turned their attention to the approx-
imate quantum methods, such as Density Functional Based
Tight-Binding (DFTB), to reduce the computational time and
to extend the range of system sizes that are accessible. Fihey
et al.>* have recently developed parameters for gold-thiolates
systems in the DFTB framework to accurately reproduce ge-
ometries, energies and electronic properties obtained at the
DFT level. Oliveira et al.’> have conducted a benchmark of
the Au-Au parameters for a series of gold clusters against
DFT. These parameters have been used in different studies to
determine the properties of gold and silver clusters, nanoparti-
cles and bulk,® the role of surface charge on the orientation of
water at the interface for the application in electrodes,” and
the interaction between gold clusters and biomolecules.3®

These various theoretical approaches have definitely pro-
vided valuable insights into the interfacial interaction between
gold surfaces and water molecules. However, the number of
studies that directly model the interfacial structure of GNPs,
is still limited. The geometrical features of nanoparticles have
generally been accepted to affect the orientation and stability
of adsorbed molecules, in particular biomolecules.2*3? There-
fore, it is highly possible that water structures itself differently
around these GNPs as well. In this current article, we propose
systematic approaches to probe the water structure at the GNP
interface. The investigation starts by using classical MD simu-
lations to probe the physical and structural properties of water
molecules in the presence of GNPs of increasing sizes. This
step allows one to systematically follow the restructuring of
water molecules as the size of GNP increases. With the same
methodology, the effect of salt on the restructuring of water
molecules is studied as the ions have been found to affect the
production of hydroxyl radicals under irradiation.® Then, the
electronic properties are investigated to probe the interaction
between GNP with one water molecule. This is done in order
to understand how the presence of vertices on GNP affects
the orientation of the water molecule, both at the DFT and
DFTB quantum levels. Since hydrogen bond networks play
an important role in the arrangement of water molecules, the
systems are extended to include the first solvation shell. Elec-
tronic and structural properties such as orientation of water
molecules and vibrational density of states are investigated.
The results obtained by the combination of these classical and
quantum approaches are then used to describe and support the
experimental observations and hypotheses.>”’

Il. METHODOLOGY
A. Structures

A series of GNP was studied from the size of 0.8 nm to ca. 3
nm. Their corresponding geometries, shown in Figure 1 were
taken from the database for silver nanoparticles*>*! except for
Aus; and Auy; for which the geometries were previously op-
timized at the DFT level.*? The initial geometries of each of
the GNP were re-optimized without constraints at the DFTB
level. As shown in the Figure 1, each of the nanoparticles
adopts a different geometry, exposing surfaces of different
shapes to water. Auz, and Auy, are almost spherical and sym-
metrical with a cavity in the center. Ausy and Aujgs are deca-
hedron with different height and width. Auss and Auj47 adopt
an icosahedral structure, Auyg adopts an irregular truncated
octahedron and Auyg; resembles a regular truncated octahe-
dron. Auszgq adopts an octahedral structure. Augg7, the largest
structure studied here, is almost spherical in shape. The calcu-
lated structural and electronic properties of the GNP at DFTB
level are tabulated in Table SI. The calculated Au-Au bond
lengths are comparable with the experimental values, which
are around 2.73 A obtained from EXAFS for Au nanoparti-
cles and 2.88 A for bulk Au.*> As mentioned in the previous
section, the DFTB parameters for Au-Au interactions were
benchmarked by Cuny et. al. and the Au-Au distances have
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Figure 1. Series of GNP in this study with the number of surface
atoms: (top row; from left to right) Ausy, Auss, Auyp, Augg, (middle
row) Auyg7, Auyg, Auggy, (bottom row) the non-spherical group:
Au54, Au105, and AU344.

been found comparable to the DFT values.>® Therefore, the
GNP structures obtained from DFTB geometry optimizations
are likely to be reliable.

B. Computational strategy

With the inherent limitation of different computational
methods, the following systematic multi-level approach is
proposed to answer the questions regarding the interfacial
water/GNP interactions. Firstly, classical MD is employed
to investigate the physical and structural properties of water
molecules in the presence of increasing size of GNPs. This
step allows us to follow systematically the restructuring of
water molecules as the size of GNP increases. In addition,
the effect of salt on the restructuring of water molecules at
the interface is studied. All the molecular dynamics simu-
lations were performed with the GROMACS package.*+>°
The force field parameters for GNP were taken from a previ-
ous study in which the parameters were optimized for water-
gold interactions on a gold surface (see Table S2).'° Water

molecules are modeled using the rigid SPC/E model. '~

Preliminary simulations indicated that the structure of GNP
changed during the simulation in the presence of water. Rigid
Au-Au bonds were imposed during the MD simulation to pre-
serve the GNP 3D structure. Such practice has also been
adopted in previous studies of GNP interacting with organic
molecules.?!?32427-30 The technical details of the MD sim-
ulations are given in Supplementary Material. The relevant
properties of the systems, such as energetic properties, radial
distribution function, and self-diffusion coefficient of solvent,
were analyzed using tools available in the GROMACS soft-
ware package. For systems that include salt, several solvent
molecules were replaced by the desired number of sodium
and chloride ions, while maintaining the neutrality of the sys-
tem. To ensure the reliability of the simulations, the potential
energy, average pressure, average temperature, average den-
sity and average total energy of the system were computed for
each simulation ensemble. Several examples of such prop-
erties are provided in Figure S1 to show the stability of the
simulations.

Secondly, quantum methods were used to investigate the
electronic properties that underlie the interaction between
GNP with one water molecule. Subsequently, since hydro-
gen bond network plays important role in the arrangement of
water molecules, the systems are extended to include the first
solvation shell. The electronic and structural properties are
then investigated, such as orientation of water molecules and
the vibrational density of states. DFT calculations were made
with the deMon2k code.>® The calculations used an auxiliary
density reduced computational cost algorithm which reduces
the scaling of the calculation of Coulomb interactions and the
numerical integration of exchange correlation energies to the
number of generated auxiliary functions instead of the size
of the system. The PBE functional, associated to empirical
dispersion corrections, was used with the DZVP basis set for
Oxygen and Hydrogen atoms, and the Stuttgart relativistic ef-
fective core potential (60 core electrons) with 19 valence elec-
trons explicitly treated in combination with its basis set for
Au’

Meanwhile, the self-consistent charge DFTB (SCC-DFTB)
formalism was used in which the total energy is a second-
order Taylor expansion of the Kohn-Sham energy with respect
to the charge density variations.”®!. All DFTB calculations
were performed with DFTB+ code.%>%3 The parameters used
for the systems under study were obtained from previously re-
ported publication.’*3¢ The geometry optimization of the sys-
tems was done with the conjugate gradient algorithm without
any constraint. Dispersion corrections were systematically in-
troduced using the DFTB3 framework® along with hydrogen
bond corrections, as proposed in previous publications.®> Nor-
mal mode analysis was performed by Hessian calculations.
The resulting vibrational density of states (VDOS) spectrum
was then plotted in the form of histogram because infrared in-
tensities are not provided by DFTB+. The technical details
are also provided in Supplementary Material.

Interaction energies E;,; of the system at the DFT and
DFTB level were obtained via

Eint = Eror — EAu - Ewat



with E4, the electronic energy of GNP, and E,, the total
electronic energy of the water molecules considered in the
geometry of the full system.

The deformation energies Ey, s of GNP at the DFTB level
were obtained by the following formula:

Edef = Epu—war — EAu—vac
with E4,_ywa, the electronic energy of GNP in water and

EAu—vac the electronic energy of GNP in vacuum.

1. Water angle analysis

Figure 2. Schematic diagram to define the & and 3 angles.

The orientation of water molecules with respect to the cen-
ter of mass (com) of GNP is analyzed and is defined by the
o and B angles as shown in Figure 2. The definition of the
angles were adopted from previous publication on the orien-
tation of water molecules with respect to a gold surface.'”. o
corresponds to the angle between the dipole of water molecule
to the vector which is formed between the com of GNP and
the oxygen atom of the water molecule; 8 corresponds to
the angle between the normal of water molecule to the vec-
tor between com of GNP and the oxygen atom of the water
molecule. According to this definition, the flat configuration
of water molecules is characterized by the o angle of ca. 90°
and f angle of either close to 0° or close to 180°. The up
configuration is characterized by the « angle of less than 90°
regardless of the 8 angle value. The dangling configuration is
characterized by the o angle of ca. 90° and 8 angle of ca. 90°.
To quantify the different configurations of water molecules,
the criteria set for flat configuration was when o is within 80°
to 120° and P is either below 30° or above 150°. The criteria
for up configuration has been set to be as long as ¢ is less than
or equal to 70°. As for the dangling configuration, both & and
B have to be within 70° to 110°.

2. Choice of DFTB parameters

In the literature, there is currently one parameter set avail-
able for Au-Au, Au-O, and Au-H interactions, named as
"auorg", which was benchmarked for the Au-Au interactions
and Au interactions with organic molecules (O, S, H, C) in
an aqueous environment.>* Furthermore, water-water interac-
tion can be described by different available sets. We tested
water-water parameters from mio-1-1 set which was exten-
sively used for water and solvated Titanium systems.®® The
results of different parameter set associations were compared
with DFT calculation for three different GNP interacting with
one water molecule (see Table S3) and on Ausy with one sol-
vation shell (see Table S4) with the possibility of addition of
hydrogen bond corrections. The "auwater" parameter set cor-
responds to the "auorg" parameter for GNP and Au-water in-
teraction, and mio-1-1 parameter for water and water-water
interaction. Comparing the interaction energies and the Au-
water distance for one water molecule interaction in Table S3,
the "auwater" parameter set gives the closest values to that of
DFT results. In the case of one solvation shell, the addition of
hydrogen correction gives a higher interaction energy between
the two. Therefore, all DFTB calculations will be performed
using the "auwater (Hbond)" set.

I1l. RESULTS
A. Structural investigation

The investigation started by analyzing the physical prop-
erties of water molecules in the presence of GNP, such as
the density, self-diffusion coefficient and re-orientational life-
times. These properties, computed from classical MD trajec-
tories, are shown in Figure 3 and are tabulated in 7Table S5 with
the goal of analyzing the change in solvation properties of wa-
ter in the presence of GNP. The simulation of a pure water box,
consisting of 1504 water molecules, was performed for refer-
ence. The calculated density was 998.5 kg.m~3, while the
calculated self-diffusion coefficient was 2.65x 107> cm?.s~!.
These values are comparable to the experimental values of 997
kg.m ™3 and 2.299x 107 ecm?.s~!, respectively.”> The self-
diffusion coefficient of water molecules in the presence of
GNP is also tabulated in Table S5. Since the self-diffusion
coefficient has been calculated for all the water molecules
(inclusive of the solvation shell of GNP), changes in this
value correspond to an implication of the retardation of wa-
ter molecules at the solvation shell. Hence this retardation
is attributed to interfacial interaction between GNP and wa-
ter molecules. From Figure 1, it is clear that the GNP stud-
ied adopt different geometries, and were classified into al-
most spherical GNP and non-spherical GNP. Therefore, the
number of surface atoms of GNP that are exposed to water
molecules varies with both size and geometry. To further un-
derstand the effect of the exposed surface atoms, the value
of the self-diffusion coefficient is plotted with respect to the
number of surface atoms in Figure 3 (top). It shows a decreas-
ing trend in the self-diffusion coefficient as the surface area of



GNP increases. For the non-spherical GNPs (represented by
black squares), the change in the self-diffusion coefficient is
not notably high as the number of surface atoms increases, as
compared to the spherical GNP (red triangles).

Another important property to probe the water network at
the interface is the re-orientational relaxation lifetime of wa-
ter molecules, because this movement requires the breaking
and formation of new hydrogen bonds with their respective
neighbors. In pure water, each water molecule forms hy-
drogen bonds with their neighboring molecules, and the re-
orientational relaxation lifetime was calculated to be 4.81 £
0.01 ps. In the presence of GNP, there is a competition be-
tween the interaction of GNP-water and water-water, espe-
cially at the interface. This competition then strongly influ-
ences the hydrogen-bond network formation at the interface,
which can be probed by measuring this lifetime. Similarly,
the correlation between this lifetime and the number of surface
atoms is plotted in Figure 3 (bottom). In the graph, an increase
of the lifetime is observed as the number of surface atom in-
creases, which implies that the structure of the hydrogen-bond
network has been disturbed by the presence of GNP. It could
be assumed that as the surface area of the interface increases,
the water molecules have been forced to rearrange to maxi-
mize the interaction with the neighboring water molecules as
well as with GNP. As such, in the presence of GNP as small as
Ausp, diameter of 8 ;A, the relaxation lifetime noticeably in-
creases. It can be noticed that there is a smaller retardation of
the lifetime as the size of the surface atom of the non-spherical
GNP increases as compared to that of the almost spherical
GNPs. A maximum retardation is noticed before it decreases
for the larger GNP.

To rationalize the retardation for small atom clusters shown
in Figure 3, the ratio between the number of water molecules
at the first solvation shell to the number of surface Au atoms
was calculated. For the almost spherical GNPs, the ratio
slowly decreases from 2:1, for Auszp, to almost 1:1 for Auggy.
With increasing size of almost spherical GNPs, the average
number of water molecules directly in contact with surface
atoms decreases, but on the other hand, the effect on the align-
ment of water molecules increases, which leads to reduction in
flexibility of the water structure. But, as the ratio approaches
1:1 for Auggy, the retardation on water molecules decreases as
the water structure re-arranges to accommodate GNP. On the
other hand, the ratio calculated for the non-spherical GNPs is
1:1, 1:1, and 1:1.5 respectively. The presence of vertices on
the non-spherical GNPs decreases the average number of wa-
ter molecules directly in contact with Au atoms. This explains
the rather small change in retardation observed in both proper-
ties. This decrease in the density of water molecules adjacent
to almost spherical GNP when size increases, is also known
as dewetting as the water molecules progressively move away
from the surface as a result of formation of interface and the
re-arrangement of water molecules to maximize the forma-
tion of hydrogen bond network with their surroundings.%” The
progressive change of this water orientation with increasing
size of GNP could be the reason for the initial maximum (for
re-orientational lifetime) or minimum (for self-diffusion co-
efficient) before eventually a decrease or an increase, respec-

tively. It could signify the formation of an interface at the
large GNP. However, with the limited number of points, it is
still too far-fetched to draw a trend.
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Figure 3. Change in self-diffusion coefficient (top) and orientational
relaxation lifetime (bottom) with respect to number of surface Au
atoms (black squares for the non-spherical GNPs and red triangles
for the spherical GNPs).

To further examine the arrangement of water molecules
within the first solvation shell of GNP, the & and 3 angles pre-
viously defined for water molecules with respect to the center
of mass (com) of GNP were investigated for the almost spher-
ical structures (e.g. Auzn, Auss, Auy, Auyg, Aujg7, Augol,
and Auggy). The definition as represented in Figure 2 does
not hold for the non spherical GNP as they contain edges and
corners and induce a different way of packing. The plot of dis-
tribution of & and B for the different GNP is shown in Figure
4. At a glance, during the dynamics, water molecules adopt
the up and flat configurations more than the down configura-
tion. Looking at the effect of the size of GNP on the orienta-
tion of water molecules, there is an increase in the number of
water molecules adopting dangling configurations as the size
increases (both o and f within 70° to 110°). This clearly
suggests the rearrangement of water molecules as proposed
previously. Based on the quantification of the angle distribu-
tion, the ratio between flat:up configurations increases very
slowly as the size of GNP increases. As such, the increase of
the number of dangling configurations, supported also by the



increase in the ratio between flat:up configurations, strongly
suggests the rearrangement of water molecules to presum-
ably form a 2D hydrogen-bond network, as observed at the
air-water interface proposed by Pezzotti et al.%®. Perform-
ing this angle analysis on the second solvation shell has re-
vealed that there is considerably larger percentage of water
molecules that adopt the down configuration, to connect to
the first layer of hydrogen bond network. Beyond the second
solvation shell however, the distribution of the angles reflects
the one in bulk water. This implies that the re-arrangement of
water molecules is not limited to the first solvation shell, but
it also affects the second solvation shell all the more so as the
first shell was impacted.
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Figure 4. The distribution of & and 8 angles for Aus,, Auyg, Auyay,
and Auggy, respectively. Blue circles represent up configuration, red
circles represent flat configuration, and black circles represent other
configurations.

To understand the spatial arrangement of the water
molecules, the radial distribution function (RDF) of water
oxygen was computed with respect to the com of GNPs as the
reference, and it was corrected with respect to the GNP radius
to study the geometry effect of GNPs. The plot of the RDF
of different GNP systems is shown in Figure 5 (top). Along-
side the shape, the position and the width of the first solvation
peak vary depending on the geometry. This carries significant
implication in defining the boundary between the first solva-
tion shell and the bulk for further analysis. RDFs were also
computed with respect to the surface of GNP and shown in
the middle of Figure 5. One important observation is that the
distance of the first RDF peak coincides for all the studied
systems, which implies that the distance of water molecules
to the surface of GNP is independent of the size and geom-
etry of GNP. Since the it is not normalized, the y-axis of the
plot corresponds to the number of water molecules at that par-
ticular distance. As expected, with increasing surface area of
GNP, the number of water molecules within the first solvation

shell also increases proportionally. In fact, when the number
of shell water molecules is normalized against the number of
surface Au atoms of the respective GNP, a decreasing trend
is observed to achieve a 1:1 ratio eventually for the large and
spherical GNP. This implies that more water molecules (or
even organic ligands) can be packed at the interface when the
curvature of the GNP is small. This curvature, in fact, plays a
crucial role in determining the packing density at the interface
of NPs. It is also observed that the width of the first RDF peak
is narrow, while the next peak is broader. This implies that the
water molecules in the first solvation shell are highly struc-
tured, due to the interaction with GNP, while the influence of
GNP decreases in the subsequent shells, supporting similar
observations that have been reported in other studies.?’
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Figure 5. Radial distribution functions of water oxygen with respect
to the center of mass of the GNPs (top) or surface of GNPs (middle),
and radial distribution function of water hydrogen with respect to
surface of GNP (bottom).



Finally, the RDF of hydrogen atoms with respect to the sur-
face of GNP is shown at the bottom of Figure 5. Here, there
is a shift in the first peak closer to the surface of GNP which
corresponds to the increase in the presence of dangling wa-
ter molecules that are pointing towards the surface of GNP.
This water reorganization is represented by a schematic view
in Figure 6. The increasing presence of the dangling configu-
rations of water molecules in larger GNP system is supported
by the observed angle distributions.
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Figure 6. Scheme of the change from 3D to 2D network at the GNP
interface.

B. Investigation of the salt effect

Experimentally, the presence of salt plays an important
role in regulating the ionic strength and hence the stability
of GNPs in a solution. At high concentration of salts, GNPs
start to aggregate, while at low concentration, the presence of
ions influences the zeta potential of GNP. In addition, Sicard-
Roselli e al.® demonstrated that the addition of salt impacts
significantly the radical production as 0.1% (m/v) of NaCl in-
duces a decrease of more than 40% of hydroxyl radical. Based
on their hypothesis on the role of water structure at the inter-
face, this change in production of hydroxyl radicals indicates
a change in water structure due to the presence of salt. So far,
no experimental evidence has been published that indicates
the perturbation of the interfacial water structure in the pres-
ence of salt. Therefore, a few water molecules were replaced
by Na™ and Cl~ maintaining the neutrality of the system dur-
ing the simulations. Here, there are two variables of interest:
the number of ions in the system and the size of GNP. Then,
the angle distribution of the solvation shell and the RDF of the
water molecules with respect to the ions is investigated to un-
derstand the organization of water molecules at the interface.
The main results are provided in Table I.

The effect of increasing the number of ions in the system
is considered taking Auz, as a model system. The number of
chloride ions is increased from 1 to 5, 10, 15, and 20 atoms,
along with the same amount of sodium ions. The average
pair distances between Auz, and Na®™ and C1™ highlight that
CI™ ions are present closer to the surface in average, as com-
pared to Na™. In addition, with increasing the number of ions,
the average pair distance for both Na™ and CI~ is decreasing,
which means that both types of ions are getting closer to the
surface of GNP. According to the RDF, the ions are present far
from the surface of GNP in the cases of a low ratio, and they
are present right at the boundary between the first and second
solvation shells at the highest ratio. The analysis on the an-
gle of water molecules at the surface of Ausz, (see Table I and

Figure S4) shows an increasing trend in the proportion of dan-
gling water molecules when the number of ions are increased.
As the ions approach the surface of GNP (in the case of 1:1
to 1:10), they start to exert influence on the vicinity of the in-
terfacial arrangement, as it can be seen from the fluctuation
in the proportion of dangling water molecules (both & and f3
within 70° to 110°). As more ions are added, the proportion
of dangling water molecules further increases. Therefore, the
arrangement of water molecules at the interface is disrupted
in the presence of salt ions.

Then, the effect of increasing the size of GNP is investi-
gated, while leaving the number of ions constant (1:10 ratio)
for AU32, Au55 Au79, Au147, Au201 and Augg7. Similarly,
we start our investigation with calculating the average pair
distance between GNP and Na' and Cl~, respectively. The
averaged pair distance of GNPs reveals that the ions are lo-
cated close to the surface of GNP, and based on RDF, they are
present at the border between first and second solvation shell.
In this case, the proportion of dangling water molecules with
respect to the proportion of the system without salt (see Ta-
ble I and Figure S5) shows a rather significant change in the
proportion of dangling water molecules, as also observed in
the previous case. For smaller sized GNP, the proportion in-
creases in the presence of salt. Meanwhile, for larger sized
GNPs, this proportion decreases in the presence of salt. This
different modification for the small GNP (Ausz,, Auss, and
Au79) and the large GNP (Auys7, Aupgi, and Auggy) could
arise due to the different water structure of the respective sys-
tem in the absence of ions. Consequently, the ions modify
the water structure accordingly. However, the presence of salt
does not alter the flat and up configurations significantly.

Table L. Percentage of the different water orientations residing at the
solvation shell of GNPs without (1:0 ratio) and with the presence of
salt ions, and Au-ion distances.

System Ratioof Flat Up Dangling Au-Cl- Au-Na™
GNP:CI™ (%) (%) (%) (nm) (nm)
Auzp 1:0 26.05 32.99 4.20 - -
Auzp 1:1 26.59 32.84 3.78 1.168 1.235
Auzp 1:5 25.63 3231 4.37 0.729  0.756
Ausp 1:10 2593 3224 385 0.613  0.639
Auzp 1:15 26.26 31.99 4.02 0.548  0.572
Auzp 1:20 2730 31.26 4.88 0.518  0.528
Auss 1:0 26.77 31.87 3.48 - -
Auss 1:10 28.65 31.20 3.80 0.565  0.608
Augg 1:0 2746 32.13 3.64 - -
Aurpg 1:10 27.55 30.66 4.50 0.565  0.603
Auygy;  1:0 28.99 3042 4.79 - -
Aupy;  1:10 31.69 3095 3.62 0.581 0.635
Aupo;  1:0 30.54 30.85 4.58 - -
Aupg;  1:10 30.14 3055 4.13 0.552  0.605
Augg;  1:0 23.99 2893 5.33 - -
Auggy  1:10 2471 2893 4.99 0.694  0.788




C. Quantum chemistry investigation of water structure at
the interface with GNPs

Considering the classical MD does not take into account
the electronic properties of the interaction, we turned to the
approximate quantum DFTB method to investigate the role
of electronic effect on the interaction. DFTB is heavily de-
pendent on the quality of the parameters in order to achieve
accurate calculations. Therefore, we started the investigation
by validating the DFTB method against DFT calculations.

1. Validation of DFTB results

A benchmark of DFTB was performed against DFT/PBE
calculations in terms of interaction energies and charge trans-
fer. The model used for this benchmark was Aus; interacting
with one water molecule and one solvation shell (see Table
86, Table S7, and Figure S8). The interaction energies of the
Augzy-water system follow the same global trend between the
two methods. However, the minimum distance between Ausz,
and the water oxygen is ca. 2.6 A at the DFT level, while
the distance is ca. 3.0 A at the DFTB level. Furthermore, the
charge transfer was defined as the change in total charge of
GNP after interacting with water. The values of charge trans-
fer follow the same trend at both levels, even if the quantity
is larger for DFT as compared to DFTB, due to the minimal
and localized basis set used in DFTB. For Aus, surrounded by
one solvation shell, the interaction energy per water molecule
at DFT and DFTB levels agrees pretty well, with a difference
less than 0.1 eV (Table S7 and Figure S8). With the consistent
trend observed for both interaction energy and charge trans-
fer between the two levels, we considered it to be reasonable
to perform qualitative structural analysis on the calculations
at DFTB level for the different size of GNP, despite the over-
estimation of the optimal distance between GNP and one wa-
ter molecule shown in Table S3. In addition, similar parameter
set has also been used by Fazio et al. to perform molecular dy-
namics on the charged and neutral Auss surrounded by water
shells.?

2. Interaction of GNP with one water molecule

The interaction between a single water molecule and GNP
was studied to search for the most stable water configura-
tions and GNP’s preferred adsorption sites. The investigation
started with the smallest GNP available, Ausz,. The different
possible configurations of the water molecule interacting with
GNP were compared. The flat configuration is found to be the
most stable configuration and the up configuration is slightly
higher in energy (see Figure S9). The optimization step at both
DFT and DFTB levels subsequently yields the same configu-
ration, albeit at different distances. Furthermore, being almost
spherical, Aus, does not have a preferred adsorption site. It
is also observed that there is a charge transfer from the wa-
ter molecule to GNP which is characteristic of chemisorption
phenomenon. In Table S6, the charge transfer decreases as

the distance between GNP and water increases, which is ex-
plained by the change in the extent of orbital’s overlap as the
distance grew.

As such, the frontier molecular orbitals (MOs) of Aus, and
the water molecule are investigated with the electron trans-
fer occurring from the HOMO of the water molecule toward
the LUMO of GNP. Having two lone pairs localized on the
oxygen atom, these HOMOs are available to donate electrons.
Figure 7 shows that the HOMOs of the water molecule can be
either perpendicular to or along the water molecule’s plane.
Therefore, the water molecule can adopt either the flat or up
configuration to an optimized overlap of the interacting or-
bitals, with the flat configuration preferred as indicated from
the calculated interaction energy in Figure S9.

Figure 7. The favored up or flat configuration as a result of overlap-
ping frontier orbitals for Auz, with one water molecule.

Subsequently, the interaction energies between the different
sizes of GNP with one water molecule were computed and
provided in Table S8. The optimized geometries are there-
fore shown in Figures S10, S11, S12 and S13 for the GNPs
of various sizes. Since the larger GNPs under study are not
all spherical, there are various possible adsorption sites (Fig-
ure 8). In the case of Ausy and Auygs, there are four different
possible sites, whose interactions will in turn differ (see Fig-
ure S10 and S13). Auss is slightly spherical, with one likely
interaction site, and Auyg possesses edges, with two possible
interaction sites. Therefore, the structure of each GNP with
one water molecule initially positioned at the different inter-
action sites was optimized. But it was performed in a local
configuration phase, therefore, the minima may not include
the most stable one on the potential energy surface.

Following the previous observation of charge transfer and
orbital overlap in Aujz,, the chemisorption characteristics are
present for the larger GNPs. The highest occupied MOs are
degenerated resulting in fractionally occupied MOs (see the
five highest occupied and five lowest unoccupied MOs for
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Figure 8. Possible configurations and adsorption sites for a water
molecule interacting with GNP.

Ausy in Figure S14). As a result, these fractionally occupied
orbitals can also accept electrons from the incoming water
molecule. Therefore, the determination of the participating
MOs is not as straightforward as that of Ausp, where the first
LUMO is the most possible orbital to accept electron. Indeed
due to the presence of these multiple possible accepting MOs,
the water molecule at different initial positions can interact
with whichever MOs that are the nearest to it. For example
for Ausy, the first configuration is optimized with the water
molecule positioned at the top corner of GNP and it can in turn
interact with either the fourth or fifth orbitals (Figure S14).
For the second configuration, the water was positioned close
to the edge site, and hence was able to interact with also ei-
ther fourth and fifth orbitals (Figure S14). The water molecule
was placed at the face site for the third configuration, and in
turn it can interact with the second or third orbitals. For the
last configuration, where the water molecule was placed at the
side corner site, it can interact with either the second, third,
fourth or fifth MOs. However, the nature and the strength of
the overlap between the participating orbitals differ, and affect
the interaction energy and the charge transfer. For Ausy, the
fourth configuration is found to be the most energetically fa-
vored. Similar observations can be deduced for the other GNP
interacting with a single water molecule.

3. One-shell solvation of GNP

It has been recently demonstrated that water molecules get
organized in a 2D hydrogen-bond network with dangling O-
H bonds at air-water interface.®® Furthermore, dangling water
molecules were found at the surface of the GNP in the clas-
sical MD simulations presented above. As a result, there is
a competition between Au-water and water-water interactions
at the interface, which then dictates the orientation of water
molecules. The objective was to investigate the arrangement
of one-shell water molecules at the DFTB level to take into
account electronic effects. The structure of the GNP + one-
shell water molecules has been initially derived from the clas-
sical MD trajectory, by selecting the water molecules that are
within a certain distance from the center of mass of GNP (the
distance obtained from the first RDF peak).

Firstly, the electronic and energetic properties of the sys-

tems were analyzed and provided in Table II. The interaction
energy, normalized over the total number of water molecules,
is found to fluctuate around the same values. The charge
transfer from water to GNP increases globally with the in-
crease of the size of GNP, and is found to be proportional to
the increase of interacting water molecules in the shell. This
implies that these properties are independent of the size of
GNP,*? but rather dependent on the surface area of GNP. This
is expected, as the surface area directly correlates with the
number of molecules interacting at the surface. The defor-
mation energy of GNP is relatively small for all the systems
pointing to no change in the shape of GNP as it comes into
contact with water molecules, which implies stability of the
GNP structures. This information is very important consid-
ering the application of GNP in many diverse fields, such as
catalysis, sensing, drug delivery, that the GNP has to maintain
their structural integrity to achieve the desired effect.’

Then, the structural properties of the water molecules in the
solvation shell were compared to that of a water droplet of 109
molecules. These properties are the distribution of & and f3
angles of water molecules with respect to the com of GNP, the
distribution of O-H bond lengths and H-O-H angles, in an at-
tempt to understand the impact of the presence of GNP to the
structural features. Figure 9 shows the distribution of the o
and 3 angles for different sizes of GNP. For the smallest sys-
tem of Auszp, 57 % of the water molecules adopt the flat con-
figuration and 33 % the up configuration, with the remaining
adopting dangling or down configurations. Similarly for Auzg,
59 % of the water molecules adopt the flat configuration and
22 % the up configuration, and the rest of the water molecules
adopting dangling or down configurations. Moving to larger
GNP, Auj47 and Auyg; have 58 % and 26 %, and 52 % and 20
%, for flat and up configurations, respectively. The percentage
of water molecules adopting a flat configuration remains con-
stant across the size of the nanoparticle, but the number of up
configurations noticeably decreases with the size of GNP. In
turn, these water molecules increasingly adopt dangling con-
figurations, signature of interfacial water, or down configura-
tions. This trend can be rationalized such that when the size of
GNP increases, the water molecules, which prefer either the
flat or up configurations when present in isolation, are forced
to rearrange themselves to maximize the hydrogen-bond for-
mation in the solvation shell. This trend seen in increasing
proportion of dangling water molecules is consistent with the
observation from classical MD simulations. The quantifica-
tion of the various configurations of water molecules is differ-
ent, however. This difference arises from the geometry opti-
mization step, the missing temperature effect, and the smaller
total number of water molecules in the DFTB calculations.
In any case, consistent trend in the rearrangement of water
molecules is observed between DFTB and classical MD sim-
ulations.

Next, the distribution of O-H bond lengths of water
molecules shows that there is an increase in the population of
shorter bond length for the solvation shell, resulting in the de-
crease of the mean O-H bond length as the GNP size increases
(Figure S15). These shorter bond lengths can be correlated to
the presence of almost isolated water molecules at the inter-



10

Table II. DFTB Interaction energies, interaction energies per water, deformation energies, charge transfer and percentage of the different water
orientations for a series of GNP with one water solvation shell.

System No. of water Eine (eV) E;n/water (eV) Eger (V) Charge Transfer (e) Flat (%) Up (%) Dangling (%)
Ausy 96 -11.363 -0.118 0.033 -1.465 - - -
Auss 71 -9.1047 -0.118 0.028 -1.037 57.1 31.2 0
Auyg 110 -13.639 -0.142 0.065 -1.688 59.1 21.8 1.8
Aujos 148 -15.547 -0.105 0.043 -1.577 - - -
Auyy7 160 -19.678 -0.205 0.099 -2.181 58.8 25.6 0.6
Auygg 212 -25.229 -0.263 0.160 -2.775 52.4 20.3 2.4
Auzyy 320 -38.483 -0.120 0.064 -3.815 - - -
does not significantly change in the presence of GNP. On the
Auz, Azs other hand, the stretching modes of water molecules between
2 . 2 *5% e, 3200 - 4000 cm ™! are influenced by the presence of GNP. No-
- ) - Co tably, the stretching frequencies are extended towards higher
@8 . w 8 . frequencies, as compared to those in pure water. Consistent
S i with the O-H bond length analysis mentioned above, the high
8 S stretching frequencies are a result of the increasing number
st o of water molecules that are forming fewer hydrogen bonds as
°© ’ ° i a result of the configurations pointing towards the interface
° %0 w0 180 o0 wo 10 (down and dangling configurations).'
a Au147 a Auzm
g | ™ g
o g . Water droplet —
@ = 5‘:&; . SRS
ol S d . 3000 3200 3400 3600 3800 4000 4200
T T — Solvated Aug,
0 50 100 150 0 50 100 150
a a
Figure 9. o and 8 angles of the water molecules in the solvation T T T T T T !
shell with respect to the com of GNP for Ausz,, Auyg, Aujg7, and 3000 Solvatjg?xg- 3400 3600 3800 4000 420
Auy, respectively, with red circles representing the flat configura- *
tions, blue circles for the up configurations, and black circles for the
other configurations. ” " || HIH""‘I ” II”” | “II
3000 3200 3400 3600 3800 4000 4200
face or the weakening of hydrogen bonds in the system. As — Solvated Ay,
observed in the distribution of the o and 3 angles, as the size
of GNP increases, the number of water molecules pointing to- T T
wards the interface (both dangling and down configurations) 3000 3200 3400 3600 3800 4000 4200

increases. As such these water molecules form fewer hydro-
gen bonds with their neighbors, as compared to those in flat
and up configurations, which results in the observed shorter
O-H bond lengths. The H-O-H bond angles has also been an-
alyzed but there is no significant change observed as the size
of GNP increases (Figure S16).

To further probe the structure of water molecules in the sol-
vation shell, normal mode analysis was performed to obtain
the vibrational density of states (VDOS) as shown in Figure10
for the 3000 - 4000 cm ™~ frequency range (see Figure S17 for
full frequency-range VDOS). The VDOS of the water droplet
was also calculated as a reference. Bending modes of water
molecules near 1500 cm ™! are not perturbed by the presence
of GNP. These bending modes are typically linked to the H-O-
H angle of water molecules, and as mentioned earlier the angle

Frequencies (cm™)

Figure 10. VDOS of water in water droplet, Ausy, Aujgs, and Auyg,
respectively.

IV. DISCUSSION

This systematic analysis has demonstrated a re-
arrangement of the water molecules at the interface of
increasing size of GNP, in support of the experimental
observation of specific water organization at the surface



of nanoparticles.&12 For small structures, GNP introduces
a perturbation to the resulting physical properties (e.g.
self-diffusion coefficient and re-orientational lifetime) as
the water molecules come into contact with the surface Au
atoms. This perturbation increases with the GNP size until
eventually the perturbation leads to the rearrangement of
water molecules to form 2D hydrogen-bond networks for
larger GNPs. This could explain the behavior of the self-
diffusion coefficient and the re-orientational lifetime (Figure
3) which initially shows an increase in retardation before
decreasing for the largest GNPs, as the water molecules
re-arrange to form a 2D network. As seen in the DFTB
results, charge transfer occurs between GNP and one water
molecule, and the effect is modulated based on the orientation
of the water molecule. This charge transfer also plays an
important role in the structuring of water. Particularly for
the large GNPs, the combination between this electronic
property and the hydrogen-bond formation between water
molecules contributes to the change in the water structure at
the interface. In the experiment performed by Sicard-Roselli
et al.,>%% the GNP used was large in size (~6 and 32 nm
in diameter) in comparison to the system studied here (~2
nm in diameter) and minimal amount of citrate ligands are
present at the surface. However, by extrapolating these data,
it is safe to assume that water molecules at the interface
have rearranged to form 2D hydrogen-bond network. Even
though directly comparable properties are not available
experimentally, especially on increasing size of GNPs or the
effect of charge transfer on the water structure, the current
analysis corroborates the hypothesis that the presence of GNP
induces rearrangement of water molecules at the interface,
which could be responsible for specific nanoparticle prop-
erties. Several experimental and theoretical studies on the
structure of water molecules at the interface of gold surface
and GNP have been reported, with different approaches and
descriptors.31:3779-73 The current results have been not only
consistent with the previous studies, but also have provided a
deeper insight as well as additional descriptors into both the
electronic and structural properties of water molecules at the
interface of GNP.

The addition of salt ions in the simulations demonstrates
that the structure of interfacial water is perturbed due to the
presence of ions that reside close to the surface. They in-
troduce a competition between the Au-water and ions-water
interactions. With increasing concentration of salt ions, both
Na™ and CI~ generally reside closer to the surface of GNP.
This could be the underlying reason for the aggregation of
GNPs induced by high concentration of salt, as the repul-
sion between GNPs is diminished. Meanwhile, at the inter-
mediate concentration of ions (1:10), the arrangement of wa-
ter molecules is considerably changed as shown in Table I.
Considering that the unique water structure at the interface fa-
cilitates the production of hydroxyl radical, hence, perturba-
tion introduced into this structure by the presence of salt ions
might be responsible for the change in hydroxyl radical yield
measured experimentally.®

Both structural and electronic properties of the water
molecules at the interface were studied using DFTB. The
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structure of water molecules at the solvation shell was ana-
lyzed with vibrational density of states and evolution of the
water bond lengths and angles. This analysis highlights that
the OH bond lengths decrease with the increasing size of
GNP, which implies change in the strength of the hydrogen-
bond network at the solvation shell. Such structural change
was observed experimentally by Novelli et al., by using both
the THz and mid-IR spectroscopy.'? This shortening of OH
bonds, which indirectly implies increased activation energy
for bond breaking, could contradict the initial expectation that
the presence of GNP facilitates the bond breaking, resulting
in high production of hydroxyl radicals. However another
point of view could also be, that the presence of extended
hydrogen-bond network actually protects the water molecules,
because the deposited energy can be delocalized throughout
the molecules, so resulting in lower localized OH bond break-
ing. But, when the hydrogen-bond network is weakened, the
energy deposition is localized to several water molecules, re-
sulting in higher probability of bond breaking, as compared to
the extended hydrogen-bonded network. However, the scope
of this work only involves system at ground state. The study
of systems at excited states is, however, possible with the re-
cent development of Real-Time Time-Dependent DFT. Re-
cent applications of this method include the topological anal-
ysis of charge migration after irradiation’# and the calculation
of stopping power of lithium cluster,”® or biomolecules.”® By
employing this method, it would then be interesting to model
and study the irradiation of the different water structures either
in bulk or at the interface.

Despite the advantages of classical MD for the structural
study, there are limitations due to the lack of description of
electronic effects or physical properties, such as polarizabil-
ity. Similarly, the inherent limitation of DFTB also lies in
the parameters describing the interaction between different
atoms, as demonstrated in the current study. Though DFT
is generally accepted as an accurate method, it comes with
high computational cost that increases quickly with increas-
ing size of the systems. Therefore, classical MD and DFTB
are still attractive alternatives provided that the parameters are
built and developed very carefully. The force field currently
used in the study was developed for gold surfaces, and it does
not take into account the polarizability of the molecules. Par-
ticularly in the case of salt addition, the effect of polariza-
tion was largely ignored, which might have played important
roles on the alignment of water molecules at the interface as
well. Therefore, development of a force field tailored to NPs,
that includes the polarization effect should be a further step in
a future work in a fully flexible description. Similarly, the
DFTB methodology holds a great promise in treating very
large systems that consist of large nanoparticles (more than 5
nm) and their surrounding environments (solvent and ligands),
once the parameters have carefully been set up. Then, DFTB
will allow the computation of GNP plasmonic properties at
the atomic level, and the investigation of their interaction with
small ligands in relation with SERS experimental spectra.



V. CONCLUSION

In conclusion, we have successfully probed the re-
orientation of water molecules at the interface by a step-wise
approach involving different theoretical methodologies. The
presence of increasing size of GNP affects the structural and
physical properties of water molecules, to result in the forma-
tion of a 2D hydrogen-bond network. Addition of salt also
perturbs the water structure as the ions reside close to the sur-
face of GNP, leading to possible aggregation at high concen-
tration which may change the production of hydroxyl radi-
cals under irradiation. DFTB was used to study the electronic
and structural properties of the interaction between GNP with
water molecule(s). The presence of vertices in GNP results
in different preferred orientations of water molecules across
the series of GNP. Yet, the formation of 2D hydrogen-bond
network has been also observed in large GNPs, i.e. Aupgi,
consistent with the observation seen in classical MD simu-
lations. The vibrational density of states analysis suggests
a weaker hydrogen-bond network with increasing GNP size,
which has been previously observed experimentally using Ter-
ahertz IR spectroscopy. Therefore, despite the inherent limita-
tions introduced by the methodologies, the approach adopted
in this study provides a glimpse into re-arrangement of water
molecules and the effects on structural and electronic proper-
ties. These results provide supporting evidence that the water
structure at the interface of GNP is different from that in bulk
water.

SUPPLEMENTARY MATERIAL

See Supplementary Material for a detailed description of
the methodology, tables with supplementary data from MD,
DFT and DFTB calculations, and complementary figures as
described and cited in the text.
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2.3.1 Conclusion and Perspectives

Our analysis has shown that there is a rearrangement of water network at the
vicinity of increasing sizes of GNP to form 2D hydrogen bond network, due to the
increase in the proportion of planar surfaces at larger size of GNP. This rearrange-
ment occurs as a result of maximizing both the water-water and water-surface
interactions. Despite the limitation in the theoretical approach employed in the
study, the observations are still consistent with experimental results. However,
the correct dynamics of water molecules in the presence of other surface ligands
(ions, organic molecules, etc.) on GNP surfaces is still crucial to describe correctly
the dynamical processes at the interface, particularly the balance between ligand-
surface, water-surface, and ligand-water interactions. Our work has shown that the
presence of ions perturbed slightly the hydrogen bond network when they reside
close to the surface. Similarly, previous study by Futera et al. have also indicated
that surface ligands need to penetrate through the water layer to approach gold
surface.3? Furthermore, Berg et al. has demonstrated the variation in water orien-
tation at the surface with the parameters, which could result in incorrect behavior
of ligands at the surface.> Therefore, in the following section, an accurate force
field describing the GNP-water interface, derived from GAL21 will be developed.
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2.4 Development of an Accurate Force Field for the Au-
Water Interaction

Despite the observation of unique water structure at the vicinity of metal surfaces
and metal nanoparticles and the implications in various contexts, the investigation
of the interaction at the interface of GNP is still proven challenging both experimen-
tally and from theoretical approach. The challenges arise due to the complexity of
the interaction at the surface, which includes the competitive interaction between
surface, solute, and solvent. From the perspective of computational approach, a
force field model is necessary to simulate systems containing hydrated GNP. How-
ever, the availability of accurate force field describing the GNP-water interaction
becomes a serious limitation in providing correct behavior of water at the inter-
face, as illustrated by Berg et al..>

In the previous section, the classical force field molecular dynamics has been
employed to probe the structure of water solvation shell on a series of increasing
size of GNP. Despite using the force field parameters adapted to gold surface, we
have obtained a consistent result as observed in experimental condition, where
the re-arrangement of the first water solvation shell as the size of GNP increases
was observed. However, there is still a need for a tailored force field for GNP (multi-
faceted particles), along with the inclusion of polarization term, which is important
to correctly describe the interfacial interactions, especially in the cases where ions
or charged ligands are included in the system.

Clabaut et al. has recently reported a highly accurate force field describing
the interfacial interactions between noble metal surfaces and water.2829 This force
field, called GAL, includes the angular dependence term in addition to the physisorp-
tion and chemisorption terms, and it has been shown to accurately replicate the
DFT level optimized geometries, and the respective interaction energies. The force
field has been implemented in CP2K package, 33 that is optimal for surface system
with periodic boundary condition. Therefore, a molecular approach of modeling
GNP as an alternative would be desirable, and hence, this work reports on the
implementation of the force field in Tinker molecular package. The advantage of
implementing in Tinker package is the ease of incorporation of AMOEBA polariz-
able force field into this functional form, which is another objective of ours in this
study. Furthermore, different force fields for biomolecules is available within the
package, which eventually enables the inclusion of biomolecules in the systems of
interest.

All in all, this work is carried out in collaboration with S. Steinmann (Labora-
toire de Chimie, ENS Lyon), and our objective in this section is threefold. Firstly, the
implementation of GAL force field within Tinker software package is tested and val-
idated. Secondly, we performed parametrization of GAL parameters fitted against
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DFT reference data. Lastly, we coupled AMOEBA polarizable force field with GAL,
and evaluated its performance.

2.4.1 GAL Functional Form

The general GAL force field (herein called GAL19)?29 has a different form from the
typical force field, explained in the methodology section. This force field is a sum of
pairwise interaction potential between Au-O and Au-H, as shown in Equation 2.10.
The geometrical descriptors necessary for the calculation of the interaction are rep-
resented in Figure 2.4. The normal of the surface (7) is defined as the summation
of Au-Au interatomic pair vectors (represented by blue lines) within the cut-off of
3.0 A, to include all the first neighbor atoms. In GNP, the normal of the different
Au atoms at the surface is not always the same, due to their non-planar surfaces.
Therefore, the calculation of surface normal has to be performed for each Au-water
pair considered. The orientation of the water molecule is then described with sev-
eral angles, which are © representing the angle between the normal of the surface
and the dipole moment vector of the water (represented as green line), ¢ (called
propeller angle) and w (called helicopter angle) angles describing the orientation
of water with respect to the surface. When ¢ = 0°, the molecular plane of water is
parallel to the surface.

Vaarto =Y Y Vuuum)+Y. Y. Viuol(uo.0) (2.10)

H MeQ((H) O MeQ(O)

GAL force field can be further separated into the potential terms correspond-
ing to Au-H interactions and the Au-O interactions. Firstly, the interaction potential
between Au-H is described by the exponential repulsive wall, shown in Equation
2.1, with Ay representing the strength of the repulsion and the Ry representing
the distance of the exponential decay.
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Figure 2.4: The schematic representation of the geometric descriptors for GAL: 7,
the surface normal, is represented by the blue line; the water dipole is represented
by the green line; the angles 6, ¢, and w are the angular descriptor to determine
the water orientation with respect to the surface of GNP

The interaction potential between Au-O pairs, shown by Equation 2.12, can be
decomposed into its components, which are the chemisorption term, consisting of
Vg, attractive Gaussian potential, and Vy, the explicit angular dependence, and
the physisorption term described by Tang and Toennies potential, V.34 Their re-
spective tunable parameters are A, B, Cg, €4, b, by, Ro, a1, az, ag, and ay.

Vir (Parg) = Ape ™/ B (2.11)

Viro(Tu0,0) =Va(ea, by, b Paro) + Va(Ro, a1-4;70,0,0)
+ Vrr(A, B,Cg;70m,0)

The physisorption potential, Vrr, can be calculated based on the Equation 2.13,
which consists of the exponential soft-wall potential, long-range London attraction,
and a damping term. This potential introduces a continuous repulsive potential in
the short range.

(2.12)

6 k
— —Br (BT) —Br Cﬁ
Vrr(r) = Ae” 7" — [1 — kZ_O e ]E (2.13)
The chemisorption term comprises the Gaussian attractive term, Vg, and the
angular dependent term, Vg4, that can be written as Equation 2.14 and Equation
2.15, respectively. The asymmetry in the perpendicular (L), and parallel (||) direc-
tion of water molecule with respect to the surface is introduced by this Gaussian
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attractive term. With this asymmetry, a stabilization in the top site with respect to
the hollow site can be imposed, which is the preferred site both in the DFT and ex-
perimental observation.335 Additionally, the angular dependent term introduces
a damped, truncated Fourier series of 4 terms, to reproduce the preferred orien-
tation where the molecular plane of water is parallel to the metal surface. Finally,
there are 13 adjustable parameters for GAL19, that have to be parametrized for
each metal surface.

N —byr2 _ 2
Vg(TM’()) = g,€ Mg biry (2.14)

—r/Rop\2 4
(e ) Z ancos(nd) (2.15)

—raz;,0/Ro
ZMZEQ(O) e n=1

Va(M; € Q(O);r,0) =

2.4.1.1 Introducing Reactivity of GNP in GAL21

To further account for the environment (i.e. reactivity) of the individual metal atoms
at the surfaces, the term generalized coordination number (GCN) has been pro-
posed by Calle-Vallejo et al. and can be computed with Equation 2.16. This term has
been demonstrated to have exceptional performance as a reactivity descriptor for
the adsorption of small organic molecules on nanoparticles, over the traditional co-
ordination number.3° By definition, this generalized term conveys the information
on the incomplete coordination sphere better than that of standard coordination
number. GCN can be calculated by the sum of the coordination number of the clos-
est neighboring atoms, divided by the maximum coordination number of metal in
bulk (in general 12 for fcc metal). The GCNs for core atoms are within the range of 9
to 12, and those for surface atoms are within the range of 4 to 9, depending on their
respective sites. Therefore, low values of GCN are associated with higher reactiv-
ity, and vice versa. The GCN of surface atoms of Ausg, Auss, and Aurg are shown in
Figure 2.5. Incorporating this term in the GAL19 force field will likely improve the
transferability of the force field in multi-faceted metal nanoparticles, and it will be
called GAL21 from here onwards.

GCN(i)=>_ g]]\\; () (2.16)

J
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Figure 2.5: The computed GCN values corresponding to individual surface atoms
of AU39, AU55, and AU79.

With the addition of GCN parameter, the different parameters of GAL have be-
come either linearly or exponentially dependent on GCN, which take the form in
Equation 2.17 and Equation 2.18, respectively. The choice of either linear or expo-
nential dependence has been decided based on the observation of either linear or
quadratic correlation between the interaction of water molecule and the metal ad-
sorption site. For the Au-H potential, the Ay and By parameters (replacing Ry of
GAL19) become linearly dependent on the GCN. In the Au-O potential, the A and B
termsin Vyr andthe b, and b in Gaussian attraction term become linearly depen-
dent on GCN, while the ¢ term in Gaussian attraction term becomes quadratically
dependent. Lastly, the a,, terms in the angular terms become quadratically depen-
dent on GCN. This dependency results in 29 adjustable parameters for GAL21.

L= Lu).GCN(M)+ L) (2.17)

Q = Q2)-GCN(M)* + Q).GCN (M) + Qo) (2.18)

2.4.2 Dataset and Fitting Procedure
2.4.2.1 Reference Dataset

Clabaut et al. fitted the GAL19 parameters with DFT interaction energy as reference
data, which consists of single water molecule adsorbed at increasing distances and
at varying orientations with respect to the metal surface.? Similarly, our dataset
consists of the interaction between one water molecule with Ausg, Auss, AU7g, AU147,
and Ausg at increasing distances (from 2.0 A- 4.0 A) and at different orientations
(which are flat, up, down, and dangling, as seen in Figure 2.3). Additionally, for Ausg
and Auyg, additional configurations of water molecules interacting at different in-
teraction sites (such as edge, top, and face sites) are included (see Figure 2.6). In
total, our dataset contains 115 structures for Ausg, 43 structures for Auss, 132 struc-
tures for Auyg, 81 structures for Auyyy, and 82 structures for Augg;. Lastly, to in-
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clude many body effects, 357 additional structures with multiple water molecules,
i.e. dimer (D), trimer (T), and tetramer (Te), interacting with Auss and Auzg have
been generated.

The interaction energies for all the configurations have been obtained with dis-
persion corrected DFT method with PBE functional (refer to the methodological sec-
tion of Chapter 3 for more details on DFT calculation). The gold atom is described
by a relativistic effective core potential (RECP) and its associated basis set, with 68
core electrons replaced by a potential, and 11 valence electrons treated explicitly.
The water molecule is described with DZVP basis set. The interaction energy, Einr,
is then calculated with Equation 2.19, with E4,_ g, 0 representing the energy of the
complex, E4,, representing the energy of GNP, and Ep, o representing the energy
of water.

Eint = Eau—t,0 — (Eauw + En,0) (2.19)

Face

Figure 2.6: The schematic representation of Auss and Aurg with the possible inter-
action sites highlighted.

2.4.2.2 Fitting Procedure

The Forcebalance software, interfaced with Tinker Molecular Package, was pre-
viously used to improve parameters of polarizable water models.37 In this work,
Forcebalance software has been used to optimize the parameters for GAL force
field. The schematic representation of the systematic parametrization procedure
is shown in Figure 2.7. The water model TIP3P has been used to represent water.
The non-linear optimization has been performed with Newton-Raphson mode. The
optimization is considered converged when two of the following criteria have been
achieved: convergence criteria of 0.1 for objective function, convergence criteria
0.01 for gradient, or convergence criteria of 0.01 for step. During the fitting, only
the interaction energy lower than 20.0 kcal/mol is considered in the calculation of
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objective function, to keep only the small repulsive behavior at short distances.

QQ,D , % 9
2 0;3\90“ 9. Calculate deMon2k
6i o j%ﬁo D& interaction density of Montréal
' o o energies Reference ab-initio
Tinker Molecular Data obtained with
Modeling Package deMon2k
/ Calculate Objective
Update Force Field ] V.4 function
Parameters « Evaluate differences

\ * Include regularization

Has convergence

criteria been
No fulfilled?
Initial parameters Yes

Optimization Optimized

Newton-Raphson parameters

Figure 2.7: The schematic representation of the optimization procedure in Force-
balance adapted from the reference.37

2.4.3 Fitting for GAL19

The reported parameters for Au [100] (GAL-100) and Au [111] (GAL-111) (see Table A.1)
have firstly been used to calculate the interaction energy of one water molecule in-
teracting with Ausg, Auss, and Aurg. The plots of the calculated interaction energies
with both GAL-100 and GAL-111, with respect to the DFT reference data are shown in
Figure 2.8. The plots indicate that the parameters fitted for surface system are not
directly transferable for nanoparticle systems. The question that follows would be
the selection of reference dataset, such as, which kind of structure (size and shape)
of GNP should be taken for the fitting of the parameters, and then whether the pa-
rameters will be transferable to other structures not included in the dataset. To
answer the question, a systematic fitting procedure has been carried out with dif-
ferent geometries included in the fitting dataset.
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Figure 2.8: The calculated GAL interaction energies of 1 water molecule interacting
with Ausg (left), Auss (middle), and Aurg (right), with respect to the DFT energies:
GAL calculation performed with the reported parameters fitted for Au [100] and Au
[111] surfaces.

In the first fitting procedure, labelled as AuNP-fmix, the fitting was carried out
for the interaction between one water molecule and Ausg, Auss, and Auzg. In this
set, the different interaction sites across different sizes and shape of GNP is ex-
plored. The second fitting procedure, labelled as AuNP-f79, only the interactions
of 1 water molecule with Aurg at various interaction sites have been included in the
fitting dataset. In this set, only the different interacting sites on Aurg are explored.
In the last fitting procedure, labelled as AuNP-fall, on top of the interaction be-
tween one water molecule (monomer, M) with Ausg, Auss, and Aurg, the interaction
of multiple water molecules, i.e. dimer (D), trimer (T), and tetramer (Te), has also
been included, to account for many body effects. In all of these fitting procedures,
the values for C, Rp, and Ry have been taken from the reported Au [100] values,
with the assumption that these values will not change much during optimization,
and hence leaving 10 adjustable parameters. Table A.1 reports the optimized pa-
rameters for all the sets.

The parameters are then evaluated by calculating the RMSD of the predicted
interaction energies against the DFT energies, and they are shown in Figure 2.9,
Figure 2.10, and Table A.4. The calculation of RMSD has been done on the geome-
tries whose interaction energies in DFT are less than 1 kcal/mol, excluding strongly
repulsive interactions. The performance of the sets of parameters is evaluated
based on their predictions for the systems that are not part of the fitting dataset,
such as interaction of water on Auy47 and Ausg, and also the interaction of multiple
water molecules on Auss and Aurg.
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Figure 2.9: The calculated GAL interaction energies of Ausg (top), Auss (middle), and
Aurg (bottom) interacting with monomer (M), dimer (D), trimer (T), and tetramer
(Te) of water with respect to the DFT reference energies, with the optimized pa-
rameters: (left) AuNP-f79, (middle) AuNP-fmix, and (right) AuNP-fall

For AuNP-fmix set, the parameters predict quite well the interaction energies
of 1 water molecule with Auy47 and Ausg; (see Figure 2.10 middle column), with the
calculated RMSDs being 2.91 and 1.62 kcal/mol, respectively. However, the RMSD
increases as more water molecules interact at the surface of Auss and Aurg(see
Figure 2.9 the middle column of middle and bottom rows), for example the inter-
action energy of Aurg increased from 2.62 kcal/mol for adsorption of two water
molecules to 4.06 kcal/mol for adsorption of four water molecules. As such, the
transferability of these parameters across different GNPs size and shape is quite
good, while the description of many body effects is moderate.
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Figure 2.10: The calculated GAL interaction energies of 1 water molecule interacting
with Auqy7 (top) and Au 901 (bottom) with respect to DFT reference energies, with
the following optimized parameters: (left) AuNP-fmix, (center) AuNP-f79, and (right)
AuNP-fall

As for the AuNP-f79 set, the RMSDs for the interaction of one water molecule
with Ausg, Auss, Aui47, and Ausgg are excellent, which are 3.06, 1.78, 1.38, and 0.96
kcal/mol, respectively (see Figure 2.9 and 2.10 left column). It appears that the set
performs increasingly better for the increasing size of GNP. However, the struc-
ture could also play a role, since the structure of Ausg is very different from the
rest of the GNP, resulting in the relatively high RMSD. The RMSD for the inter-
actions of multiple water molecules are quite good for both Auss and Aurg, with
smaller increase in the RMSD as more water molecules are added into the system,
for example the RMSD increased from 2.06 kcal/mol for two water molecules to
3.06 kcal/mol for four water molecules interacting with Aurg (see Figure 2.9 left col-
umn of bottom row). Therefore, this set seems to be transferable for across the
size of GNP, and it gives good description for the interaction with multiple water
molecules.

For the last set, the AuNP-fall parameter, in which all the structures, except for
those of Auy47 and Augg;, are included, perform excellently for large GNP, (2.04 and
1.18 kcal/mol respectively for Aui47 and Augg), and for interaction of multiple water
molecules (see Figure 2.9 and 2.10 right column). Therefore, this parameters will be
employed to carry out MD simulations. In other words, in the case for GAL19, for
better description of many body effects and the transferability, the adsorption of
multiple water molecules on various GNP needs to be included. Consequently, the
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force field is not quite practical and careful consideration has to be taken before
employing the force field.

2.4.3.1 Molecular Dynamics Simulations with GAL19

MD simulations with GAL19 implemented in Tinker Molecular Package have been
carried out for a series of GNP in water using PBC, which are Auss, Aui47, Ausg,
and Auggy. Considering the good performance of AuNP-fall to describe the inter-
action with multiple water molecules, it has been selected to be the parameter
set of choice for the simulation, and additionally to test the stability of the imple-
mentation. The system has been taken from previously equilibrated cubic box of
solvated GNPs, with the size of the boxes being 33.9208 A, 39.8494 A, 40.5951A, and
68.3825 A, respectively for Auss, Au147, Ausgr, and Augsy. The total number of water
molecules is, therefore, 1288, 2042, 2170, and 10241, respectively. The TIP3P water
model has been employed, while the Au-water interaction has been described only
by GAL force field. The dynamics have been performed with constraints on water
structure, imposed with the rattle algorithm, and on the Au-Au positions. Verlet
integrator has been used with time step of 1.0 fs during equilibration for around at
least 200 ps and time step of 2.0 fs during production for at least 1 ns. The dynamics
have been performed in NVT ensemble, with Nosé-Hoover thermostat, maintain-
ing the temperature at 300 K. The thermostat will kick in every 0.1 ps. The long
range interactions have been treated with Ewald summation with cutoff of 8 A. The
periodic boundary condition has also been applied at all axis, with the cutoff for
non-bonding interactions set to be 8 A.

The evolution of temperature and potential energy over the simulation in NVT
ensemble is shown in Figure 2.11, and these data imply the stability of the dynamics
of the different systems of GNP, for up to one nanosecond. The water structuration
around the GNP is then assessed with radial distribution function (RDF) for pairs
of Au-O and Au-H, which are shown in Figure 2.12. The RDF plot of Au-O shows the
presence of slightly more structured first solvation shell at around 2.85 A, which
agrees with reported AIMD simulations.3 The subsequent peaks are broader as
the influence of GNP on the structure diminishes, and they start to resemble bulk
water. According to the RDF, the first solvation shell extends up to 4.0 A. However,
there does not seem to be a large difference in terms of the water structure across
the different sizes of GNP. Additionally, the RDF plot of Au-H indicates the hydrogen
to be almost at the same distance as Au-O. Upon closer inspection, there seems to
be a slight shift in this peak towards the surface of GNP, as the size of GNP in-
creases, which agrees with our previous study. However, more studies with larger
GNP will be necessary to confirm this observation.
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Figure 2.11: (top) The schematic representation of GNP studied in the MD simula-
tions; (bottom) The evolution of potential energy (left) and temperature (right) for

MD simulation of Auyg1, with data points collected at every 200 fs.
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Additionally, the distribution of water orientation has been calculated based on
the o and 8 angle, and the result is tabulated in Table 2.2. As the size of GNP in-
creases, there is naturally an increase in the average number of water molecules
in the first solvation shell. A large portion of water molecule is oriented with the
hydrogen atoms pointing away from the surface (up). These water molecules are
forming hydrogen bond networks with the next solvation shell. The proportion
of water molecule adopting the flat configuration seems to decrease with increas-
ing size of GNPs. However, the proportion of water molecules adopting the dan-
gling configuration does not change drastically. The rest of the water molecules
adopts the orientation where the 2 hydrogen atoms are pointing towards the sur-
face (down).

Table 2.2: The average distribution of the orientations of water in the first solvation
shell of increasing sizes of GNP calculated based on the snapshots taken from MD
simulations performed with GAL19

System No. of Water Up (%) Flat(%) Dangling (%)

Auss 80 41.2 28.0 1.8
Auq47 139 43.4 26.8 1.3
Augo1 173 44.0 24.9 1.3
Augg7 469 50.6 15.3 1.3

2.4.4 Fitting for GAL21

Similarly, the parameters of GAL21 generated for metal surfaces are not optimized
for GNP systems yet.38 Therefore, the parameters have been fitted with our data
set. Following the previous approach, different fitting sets have been carried out
depending on the systems included in the dataset. In the AuNP21-fmix, the fitting
dataset includes the interaction between one water molecule and Ausg, Auss, and
Aurg. In the AuNP21-f79, only the geometries of Aurg are included. Contrary to the
fitting for GAL19, the interaction between multiple water molecules on GNP is not
included in any of the sets. The optimized parameters are tabulated in Table A.2.
With the inclusion of reactivity descriptor (GCN), the performance of GAL21 is ex-
pected to be better than GAL19. These parameters will be evaluated also based on
their predictions for the interaction energies of 1 water molecule with Au;47 and
Augp1, and the multiple water molecules with Auss and Aurg (see Table A.5, Figure
2.13, and Figure 2.14).

With the AuNP21-fmix set, the RMSD for the predicted interaction energies of
one water molecule with Aui47 and Augg; are 2.27 and 1.10 kcal/mol, respectively
(see Figure 2.14 right column). Their prediction for the interaction energies of mul-
tiple water molecules with Aus; and Aurg is moderately well (see Figure 2.13 right
column).
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Figure 2.13: The calculated GAL interaction energies of Ausg interacting with
monomer (top); and of Auss (middle) and Aurg (bottom) interacting with monomer
(M), dimer (D), trimer (T), and tetramer (Te) of water with respect to the DFT ref-
erence energies, with the following optimized parameters: (left) AuNP21-f79 and
(right) AUNP21-fmix

With the AuNP21-f79 set, the interaction energies of one water molecule inter-
acting with Ausg, Auss, Auy47, and Augg; are predicted in excellent agreement with
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the reference dataset (see Figure 2.13 and Figure 2.14 left column). But, they do not
seem to predict the interaction energies for multiple water molecules well, with er-
ror as large as 7 kcal/mol for the interaction of four water molecules with Aug.
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Figure 2.14: The calculated GAL interaction energy of Auy47 (top) and Augg; (bottom)
with respect to DFT reference energies, with the following optimized parameters:
(left) AuNP21-f79 and (right) AuNP21-fmix

As expected, GAL21is better in describing the interaction with one water molecule,
as compared to GAL19. However, it still does not describe well the interaction
with multiple water molecules, particularly with the AuNP21-f79 parameters. One
possible reason could be due to the fact that GAL21 places too much importance
on the reactivity descriptor, and hence overestimates the interaction with individ-
ual water molecule. Therefore, it might still be necessary to include the multiple
water molecules within the fitting dataset to include the many body interactions,
which will not be practical. For the subsequent molecular dynamics simulation,
the AuNP21-fmix parameter set will be employed, because of their relatively lower
RMSD for the interaction of multiple water with GNP.
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2.4.4.1 Molecular Dynamics Simulations with GAL21

Similarly, the stability of the implementation of GAL21 in Tinker has been tested by
performing MD simulations in NVT ensemble, with the same setup as mentioned
for GAL19. The AuNP21-fmix set of parameters has been used in the simulations,
and the GCN descriptors of each GNP have to be provided in the parameter file.

The stability of the simulation is validated by the stable evolution of potential

energy and temperature during the simulation (see Figure 2.15). The water struc-
ture has similarly been studied with radial distribution function of O and H with
respect to Au (see Figure 2.16). In comparison to GAL19, the first solvation peak ob-
tained with GAL21 seems to have smaller width at 2.86 A, with deeper dip at around
3.75 A. This implies a more structured configuration at the first solvation shell for
GAL21, as compared to that of GAL19. In GAL21, the larger GNP seems to exert larger
effect on the water structure at the first solvation shell, which is not really the case
for GAL19.
Meanwhile, the RDF of Au-H shows that the first solvation peak is at 2.77 A, closer to
the GNP surface, as compared to the oxygen. This is in contrary to what is observed
in GAL19, where the first peak of Au-O and Au-H almost coincides. In addition, in
the case for Auss, the first peak solvation peak seems to extend quite far from the
surface, due to the indistinguishable hydrogen atoms. However, as the size of GNP
increases, more structuration occurs at the first solvation shell, with a slight shift
of the first solvation shell closer to the surface of GNP.
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Figure 2.15: The evolution of potential energy (left) and temperature (right) for MD
simulation of Ausg, with data points collected at every 200 fs.
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Figure 2.16: The plot of RDF of O (left) and H (right) with respect to a series of GNP:
Auss, Au147, Augo1, and Augsy

Table 2.3: The average distribution of the orientations of water in the first solvation
shell of increasing sizes of GNP, calculated based on the snapshots taken from MD
simulations performed with GAL21

System No. of Water Up (%) Flat(%) Dangling (%)

Auss 75 40.8 24.4 2.4
Auq47 141 39.0 30.3 1.9
AUt 174 40.1 28.3 1.8
Augg? 457 42.0 21.2 1.8

Similarly, the distribution of the orientation of water molecules at the first solva-
tion shell is quantified and shown in Table 2.3. The orientation of water molecules
simulated with GAL21 is quite different from that simulated with GAL19. In average,
the proportion of up configuration is slightly lesser than that obtained with GAL19.
The proportion of the flat configuration, in the contrary, does not decrease with the
size of GNP, as seen in GAL19. In GAL21, the flat configuration seems to increase
for the intermediate GNP sizes. Lastly, there seems to be more water molecules
adopting the dangling configuration. The proportion of water molecules oriented
with the two hydrogen atoms pointing towards the surface (down configurations)
has increased as well in the simulations with GAL21.

All in all, the data analysis extracted from the MD simulations performed with
GAL21 shows a different behavior of water molecules in the vicinity of GNP as com-
pared to those performed with GAL19. However, with the lack of reference data, it
is still quite hard to conclude which force field performs better. However, for the
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interaction with one water molecule, GAL21 performs better and it is more trans-
ferable to different sizes of GNP. In the following section, the polarization and elec-
trostatic terms within AMOEBA framework will be coupled with GAL21, and the per-
formance of the resulting force field will be assessed.

2.4.5 Including Polarization in GAL21

The performance of both GAL19 and GAL21 has been demonstrated to be quite
good, but, their description of the many body interaction is still lacking. This could
arise due to the absence of the polarization and charge transfer term that has been
demonstrated to be important. Especially, the polarization effect of GNP should
have an effect on the arrangement of water at the interface. Therefore, in this
work, the addition of polarization term will be carried out by coupling GAL21 with
AMOEBA force field, which has been extensively used for the simulation of ions sol-
vation, and biomolecules with high accuracy. As discussed under the methodology
section, the AMOEBA force field includes additional terms for electrostatic and po-
larization, on top of the bonding interactions and van der Waals interactions. Since
the interaction of Au-water has to be treated exclusively with GAL21, double count-
ing of particular terms has to be carefully avoided, especially during the fitting.

Before going further, energy decomposition analysis with block localized wave-
function scheme (BLW-EDA) has been carried out to compute the contributions of
polarization and charge transfer terms to the interaction energy. The detailed de-
scription of BLW-EDA can be found in the methodology section of Chapter 3. Table
2.4 shows the different terms (i.e. frozen energy, polarization, and charge transfer)
for the interaction of one water molecule with Auss. The configurations refer to
the geometry and distance of one water molecule interacting with Auss. The term
HU, HF, HDown, and HDangling refers to up, flat, down, and dangling orientation,
respectively (see Figure 2.3). The number 1-11 refers to the increasing distances of
water with respect to Auss surface, and they vary between 2.0 A to 4.0 A.
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Table 2.4: The frozen, polarization, and charge transfer energies (in kcal/mol) of the
interaction between one water molecule and Aus; based on the BLW-EDA scheme

Configuration Frozen Energy Polarization Charge Transfer Interaction Energy
HU-1 58.89 -21.29 -22.06 15.55
HU-2 18.35 -9.13 -10.38 -1.16
HU-3 6.21 -4.64 -6.01 -4.44
HU-4 1.87 -2.84 -3.98 -4.94
HU-5 -0.76 -1.53 -2.31 -4.60
HU-6 -1.52 -1.01 -1.50 -4.03
HU-7 -1.80 -0.69 -1.00 -3.48
HU-8 -1.80 -0.40 -0.65 -2.86
HU-9 -1.69 -0.30 -0.43 -2.42
HU-10 -1.49 -0.22 -0.25 -1.96
HU-1 -1.28 -0.16 -0.16 -1.60
HF-2 22.97 -0.32 -13.49 0.16
HF-3 6.00 -3.75 -7.39 -5.14
HF-4 1.09 -1.87 -4.66 -5.44
HF-5 -0.63 -1.16 -3.27 -5.07
HF-6 -1.65 -0.60 -1.88 -4.13
HF-7 -1.81 -0.32 -1.36 -3.49
HF-8 -1.77 -0.21 -0.88 -2.86
HF-9 -1.55 -0.13 -0.48 -2.16
HF-10 -1.33 -0.10 -0.30 -1.73
HDown-1 156.47 -27.75 -51.63 77.09
HDown-2 76.87 -12.11 -30.1 34.65
HDown-3 34.50 -4.88 -16.69 12.93
HDown-4 17.87 -2.49 -10.45 4.93
HDown-5 8.79 -1.38 -6.46 0.96
HDown-6 3.42 -0.78 -3.68 -1.05
HDown-7 1.10 -0.53 -2.24 -1.68
HDown-8 -0.10 -0.34 -1.38 -1.82
HDown-9 -0.66 -0.26 -0.84 -1.75
HDown-10 -0.87 -0.20 -0.48 -1.55
HDown-11 -0.90 -0.16 -0.35 -1.41
HDang-1 116.54 -21.36 -38.55 56.62
HDang-2 66.22 -11.38 -24.75 30.09
HDang-3 35.38 -5.66 -15.31 14.41
HDang-4 15.88 -2.59 -8.33 4.96
HDang-5 8.31 -1.51 -5.22 1.58
HDang-6 3.27 -0.84 -2.91 -0.49
HDang-7 0.64 -0.47 -1.52 -1.35
HDang-8 -0.25 -0.30 -0.96 -1.51
HDang-9 -0.75 -0.17 -0.57 -1.49
HDang-10 -0.88 -0.13 -0.35 -1.35
HDang-11 -0.87 -0.10 -0.21 -1.18
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Since the frozen energy is a sum of the electrostatic, dispersive and repulsive
energies, this term is generally positive at small distances. This term then decreases
as the distance increases, where eventually the contributions from dispersion and
electrostatic become dominant, resulting in negative energy at larger distances.
The polarization and charge transfer terms, in contrary, are strongly stabilizing at
small distances, and they decrease as the distance increases. The interaction en-
ergy is, by definition, the summation of all these terms. The combination of po-
larization and charge transfer compensates the positive frozen term to result in
favorable interaction energy. An interesting observation is that the charge trans-
fer is generally larger than the polarization term, except for the up configuration.
Therefore, this analysis has demonstrated the important contribution of both the
polarization and charge transfer to the interaction energy,3° which have not been
included in the GAL force field.

The contribution of polarization and charge transfer at the optimal interact-
ing distance varies between -2.84 and -0.30 kcal/mol and -3.98 and -0.96 kcal/mol,
respectively. It generally decreases from the up, flat, down, and dangling config-
urations. Part of the reason is due to the increasing optimal interacting distance
across the configurations. Similar observations have been made for Ausg and Aurg
(see Table A.6 and Table A.7), which led us to conclude that there is no significant
size effect of GNP on the polarization and charge transfer at the surface. It is an
important basis for the transferability of polarization effect across different sizes
of GNPs.

2.4.5.1 Fitting for GAL21 coupled with AMOEBA

To include the polarization term within AMOEBA framework, on top of the GAL21
force field parameters, additional parameters have to be included. As mentioned
earlier, there is a risk of double counting during the energy calculation. GAL21 force
field has explicitly included the non-bonded interactions between Au and water,
except for the polarization and electrostatic terms. Even though, they might have
been included implicitly during the fitting of the parameters, it has not been suffi-
cient to describe the many body effects as demonstrated by the RMSD of predicted
interaction energies for multiple water molecules on GNP with GAL19 and GAL21.
AMOEBA functional form includes van der Waals interaction as part of the non-
bonded interaction. Therefore, the parameters relating to this term and bonded
term have been set to o to prevent double counting. For the permanent electro-
static term, only the charge is included, and excluding the higher order multipoles.
As for the polarization term, both the polarizability and Thole damping factor are
needed.

The range of values for polarizability of the gold atoms have been obtained
from quantum calculation, and set to be 3.2349 A? in this work, and the standard
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Thole damping factor of 0.39 has been used. However, the choice of charge is not
as straightforward. Firstly, there is a question on the sign and the magnitude of
the charge. Secondly, it is not obvious whether introducing a universal charge for
all the Au atoms or separating the charge based on the surface or core Au atoms
would provide a better result. Therefore, careful consideration has been taken in
deciding the sign and magnitude of the charge.

To take into consideration the correlation between charge and polarization, a
small charge of 0.02 will be applied, because it will give a good energy range for the
polarization term. Additionally, the positive charge is found to behave better with
the distance, as compared to the negative charge. Subsequently, the two charge
settings will be systematically compared, in which the first one has the universal
charge of 0.02 for all Au atoms (labelled P1T), and the second one having 0.02 charge
at the surface atoms, and the counter balancing negative charge is distributed in
the core atoms (labelled P2T). The first setting results in excess positive charge on
the GNP, while the second setting results in neutral GNP, which may be preferrable
in a MD simulation.

E’/‘ef = EinthFT - Epol—amoeba - Emulti—amoeba (2-20)

Since the parameters for AMOEBA are not going to be adjusted, the contribu-
tion arising from the polarization and multipole terms has to be subtracted from
the DFT reference energy to prevent double counting (see Equation 2.20), with the
E,¢; corresponding to the new reference data for fitting, E;,;— prr corresponding
to the interaction energy as obtained from DFT, Epi— amocba aNd Eryiti—amoeba Fefer-
ring to the polarization and multipole energy calculated with Tinker. The remaining
parameters of GAL21 will be fitted against E,.s. In this way, the polarization terms
are separated from the GAL terms quantitatively during the fitting.

Similar to our previous approach, the fitting will also be systematically carried
out with different dataset. The first set includes the interaction between one wa-
ter molecule with a mixture of GNP in the dataset (fmix) and the second set in-
cludes only the interaction between one water molecule with Aurg structures in
the dataset (f79). All in all, we tested four different sets of fitting procedure, which
are P1T-fmix, P2T-fmix, P1T-f79, and P2T-f79, and their respective optimized param-
eters are shown in Table A.3.
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Figure 2.17: The calculated GAL interaction energies of Ausg with one water
molecule with the following optimized parameters:(top) P1T-f79 and P1T-fmix, (bot-
tom) P2T-f79 and P2T-fmix

The performance of the parameters has similarly been evaluated based on the
RMSD of the predicted interaction energies of one water molecule with Ausg, Aui47,
and Augg; (see Figure 2.17, Figure 2.20 and Figure 2.21), and those of the multiple wa-
ter molecules interacting with Auss and Aurg (see Figure 2.18, Figure 2.19, and Table
A.5).

Comparing between the P1T and P2T scheme, with both fmix and f79, the RMSD
calculated for interaction of one water molecule with the larger GNP (Auy47 and
Augg1) are found to be generally lower for the P2T scheme (see Figure 2.20 and Fig-
ure 2.21). The RMSD calculated for Auy47 are 2.09 kcal/mol and 2.32 kcal/mol for P2T
associated with f79 and fmix, respectively. In comparison, the RMSD calculated for
the same structures for P1T scheme are 2.36 kcal/mol and 3.00 kcal/mol, respec-
tively. However, for interaction of multiple water molecules on GNPs, P1T gives
lower RMSD for Auss complexes (see Figure 2.18), while P2T gives lower RMSD for
Auzg complexes(see Figure 2.19). Hence, they are comparable. However, with the
lower error observed for the interaction of one water molecule and the resulting
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neutral GNP system, P2T scheme is favored.
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Figure 2.18: The calculated GAL interaction energies of Auss interacting with
monomer (M), dimer (D), trimer (T), and tetramer (Te) of water with respect to the
DFT reference energies, with the following optimized parameters: (top) P1T-f79 and
P1T-fmix, (bottom) P2T-f79 and P2T-fmix
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Figure 2.19: The calculated GAL interaction energies of Aurg interacting with
monomer (M), dimer (D), trimer (T), and tetramer (Te) of water with respect to the
DFT reference energies, with the following optimized parameters: (top) P1T-f79 and

P1T-fmix, (bottom) P2T-f79 and P2T-fmix.

Since, the P2T has been considered the scheme of choice for the charge, the

RMSD are calculated to evaluate and compare the performance of P2T-f79 and P2T-
fmix. The two sets seems to be comparable for both the interaction of one water
molecule (see the bottom plots of Figure 2.17, Figure 2.20, and Figure 2.21) and mul-
tiple water molecules on GNP (see the bottom plots of Figure 2.18 and Figure 2.19).
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Figure 2.20: The calculated GAL interaction energies of Auysr interacting with
monomer (M), dimer (D), trimer (T), and tetramer (Te) of water with respect to the
DFT reference energies, with the following optimized parameters:(top) P1T-f79 and
P1T-fmix, (bottom) P2T-f79 and P2T-fmix.

In the case for the one water molecule systems, P2T-fmix gives lower RMSD for
Aui47, while P2T-f79 gives lower RMSD for Augp;. As for the interaction of multiple
water molecules on GNP, the P2T-f79 performs slightly better for Auzg complexes
(see Figure 2.19), and slightly worse for Auss complexes (see Figure 2.18). Neverthe-
less, RMSD for the interaction with multiple water molecules are better than the
non-polarizable GAL21. This results show the superior performance of polarizable
GAL21 in the description of many body interaction.
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Figure 2.21: The calculated GAL interaction energies of Augy; interacting with
monomer (M), dimer (D), trimer (T), and tetramer (Te) of water with respect to the
DFT reference energies, with the following optimized parameters: (top) P1T-f79 and
P1T-fmix, (bottom) P2T-f79 and P2T-fmix.

Furthermore, this analysis demonstrates that the polarizable force field ob-
tained with Aurg (P2T-f79) fitting dataset can produce satisfactory interaction en-
ergies across sizes of GNP, and also for the interaction between multiple water
molecules and GNP. This could imply that the parameters fitted in this work can be
directly applicable for different sizes and shapes of GNP without re-parametrization.
Therefore, our parameter of choice to run MD simulations will be P2T-f79 to further
test the transferability of the force field.

2.4.5.2 Molecular Dynamics Simulations with Polarizable GAL21

MD simulations, with the same simulation setup and systems as the previous sec-
tions, have been carried out to evaluate the stability of the coupling between GAL21
and AMOEBA force field, in NVT ensemble. As mentioned, the P2T-f79 parameters
have been selected as the parameter of choice, in which the surface atoms will
have 0.02 charge, and the counter balancing negative charge will differ depend on
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the size of GNP. Similarly, the GCN of the GNP has to be included in the parameter
file. Since there is a significant increase in simulation time for this force field, only
a few hundred steps of simulation has been performed.
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Figure 2.22: The evolution of potential energy (left) and temperature (right) for MD
simulation of Ausg, with data points collected every 100 fs.

Similarly, the evolution of potential energy and temperature during the simu-
lation is stable, as they fluctuate around the average value (see Figure 2.22). The
water structure has also been investigated at the vicinity of GNP by calculating the
RDF of both O and H with respect to Au atoms (see Figure 2.23 top). For the RDF of
oxygen atom with respect to gold atoms, the first solvation shell has not changed
much across the size of GNP and the peak is at 2.80 A. Meanwhile, for the RDF of
hydrogen atom with respect to gold atoms, the shape of the first solvation shell has
not changed much, but the peak has shifted to larger distance for the large GNP, i.e.
from 2.85 A for Auss to 2.96 Afor Auys7 and Ausgr. The hydrogen atoms are found
to be a bit further away from the surface as compared to the oxygen atoms.

1500
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Figure 2.23: The RDF of O (left) and H (right) with respect to a series of GNP: Auss,
Aui47, andAu 90 (top); The comparison of RDF for Auy47 between the different force

field (bottom).

Subsequently, the RDF of oxygen and hydrogen with respect to Au47 are com-
pared between the different force fields, and shown in Figure 2.23 bottom. The RDF
for oxygen is not very different across the different force fields, while the first peak
for RDF of hydrogen has shifted a little, with the one corresponding to the GAL21-
Pol being the furthest away from the surface, and the GAL21 being the closest to
the surface. However, further investigation needs to be carried out to validate the

polarizable force field.
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Table 2.5: The average distribution of the orientations of water in the first solvation
shell of increasing sizes of GNP, calculated based on the snapshots taken from MD
simulations performed with polarizable GAL21

System No. of Water Up (%) Flat (%) Dangling (%)

Auss 79 54.9 15.5 29
Auj47 135 5941 13.4 2.9
AU 167 57.8 13.8 3.3

The orientation of water molecules at the first solvation shell has been quanti-
fied and shown in Table 2.5. The distribution shows that the water structure simu-
lated with polarizable GAL21 is different from GAL19 and non-polarizable GAL21. A
majority of the water molecules is adopting the orientation where the two hydro-
gen atoms are pointing away from the surface (up configuration). Though, there
seems to be a decrease in the flat proportion as the size of GNP increases, similar
trend observed in GAL19. Intriguingly, the proportion of dangling water molecules
has increased in the polarizable GAL21, as compared to the other force fields. Ad-
ditionally, it slightly increases as the size of GNP increases, which is consistent with
the general expectation of an increase in planar surface in larger GNP, thus resem-
bling metal surfaces.

2.4.6 Conclusion and Perspectives

Our preliminary tests have shown that including polarization in GAL21 force field,
in which the reactivity of surface atoms is accounted by GCN, improves the many
body interactions at the interface of GNP. Additionally, the transferability of the
force field is excellent across the different sizes and shapes of GNP considered
here, which could imply the direct applicability of the reported parameters for sim-
ulations of gold systems.

For further validation of the force field, however, additional tests are still needed
to be carried out. Particularly, the computation of the RDF is currently performed
with individual atoms of Au as the reference, which leads to the plots reported
in this chapter. Different approaches in studying the water packing in the vicin-
ity of GNP are needed to obtain better description, for example setting the cen-
ter of mass of GNP as the point of reference. The interaction of GNP with water
in the presence of ions and charged molecules, especially, needs to be tested as
an evaluation of the force field. Furthermore, as the force field has been imple-
mented in Tinker molecular package, the integration with other force fields should
be straightforward, in particular for biomolecule simulations. Moreover, with the
MPI parallelization in Tinker HP package,4° long simulations with polarizable GAL21
will be possible.
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Allin all, an accurate force field describing GNP-water interaction has been de-
veloped. With the availability of accurate force field for GNP-water interaction, it
would be possible to calculate and compare the properties of hydrogen bond net-
works in greater detail. It will be particularly interesting to extract different trends
and descriptors for the hydrogen bond network surrounding GNP exhibiting un-
usual shapes, such as nanostars, nanocubes, nanowires, nanorods. Additionally,
the dynamics of the interaction between GNP-ligand can be extensively sampled,
and based on which vibrational spectra could be derived to compare with experi-
mental data.



2.5. General Conclusion and Perspectives 83

2.5 General Conclusion and Perspectives

In this chapter, the focus has been on the modelling of GNP-water interface by em-
ploying force field-based MD simulations. The dynamical and structural properties
of water solvation shell of GNP have been systematically studied, and the rear-
rangement of water structure to 2D hydrogen bond network has been observed
as the size of GNP increases. Furthermore, an accurate and polarizable force field,
derived from GAL21 force field, has been shown to be excellent in predicting the in-
teraction energies of multiple water molecules on GNP. Additionally, the force field
is also transferable across the different sizes and shapes of GNP studied here.

In section 2.3, the optimum distance of Au-water interaction has been found
to differ between DFT method and semi-empirical DFTB method. Since the prop-
erty of interest was the vibrational density of states of the solvation shell of GNP,
the distance of Au-water may be negligible, as long as the water-water interactions
are well described. However, this is an important limitation inherent to this semi-
empirical method.

The parameters employed in section 2.3 have been generated specifically for
gold thiolated systems, and our results show that these parameters, in particular
the parameters generated for O-O, O-H, and H-H interactions (water interactions)
are not fully transferable for GNP-water systems. Therefore, in cases where an
accurate potential energy surface is important, the errors due to the parameters
could lead to wrong interpretation. Moreover, this method cannot be used as the
reference method for force field parametrization involving large systems. There-
fore, to obtain accurate simulation, new parameters have to be derived to describe
the Au-water interface. However, generating new DFTB parameters can be quite
tedious, especially if each addition of different molecules in the system requires
new parameters.

Alternatively, artificial neural networks have recently been proposed as a pow-
erful method to predict the energy correction to increase the accuracy of DFTB to
DFT or ab-initio methods.4"4? Therefore, such an approach can be applied for Au-
water interactions. The work is currently ongoing, and is carried out together with
N. Bhatia (Master 2 student) and in collaboration with Prof. Marcus Elstner’s group.
The challenges of the method include, the sampling of the potential energy surface
to be included in the training set, the optimization of hyper parameters for the ge-
ometry descriptors, and finally the optimization of the neural network parameter
itself. However, the preliminary results are promising with the ML corrected DFTB
interaction energies are comparable with DFT reference energies as compared to
initial DFTB energies (see Figure 2.24). The next challenge being to test the trans-
ferability of this neural network model in predicting energy corrections for GNP
systems other than those included in the training dataset.
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3.1 Introduction

The interaction of ligands on the surface of GNP has significant impacts on the
physicochemical behavior of the resulting GNP. The reverse is also true, that in the
presence of GNP, large biomolecules might undergo significant structural changes.’
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Moreover, by exploiting its optical properties, GNP has been increasingly used as
the substrate for surface enhanced Raman spectroscopy (SERS), a surface sensi-
tive spectroscopy technique. This technique has been used to study the adsorp-
tion of bovine serum albumin,? the protein corona formation on GNP,3 the pro-
cesses of protein aggregation,4 and many others. Furthermore, another study has
reported changes in the secondary structure of amyloids depending on the curva-
ture of GNP.5

Therefore, there is a vast interest in understanding the interacting groups and
the orientation of molecules on the surface of GNP, with the objective of assisting
the interpretation of experimental spectra and predicting the orientations of large
biomolecules on GNP. Gao et al. have investigated the adsorption behavior of ben-
zoic acid and phthalic acid on GNP, where the benzoic acid prefers a perpendicular
orientation through the interaction with carboxylate group. The phthalic acid, how-
ever, prefers a tilted orientation with both carboxylate groups interacting with the
surface atoms.® In another study, Yao et al. reported a combined DFT and SERS
methods to discover the preferred interaction sites of cysteine, i.e. through both O
and S, on the surface of GNP.”

The objective of this chapter is, therefore, to systematically study the interaction
between small representative organic molecules and a series of GNP with various
sizes and shapes. Since the electronic properties are necessary for the investiga-
tion, the calculations in this chapter will be performed at DFT level. The complexes
are then subjected to topological analysis and energy decomposition approaches
to obtain qualitative and quantitative information on the interactions. Lastly, the
vibrational frequencies for the complexes are calculated in the harmonic approxi-
mation.
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3.2 Computational Methodologies

All of the calculations at DFT level have been performed with deMon2k program,
and the computational details employed in this chapter will be given in this sec-
tion.® The typical simulation workflow is illustrated in Figure 3.1, where initially the
complexes are optimized without constraint, followed by the various topological
analyses, energy decomposition approaches, and vibrational analysis. All of the
topological analysis described in this chapter and the charge decomposition anal-
yses have been performed with Multiwfn?, except for the quantification of NCI
basins, which has been performed with NClplot4." The decomposition of the in-
termolecular interaction has been performed based on SAPT approach and block-
localized wavefunctions energy decomposition analysis (BLW-EDA). SAPT has been
calculated with Psig,™ while BLW-EDA has been calculated with CP2K.™

deMon2k

density of Montréal

Topological Analysis
and Energy

Decomposition Analysis

e Change in IR response in the
presence of GNP

¢ Change in IR response with
respect to geometry of
aromatic ring

e Optimization without
constraint e Quantum Topological Atoms-

e Initially positioned at different in-Molecule

geometry with respect to GNP * Non-Covalent Interaction
Analysis

e Charge decomposition analysis

Structures and « EDA Analysis: SAPT & BLW-EDA

Electronic Properties in

DFT Framework Frequencies Calculation

Figure 3.1: The systematic investigation of the interaction between GNP and organic
molecules adopted in this chapter.

3.2.1 Quantum Approach

The ground state energy of molecular systems can be calculated by solving the
time-independent Schrodinger equation 3.1, with the right hand side of the equa-
tion referring to the energy of the particular state of the system and the left hand
side of the equation referring to the Hamiltonian of the system.'3 With the adiabatic
and Born-Oppenheimer approximations, the exact solution has been successfully
obtained for one-electron systems. But, as the number of electron is increasing,
a numerical approach has to be applied based on the variational principle, which
states that the energy of any approximate wavefunction is either above or equal to
the exact function. Taking an approximation of a single Slater determinant, where
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the electron correlation is neglected and the electron repulsion is taken as an av-
erage, the Hartree-Fock method is derived, and an approximate solution can be
calculated. Within the self-consistency field framework, the trial wavefunction will
be iterated and minimized until a convergence in the energy is achieved.

P9 (0) + V(@) ¥(a) = B () 3

Afterwards, different methods have been proposed to account for the elec-
tron correlation, called post Hartree-Fock methods, such as configuration interac-
tion (Cl), multi-configuration self-consistent field (MCSCF), multi-reference config-
uration interaction (MRCI), many-body perturbation theory, and coupled cluster.
Another approach that is based on the electron density, called Density Functional
Theory method (DFT), has also been proposed, and it will be the main method em-
ployed in this thesis.

3.2.1.1 DFT methods

While the methods mentioned earlier are based on wavefunction approach, Den-
sity Functional Theory (DFT) is based on the electron density."* The method was
first developed by Hohenberg and Kohn and further refined by Kohn and Sham,'51®
and was based on two important theorems. Firstly, the ground state electronic en-
ergy of a system can be represented fully by the electronic density, instead of the
wavefunctions, reducing the dimensions of the calculation. Secondly, the kinetic
energy of the interacting electrons can be calculated with non-interacting electrons
system, assuming the existence of the non-interacting system, and separating the
contribution of the interacting parts into the exchange-correlation term. Conse-
qguently, the energy calculation can be separated into two parts (see Equation 3.2
and 3.3).

Eprrlpl = Tslp] + Vaelp] + J[p] + Exc/p] (32)

Exclpl = (Tlp] = Tslpl) + (Eeelp] = J]p]) (3.3)

The first three terms on the right hand side of Equation 3.2 corresponds to ki-
netic energy of non-interacting electrons (Ts, potential energy between nuclei and
electrons (V,,.), and repulsive energy between non-interacting electrons (J, respec-
tively. These three terms can be calculated in an exact manner. The fourth term
corresponds to the exchange-correlation term arising from the interacting elec-
trons (Ex¢). This term is then described by the different types of approximations
introduced by functionals that are constantly being developed and proposed over
the years.™
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Perdew and Schmidt introduced the term Jacob’s Ladder of density functional
approximations to classify the functional according to the "ingredients" used in the
definition." The essence of the term is that the functionals characterized into the
higher rung give more accurate results, but at the expense of a more complex func-
tional form and sometimes also the computational cost, than the functionals in the
lower rung. The first rung of Jacob’s ladder depends only on the density of the sys-
tem, which is called the local spin density approximation (LSDA). Functionals that
include the density and its gradient belong to the second rung, called generalized
gradient approximations (GGA), to which PBE™ and PBEsol' belong to. The third
rung considers also the Laplacian of the density, which is called meta-GGA, for ex-
ample TPSS2° and Mo6-L.#' The hybrid functional, the fourth rung, includes a cer-
tain percentage of nonlocal exact exchange, such as B3LYP2*24, while the last rung
(i.e. double-hybrid) includes the contributions from unoccupied orbitals. Eventu-
ally, for practical purposes, the choice of functionals will be highly dependent on
the system and properties of interest. In the case of metal nanoparticles system,
the PBE functional provides a good balance for the accuracy and computational
cost. Itis important to mention that with the local nature of the functionals of DFT,
it does not consider dispersion effects. Therefore, a dispersion correction to the
energetic term has to be added to improve the description of the characteristic
asymptotic R~% behavior.?>

3.2.1.2 Basis Sets

Another important aspect in computational chemistry is the choice of basis set,
based on which the molecular orbitals are built. The basis function can be de-
scribed either as atomic orbitals centered on atoms or plane wave, among others.
The plane waves are typically used to describe solid state systems, while the atomic
basis sets are the typical choice in the molecular quantum chemistry. The atomic
basis sets can be further classified as the Gaussian-type orbitals (GTO) or Slater-
type orbitals (STO), and the linear combination of these atomic orbitals yields the
molecular orbitals. Though STOs are considered as the best physically motivated
basis set, the computation of the integrals is proven to be difficult and costly. There-
fore, GTOs are by far the most used basis sets in the community of quantum chem-
istry, and many different families of GTOs basis set have been generated.26-29

In a real system, technically infinite basis functions have to be used to build
molecular orbitals. However, within computational approach, only finite basis func-
tions can be used. Consequently, two important errors arise, which are basis set in-
completeness error (BSIE) and basis set superposition error (BSSE). The BSIE arises
due to the difference between the results obtained with small basis set and with
(or extrapolated to) complete basis set. On the other hand, the BSSE arises due
to the artificial local increase in basis set size within the overlapping regions, and
it is important while calculating interaction/binding energy, as it will result in an



92 Chapter 3. SIMULATING GNP-LIGAND INTERFACE

overestimated energy. Boys and Bernardi proposed a correction method, called
Counterpoise (CP), in which the energies of each monomer are corrected by the
monomer energies calculated in the presence of the basis functions of the other
monomer, but without the atoms. 3°

Equation 3.4 shows the calculation of BSSE correction with CP method, with
Epssk representing the BSSE error, E4(AB) representing the energy of monomer
A in the presence of basis functions of B, and Ep(AB) referring to the energy of
monomer B in the presence of basis functions of A, while the E4(A) and Ep(B) cor-
responding to the energy of monomer A, and B, respectively. As a rule of thumb,
the larger the basis set used to describe a molecule is, the more accurate the calcu-
lation would be. However, the computational costs quickly become very expensive
for large molecules. As such, a balance between the choice of basis set and the
computational cost must be maintained.

Epssg =(Ea(AB) — Ea(A)) + (Ep(AB) — Eg(B))

(3.4)
EinT—corr =FEap(AB) — E4(AB) — Ep(AB)

For calculations involving heavy atoms, a basis set that properly considers at
least the scalar relativistic effect is important. Different all electron basis set de-
veloped using relativistic Hamiltonians, such as ZORA3" and DKH 32, have been pro-
posed. However, the computational cost associated with large number of electrons
can be prohibitive in the calculation of large systems. As such, relativistic effective
core potential (RECP) has been proposed as an ideal alternative, where the core
electrons are replaced by a potential, and only the valence electrons are treated
explicitly.3334 For Au atom, different RECPs are available along with their respec-
tive associated basis sets, and the ones used in this thesis are the RECP with 19
explicit valence electrons, called as SC-RECP35 and the RECP with 11 explicit valence
electrons, called as LC-RECP3°, These RECP have been demonstrated to be reliable
in both the energetic and geometrical aspects for calculations of gold nanoparti-
cles.

3.2.1.3 DFT in deMonz2k

In deMonzk program?, with which the DFT calculations are performed, the Kohn
Sham orbitals are expanded based on the linear combination of Gaussian-type Or-
bital (LCGTO) approximation. Within the approximation, the computation of the
four-centered Coulomb repulsion scales with the fourth power of the size of basis
set. Therefore, to reduce the scaling of the calculation by one order, a variational
fitting of Coulomb potential, developed by Dunlap,37 has been implemented. As
a result, an auxiliary function has to be introduced, and the density calculated us-
ing this auxiliary function is used to calculate the exchange-correlation potential. 38
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This approach is generally known as Auxiliary DFT (ADFT), and the auxiliary density
scales linearly with the number of auxiliary functions, as compared to the quadratic
scaling of Kohn-Sham density. The auxiliary function set is given by s, spd, and
spdfg Hermite Gaussian functions, and the functions adapted to the used basis
sets are automatically generated by the program. Subsequently, the converged
density projected to the molecular orbitals is obtained with SCF (MinMax) iteration
procedure.3?

In a typical computation setup for a DFT calculation with deMonz2k, the con-
vergence criteria for SCF iteration have been set to 1.10E~” a.u. and 5.10E~7 a.u,
for MinMax SCF and for auxiliary density, respectively. The adaptive grid with tol-
erance of 1.10E~% a.u. has been used for the numerical integration of exchange-
correlation energy and potential. For open-shell complexes, a smearing keyword
has been used to allow fractional occupation of the frontier orbitals. The calcu-
lation has been performed with dispersion corrected PBE functional.?> The gold
atoms have been described with either SC-RECP or LC-RECP, as described previ-
ously. The organic molecules are described with DZVP basis sets. The geometry
optimization has been performed with the convergence criteria of at least 1.10E~°
a.u.. The frequency analysis for calculation of IR and Raman spectra has been per-
formed analytically within the ADPT framework, as reported by Delgado-Venegas
etal..4°

3.2.1.4 Fukui Function Analysis

To evaluate the reactivity of GNP, Fukui function has been demonstrated to be a
good descriptor for organic molecules and GNP, which is based on the frontier
molecular orbitals.4" Fukui function represents the change of electron density with
respect to the change in the number of electrons, and they are typically calculated
with finite-difference approach. However, the calculation of Fukui function in de-
Monz2k has been implemented with the perturbation theory approach, with com-
parable results obtained for organic molecules.4? Equation 3.5 shows the Fukui
function associated with the electrophilic attack (f~) and the nucleophilic attack
(f 7). To calculate the Fukui function at atomic center, i.e. condensed Fukui func-
tion, the evaluation is done in terms of the Mulliken charges, see Equation 3.6. Fur-
thermore, the average of the .~ and f,:“ corresponds to the susceptibility to radical
attack. Meanwhile, the Af(r) has been proposed as a dual descriptor,43 discrimi-
nating the atoms to be either nucleophilic (when Af(r) < 0) or electrophilic (when
Af(r) > 0).

P (3.5)
P
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fe (1) = aq(N) — qu(N — 1)
fi(r) = qu(N +1) — qu(N)

L (7 T(r (3.6)
f]g(r):fk();—fk() 3

Afe(r) = fif (r) = fi7 (r)

3.2.2 Topological Analysis

Within the framework of Quantum Theories of Atoms in Molecule (QTAIM), 4445 in-
formation on the molecular bonding can be obtained through the topological anal-
ysis of the electron density distribution. This framework has been developed by
Richard F.W. Bader and colleagues, and from there onwards, there have been in-
creasing number of topological tools developed with QTAIM as the basis. All these
tools are grouped under Quantum Chemical Topology, a term first introduced by
Popelier and Aiken.4® In the QTAIM framework, the molecules are separated into
nuclear attractors and basins, based on the gradient vector field of the electron
density. An atom is, therefore, defined by the attractor and its associated basins.
The interatomic surface, also known as critical point, is the converging point of a set
of gradient paths originating from the nuclei. The bond critical points, along with
their associated bond paths, refer to the concentrated density that links two atomic
centers. The presence of these bond critical points, along with the bond paths, rep-
resents the presence of an interaction between the two atoms. On top of the bond
critical points, there are also critical points associated to ring (connected to at least
three attractors and BCPs) and to cage (connected to four or more non coplanar
attractors).

At the bond critical point, the interaction can be characterized based on the lo-
calindicators, i.e. electron density (p;), the Laplacian of the electron density (V* py),
and energy density (H;). Bianchi et al. performed a topological analysis on the
experimentally obtained electron density distribution of Mns(CO)yq, and they pro-
posed the bonding criteria for metal-ligand bonds, as seen in Table 3.1.47 There are
other characterization criteria proposed for characterization of interaction based
on local indicators at BCP, but because of the simplicity and its relevance to our sys-
tems of interest, Bianchi's characterization will be applied throughout this chapter.

Another important topological tools is the electron localization function (ELF),
proposed and developed by Becke and Edgecombe.4® ELF, simply put, measures
the probability of finding a pair of electrons in a multi-electron system, based on
the consideration of the Hartree-Fock pair probability and yet orbital independent.
Applying partition based on the gradient dynamical system results in basins that
correspond to the core electrons, lone pairs, and bond regions. These basins can
be qualitatively compared to the geometry obtained with VSEPR model. The pop-
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Table 3.1: The criteria for bond characterization based on local indicators at BCP,
as proposed by Bianchi.4/

Bond type oy VZpy, H,
van der Waals low >0 >0
dative low >0 <0
covalent high <o «0
BCP11 NCI Analysis
QTAIM  BCP9 p=035

p=0.028 V2p=-1.79 :
V 2p =0.092 H(r) = -0.53 o 0
H(r) = 0.0017 —

Dative Dispersive Repulsive

Color-code representation of the non-covalent interaction basins

Figure 3.2: Quantum chemical topological analysis of water dimer: (left) QTAIM
identifying both the covalent and non-covalent BCP and (right) NCI analysis visual-
izing the non-covalent interaction basins

ulation analysis performed within these basins could give information on the rear-
rangement of electrons as molecules interact.49:5°

Johnson et al. proposed Non-Covalent Interaction (NCI) method based on the
reduced density gradient (s), to simultaneously identify and visualize non-covalent
interactions present in interacting compounds (see Figure 3.2).5" Calculating the
reduced density gradient (s), a dimensionless DFT quantity that describes the devi-
ation from a homogeneous electron distribution, the non-covalent interaction can
be easily located. Plotting the s against the electron density (p) will feature the non-
covalent interactions at low electron density. Furthermore, the interaction can be
characterized based on the sign of the second Hessian eigenvalue, where positive
sign corresponds to non-bonded non-covalent interaction and negative sign corre-
sponds to the bonded non-covalent interaction. The strength of the interaction is
inferred from the electron density. Therefore, the interaction can be characterized
into dative type when sign(Az)p < -0.02, dispersive when -0.02 < sign(Az)p < 0.02,
and repulsive when sign(Az)p > 0.02. The visualization of the non-covalent inter-
action is similarly coded into blue (i.e. dative), green (i.e. dispersive), and red (i.e.
repulsive). NCI analysis has been extensively used as a qualitative descriptor for
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various systems. In addition, very recently, quantitative analysis of NCI basins has
been demonstrated to evaluate the interaction between DNA base pairs.™

Each of the analysis tool mentioned here has been employed to study and visu-
alize the non-covalent interaction between GNP and its ligand, except for the ELF
analysis. 52758 The basis corresponding to the non-covalent interaction has not been
detected with ELF analysis, because the likelihood of finding a pair of electrons in
a non-covalent interaction is small.

3.2.3 Charge Decomposition Analysis

Proposed by Dapprich and Frenking, charge decomposition analysis allows the in-
vestigation of donor-acceptor interactions by partitioning the molecular orbitals
into the donor and acceptor fragments.>° The partitioning is based on the linear
combination of the fragment orbitals, from which several terms can be calculated.
Firstly, the charge donation (d) is given by mixing the occupied orbitals of donor
species and the unoccupied orbitals of acceptor species. Secondly, the back dona-
tion (b) is given by mixing the unoccupied orbitals of donor species and occupied
orbitals of the acceptor species. Lastly, the mixing of the occupied orbitals of donor
and acceptor species give the charge depletion from the overlapping area, or in
other words, the charge polarization (r). All these terms are described in Equation
3.7. Furthermore, this decomposition scheme is subjected to basis set superpo-
sition error. However, it is the relative term of each of the term, rather than the
absolute term that are meaningful. Still, this method has provided a quantitative
insight into many donor acceptor complexes, as well as complexes of transition
metals, 0"

oce,A vac,B
di =" ) michicni (k| )
k n

oce,B vac,A

b = Z Z MiCliCmi (P Pm) (3.7)
l m

occ,A oce,B

re= ) Mickicmi{Pk| Pm)

k m

3.2.4 Decomposition of Intermolecular Interaction

There are different approaches developed recently to decompose intermolecu-
lar interaction into its physically meaningful constituents. These decomposition
schemes will provide a great insight into the quantitative understanding of the un-
derlying governing forces contained in the intermolecular interaction energy. In
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this work, two different approaches have been used to investigate the complexes,
i.e. Symmetry Adapted Perturbation Theory (SAPT)®? and Block-Localized Wave-
functions Energy Decomposition Analysis (BLW-EDA).®3 Moreover, these decom-
position analysis schemes have been employed to assist in the development of
parameters for force fields. 645

3.2.4.1 SAPT

As the name suggests, SAPT is a perturbative approach, where the interaction is
treated as a perturbation to the isolated monomers.®2 Within this scheme, the in-
teraction energy is the summation of electrostatic, induction, dispersion, and ex-
change terms. Each of this contribution is physically meaningful, which helps in
understanding the main governing forces of the intermolecular interaction. Elec-
trostatics is defined as the Coulomb interaction between the charge densities of
individual monomers. This term includes the charge penetration effects (overlap
of electron densities) at short range, and the interaction between permanent mul-
tipole moments of the monomers at long range. Induction results from the mutual
polarization between the monomers. At long range, the induced dipole moments
that depend on static polarizabilities and hyperpolarizabilities are included in this
term. Dispersion is defined as the correlated fluctuations of electron density on
both molecules, that exhibit attractive effect providing weak intermolecular bind-
ing. Lastly, the exchange term comes from the Pauli exclusion principle, which
represents the repulsive interaction between the monomers. Depending on the
level of treatment of the electron correlation, the interaction energy calculated with
SAPT can reach a high accuracy. Furthermore, SAPT based on density constructed
from the Kohn-Sham orbitals and orbital energies has also been proposed as an
alternative to the Hartree-Fock based, called SAPT(DFT). In this work, only the sim-
plest SAPT method is being used, SAPTo, where the intramonomer correlation is
completely neglected. The formulation of SAPTo can be written as shown in Equa-
tion 3.8.

ESAPTO _ p(0) | p(10) | p(20) L p(20) +ECO 4B 16EY) (3.8)

int elst exch ind,resp exch—ind,resp disp exch—disp

with the Ee(ljs?) corresponds to the electrostatic interaction of the charge den-

sities at HF-level, Ee(;fh)
(20)

Eind,resp

corresponds to the product of monomer HF determinants,
corresponds to the relaxation of monomer in response to the electrostatic
potential of the other monomer, Ec(lig) corresponds to the electron correlation, and

lastly, the 6E1(£2 term that accounts for the higher order induction and exchange
induction effects. The dispersion and induction terms that are quenched by repul-
sive term has to be included in the equation as well.
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3.2.4.2 BLW-EDA

The BLW-EDA has been designed based on the block localized wave function (BLW),
that allows a rigorous separation between charge transfer and polarization en-
ergy terms.®3 The framework of BLW, which is also known as absolutely localized
molecular orbitals (ALMO), defines one block for a molecule by localizing the elec-
trons in terms of atom-centered basis functions, and the expansion of these basis
functions is restricted to exclude contributions from other basis functions in the
system. The BLW is then variationally optimized, and the mutual polarization in-
teraction between different blocks is also calculated variationally. Meanwhile, the
charge transfer energy corresponds to the interactions of bonding orbital between
the fragments. The total interaction energy within this framework can be written
as Equation 3.9.

EBLW?EDA = Efrozen + Epol + ECT (39)

wnt

with Er..., as frozen energy that includes the electrostatic, dispersion, and re-
pulsion, E,,; as polarization energy, and Ecr as charge transfer energy terms that
includes the donor-acceptor interaction, respectively. Each of the term can be fur-
ther expressed as shown in Equation 3.10

Efrozen :Eguess - Efragl - Efrag2
Epol :EBLW - Eguess (3-10)

Ecr =Esystem — EBLw — EBSSE

with Ey,ess corresponds to the superposition of the fragment density matrices,
Eprw corresponds to the energy obtained by BLW, and Epgsg corresponds to the
energy corrected with basis set superposition error. The BSSE has been calculated
with CP method, as described in the methodological section. This approach has
been employed to understand the charge transfer and polarization behavior of
water adlayer on noble metal surfaces.%®
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3.3 Interaction Between Organic Molecules and A Gold Nanopar-
ticle: A Quantum Chemical Topological Analysis

In this section, the interaction between gold nanoparticles and small representa-
tive organic molecules has been investigated, with Aurg as the model for GNP. The
representative small organic molecules consist of methane, methanol, formic acid,
ammonia, hydrogen sulfide, and benzene. Each of the organic molecule represents
one functional groups, which allows us to investigate the interaction of each func-
tional group in the absence of competitive interaction. With Auzg as the model for
GNP, there are multiple possible interaction sites, i.e. corner, edge, and face sites.
The reactivity of these sites has been analyzed with both dual Fukui function and
electrostatic potential (ESP). Afterwards, to compare the reactivity of the different
sites, each of the molecule has been initially placed at these three interaction sites.
Once the optimized geometries have been obtained, the complexes are subjected
to various topological analysis to gain more insights into the nature of the inter-
action. Moreover, the role of the molecular orbitals on the adsorption geometry
of the organic molecules has been assessed. The details of the investigation have
been published in Theoretical Chemistry Accounts and can be found in the follow-
ing section. %7
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Abstract The ligands at the surface of a gold nanopar-
ticle (GNP) have a significant influence on the optical
and physical properties, that may render different func-
tionalities to the GNP. Therefore, there is a need in
understanding the nature of the interaction at atomic
resolution in order to allow rational design of GNPs
with desired physico-chemical properties. The interac-
tion between Aurg and a series of small organic molecules
has been systematically studied at the quantum me-
chanical level : methane, methanol, formic acid, hy-
drogen sulfide, benzene, and ammonia. The reactiv-
ity of Auyg has been first analyzed by performing the
condensed Fukui analysis to emphasize that the sur-
face of Aurg is dominated by electrophilic sites, with
higher reactivity at the corner and edge atoms. The
net charge transfer flowing from the organic molecules
towards Aurg, comes from the electrophilic behaviour
of the GNP. Furthermore, the shape of the frontier
molecular orbitals of Auzg and of the incoming organic
molecules has been found to dictate the preferred ori-
entation of the adsorption. Several quantum chemical
topological analyses of the electron density have been
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performed to further classify the interactions to weak
dispersive or van der Waals interactions in methane and
stronger non-covalent interactions in ammonia, benzene,
hydrogen sulfide, methanol, and formic acid. The anal-
ysis of the electron localization function (ELF), on the
other hand, provides more insight about the charge
transfer, as the population of the basins of the organic
molecules has decreased after interacting with Aurg.

Keywords Quantum Chemical Topology - Gold
nanoparticle - Non covalent interactions - DFT

1 Introduction

Gold Nanoparticles (GNPs), due to their versatility and
unique optical properties, have largely been applied in
many different fields that include catalysis, drug deliv-
ery, imaging, molecular recognition, sensors, and biomed-
ical applications. All of these applications require the
gold nanoparticles to be surrounded by ligands of an
increasing complexity. The tunability of the size and
geometrical shape of GNP, along with the variation in
surface charge, further adds into the richness of the
gold nanoparticles systems. However, we also could not
exclude the role of solvent packing at the interface of
gold nanoparticles, which have been shown to increase
the radiosensitizing properties of gold nanoparticles.[1—
3] Therefore, there is an interest in understanding the
interaction between GNP and ligands in the presence of
solvent at atomic level to allow design of optimal ligands
for GNP with desired properties. The pursuit of such
understanding has been undertaken by the researchers
worldwide. With the development of surface-sensitive
spectroscopy techniques, such as Surface Plasmon Res-
onance (SPR), attenuated total reflection Fourier trans-
form Infrared (ATR-FTIR), Sum Frequency Generation
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(SFG), Polarization Modulation Infrared Reflectance
Absorption Spectroscopy (PM-IRRAS), Time-of-flight
Secondary Ton Mass Spectrometry (TOF-SIMS), Sur-
face Enhanced Raman Spectroscopy (SERS), Circular
Dichroism (CD), and X-ray Absorption Spectroscopy
(XAS), it is possible to probe into the interactions at
the interface.[4-13] Computational modelling approaches
have also been employed to provide atomistic insight
into the nature of the interactions between nanoparti-
cles and biomolecules.[14-28] Yao et al, has reported
a combined experimental and theoretical study on the
adsorption behavior of l-cystein on gold nanoparticles.
The experimentally obtained SERS spectra have been
qualitatively compared to calculated spectra for a series
of cysteine geometries interacting with gold nanoclus-
ters. They conclude that the S and O sites of cysteine
are the binding sites with the nanoclusters.[29]. Shao
et al performed a thorough investigation on the inter-
action of amino acids with gold nanoparticles with clas-
sical molecular dynamics simulation. The variables con-
sidered during their simulation were the size of GNPs,
the preference of either backbone or sidechain, and the
influence of the solvation shell, which demonstrated the
complexity of the interaction. [30]. Yet, atomic investi-
gation into the interaction with gold nanoparticles is
still limited. The precise information on the interaction
will present the opportunity to design optimal ligands
for desired properties or to predict the bonding orien-
tation of biomolecules.

Therefore, the goal of the current article is to de-
cipher the nature of the interaction between Auryg and
several small organic molecules, whose functional groups
are commonly present in amino acids. The Density Func-
tional Theory (DFT) framework was used and followed
by thorough quantum chemical topological analysis to
characterize the interaction. The study starts by com-
puting the electronic property and reactivity index of
Auzg. Then, representative organic molecules, such as
methane, ammonia, methanol, hydrogen sulfide, formic
acid, and benzene, are adsorbed to the surface of the
GNP. The interaction is investigated by electronic struc-
ture calculations and quantum chemical topological anal-
ysis of the electron density combining several theoreti-
cal tools.

2 Methodology

Systems of interest Auzg (1.15 nm of diameter) has
been selected as the model GNP throughout the article,
and representative organic molecules have been selected
with commonly available functional groups: methane,
ammonia, formic acid, hydrogen sulfide, benzene, and
methanol (see Figure 1). The structure of Aurg has been

taken from the dataset for silver nanoparticles, and re-
optimized with gold atoms at the DFT level [31].

Corner Position

Edge Position

Face Position

Fig. 1 Left: Schematic representation of Aurg interacting
with methane, ammonia, formic acid, hydrogen sulfide, ben-
zene, and methanol. Right: Different interaction sites on
ALI79.

Fukui analysis The reactivity of Aurg is analyzed by
computing the Fukui function f(r) to identify the elec-
trophilic and nucleophilic sites. Investigations on the
Au clusters [32], AuNPs [33], and Au [111] surface [34]
based on the Fukui’s frontier molecular orbitals theory
have demonstrated the effectiveness of the analysis on
the prediction of their reactivity. Fukui function analy-
sis at the DFT level is defined as :

o | OH _ | 9p(r)
/) |:6U(T):|N [‘51\7 :|v(r') @

with p as the chemical potential, v(r) as the external
potential, p(r) as the electron density and N as the
total number of electrons. Based on equation (1), Fukui
function can be defined as the sensitivity of the chemical
potential to a change in the external potential and as
the change in the electronic density as the number of
electrons change. Therefore, the electrophilic (f~) and
nucleophilic attacks (fT) can be evaluated using a finite
different approach:

f=(r) = p(r,N) — p(r, N — 1) 2)
fHr) =p(r,N+1) = p(r,N) 3)

Yang and Mortier proposed a method that allows evalu-
ating the Fukui function at the atomic center[35], which
is also known as condensed Fukui function, in terms of
the charges, as follow:

fi (1) = ar(N) — qp(N — 1) (4)
fE(r) = a(N + 1) — gx(N) (5)

with k indices representing the atomic centers. With
the introduction of dual descriptors, the simultaneous
nucleophilic and electrophilic behaviors of the system
at point r have been made possible. This dual descrip-
tor, called Af, is defined as the difference between f+
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and f~. When Af > 0 the atom behaves as elec-
trophilic species and when Af < 0, the atom behaves
as nucleophilic species.[36,37] In this study, the ana-
lytic Fukui function calculation has been performed as
implemented in deMon2k,[38,39] which uses auxiliary
density perturbation theory (ADPT). ADPT is based
on the variational fitting of the coulombic potential and
the associated approximation of exchange-correlation
energy.

DFT calculations All DFT calculations have been per-
formed with deMon2k code,[40] which generates aux-
iliary density that are variationally fitted against the
Kohn-Sham density, resulting in reduced computational
cost that depends on the number of auxiliary functions,
instead of the size of the basis set. The electronic prop-
erties, such as frontier molecular orbitals were initially

calculated for Aurg, with unrestricted Kohn-Sham method

(convergence criteria: for SCF (self-consistency field con-
vergence) tolerance of 1.0.107? a.u., for CDF (auxiliary
density convergence) tolerance of 5.0.10~7 a.u.). Ini-
tially, the organic molecules were placed at the three
different positions as shown in Figure 1. Calculations
were performed using the PBE functional, with em-
pirical dispersion added[41]. DZVP Gaussian-type ba-
sis sets were used for all the organic molecules and
relativistic large-core effective core potential (11 va-
lence electrons treated explicitly) with the associated
basis set for Au.[42] Local geometry optimizations were
performed with the criteria of 1.0.10™% a.u. and with
1.0.10~7 a.u. and 1.0.107° a.u. for SCF and CDF toler-
ance, respectively. Due to the small electronic gap and
degenerated orbitals between the frontier molecular or-
bitals (MOs), the spin multiplicity was set to 2 at the
beginning of the calculation and a smearing process was
activated to allow fractional occupation of orbitals with
energy difference of 0.01 a.u.. The interaction energy,
E;nT, was obtained via:
EinT = Eror — Eenp — Eorc (6)
with the Eror the energy of the system, Egyp the
electronic energy of Aurg, and Eprg the electronic en-
ergy of the respective organic molecule at the geometry
of the full system. Basis set superposition error (BSSE)
was estimated for several complexes but frequently, the
open-shell nature of the systems with different basis
sets results to SCF convergence issues. Consequently,
BSSE corrections were not included in the interaction
energies to simplify the calculations. The provided in-
teraction energies are thus qualitative but the underly-
ing trends are preserved. The charge transfer (CT) was
obtained by subtracting the total charge of Aurg be-
fore and after interacting with organic molecules using
different population schemes.

Quantum chemical topology analysis All quantum chem-
ical topological analyses[43,44] were performed with the
Multiwfn code,[45] by analyzing the electron density
generated from the deMon2k code with tight SCF and
CDF criteria of 1.0.10™% a.u. and 5.0.10~7 a.u. respec-
tively. Calculations of bond critical points in the quan-
tum theory of atoms in molecule (QTAIM) framework
were performed,[46,47] associated to the computation
of several properties, such as the electron density p(r),
the energy density H(r), and the electron density Lapla-
cian descriptor to characterize the bonding.[48] Then,
the electron localization function (ELF) basins of the
system were calculated,[49] to observe the change in
the population of the basins as the molecule interact
with Aurg. Lastly, the analysis of Non-Covalent Inter-
actions(NCI) were calculated based on the reduced den-
sity gradient (RDG).[50]

3 Results and discussion
3.1 Electronic properties of Aurg

We initially calculated the electronic properties of Aurg,
and the 5 highest occupied and 5 lowest unoccupied
molecular orbitals (HOMO and LUMO, respectively)
are reported in Figure S1. Considering the degenerated
molecular orbitals, the fractional occupation of the or-
bitals has been allowed during the calculation. There-
fore, the 5 HOMOs could act as both electron donor
and electron acceptor, while the LUMO can only act as
the electron acceptor. The reactivity of Auyg9 was then
analyzed by performing both condensed Fukui analy-
sis and the electrostatic potential (ESP) calculation to
pinpoint the nucleophilic and electrophilic sites. On the
left of Figure 2, the plot of Af function is shown, with
the blue lobes (positive isosurface) corresponding to the
electrophilic sites and red lobes (negative isosurface) to
the nucleophilic sites (the isosurfaces of f*, f~ and
the average between the two are available in Figure S2,
numerical values are provided in Table S1). In this rep-
resentation, the surface of Auyg is more susceptible to
the attacks by nucleophile species, while the area sensi-
tive to the electrophile attack is within the core of the
GNP. Furthermore, the size of the electrophilic lobes
at the corner and edges positions are larger than that
of the face positions, which implies an increased reac-
tivity at these sites.[33] As a result, nucleophiles are
more likely to adsorb on the corner and edges atoms
rather than the face atoms. The electrostatic potential
of Auyg is shown in Figure 2 right, where the blue iso-
surface represents the positive potentials (electrophilic
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sites) and the red isosurface represents the negative po-
tentials (nucleophilic sites). In this analysis, similarly,
the surface of GNP has been dominated by the elec-
trophilic sites, while the nucleophilic sites are rather
localized at the top and face positions of GNP. There-
fore, the ESP also predicts that GNP behaves more as
an electrophile and that nucleophile species prefer in-
teracting with the corner and edges atoms rather than
the atoms at the surface.

N
ENE
S

Fig. 2 Left: representation of the condensed Fukui analysis
of Aurg (isovalue of 0.00025): the blue lobes represent the
electrophilic sites and the red lobes the nucleophilic sites.
Right: electrostatic potential of Auzg with the blue isosurface
(+0.005) represents positive potentials and red isosurface (-
0.001) represents negative potentials.

3.2 Interaction with small organic molecules

To validate the prediction, geometry optimizations of

Aurg interacting with the representative organic molecules

were performed. The molecules were initially placed at
the three different sites (Figure 1). The optimized ge-
ometries for different binding sites along with the inter-
action energy and charge transfer are shown in Figure
S3. From the optimization step, several observations
can be made. Firstly, the preferred binding sites vary
with the ligand, but in most cases they prefer either
the corner or edge sites to the face sites, which is con-
sistent with the Fukui analysis. Secondly, the interac-
tion is considered as weak with an interaction energy
range between -0.18 and -0.72 eV. The order of inter-
action strength, considering the most favorable bind-
ing site for each system, is found to follow this trend:
methane, formic acid, methanol, hydrogen sulfide, ben-
zene, and ammonia, as shown in Figure 3. Methane,
considered as weak nucleophile and electrophile, inter-
acts very weakly with Aurg, while the other organic
molecules form stronger interaction through their func-
tional groups. The availability of lone pairs on these

moieties could render them as the anchoring points on
the surface of GNP.

Thirdly, CT was calculated using different popula-
tion schemes, i.e. Mulliken, Hirshfeld, Atomic Dipole
Corrected Hirshfeld (ADCH), Voronoi, Becke, and Bader
analyses, as the change in the total charge of Aurg be-
fore and after interacting with the ligand. In most cases,
GNP receives electrons which implies that it is acting as
electrophile, except in the case of the interaction with
methane computed using Hirshfeld and ADCH popula-
tion schemes. This behavior is consistent with the Fukui
analysis. Depending on the population scheme, the cal-
culated CT does not exactly follow the trend for the
interaction energy (see Figure S4). Among them, the
ADCH scheme provides a good correlation as shown
in Figure 3. However, due to the arbitrary nature of
the population analysis, and the different reactivity of
the molecules investigated, it is less straightforward to
draw a direct comparison between the charge transfer
and interaction energy. Benzene, owing to the relatively
richer m-electron, is more likely to donate more elec-
trons, which has been shown by the different popula-
tion schemes (Figure S4). Methanol and formic acid,
despite having two lone pairs, do not donate more elec-
tron than ammonia, with one lone pair on the nitro-
gen atom. Therefore, further analysis on the interaction
would be necessary in order to probe the possibility of
other contributing factors to the interaction energy, in
addition to the charge transfer.

Lastly, the possible role of the shape of MOs in the
orientation of the organic molecules at the surface is in-
vestigated. Considering that organic molecules behave
as electron donors, the HOMO is expected to interact
with empty MOs of GNP (Figure S1). It turns out that
the shape of MOs does influence the orientation of the
organic molecules (Figure 4). In the example of ammo-
nia and benzene molecules, the HOMO approaches the
GNP and re-orientates itself to maximize the overlap
with the MOs of Aurg. In all of the geometries for am-
monia and benzene interacting with GNP (Figure S3),
ammonia always adopts the same orientation where the
hydrogen atoms are pointing away from the surface
while nitrogen atom is pointing towards the surface.
Meanwhile, the benzene always adopts a flat configura-
tion and the perpendicular configuration is not stable
(back to the flat orientation). The same behaviour is
expected for the other organic molecules as well. There-
fore, the MOs of the two species are important in deter-
mining the orientation of the ligand, which will be help-
ful in prediction of possible interaction between GNP
of any size with other organic molecules.
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Fig. 3 Trend in interaction energy (ev) and charge transfer (e) using the ADCH[51] population scheme across the different

organic molecules.
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Fig. 4 Approaching HOMO of ammonia (left) and benzene
(right) to Aurg.

3.3 Quantum chemical topological analysis

To further complement the analysis of the interaction,
a thorough quantum chemical topological analysis on
each system is presented to gain more insight into the
nature of the interaction.

3.8.1 BCP analysis

In the QTAIM framework developed by Bader and co-
workers[52], we performed a search for the bond critical
points (BCP) and bond paths (BP) with the focus on
the interaction sites. BCPs and BPs are present for ev-
ery system that was analyzed, validating the presence
of bonds for the interaction. To characterize the nature
of these bonds, several local properties were calculated,
i.e. electron density, the Laplacian of the electron den-
sity and the energy density, at these BCPs based on the
classification proposed by Bianchi and coworkers[48].
The BCPs and properties of the gold-molecule inter-
action regions are shown in Table 1, in Figure 5 and
Figure S5.

The electron density at each BCP is rather small,
in contrast to covalent bonds (whose electron density

is greater than 0.1 a.u.), which confirms weak inter-
action. For some of the ligands, i.e. methanol, formic
acid, and benzene, there are two BCPs, which indicate
the presence of another weak interaction site. Subse-
quently, the Laplacian for all of the systems is greater
than 0, which further clarifies that the interaction is
not covalent. The discriminating factor will then be the
energy density, whose sign is a good indicator of the
stability of the interaction. According to the classifica-
tion[48], the interaction formed with methane is clas-
sified as van der Waals interactions (H(r)> 0). Mean-
while, the other organic molecules form at least one
interaction, which is classified as dative bonding and
characteristic of ligand to metal interactions (H(r)< 0).
In the case of methanol, two bond critical points are
found, one is dative interaction and the other is van
der Waals interaction (which forms between the methyl
group and the surface). In the case of formic acid, we
also found two BCPs between the oxygen of carbonyl
group and -OH group with the H pointing to the surface
of Aurg, respectively. The interaction between the oxy-
gen of carbonyl group is supposedly stronger than that
of the -OH, as seen from the electron density. However,
it is clear that this interaction contributes to the overall
interaction energy. The quantum chemical topological
analysis of formic acid oriented differently (see config-
uration 1 in Figure S6) at the surface reveals that the
second interaction point is not favorable, which result
in a lower value of the interaction energy. Therefore,
the orientation of the ligand at the surface plays a sig-
nificant role in determining the interaction energy of a
system. Lastly, two bond critical points were found for
benzene, with the formation of two dative bonds.
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Fig. 5 BCP analysis and the respective RDG and NCI analysis on methane (top) and formic acid (bottom).

Table 1 Distances from the BCP to Au and organic molecule, local AIM electron properties (electron density, energy density
and Laplacian of the electron density) calculated at the BCPs for the different ligands interacting with Aurg.

System Au-BCP (A) Org-BCP (A) H(r) (a.u.) p(r) (a.u.) Laplacian (a.u.)
Methane 1.625 1.507 0.0016 0.0138 0.0563
NH3 1.270 1.123 -0.0118 0.0574 0.1992
H>S 1.367 1.372 -0.0069 0.0430 0.1167
CH3O0H 1.859 1.159 0.0010 0.0065 0.0207
1.315 1.130 -0.0047 0.0445 0.1960
HCOOH 1.315 1.123 -0.0041 0.0438 0.1997
1.552 0.736 -0.0018 0.0242 0.0545
Benzene 1.457 1.317 -0.0013 0.0298 0.0974
1.433 1.284 -0.0023 0.0331 0.1070

8.8.2 ELF analysis

Then, the ELF analysis was performed. As expected
for such weak interactions, we do not observe the pres-
ence of a valence basin that signifies covalent interaction
between the two interacting species. Nevertheless, the
population of the detected basins that belong to the
ligands was investigated (Table 2). Interestingly, a de-
crease in the overall population of the ligands interact-
ing with Auyg, as compared to the isolated molecule, is
highlighted. For CH,4, we observe a very small change
in the total population of the basins, which supports
the fact that methane forms a very weak interaction
with GNP. For ammonia, the population of the lone
pair of the nitrogen atom decreases from 2.109 (iso-
lated molecule) to 1.871 upon interaction with GNP. As
for HyS, the population of the lone pairs also decreases
and rearranges from 2.127 each to 1.840 and 2.186, re-

spectively. Similarly, the population of the lone pairs of
methanol also changes from 2.412 and 2.368 to 2.728
and 1.898. However for formic acid, the population of
the lone pairs of both oxygen atoms slightly increases
from 4.311 and 5.117 for -OH and C=0 respectively, to
4.231 and 5.261, which could probably due to the forma-
tion of favorable interaction between Au---H-O. Lastly,
the total population of the benzene changes slightly,
from 29.293 to 29.228. This analysis demonstrates that
the organic ligands form interaction with Auyg that in-
volves intermolecular charge transfer. ELF results are
consistent with the CT population analysis in section
3.2 and the electrophilic character of GNP.

To check the possibility of back donation from Aurg
to the ligands, the contribution of gold atoms to the
basins of organic ligands was calculated. The results
are shown in the last column of Table 2. Though the
contribution is small, but it is still non-negligible, and it
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demonstrates the possibilities of the overlapping of the
LUMO of ligands and HOMO of Auyg, which results in
stronger interactions.[53,54]

3.8.3 Non-covalent interaction analysis

The NCI analysis, developed by Johnson and cowork-
ers[50], allows the detection and the visualization of
weak interactions, such as steric effects, hydrogen bonds,
and dispersion interactions. Here, NCI analysis was per-
formed to identify the weak interaction between the
Auyg and the organic molecules. The plots of the re-
duced density gradient with respect to the electron den-
sity multiplied by the sign of the second eigenvalues of
the Hessian matrix [55] restricted to the intermolcular
regions are shown in the middle parts of Figure 5 and of
Figure S5. Dative interactions are found to overlap with
metal-metal interaction, while the dispersion/van der
Waals interactions are seen at a very low electron den-
sity. The color-coded NCI basins representation [55,50]
on the right parts of Figure 5 clearly reveal non-covalent
interactions. The green colored basins between the in-
teracting species represents the weak interactions, i.e.
dispersive interactions, as in the case of methane. The
color gradually changes to blue as the interaction shifts
to the stronger dative interactions as in the case of am-
monia. There is a consistent trend observed between
this analysis and AIM results in the previous section,
where multiple interaction basins have been observed
on some of the molecules. There are two interaction
points for methanol, with one strong dative interac-
tion and one weak dispersive interaction (NCI basis and
RDG plots). Similarly, the formic acid forms one strong
dative interaction with one relatively weaker dative in-
teraction. For bezene, two strong dative interactions are
identified. Again, this analysis further demonstrates the
multiple cooperating weak interactions that eventually
contribute to the overall interaction energy.

4 Conclusion

To summarize, we have performed Fukui function and
electrostatic potential analysis to identify the reactiv-
ity of Aurg, based on the electrophilic and nucleophilic
sites. These reactivity descriptors predicted that the
Aurg is more likely to behave as an electrophilic species,
with the corner and edges atom identified as the more
reactive sites as compared to the surface sites. This pre-
diction has been fulfilled as the geometry optimizated
GNP-organic molecules complex indeed demonstrated
stronger interaction energy at the corner and edge sites
of Auzg as compared to the face sites (0.1 to 0.2 eV).
Furthermore, the electron rich moieties (O, S, C=0, 7

electrons) of the organic molecules act as anchor points
on the surface of Au7g. The subsequent calculation of
charge transfer shows that Auyg behaves