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A multimodal contrastive study of (dis)fluency across languages
and settings: Towards a multidimensional scale of

inter-(dis)fluency

Abstract

The research presented in this thesis deals with so-called “disfluency” phenomena, a
topic of study traditionally concerned with the annotation of a priori “disfluent” forms,
such as “uh” and “um”, silences, repairs, repetitions, and the like, marking an
interruption or a suspension in the verbal channel. More recently, a number of
researchers have vouched for an ambivalent approach to these markers, also known as
“fluencemes”, to uncover the potential for the same forms to serve both fluent and
disfluent functions depending on the context. The present study is situated within this
field of research, and offers an additional multimodal and interactional approach,
taking into account the multiple modalities available to speakers in situated
interactional practices, such as hand gestures, gaze, facial displays, or artefacts, used
to build meaning in discourse. The purpose of this thesis is to go beyond production-
oriented models of disfluency, and evaluate the degrees of fluency, fluidity, or flow, of
face-to-face communication with a tridimensional scale, considering the levels of
speech, gesture, and interaction. Our analysis targets more specifically the durational,
positional, functional, sequential, and visual-gestural properties of fluencemes, and
combines quantitative annotations with micro-analyses of the data. Based on a video
dataset in French and English of university students engaged in different tasks across
different settings and languages, this research shows that the construct of disfluency
should not be restricted to the level of speech production, as it also exhibits recurrent

interactive multimodal practices which are relevant to speakers’ language activities.

Keywords: disfluency, fluency, gesture, interaction, second language

acquisition, multimodality, register






Une étude multimodale et contrastive de la (dis)fluence a travers
les langues et contextes : Vers une évaluation multidimensionnelle

de I'inter-(dis)fluence

Résumeé

Ce travail de these porte sur les phénomeénes dits de « disfluence », un domaine de
recherche qui s’appuie traditionnellement sur l'annotation de formes a priori
« disfluentes », telles que « uh » et « um », les silences, les réparations, les répétitions,
etc., qui marquent une interruption ou une suspension de la chaine parlée. Plus
récemment, des chercheurs ont mis en avant une approche ambivalente de ces
marqueurs, aussi connus sous le nom de « fluencemes » afin de dévoiler le potentiel
qu’ont ces mémes formes a avoir des emplois a la fois fluents et disfluents selon les
contextes de production. La présente étude se situe dans la continuité de cette
démarche, et integre une approche multimodale et interactionnelle, en prenant en
compte les différentes modalités qui participent a la construction du discours, tels que
les gestes, le regard, les expressions faciales, ou I'utilisation d’objets. L’objectif de cette
these est d’évaluer les degrés de fluence dans la séquentialité de l'interaction
multimodale, via une échelle tridimensionnelle qui considere la parole, la gestualité,
et l'interaction. Notre analyse porte plus particulierement sur les caractéristiques
temporelles, positionelles, fonctionelles, et visuo-gestuelles des fluencemes, en
combinant des annotations quantitatives et micro analyses des données. A partir d’'un
corpus vidéo en francais et en anglais comprenant des échanges entre étudiants
universitaires dans différentes langues et contextes, cette étude montre que la notion
de disfluence ne saurait se réduire a une difficulté cognitive sur le plan verbal,
puisqu’elle incarne également des pratiques interactives multimodales recurrentes et

pertinentes aux activités langagieres des locuteurs.

Mots-clefs : disfluence, fluence, gestualité, interaction, acquisition langue

seconde, multimodalité, registre
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Introduction

Introduction

I. Introducing inter-(dis)fluency: beyond cognitive

oriented models of speech production

What happens when we speak? To put it simply, according to previous models of word
production (e.g. Levelt, 1983, 1989, 1999), our brains go through a series of mental
operations, as we first select and activate a lexical item stored in our minds, assess its
morphological and phonological code, then formulate and articulate the intended
expression in the speech channel. While spoken languages typically follow a linear
order, as speakers utter one word after the other in the acoustic channel, they are in
fact governed by a number of nonlinear processes, since speakers constantly work on
their production to re-shape the course of their delivery. They may pause to think
about what to say next, re-start a previously uttered constituent, add a new item, or
abandon a current utterance. Spoken languages are thus typically governed by cycles
of what have commonly been labeled “fluent” (grammatically correct syntactic
structures with lexical content) versus “disfluent” speech (non-lexical items which add
no propositional content and disturb the fluidity of the surface structures). However,
spoken speech production covers a multiplicity of genres, from theatrical
performance, talk show, prayer, to spontaneous face-to-face encounters, film
interview, political speech, etc., which inevitably affects how we speak. In early
psycholinguistic work on disfluency phenomena, a common distinction was often
drawn between “spontaneous” and “prepared” speech, with a clear focus on the
recognition of disfluency phenomena in spontaneous productions , i.e., productions
elicited spontaneously with no preparation beforehand, as opposed to read or
laboratory speech. As many researchers (e.g. Bailey & Feirrera; Shriberg, 1994, among
others) have claimed, unprepared spontaneous speech necessarily gives rise to many
disfluencies, such as “uh” and “um”, self-repairs, repetitions, truncations, and the like.
Indeed, disfluencies are a very common part of human speech, and are said to occur
at the rate of six to ten per hundred words (Bortfeld et al., 2001; Dollaghan &
Campbell, 1992; Fox Tree, 1995; Shriberg, 1994). Disfluencies are virtually

everywhere, not only in our spontaneous exchanges, but in TV shows, video games, or
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animated films. These markers of spontaneity, which help distinguish between careful
read speech and spontaneous speech events, are also what makes us human. In fact, a
number of new technologies have emerged recently and aimed to model disfluencies
for speech synthesis, such as the Google Duplex, an Artificial Intelligence system using
conversational data and its many disfluencies to model natural sounding speech, to
carry out “real world” tasks over the phone3. Speech disfluency has also been a popular
topic of research in speech modelling and human-machine dialogue since the late
1990s, with the rise of computer technology (to name but a few, Betz et al., 2018;
Eklund, 2004; Eklund & Shriberg, 1998). In sum, the study of disfluency is gaining
more and more attention in various fields, such as psycholinguistics, cognitive science,
or computational linguistics, and is now recognized as a legitimate topic of research,
with the recurrent DiSS workshop (Disfluency in Spontaneous Speech)4 first held in
1999, which brings together researchers from various academic disciplines interested
in topics and issues surrounding disfluency. This common interest is mainly due to the
large role disfluencies are said to play in speech production and comprehension, as
Shriberg (2001, p. 53) reported: “disfluencies provide a window onto underlying
processes affecting human speech and language production”. But what exactly is
disfluency? Where does the term come from? What are its implications for current
linguistic research?

The notion of “dysfluency”, which initially emerged in the 1950s in clinical
linguistics to refer to stuttering phenomena, is now a common term in
psycholinguistics to describe these processes which form an integral part of speech
production. The term “disfluency” initially stems from a departure of the notion of
ideal delivery, an expression used to describe the seemingly continuous fluent flow of
speech, marked by an absence of “noise” in the signal or the presence of
ungrammatical structures (Clark, 1996). Similarly, in Second Language Acquisition,
the notion of “fluency” refers to ideally effortless native-like speech, which contains
very few errors, as opposed to non-native speech, which is not yet “fluent” in the
acquisition process (Lennon, 1990). In addition, “fluency” can also refer to the ability
to produce wellformed expressions in a persuasive and stylistic manner, using rich

vocabulary and eloquent utterances (Fillmore, 1976). As the present thesis will show,

3 Information retrieved from htips://ai.googleblog.com/2018/05/duplex-ai-system-for-natural-
conversation.html (August 16th, 2021)

4 Information concerning the workshop series can be found in Ralph Rose’s website
https://filledpause.org/diss/ (last retrieved on August 16th, 2021)
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the constructs of “fluency” versus “disfluency” have different definitions, and they have
constantly been subject to a binary opposition in the literature across several
theoretical fields, based on the monolithic and mythical assumption that a speaker is
either fluent or disfluent, that a structure either reflects fluency or disfluency, or that
certain phenomena are either deemed lexical (e.g. verbs, nouns, adjectives) or non-
lexical (e.g., breathing, laughter, clicking sounds). The main goal of the present thesis
is to go beyond this common opposition, and further explore the complexity of these
phenomena by offering an integrated and multi-level approach, combining different
frameworks and methodologies. The main issue with previous studies, as will be
highlighted throughout this thesis, is that so-called disfluency markers (e.g., “uh”,
“um”, pauses, repairs, repetitions, truncations, and the like) have too often been
exclusively restricted to the level of speech analysis. But language is so much more
than a series of spoken words in decontextualized utterances. Language is an
embodied experience, grounded in our overall environment comprised of our own
bodies, our movement in space, the people and objects around us, and our social
background. Following the frameworks of interactional linguistics, linguistic
anthropology, cognitive linguistics, and gesture studies, it will be maintained
throughout this thesis that the complexity of human communication can only be fully
understood in richly contextualized situations, where all semiotic features (voice, gaze,
face, gesture, icons) can be deployed together at a specific moment in time to build
meaning that is relevant to the task at hand. The present thesis is thus deeply
influenced by the work of researchers who do not only consider language as a verbal
or vocal phenomenon, but a multimodal one, deeply embedded within social
structures (Candea, 2000, Cienki, 2015a, Goodwin, 1980, Morgenstern, 2014,
Morgenstern et al., 2021, Streeck, 2009, Sweetser, 1998, among others).

These assumptions have a number of consequences for the study of so-called
disfluency phenomena. The issue with the term “disfluency” is that it presupposes a
problem to be fixed, or a disruption, which is too restrictive, and does not truly capture
the complexity of these phenomena. A novel term will thus be introduced in this thesis
to describe these processes, following previous authors’ initiatives (Candea, 2000,
Crible et al., 2019, Allwood, 2017, McCarthy, 2009) labeled inter-(dis)fluency.
Following Crible et al’s (2019) functionally ambivalent approach to (dis)fluency, the
“dis” in brackets captures the ambivalence of fluency and disfluency phenomena,

without systematically opposing them, hence regarding them as dynamic systems,
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with the potential for the same a priori “disfluent” forms to serve both “fluent” and/or
“disfluent” functions. The prefix “inter”, as will be further explained in the first
Chapter, captures the interactive process of doing fluency, or confluence (McCarthy,
2009) where several levels of analysis (speech, gesture, and interaction) are combined
to build the overall flow of communication. The core term “fluency” is to be understood
here not as second language proficiency, but as a metaphor embodying the notions of
continuity, flow, progressivity, and fluidity. This metaphor will be found throughout
our analyses. Let us illustrate this idea with a short example, which can be analyzed in

many different ways, depending on the approach taken:

*SPK1: &uh (..) well you’d have [//] you wouldn’t &hav [/] you wouldn’t
[//]1 you’'d have to ask &uh other people on that.

*SPK1: &uh I always seem you know growing up in &b +//.

*SPK1: I think [/] I think in fact [/] I think that’s my house over there.

These three utterances are taken from an interview recorded in 1992 with American
film director Tim Burton, transcribed with CHAT transcription conventions
(described in Chapter 2). An expert in disfluency research would commonly make the
following observations regarding: the number of occurrences found in this passage (10
in total in bold, one pause, three filled pauses, two truncations, one repair, one self-
interruption, two repetitions), where they are located in the utterance (utterance-
initial, medial, and final), and whether they co-occur with one another or appear
isolated, forming more complex sequences (e.g. a truncation clustered with a repair).
Drawing from this type of analysis, we can make the preliminary observation that this
particular speaker is highly disfluent, given the number of disfluencies found in his
speech. We may thus wonder, how come this American native speaker, who was
already quite famous at that time, and who was used to doing interviews on TV,
produces so many “unwanted” “non-lexical” items in his speech? Does it reflect a lack
of confidence? Stress and anxiety? Difficulties in grammatical encoding? While there
is no straightforward answer to this question, we soon realize that this type of analysis
is too restrictive, as it completely disregards other fundamental aspects of face-to-face
communication, mainly visible bodily behavior and interactional dynamics. Let us
now reconsider this example by taking into account these two additional layers of

analysis, using a multimodal transcription system:



Introduction

Tim Burton — 1992 Interviews5

1 *INT: How strange were you as a child?
((gazes at TIM))
2 *TIM: uh (...) well you’d have you wouldn’t h(ave) you wouldn’t
((aborted gesture))
hhh. you’d have to ask uh other people on that

((brings down his right palm facing sideways in a rapid motion))

3 *TIM: uh I always seem you know growing up in B (urbank)
((bent fingers brought forward in his central gesture space with a series of

repetitive beat motions))

4 *TIM: I think I think in fact I think that’s my house over there.

((points to the transistor next to him with his index finger))

e

5 *INT: ((laughs))

From what this transcription shows us, Tim Burton was first asked a rather blunt
question by the interviewer about his childhood (l.1), projecting a question-answer
sequence. Tim Burton’s utterance in line 2 is first delayed with a turn-initial filled
pause clustered with an unfilled pause, indexing an initiation to take the turn and
provide an answer to the interviewer’s prior question. What is relevant to note here is

that the director is not asked a question about his films or his career as a filmmaker,

5 Tim Burton on Bob Costas, 1992 late night interview. The full video can be found at
https://www.youtube.com/watch?v=krc8NVKtAoE&t=71s (last retrieved on August 16th, 2021)
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but a personal one regarding his private life, accounting for a change of participant’s
status or discourse identity (from “film director” to perhaps “intimate friend”). All
these features (turn-taking, participation framework, sequence formation, etc.,) which
are highly common characteristics of talk-in-interaction in Conversation Analysis
(Sacks et al., 1974), are altogether essential to further our understanding of this
excerpt. In this view, Tim Burton is thus not solely a highly “disfluent” speaker, but the
co-participant of a conversation, more specifically a film interview, who is recorded
live on television, and who is expected to provide answers to a number of questions
asked by the interviewer in a timely manner. He may decide, however, to display
dispreferred actions by rejecting the current topic of conversation, which is what he
does here, as he refrains from providing a straightforward answer to the interviewer’s
question. In this view, the notion of fluency may thus also be applied to the flow or
progressivity of the interaction, going beyond the level of speech analysis.

We can further note that the speaker displayed different forms of participation
towards the task at hand, reshaping the course of his emerging talk and redirecting his
attention to external objects. These manifestations are conveyed in his visual-gestural
behavior, as depicted in the illustrations within the transcript. We can see him moving
his hands in space in an orchestrated manner with his speech: in line 2, Tim dismissed
the previously asked question with a negative statement (“I wouldn’t”) then shifted the
topic (“you’d have to ask other people on that”) while producing a sort of “brushing
away” gesture (Bressem & Miiller, 2014), synchronized with an audible inbreath
(“hhh.”) moving his hand away from his body in a rapid motion, as to negatively assess
the current topic of conversation. He further makes use of his surrounding space to
build meaning with his hands: he places his right hand with bent fingers opposite him
in the gesture space to refer to a specific location (probably his hometown Burbank, in
line 3, but the word was truncated), and then points towards an external object (the
transistor in the studio) to direct the interviewer’s attention towards an imaginary
location (his house). In sum, the speaker does so much more than producing a series
of “disfluent” utterances in this excerpt, he in fact languages his experience
(Morgenstern, 2020) with his hands, making use of his body and his surrounding
material environment to build meaning. As Jiirgen Streeck beautifully said, “the world
of artifacts was not built by brains, but hands” (Streeck, 2020, p. 2). Hands, and arms,
among other parts of the body (e.g. trunk and shoulders) thus play a fundamental role

in the interactive process of building language. In this sense, spoken words are not
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only generated by a series of mental processes working in the brain, they are captured
in situated discourse, experienced by living embodied human beings in the world.
While the study of embodiment and gesture is now being more and more recognized
as a legitimate and full-fledged topic of research, with for instance the International
Society for Gesture Studies®, the journal Gesture? and the book series Gesture
Studies8, co-edited by Sotaro Kita and Adam Kendon, their relationship to (dis)fluency
remains still quite underexplored in the literature.

To address this gap, it will be argued in this thesis that the constructs of fluency
and disfluency should not be restricted to the level of speech production, reflecting a
mental cognitive process associated with difficulty or uncertainty, but should include
other fundamental features as well, illustrated in this short example. The speaker may
have sounded “disfluent” from a verbal or vocal perspective, but he also performed a
series of fluid actions embodied in his gestural flow. So where exactly do we draw the
line between “fluency” and “disfluency”? Is it in fact even relevant to oppose these
notions? The present thesis calls for further investigation and stresses the need to
consider all aspects of multimodal communication to explore the complexity of inter-

(dis)fluency phenomena.
I1. Data under study

The aim of this thesis is to explore the ways the different dimensions outlined above
(speech, gesture, interaction) may interact with one another to build the fluency,
fluidity, or flow, of multimodal discourse, by targeting different languages and types
of situations in a dataset of videorecorded productions. Starting with the assumption
that inter-(dis)fluency is a multimodal, dynamic and ambivalent system, we expect a
high degree of variability and dispersion in the distribution of (dis)fluency markers
(which will be labelled fluencemes, further explained in Chapters 1 and 2), as well as
gestures, according to task type, or language. To that aim, this study will focus on a
specialized video dataset of university students engaged in different activities in their
first and second language.

The first dataset under study is a selected sample of the SITAF Corpus (Horgues

& Scheuer, 2015) which includes video recordings of 21 French and American students

6 https://www.gesturestudies.com (las consulted on August 17th 2021)

7 https://benjamins.com/catalog/gest (last consulted on August 17th 2021)
8 https://benjamins.com/catalog/gs (last consulted on August 17th 2021)
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from Sorbonne Nouvelle University engaged in an argumentative task. The students
interacted in pairs in Li-L2 settings, alternating between their first and second
language in French and English. The students were asked to debate on a given topic
and decide on their level of agreement. The pair knew each other fairly well, since they
met once a month as part of a tandem exchange program to practice their second
language. During the exchanges, they were thus invited to share and co-construct ideas
on a given topic (i.e. do prisoners have the right to vote, are teenage years the best
years of your life, etc.) leading to joint multimodal productions.

The second dataset under study is a selected sample of the DisReg Corpus,
collected by myself for this dissertation (Kosmala 2020a), which comprises video
recordings of 12 French students from Sorbonne Nouvelle University engaged in two
different tasks in different settings. The students were first recorded during their
presentation of a graded oral assignment in class, performed in front of the teacher
and the whole classroom. They were then recorded face-to-face in pairs, and asked to
discuss everyday topics (last film seen on TV, funny anecdote at university, etc.). Just
like the participants from the SITAF Corpus, the pairs knew each other from
university, and could hence discuss their common experience and display several
tokens of understanding, leading to the co-fluency of discourse.

This dataset was compiled for its multimodal quality, as well as for the number
of similarities found between the two data samples (similar speaker profiles, discourse
identities, university setting, etc., see Chapter 2) which enables us to triangulate
evidence from language proficiency, setting, task type, genre, and setting, as to capture
the multifunctionality and multimodality of inter-(dis)fluency across different
contexts of use. In addition, a mixed-method methodology will be used, relying on
quantitative annotations of fluencemes and gestures and several variables (form,
position, co-occurrence, duration, gesture type etc.,), coupled with rich multimodal
qualitative analyses of a selection of excerpts. This type of methodology allows us to
capture general tendencies and patterns of behavior of (dis)fluency and gesture found
across different groups of speakers on average, with the aim to capture the complexity
of inter-(dis)fluency in situated interactive sequences.

Overall, the present study is based on the quantitative annotation of 3172
fluencemes and 2381 hand gestures, as well as a total of 40 qualitative analyses. Since
the aim of this thesis is to shed light on the different dimensions of fluency (speech,

interaction, and gesture), some excerpts will purposefully be analyzed multiple times
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across Chapters 3, 4 and 5, in order to zoom in and out on specific features that will be

relevant to the topics explored in the chapters.
III. Preview of the thesis

The present thesis comprises five different chapters, which all target both theoretical
and methodological issues regarding the multimodal and multidimensional status of
fluency, as well as its place in linguistic research. Each chapter thus contributes to the
development of our integrated and multi-level approach to inter-(dis)fluency
phenomena, and aims to go beyond narrow definitions of “fluency” and “disfluency”
found in previous research, integrating a number of relevant theoretical frameworks
introduced in Chapter 1.

The first chapter is thus mainly theoretical, reviewing a number of
interdisciplinary research fields relevant to the study of (dis)fluency, mainly
psycholinguistics, usage-based linguistics, gesture studies and interactional
linguistics. This chapter also contributes to the current terminological debate
regarding the use of the term “disfluency” in the literature, further justifying our choice
of terminology, leading us to the construction of our integrated framework.

The second chapter is methodological, and presents our mixed-methods
methodology which relies on quantitative treatments performed with several tools and
softwares (ELAN, CLAN, Excel, and statistical tests) as well as micro analyses of the
data, using conversation-analytic tools borrowed from Conversational Analysis
(Mondada, 2007, Sacks et al,, 1974). Based on previous (dis)fluency coding schemes
and gesture classification systems, we present our annotation model, targeting three
different levels of analysis (individual fluenceme, fluenceme sequence, and visual-
gestural level). This chapter also explains our motivations for working on a specialized
dataset, and discusses the different transcription methods and units of transcriptions
used for the purposes of multimodal speech annotation.

Our last three chapters are empirical, and present the results of our two corpus-
based studies conducted on the SITAF and DisReg Corpus. Some of the analyses
presented in these chapters already feature in previously published work (Kosmala,
2019, 2020a, 2020b, 2021; Kosmala et al., 2019), and they have been re-examined
more deeply and adapted to the present thesis.

In Chapter 3, we focus on the SITAF Corpus, targeting aspects of native versus

non-native language use. Based on a literature review of the L2 Fluency and gesture



Introduction

literature, we formulate a number of research questions and hypotheses regarding the
distribution of fluencemes and gestures in L1 and L2 in French and English, and apply
the annotation model presented in Chapter 2 to generate our quantitative findings.
These findings are then further exploited with fine-grained qualitative analyses of the
data, drawing potential relations between the notions of fluency, language proficiency,
pedagogical intention, and interactional competence.

Chapter 4, which focuses on the DisReg Corpus, follows the same structure as
Chapter 3. Our research questions and hypotheses stem from a brief review of the
literature regarding the different variables affecting (dis)fluency and gesture in
discourse, mainly type of delivery, mode of speech, language style, and social setting,
painting a complex picture of the various features characterizing different speech
situations. The aim of this chapter is hence to describe potential differences in fluency
and visual-gestural behavior across two distinct styles and settings (individual graded
class presentations versus face-to-face casual conversations). Just like Chapter 3, we
rely on quantitative and qualitative analyses, drawing relations between fluency,
gesture, audience design, and setting.

Lastly, in Chapter 5, we present a number of analyses from the two data
samples, focusing this time exclusively on micro qualitative analyses to further explore
the multimodality of inter-(dis)fluency phenomena, and shed light on the multiple
features affecting their use in discourse, thus going beyond our previous quantitative
annotations. We document the different forms and functions of gestures co-occurring
with fluencemes or within their vicinity, and establish a typology of the gestural
variants found in the data in relation to inter-(dis)fluency across several recurrent
social practices. This chapter further questions the notion of “language”, and our
understanding of it in linguistic research, giving more support to the multimodal
status of (dis)fluency and its place in gesture research.

All our findings are then discussed in the General Conclusion, where we
summarize the main results obtained in Chapters 3 and 4, and compare the two
datasets. A number of recurrent characteristics differentiating fluency and gesture
behavior across languages and settings is further presented, based on the different
variables used in our annotation model. Specific attention is also paid to individual
differences, which play a fundamental role in corpus-based research, and which will
further reveal that fluency and gesture are in part language- and speaker- specific, not

restricted to general tendencies or average scores. Finally, we conclude this thesis with
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the presentation of our multidimensional scale of inter-(dis)fluency, evaluating
different degrees of fluency and disfluency in a tridimensional continuum based on the
different dimensions explored throughout the chapters (speech, gesture, interaction)
hence going beyond our common, but restricted, understanding of so-called disfluency

phenomena in linguistic research.
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Chapter 1. Theoretical Background

Introduction to the chapter

The notions of fluency and disfluency have been largely associated with three different
disciplines, mainly (1) clinical psycholinguistics, (2) second language acquisition, and
(3) computational linguistics (Grosman, 2018, p. 7). Consequently, several distinct
approaches to disfluency have emerged, resulting in radically different views and
theoretical implications of the same phenomena. For instance, the term “disfluency”
can refer to a performance error on the one hand, or as a strategic signaling device on
the other. These opposite views reflect the functional ambivalence of these phenomena
(Crible et al., 2019; Gotz, 2013), which cannot easily be categorized under one simple
label. The aim of this chapter is to discuss the different theoretical and methodological
frameworks grounding the concepts of fluency and disfluency in the study of spoken
language. It will review very different theoretical backgrounds, such as
psycholinguistics, cognitive usage-based linguistics, and second language acquisition;
but other academic fields will also be reviewed, some of which have not as often been
in the scope of “traditional” disfluency research, mainly interactional linguistics and
gesture studies. The overview of these various theoretical approaches will highlight the
need to view inter-(dis)fluency phenomena as complex, dynamic, multi-level, and
multi-modal processes.

The choice of the terms (dis)fluency and inter-(dis)fluency (which will be
adopted throughout this dissertation) will reflect our mixed theoretical and
methodological approach, and will be compared to the various terms that have been
used in the literature. This chapter thus also aims to contribute to the terminological
debate regarding the use of the term “disfluency”. We may ask ourselves whether it is
really accurate to use such a “negative” (but common) term, which originally referred
to stuttering and verbal blundering, when dealing with spontaneous face-to-face
spoken interaction. Isn’t it time, as Allwood (2017) or Tottie (2014) suggested, to make
a change in the terminology? While there is no straightforward answer to this question,
this chapter will still attempt to paint a consistent picture of the diverse and complex

phenomena related to the construct of fluency and disfluency. This multi-approach
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construct, as we shall see, is not restricted to the verbal and vocal dimensions of
speech, but will incorporate other relevant visible features of face-to-face
communication as well. This chapter is structured as follows: first, we begin with the
traditional production-based approach to disfluency phenomena, related to speech
planning and cognitive processes; secondly, we sketch out the different terms
associated with these phenomena and their different approaches, and we discuss our
choice of terminology; thirdly, we review three other theoretical frameworks
(Cognitive Grammar, Interactional Linguistics, and Gesture Studies) relevant to the
present study of inter-(dis)fluency. Finally, we conclude this chapter with an
introduction to our integrated framework, and address our main theoretical

assumptions.

I. What is Disfluency? A Psycholinguistic
Production Model

The study of disfluency has been analyzed thoroughly over the past sixty years by a
number of researchers in different academic fields, such as speech pathologists, speech
scientists, phoneticians, and psycholinguists (Goldman-Eisler, 1958; Johnson, 1961;
Lickley, 2015; Maclay & Osgood, 1959; Shriberg, 1994; to name but a few). The present
section will focus on the theoretical framework mainly adopted by (but not restricted
to9) psycholinguists, and will present a brief review of their theoretical and

methodological approaches to disfluency?o.

1.1. Disfluency as a deviation in speech from the ideal delivery

In the field of pycholinguistics, the study of disfluency, or speech errors (see Levelt,
1983, 1989; Menn & Dronkers, 2016) has been of particular interest with regard to
how speakers’ brains create and understand meaningful language, based on different
speech production models (Menn & Dronkers, 2016). These models incorporate
several levels of processing, such as the conceptual level, the functional level, the
positional level, or the phonological level (Men & Dronkers, 2016). As briefly noted in

the Introduction, before speaking, speakers need to choose what kind of information

9 This section will also mention the work of computational linguists (e.g. Shriberg, 1994).

10 The field of pathological “dysfluency” (typically concerned with pathological speech such as stuttering
or aphasia) goes beyond the scope of this dissertation so it will not be reviewed in this chapter.
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they are going to put into words, and to do so, they must go through several stages of
production and execution. Psycholinguist Levelt (1983, 1989, 1999) dedicated most of
his work to the study of speech production, and took into account several aspects of
speech, such as the constraints on conversational appropriateness, the processes of
articulation, and the use of self-monitoring. His introduction to a paper discussing

word production models (1999, p. 223) begins as follows:

How do we generate spoken words? This issue is a fascinating one. In normal
fluent conversation we produce two to three words per second, which amounts
to about four syllables and ten or twelve phonemes per second. These words are
continuously selected from a huge repository, the mental lexicon, which
contains at least 50-100 thousand words in a normal, literate adult person. Even
so, the high speed and complexity of word production does not seem to make it
particularly error-prone. We err, on average, no more than once or twice in

1000 words.

The study of word production thus lies at the forefront of the analysis of human spoken
speech. Levelt (1983, p. 305) discusses, for example, the speakers’ linearization
problem, mainly that the channel of speech prohibits the “simultaneous expression of
multiple propositions”; consequently, a linear order has to be determined, which
compels speakers to constantly work on their production. In order to do so, speakers
can monitor their own speech (Levelt 1983) by following several steps (message
construction, formulating, articulating, parsing, and monitoring). Self-monitoring
can take two forms, (1) overt repairs, and (2) covert repairs. Overt repairs involve
morphological changes (e.g. a truncated morpheme) while covert repairs only
constitute an interruption point without change (e.g. a pause). Crible (2017) further
discusses this linearization issue and argues that, even though spoken speech
constitutes a linear stretch of phonemes, the act of speaking itself involves many non-
linear processes. The distinction between “overt” and “covert” repairs made by Levelt

(1983) actually reflects this notion of non-linearity (Crible, 2017, p. 18):

The process of monitoring either one’s own or someone else’s speech involves
playing with and moving along the linear articulatory channel, either backwards

for retracing and reformulating, or forwards by announcing upcoming material.

Another author, Clark (1996, p. 253), also pointed out the nonlinearity of spoken

speech:
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Utterances are nonlinear and have more than one track. Connie may produce
an expression, change her mind, and start over. She may make a mistake and

repair it.

Thus arises the notion of “ideal delivery”: every use of a word, phrase or sentence has
an ideal delivery, defined as “a single action with no suspensions — no silent pauses,
no fillers, no repeats, no self-corrections, no delays except for those required by the
syntax of the sentence” (Clark, 1996 p.253). When conversing, the primary goal of
speakers is to produce maximally acceptable speech in both content and form (Hieke,
1981, p. 150). However, despite speakers’ efforts to be in control of the communication
channel and remain intelligible, they are often obliged to stop, backtrack, or interrupt
their current planning, which often leads to utterances which turn out to be very
different from their initial ideal delivery (Hieke, 1980). Given the fluctuating nature of
speech production (moving backwards and forwards from conceptualization to
articulation) it first appears that the construct of disfluency is originally based on a
reflection of the non-linearity of speech, but also on a departure from the
representation of this ideal delivery. In fact, Ferreira & Bailey (2004, p. 234) defined
disfluency as “any deviation in speech from the ideal delivery”. They also claimed that
some disfluencies (such as repeats, abandonments and repairs) create ungrammatical
utterances, which further implies that disfluency constitutes a deviation from an ideal,

grammatical, and well-formed utterance.

1.2. The role of disfluencies in speech production

Disfluency, “when speech breaks down” (Lickley 2015, p. 12), thus very often describes
an interruption in the speech flow (Fox Tree, 1995; Merlo & Mansur, 2004). As a
matter of fact, Levelt (1989) mentions, in his work on self-repairs, The Main
Interruption Rule (discussed by Nooteboom, 1980) whose principle is to “stop the flow
of speech immediately upon detecting the occasion of repair”. In other words,
whenever (phonological or lexical) “trouble” in speech is detected, speakers must
immediately interrupt it, which will result in a “disfluent” utterance. Such utterances
tend to follow the same surface structure (Shriberg 1994) which can be divided into
different parts, or regions: (1) the original delivery, (2) the reparandum, (3) the edit
term, (4) repair, and (5) resumption (Fig. 1). Despite terminological differences, there
seems to be a general consensus on the surface structure underlying disfluency

phenomena, which is illustrated in the following figures. Figure 2 is taken from the
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work of Shriberg (1994) which was originally based on Levelt (1989). This model was
later taken up by Pallaud et al., (2019) who worked specifically on self-interruptions,

and who distinguished between “disfluent” and “suspensive” self-breaks (Fig. 3).

Reparandum Repair

Bilf said you will put you should drop I:I

Original delivery  |Edi Resumption

Suspension
point
TRENDS in Cognlive Soidnces

Figure 1. A disfluent utterance (Ferreira & Bailey, 2004, p. 232)

13

Show flights from boston on uh from denver on monday
-y = e . -

RM IM RA

AM = Reparandum

IP = Interruption point
IM = Intemregnum

RA = Repair

Figure 2. Disfluency Regions (Shriberg 1994, p. 8)

[ Interruption | Reparandum | Interregnum | Reparans |
disfluent tu perds un peu comment dire euh |l.m peu des repéres
suspensive | tu perds un peu comment dive ewh | des repéres

Figure 3. Structure of disfluent and suspensive self-break (Pallaud et al., 2019, p. 2)

First, the reparandum region shows the item that needs to be repaired. This region
ends at the interruption point (or suspension point), the point in which the speech
flow breaks down. It is then followed by the editing phase (also called interregnum, or
hiatus) defined as “the time interval between the point of suspension of fluent speech
and the point of its resumption” (Clark, 2006, p. 245). This time interval can be empty,
or contain a silent or filled pause. When the interregnum is filled, the utterance does
not necessarily have to be followed by a disruption, but can be resumed with no repair
(suspensive interruption). However, in some cases, a repair (or reparans) does occur
(disfluent interruption), which will then lead to the resumption of fluency (i.e. the

fluent delivery). We thus find several variations of verbal disfluency; the flow of speech
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can be interrupted with morpho-syntactic disruptions (e.g. self-repairs, non-lexical
repetitions, false starts), but sometimes it can also be momentarily suspended by vocal
markers (e.g. pauses and lengthening). This has led researchers to develop different
classifications on disfluency markers, which will be discussed in the following section.

As explained earlier, in psycholinguistic research on disfluency, the main goal
is to comprehend how speakers understand and produce language in spoken
utterances; unlike representations of an ideal and wellformed delivery of speech,
spoken utterances uttered in actual conversations contain several disfluencies. Indeed,
the latter are a key feature of unplanned, spontaneous speech, as speakers typically do
not know in advance what they are going to say and how they are going to say it'*. They
plan their utterances as they produce them. In fact, the course of human language can

never be in a continuous flow, as O’Connell & Kowal (2005, p. 457) pointed out:

(1) Every speaker must breathe, and breathing inevitably disrupts the flow of
speech. (2) The capacity of listeners to understand is limited by the density of
speech per time unit; intelligibility is diminished by failure to interrupt speech.
(3) Language is reductively dialogical; listeners turn into speakers and speakers

in turn into listeners. Turn taking disallows continuity*2.

Since speakers are constantly confronted with several cognitive demands when
producing speech (facing multiple semantic or syntactic possibilities), they may need
extra time to decide on what they are going to say next, or find the right phrase, which
ultimately leads to delays (Clark, 2006). Disfluency is thus not only associated with
speech disruption or interruption, but also speech suspension. The notions of speech
suspension and interruption will be of particular interest to our study, and will be
further discussed throughout this dissertation.

When speaking, time becomes a crucial feature of conversation, as speakers
need to synchronize some of their internal processes with those of their addressees
(Clark, 2002). When speakers face a problem in speech, they may wish to signal their
intention to initiate the delay of the upcoming message (Clark & Fox Tree, 2002). In
this sense, disfluencies can be seen as the by-product of problems with planning

utterances (Clark, 2002), leaving overt traces of speech processing (Hieke, 1981). Clark

11 However, the notion of disfluency can also be applied to written text, cf Eitel & Kiihl (2016)

12 Tt should be noted that we do not exactly agree with this last point. Turn-taking can also lead to joint,
continuous productions, which does not necessarily disrupt the flow of the conversation. This will be
further discussed throughout this thesis.
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(2002) in fact argued that they should be seen as solutions to speaking rather than
problems. They serve a fundamental role in the structuring of spontaneous speech, as
they can be used to announce delays related to planning load or upcoming topic
changes, or even mark discourse structure (Clark, 2002; Swerts, 1998). Therefore,
instead of being simply categorized as speech errors or slips of the tongue, they can be
viewed as major speech signals that can shed light on the speech production process
(Goldman-Eisler, 1968; Swerts, 1998). For this reason, a number of researchers have
investigated the role of disfluencies in speech comprehension. Evidence suggests that
words following filled pauses (such as “uh” and “um”) will be better remembered by
listeners (Corley et al., 2007), which ultimately affects the comprehension process
(Brennan & Schober, 2001; Ferreira & Bailey, 2004). Disfluencies have also shown to
help listeners with syntactic parsing (Bailey & Ferreira, 2003). However, not all
disfluencies are “equal”; filled pauses, for example, which are the most frequent types
of disfluencies (Rose, 1998; Shriberg, 1994) may have a larger effect on speech
comprehension than pauses, and may increase listeners’ attention to what they will
hear next (Fraundorf & Watson, 2011). It is thus important to distinguish between the

different types of disfluencies, which leads us to the next section.

1.3. Major disfluency types and classifications

One of the first major studies conducted on disfluency phenomena dates back to the
1950s with Maclay & Osgood’s (1959) seminal paper entitled Hesitation Phenomena
in Spontaneous Speech. In this paper, the authors provided a formal categorization of
disfluency (or “hesitation”) phenomena, based on Mahl’s (1956) categorization of
“disturbances!3”, mainly: (1) filled pause, (2) unfilled pause, (4) false starts and (4)
repeat. In their taxonomy, filled pauses were labelled as “English hesitation devices”
as they were very commonly associated with hesitation and uncertainty. Unfilled
pauses included “silences of unusual length” and “non-phonemic lengthening of
phonemes” (p.24). Both were considered “abnormal” hesitation markers. Repeats
were judged “non-significant semantically”, and false starts refer to incomplete or self-
interrupted utterances. It would appear that the annotation of disfluency markers was
first based on judgments on the part of the authors, who focused on the “abnormal”

aspects of speech variation, associated with negative terms, such as “NON-significant”

13 These terminological differences (hesitation and disturbances) will be discussed in Section II.2.1.
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or “UNusual length”, but the definition of the categories is in fact quite equivocal, with
for example the “unfilled pause” category which contains both silences and
prolongations.

A few decades later, with the rise of speech technology and computerized
applications, disfluencies were annotated at a much larger scale and more
systematically by a number of speech technologists who were interested in the
annotation of natural speech data. They worked on large digitally recorded corpora,
and modeled well defined annotation schemes in order to improve the automatic
processing of spontaneous speech (e.g., Meteer et al., 1995). One of the first major and
highly influential annotation schemes in this area was introduced by Shriberg (1994).
She worked on a large dataset comprising different types of corpora (human-human
and human-computer dialogues), and her aim was to find regularities in disfluencies
across corpora in order to improve the automatic processing of disfluencies in speech
application. She considered disfluencies as removable material which “must be deleted
to arrive at the sequence the speaker “intended”, likely the one that would be uttered
upon a request for repetition” (Shriberg, 1994, p. 1). Once again, this view of
disfluencies echoes the notion of ideal delivery introduced earlier (cf section 1.1.)
which underlies the “traditional” definition of disfluency.'4 Her annotation model,
which initially targeted disruptive features of spoken speech (i.e. repetitions,
substitutions, insertions, misarticulations, word fragments etc.15), relied on a complex
and efficient classification system, which paved the way for later annotation models of
disfluency (e.g., Christodoulides et al., 2018; Eklund, 2004; Moniz, 2013; Pallaud et
al., 2013)1. More recently, the DUEL (Disfluency, Exclamation, and Laughter in
Dialogue) project (Hough et al., 2016) introduced a crosslinguistic annotation model
of disfluency and laughter for practical and computational dialogue modelling, which
included the annotation of several disfluencies (e.g. filled pauses, repairs, and restarts,

among others7). The main commonality between the different Disfluency annotation

14 This is also similar to the annotation models used by speech therapists known as the Systematic
Disfluency Analysis (SDA) which identifies a range of disfluent behaviors going from typical patterns
to behaviors reflective of stuttering problems (cf Campbell et al., (1991). It includes the annotation of
repetitions, duration of prolongations or hesitations, increases in tension, rate, loudness and speech.

15 Shriberg’s detailed model can be found in Appendix 1.

16 More recently, researchers introduced novel annotation schemes based on this previous formal
disfluency taxonomy, but which contain additional (para)linguistic markers. Such markers include
smallwords, discourse markers, and even gestures and body language (Gotz, 2013; Crible et al. 2019).
These multi-level schemes are further described in section I11.3.1.3.

17 This is a reference to the 3-year collaborative project between Université Paris Diderot and Bielefeld
University (information found on this website https://www.dsg-bielefeld.de/DUEL/ , last retrieved on
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models is the systematic reference to Levelt (1983)’s Repair Model which introduced
the different Disfluency regions in their surface structure (i.e. reparandum,
interruption point, interregnum, repair; cf section 1.1.2.).

In sum, despite theoretical and terminological differences, there seems to be a
general consensus regarding the formal categorization of disfluency overall (based on
Levelt’s and Shriberg’s model), which includes the following disfluency types:
(summarized by Lickley, (2015, p. 16):

e Filled pauses (e.g., “um”,”uh”)

e Repetitions (of part-words, whole words, phrases)

e Substitutions (where a part-word, word, or string of words is replaced by
another word or string)

e Insertions (where a speaker repeats a string, but adds a word or more)

e Deletions (where a speaker abandons the utterance mid-stream)

However, in this list are not included other typical “hesitation markers” such as vocal
lengthening and silences which can also be considered a subpart of disfluency
phenomena (Betz, 2020; Candea, 2000; Gilquin, 2008; Vasilescu & Adda-Decker,
2007). In fact, there seems to be a common distinction between “disfluency” and
“hesitation”, where “disfluency” is attributed morpho-syntactic features, and
hesitation vocal features. But as we shall see, this distinction is far from being
consistent and reliable across all disfluency classifications, which is most certainly due
to the overlapping terminologies (discussed in Section 11.2.2.2).

Another distinction can be made between forward- and backward-looking
disfluencies (Ginzburg et al., 2014) which are again in tune with the different
disfluency regions. Backward looking disfluencies refer to “an alteration that refers
back to an already uttered reparandum” (p. 95), mainly repetitions, false starts,
insertions, deletions etc. Forward-looking disfluencies, on the other hand, refer to
“the completion of the utterance which is delayed by a filled or unfilled pause
(hesitation) or a repetition of a previously uttered part of the utterance”. This
distinction, which is similar to Levelt’s (1983) distinction between overt and covert
repairs, draws attention to the different roles played by disfluencies in speech; while

backward-looking disfluencies rectify breaks in production which were previously

August 26t 2021). Its aim was to model disfluencies in different spoken languages (German, French,
and Chinese) and create formal models and computational systems on speech processing.
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uttered in the utterance, forward-looking disfluencies stall speech and may thus serve
time-buying functions. This is also similar to Hieke (1981)’s earlier taxonomy which
contains two main categories, (1) stalls, and (2) repair. The former includes silent
pauses, filled pauses, prolongations, and “prospective repeats”. The latter includes
anything which involves an alteration in the utterance, i.e. false starts, repairs (in the
phonology, syntax, and rhetoric), and “prospective” repeats”. A distinction is thus
made between “retrospective” and “prospective” repeats. Retrospective repeats rectify
breaks in a previous segment, while prospective repeats are followed by a pause, which
serves a stalling function. Once again, this distinction is based on the temporal nature
of speech (i.e. the process of delaying and stalling speech) as well as on the non-linear
processes of speech production (i.e. handling past, current, and future speech
segments simultaneously).

Other authors, rather focus on specific acoustic and/or morphosyntactic
features of disfluency markers. As Pallaud et al., (2019) noted, disfluencies are
concerned with phonetic, acoustic, and prosodic levels, as well as morpho-syntactic
ones. For instance, Guaitella (1993) emphasized the acoustic and perceptible features
of vocal “hesitations”. She argued that vocal hesitations (e.g. filled pauses,

prolongations etc.) have specific acoustic features (Guaitella, 1993, p. 131):

During vocal hesitations voice sounds like a sustained note. However, while this
sustained note shows, at acoustic level, a decreasing of pitch, it corresponds to
a diminution of subglottal pressure, i.e. the physiological dimension of

declination.

Conversely, Pallaud et al., (2019, p. 1) rather focused on morpho-syntactic
disruptions, which have specific morpho-syntactic and syntagmatic effects (with
regard to their position within the different disfluency regions, cf Shriberg, 1994). The
main object of their study was thus to identify the points of interruption which
occurred when the flow of speech broke down (e.g. with self-breaks). In the present
dissertation, in line with Guaitella (1993) and Pallaud et al., (2019) a distinction will
be made between markers of suspension, i.e. vocal markers (e.g. “uh”/”um”, silences,
lengthening, and other non-lexical sounds) and markers of interruption, i.e. morpho-
syntactic markers (self-repairs, repeats, truncated words, and self-interruptions).
Because we focus on the notion of fluency as an embodiment of flow (cf sections I1.2.3.

and IV), we believe that the distinction between vocal (suspending the acoustic flow)
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and morphosyntactic markers (interrupting the speech signal) is more adequate than
the backward/forward-looking or overt-covert distinction. This will be further
explained in Chapter 2 (cf Chap. 2, section II. 2.2.1.).

So far, we have given a brief overview of the processes underlying the construct

2

of “disfluency” from the perspective of Psycholinguistics (and computational
linguistics). Disfluencies, which are very frequent in natural language production,
include several markers (e.g. filled and unfilled pauses, substitutions, deletions,
interruptions), and they can be seen as the hallmarks of speech production processes
(i.e. planning, processing, articulating, monitoring etc.). They are inherent to
spontaneous spoken speech, and consequently, as many psycholinguists have argued
(e.g. Clark 2002; Pallaud et al., 2013), there is nothing dysfunctional about them,
despite what the prefix “dis” suggests. There are, however, several issues regarding the
term disfluency, and as we shall see in the next section, there are a number of

overlapping terms used in the literature to describe the same phenomena.

I1. Fluency, disfluency, and hesitation: a
terminological debate beyond terminological

issues

The confusion and lack of consensus over the terminology have been pointed out by
several researchers (to name but a few, Allwood, 2017; De Jong, 2018; Eklund, 2004;
Kormos & Dénes, 2004; Lickley, 2015). These discrepancies come from the multiple
points of view taken (speaker versus listener’s perspective) but also from the different
disciplinary approaches (psycholinguistics, applied linguistics, interactional
linguistics etc.). In the previous section, we mainly sketched out the field of
psycholinguistics and computational linguistics, and in the present section, we
introduce other approaches related to the construct of fluency and disfluency, and
discuss several common terms used in the literature (mainly fluency, disfluency and
hesitation) as well as more novel terms (such as (dis)fluency, confluence, or
communication management) introduced more recently. The choice of terminology,
as we shall see, will reflect the different theoretical views of these phenomena. First,
we take stock of the different definitions of the term “fluency”, followed by a review of
the two main approaches to disfluency and their underlying terminological issues.

Finally, we discuss our choice of terminology.
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2.1. Definitions of fluency

2.1.1. Smoothness of speech versus language competence

As pointed out earlier, the notion of disfluency has often been associated with a
deviation in speech from the “ideal delivery”, in other words, a fluent delivery. But
what does the term fluency suggest precisely? If we look at a dictionary entry, “fluency”
is defined as “a smooth and easy flow; readiness, smoothness of speech” (Oxford
English Dictionary). This concept of “smoothness” was also taken up by Lickley (2015,
p. 2) who regarded speech fluency as multidimensional!8. He listed three different
dimensions of fluency, where the notion of smoothness is recurrent:

(1) Planning fluency: smoothness of the speech flow.

(2) Surface fluency: a smooth flow from one sound to the next.

(3) Perceived fluency: the listener’s impression that the speech they are listening to

has been produced smoothly.
As Lickley observed, an “intuitive” definition of fluency is based on the listener’s
perception of the speech flow. From the listener’s perspective, fluency can be viewed
as “an impression on the listener’s part that the psycholinguistic processes of speech
planning and speech production are functioning easily and efficiently” (Lennon, 1990,
p. 291). Once again, the idea of speech being produced “easily” and “efficiently” seems
to some degree related to the notion of “smoothness”, and perhaps again the construct
of an ideal and uninterrupted delivery of speech. This view focuses on the dynamic
mechanisms underlying speech production which we described in the previous
section. Additionally, Fillmore (1976, p. 93) gave four different definitions of fluency:

(1) The ability to talk at length with few pauses and fill time with talk.

(2) The ability to express a message in a coherent manner with “semantically

dense” sentences.

(3) The ability to talk in a wide range of contexts.

(4) The ability to be creative and imaginative in language use.
These four aspects of fluency seem to strongly rely on the speakers’ “abilities” to
perform a series of actions in different contexts of language use, but not as much of on
the flow of speech (except, perhaps, in 1). As Kormos & Denés (2004) pointed out,

there are two main approaches to fluency, one which regards it as a temporal

18 The multidimensional view of fluency will also be discussed in section III.3.1.3.
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phenomenon, and another one as a spoken language competence. The latter suggests
a speaker’s level of proficiency (e.g. “I speak English fluently”), which is in sharp
contrast with the first definitions given by Lickley (2015). We will further discuss this

distinction in the following subsection.

2.1.2. Fluency in Second Language Acquisition

We will now turn to the study of fluency in native (L1) and non-native (L.2) speech in
the field of Second Language Acquisition (SLA)™9. One of the first perceptible features
of non-native speech is often attributed to the learners’ “foreign accents”, defined by
Rasier & Hiligsmann (2007, p. 43) as: “the perception of a language that are
reminiscent of another language”. The authors further acknowledged the three aspects

of prosody which L2 learners often have difficulty with (p.44):

(1) The manipulation of the components of the L2’s prosodic phonology. This type
of error has to do with the inappropriate use of e.g. intonation, stress, accent,
rhythm, pauses.

(2) The way phonological entities are implemented in the speech signal. This
category encompasses errors relative to the phonetic realization of e.g.
intonation, tone, stress, accent.

(3) The expression and/or perception of linguistic and paralinguistic meaning
using prosodic cues.

Except perhaps in (1) with the inappropriate use of pauses, these aspects have little to
do with the notion of speech fluency put forward by Lickley (2015). In fact, Lennon
(1990, p. 291) argued that speech fluency is considered as a “purely performance
phenomenon” and differs from elements of oral proficiency such as idiomaticness,
appropriateness, lexical range, and syntactic complexity. Within an EFL (English as a
Foreign Language) environment, Lennon (1990, p. 389) further explained that the
term “fluency” has a narrow and a broad sense. The broad sense is a general cover term
for oral proficiency, that is foreign language ability (cf previous example “I speak
English fluently”, in 2.1.1). It is usually used for academic reference with entries such
as “fair”, “good”, “fluent™. The narrow sense, on the other hand, is one component of

oral proficiency. It can be found in procedures for grading oral examinations used by

19 This subsection is not meant to be exhaustive. The study of fluency in SLA will be further analyzed in
section 3.1.3 and in Chapter 3.
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teachers. He gives the following example: a learner may be “fluent, but grammatically
inaccurate”, or “fluent but lacks a wide and varied vocabulary”.

In SLA, many studies on fluency share essentially the same goal, which consists
in finding objective measures of a speaker’s speech fluency in order to evaluate their
speaking proficiency (De Jong, 2018). These measures include speech rate (the
number of syllables articulated per minute), mean length of utterance (average
number of syllables produced in utterances), and number of filled pauses, silent
pauses, repetitions, and repairs per minute, (for an extensive review see De Jong,
2018, p. 4). The rate of disfluency markers is thus a key component of speech fluency,
and is often used as a measure to subjective ratings of perceived fluency. Riggenbach
(1991) investigated this issue by comparing three L2 speakers who were judged “highly
fluent” with three L2 speakers who were judged “highly nonfluent”. The highly fluent
speakers were found to speak faster and with fewer pauses than those judged highly
nonfluent (according to the attested judges). Similarly, Watanabe & Rose (2012)
pointed out on their review of pausology in SLA that fast speech tended to be

associated with perceptions of fluency in L2 speech. They noted:

While there are differing views of what constitutes fluency in a second language,
one common theme in all of these views is speed: That is, fluent second

language speech is rapid, comparable to native speech (Watanabe & Rose, 2012,

p- 3).

The notion of fluency in L2 speech is thus systematically compared to several temporal
variables found in L1.

In short, disfluencies have often been used by researchers in the field of SLA to
help measure the perceived fluency of a learner’s speaking performance. Here the goal
for L2 learners is to “produce speech at the tempo of native speakers, unimpeded by
silent pauses and hesitations, filled pauses (“ers” and “erms”), self-corrections,
repetitions, false starts, and the like” (Lennon, 1990, p. 390). However, Lennon also
pointed out the mystical monolithic view of fluency as a target to “native-like levels”.

He argued: (p.292)

It is often assumed that the fluency target of the language learner is “native-like
levels”. However, a moment’s reflection shows that the idea of monolithic and
unitary fluency for native speakers is mythical. Native speakers clearly differ

among themselves in fluency, and, more particularly, any individual native
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speaker may be more or less fluent according to the topic, interlocutor,

situation, “noise”, stress, and other factors.

Consequently, the concept of fluency is difficult to grasp because it is originally based
on the realization of an ideal and “native-like” fixed language. But how can we measure
the proficiency of a non-native speaker based on measures that are also inherent to
native speech? As Lickley (2015, p. 2) observed, there can be a “mismatch” between
“the flow of the processes underlying speech production” and “the listener’s perception
of fluency”. He added:

An utterance that is perceived as fluent may still have contained hitches during
the production processes. Minor disturbances in the flow of overt speech are
easily missed by the listener, and may be detectable only on close inspection of

the acoustic signal.

This further justifies Lickley’s argument in favor of a multidimensional view of fluency
(see 2.1.), which includes the planning level, the surface level, and the perception level.
We will return to this issue in Section II1.3.1.3. As we shall see throughout this thesis,
the notions of fluency and disfluency should not only be restricted to levels of
production or perception but should include other dimensions as well, such as
interaction. For instance, McCarthy (2009), in his paper entitled Rethinking Spoken
Fluency, re-examined the notion of fluency by putting forward its interactive
dimension. While fluency has typically been conceived as a monologic achievement,
essentially judged with temporal measures (e.g. speed of delivery, number of pauses
etc.), McCarthy focused on the co-creation of fluency in a conversation, rather than
the fluency of an individual speaker. Therefore, he offered the metaphor of
“confluence” to replace the term “fluency”. Similarly, Peltonen (2019) considered
fluency within a Fluency Resources Framework which views spoken L2 fluency as a
collaborative, problem-solving activity, linked to strategic language use. These
frameworks are further described in Chapter 3 (Chap. 3, section I. 1.2.2.)

The interactional and collaborative aspect of speech fluency has in fact received
little attention in the field of Second Language Acquisition or in psycholinguistics
which have only provided a partial picture of the phenomena under study. This
motivates our need to study fluency and disfluency within an additional interactional

framework, described in section III, 3.2.
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2.2. Definitions and approaches to Disfluency

In the previous section, we provided several definitions of fluency based on different
dimensions of spoken communication, mainly production, perception, and
interaction. We also emphasized the fact that the term fluency can be problematic to
define, because it is originally based on the notion of ideal delivery. If fluency
embodies the ideal, efficient, and smooth delivery of speech, then disfluency presents
a “failure” to maintain the smoothness of speech. We are now faced with a challenging

question, raised by Lickley (2015, p. 13):

Is fluent speech the norm? If a speaker can produce a stream of spontaneous
speech without having second thoughts about whether they are conveying the
correct message at the right time, without spotting and reacting to an
inaccuracy in the message or an error in its production, without struggling to
find the right words and getting the sounds right, and without being interrupted
by another speaker or some other distraction, then that stream of speech is
likely to be completed smoothly, without interruption or revision: Fluently, in
other words. However, both casual observation and corpus studies of
unrehearsed speech suggest that such fluency is the exception, rather than the

rule.

The issue with the term disfluency2° is that it entails a pathological problem, or
something dysfunctional (which was originally the case with the term “dysfluency”
used to refer to speech pathologies and stuttering). But as emphasized earlier (cf
section 1.2) disfluencies are inherent to spontaneous speech, and play a large role in
speech production. In fact, disfluencies can be used to restore continuity in speech.
Clark & Wasow (1998), who worked on word repetitions, offered a repetition repair
model known as “Commit-and-Restore Model”, which is similar to Levelt’s repair
model (1983, 1989) as it consists in several stages (initial commitment, suspension of
speech, hiatus, restart of constituent). However, in their model, word repetitions were
not viewed as speech errors which reflected an interruption in speech. On the contrary,
they argued that word repetitions could help to retore continuity in speech. They put
forward the “continuity hypothesis”, which, unlike the Main Interruption Rule, claims
that speakers repeat a previous constituent in order to restore continuity in the

delivery. Similarly, Hieke’s (1981, p. 152) study on retrospective and prospective

20 We also find the term “non-fluency” in the literature, which is explained in more detail in Eklund’s
dissertation (Eklund, 2004, p. 158).
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repeats accounted for a view of continuity, whereby repeats were viewed as “bridging
devices” which promoted continuity and reestablished fluency. This view of
“continuity” is in sharp contrast with the view of disfluency as a negative disruption or
interruption. In fact, two different views on disfluency phenomena have emerged in
the literature, resulting in radically different theoretical implications, and thus further

questioning the use of the term disfluency. These views are presented below.

2.2.1. The two main views of Disfluency
In her doctoral dissertation, Nicholson (2007, p. 94) pointed out two main views of
disfluency: the first one, called the Strategic Modelling view, suggests that disfluencies
are used for strategic and communicative purposes in order to signal their
commitment to the listener. The second view, called the Cognitive Burden view,
considers the speech production process as a highly complex one which can be
cognitively overburdened, thus leading to the production of disfluencies. Disfluencies
are thus viewed as a manifestation of cognitive load. Similarly, Clark & Fox Tree
(2002) shed light on the different conceptions of one specific class of disfluency
markers, mainly filled pauses. They presented three views, labeled (1)” filler-as-
symptom”, (2) “filler-as-signal”, and (3) “filler-as-word”. In the first view, “fillers21"
are seen as symptoms of problems in speaking. In the second view, they are regarded
as nonlinguistic signals which initiate a delay in speech. The third view, which has led
to numerous debates (see Corley & Stewart, 2008; Kowal et al., 1983, Tottie, 2016)
states that “uh” and “um” should be seen as word interjections commenting on a
speaker’s performance. While the third view could only be applied to filled pauses (and
hardly to other disfluency markers such as repetitions, self-repairs or silences), we will
examine the two views proposed by Nicholson (2007), which are similar to (1) and (2).
The Cognitive Burden (or disfluency-as-symptom) view is essentially reflected
in the work of psycholinguists who explored and investigated the contextual, lexical,
and cognitive determinants of disfluencies. Beattie (1979), who worked on hesitation
phenomena (we will discuss the choice of the term “hesitation” in the following
subsection), has shown that long clauses (containing 6-10 words) were more likely to
contain more pauses than short ones (2-5 words). This is supported by the hypothesis
that hesitation pauses occur at high points of uncertainty: unpredictable or infrequent

lexical items are more likely to be preceded by pauses than frequent ones (Beattie &

21 Note that the authors used the term “fillers” in their paper to refer to filled pauses.
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Butterworth, 1979). Consequently, hesitation disfluencies are said to reflect “an act of
choice” (Beattie & Butterworth, 1979, p. 202) between different lexical items. More
evidence suggests that lexical access problems and planning difficulties often lead to
disfluencies (Brennan & Schober, 2001; Hartsuiker & Notebaert, 2009; Schnadt &
Corley, 2006). For instance, Hartsuiker & Notebaert (2009) conducted an
experimental study in which participants were asked to describe networks of lines
drawings and paths connecting these drawings. Results indicated that pictures which
had a low name agreement led to more disfluencies than those with high name
agreement. They concluded that difficulties at certain stages of language production
(i.e., lexical access) resulted in distinct patterns of disfluencies (i.e. self-corrections
and repetitions). The relationship between disfluency and discourse domain, cognitive
effort, and utterance complexity is further described in Chapter 4, section I.1.2.

In sum, a number of studies have insisted on the fact that disfluencies reflect
signs of “trouble”, “problems”, and “difficulties” in speech. They occur when speakers
detect trouble in processing: as Levelt (1983) suggests, “uh” is a symptom of recency
of trouble indicating that the trouble is still present at the moment of interruption.
Similarly, filled pauses are said to provide a consistent picture of difficulties
encountered in sentence planning (Holmes, 1988), as they are consistently affected by
message-levels difficulties (Fraundorf & Watson, 2014). Furthermore, disfluencies
indicate the depth of speakers’ retrieval problems (Smith & Clark, 1993), reflect
cognitive difficulty (Finlayson & Corley, 2012) and production difficulty (Fraundorf &
Watson, 2011). Merlo & Mansur (2010, p. 491) define them as “verbalized difficulties
in which the speaker notices a problem after or during the speech”.

However, advocates of the Strategic Modelling view (or disfluency-as-signal)
suggest that disfluencies have little to do with trouble. Disfluencies can serve a wide
array of pragmatic functions, such as initiating a turn (Schegloff, 2010), keeping the
floor (Kjellmer, 2003; Maclay & Osgood, 1959; Tottie, 2014), or managing
interpersonal relations (Fischer, 2000). Tottie (2011, 2014, 2015, 2016, 2019)
conducted several studies dedicated to the pragmatic uses of filled pauses in British
and American English. In her work, which focuses primarily on the distribution of
filled pauses in naturally occurring conversation, she put forward the idea that “uh”

and “um” should be considered as a class of pragmatic markers, which are strongly
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determined by setting and register22. Indeed, her corpus-based studies revealed
effects in age, gender, socio-economic class, context, and register (Tottie, 2011, 2014).
In line with Clark & Fox Tree’s (2002) hypothesis that “uh” and “um” signal a delay in
speech in order to keep or cede the floor, or to attract attention (Kjellmer 2013), Tottie
(2011) stressed the fact that “uh” and “um” functioned as a planning device, and thus
suggested the term planner. She argued that filled pauses could serve several
overlapping functions: they can help structure upcoming discourse (following Swerts
1998), but they can also be used intentionally with a stylistic purpose. She further
stated (Tottie, 2014, p. 21):

Uhm can be much more than a filler of pauses, a sign of hesitation or disfluency:
as a stance marker, it can be used to initiate discourse paragraphs, to clarify
meanings, to correct an utterance, to achieve precision, and to mark stance,

among other functions.

This view of filled pauses, which is not restrictive to situations of cognitive load or
production difficulties (put forward by the Cognitive-Burden view), takes into account
the pragmatic dimension of speech, and thus defends a more positive approach to
these phenomena. We will return to this dimension in section III.

In light of this approach, the terms disfluency or hesitation (cf next subsection)
are often found to be inadequate. In fact, Tottie (2014, p. 26) suggested that “uhms”
should deserve to be called markers of fluency rather than disfluency. While her
suggestion only concerns filled pauses and does not cover the rest of the disfluency
markers (e.g. prolongations, silent pauses, repairs, repetitions etc.) Moniz et al.,
(2009) classified all disfluency phenomena as fluent communicative devices.
Similarly, Hieke (1981) argued that disfluencies formed an integral part of speech
production in a positive sense, and should thus be viewed as “a normal component of
fluency” and “wellformedness phenomena rather than disfluencies, at least as far as
they serve as devices by the speaker to produce more error-free, high-quality speech.”
(Hieke 1981, p. 150). As further discussed in section 2.2.3 and III1.3.1, the constant
overlap and confusion of the terms fluency and disfluency result in the fact that these
constructs are very often restricted to a binary opposition between two abstract

notions, while in reality they embody so much more.

22 The effect of setting and register on disfluency will be examined in Chapter 4.
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Further in line with the view of disfluency as a signal, Clark (1996, 2002) put
forward the idea that disfluencies should be considered as collateral signals. Clark
distinguished between primary signals (i.e. the linguistic devices by which speakers
accomplish discourse) and collateral signals, which are lexical, syntactic, prosodic, and
gestural devices which help coordinate speakers’ primary signals. They are used by
speakers to manage their on-going performance, and fall into four main categories
(Clark & Fox Tree, 2002, p. 78):

(1) Inserts: parenthetical asides such as editing expressions (I mean, you know,
sorry) certain discourse markers (well, now, oh, like), and laughter, sighs,
and tongue clicks.

(2) Juxtapositions: replacements and repairs of one stretch of speech against
another (e.g. Mallet was / Mallet said).

(3) Modifications: modifications of a syllable, word or phrase within a primary
utterance.

(4) Concomitants: collateral signals produced in a different modality at the
same time as speech (head nods, eye gaze, smiles, iconic gestures, pointing
etc.)

This approach to disfluencies as collateral signals offers a much broader perspective
as it incorporates the visual-gestural modality of speech. Similarly, Allwood et al.,
(2005) pointed out the pragmatic and multimodal dimensions of disfluency in their
study of communication management. Communication management, or speech
management (Allwood et al., 1990) are defined as a “linguistic and other behavior
which gives evidence of an individual managing his own communication while taking
his/her interlocutor into account”. Allwood et al., (1990) argued that speakers can
manage their own communication with the use of gaze aversion, pausing, repetitions,
and the like. They further distinguished between own communication management
(OCM) and interactive communication management (ICM) (Allwood et al., 2005).
OCM is concerned with how speakers continuously manage the planning and
production of their own communication, while ICM pertains to the management of the
interaction through turn-taking, feedback, and sequencing. They also added: “both
types of management serve to share the main messages23 with other communicators

and make communication more flexible and fluent by adapting face-to-face interaction

23 The “main messages” can be understood here as the primary signals of communication introduced by
Clark (1996).
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demands on production and comprehension”. (Allwood et al. 2005, p. 2). Once again,
we can note the use of the term fluent, which suggests a more positive viewpoint:
“OCM, contrary to what this term [disfluency] suggests, often contributes to the
fluency and flexibility of speech” (Allwood et al., 2005).

Allwood et al., (1990, p. 10) further distinguished between two main functions
within OCM: (1) choice-related functions, “to enable the speaker to gain time for
processes having to do with the continuing choice of content and types of structured
expressions”, (2) change-related functions, “to enable the speaker, on the basis of
various feedback processes (internal and external), to change already produced
content, or expressions”. These functions are similar to the two main types of
disfluency presented in section I.1.3. (forward-looking versus backward-looking,
overt versus covert, and stalls versus repairs). However, despite similarities in formal
categorization, their approach to disfluency is innovating, because it offers central
components of multimodal interaction (e.g. interactional dynamics, and the use of
gestures) which were lacking in previous approaches. We will return to this point in
section 2.2.3.

To conclude, the study of disfluency, which was originally investigated in the
field of psycholinguistics (cf section I), is not only restricted to cognitive and internal
speech processes, (in line with the Cognitive Burden view) but can include other
dimensions of communication as well, such as pragmatics and gesture, which accounts

for a more positive approach. We will return to this key aspect in Section III.

2.2.2. Disfluency or Hesitation?

In the previous subsections, we outlined the different uses of the terms fluency and
disfluency in the literature, as well as their different theoretical implications. We
emphasized the fact that these notions can be quite difficult to define, given the
different views and approaches adopted by a number of researchers. Another
traditional term found in the literature to describe spontaneous speech phenomena is
hesitation. We already touched upon this term when we mentioned one of the first
studies conducted by Maclay & Osgood (1959) on hesitation phenomena in
spontaneous speech (section I.1.3). Their four hesitation types, (repeats, false starts,
filled pauses, and lenghtenings) are very similar to the ones categorized in Shriberg’s

(1994) or Eklund’s (2004) taxonomies of disfluency markers. In fact, it would appear
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that hesitation and disfluency phenomena are closely related, and the terms could

easily be interchangeable. Lickley (2014, p. 21) defined hesitation as the following:

Hesitation usually involves the temporary suspension of flowing speech. It may
be achieved by stopping altogether and remaining silent for a moment, by
prolonging a syllable, by producing a filled pause or a lexical filler or by

repeating the onset of the current phrase.

This definition seems to relate to previous definitions of disfluency with the notion of
speech suspension, and it also includes the major disfluency types (mainly filled and
unfilled pauses, prolongations, and repetitions). But as we will see, there are many
inconsistencies regarding what types of markers should be included in the “disfluency”
or “hesitation” category. For example, Merlo & Mansur (2004) listed the following
disfluencies in their study on descriptive discourse:

e Fillers

Interaction pauses (e.g. you know, ok?)

e Hesitation pauses with duration up to or equaling 250 ms,

e Hesitant prolongations (prolongation without prosodic intention)

e Lexical pauses (e.g well, look, for example, that is)

e Repetitions

e Retraced false starts (verbalizations that are corrected)

e Unretraced false starts (verbalizations that are abandoned)
Here the adjective “hesitant” and the noun “hesitation” are added to other disfluencies,
forming collocations such as “hesitant prolongations” and “hesitation pauses”, but
note that these adjectives are not added before “repetitions”. It is thus not exactly clear
how “hesitation” differs from disfluency.

Moreover, some authors have included filled pauses and unfilled pauses in their
taxonomy of hesitation/disfluency phenomena (e.g., Beattie, 1979; Ginzburg et al.,
2014; Riggenbach, 1991; Vasilescu & Adda-Decker, 2007, among others) while others
have studied “uh” and “um” specifically without labeling them as hesitation or
disfluency markers, but “fillers” (e.g. Clark & Fox Tree, 2002; Merlo & Mansur, 2004)
or “uhm” (e.g. Schegloff, 2010; Tottie, 2014). Conversely, other researchers have
chosen not to include silent pauses in their taxonomy of disfluencies (e.g., Bortfeld et
al., 2001; Boulis et al., 2005; Nicholson, 2007), while others distinguished between

different types of pauses (e.g. silences, gaps, and lapses; cf Edlund et al., 2009 or

33



Chapter 1. Theoretical Background

lexicalized versus non-lexicalized pauses, cf Schettino et al., 2020). Similarly,
repetitions are sometimes included or excluded from hesitation phenomena. Lickley
(2014, p. 14) argues that a repetition can be classified as a hesitation because when
speakers pause in the middle of their utterance and start again, they “often restart by
backtracking one or two words and repeating them with a fluent continuation”.
However, Ginzburg et al., (2014) distinguished between (1) hesitations — disfluencies
that are followed by the completion of the utterance delayed by a filled or unfilled
pause; and (2) repetitions — repetition of the previous constituent.

Another striking observation is the fact that in some cases the term “hesitation”
is not only used to cover a (temporal) feature of disfluency, but also a function. Lickley
(2001, p. 93) claimed that the two major functions of disfluency were “hesitation” and
“self-repair”, although he also gave a formal description of hesitation (characterized
by filled and unfilled pauses, word prolongations, or a combination of all). Therefore,
the function of “hesitation” is not very clear. In addition, Nicholson (2007, p. 127)
investigated the use of “deletion disfluencies” in a multimodal map description task,
and she explained that there were two main functions served by deletions. The first
one, called “planning deletions” was when speakers abandoned an utterance because
they needed to re-plan. The second one, called “hesitation deletions” was when
speakers decided to restart the utterance or rephrase it in a different way. Once again,
it is difficult to grasp the exact meaning of “hesitation” here. Shriberg (2001, p. 155)
made an interesting comment on the notion of hesitation. She explained that one of
the most commonly observed effects of disfluency is “a lengthening of rhymes or
syllables preceding the interruption point” (p. 161). She also claimed that “lengthening
found in the disfluency suggests a uniform probability of additional time in a
hesitation”, and that “lengthening, like uttering a filled pause, allows speakers to pause
in the production of message content without ceasing phonation” (p. 161). Finally, she

concluded:

However, not all disfluencies are associated with hesitation: some disfluencies
are associated with detection of error. In such cases, the reparandum is usually

not lengthened, but rather shortened. (Shriberg, 1994, p. 161, our emphasis)

In sum, she makes a striking distinction between disfluency and hesitation on the
basis of time and duration. When speakers detect a problem in speech, they can either

repair or repeat the previous constituent, or they can insert a filled or unfilled pause.
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The latter is more likely to be interpreted as a hesitation. Similarly, Betz (2020, p. 11)
defined hesitation as “anything that temporally extends the delivery of the intended
message”. In this sense, hesitations are viewed as a temporal extension of the message,
which may help speakers to buy time in order to solve problems when speaking.
Therefore, the notion of hesitation is closely related to the concept of buying time
(Brennan & Schober, 2001; Fehringer & Fry, 2007).

Candea (2000, p. 18) investigated so-called hesitation phenomena in French
spontaneous speech and emphasized the differences found in the terminology. She
argued that the term hesitation was more adequate than disfluency because it did not
entail a problem or a speech pathology. From what Shriberg and others have noted, a
hesitation can be defined by the notion of time suspension. If we look at a dictionary
entry, we find the following definition: “The action of hesitating; a pausing or delaying
in deciding or acting, due to irresolution; the condition of doubt in relation to action.”
(Oxford English Dictionary). Therefore, the concept of hesitation is attributed two core
semantic features, mainly time suspension and uncertainty, as Candea (2000, p. 15)

explained:

Le trait sémantique principal reste le « temps d’arrét », la suspension dans le
temps du processus de production de parole, explicitement donné par le
dictionnaire, mais on remarque qu’il est en fait clairement affirmé que la cause
de ce temps d’arrét doit étre attribuée a une « incertitude » du locuteur : on est
a nouveau renvoyé vers la difficulté liée a une prise de décision, et donc a

I'existence implicite de plusieurs possibilités entre lesquelles le locuteur hésite.

What seems to distinguish a hesitation from a disfluency is the fact that hesitations are
used to delay information and result in a speech suspension, while disfluencies are the
result of a sudden interruption in the speech flow, usually related to problems
encountered in speech. They are nonetheless, tightly related; a hesitation can cause an
interruption, and vice versa. However, Candea (2000, p. 18) pointed out that the term
“hesitation” was still too broad, and had several underlying problems: (1) it is an
ambiguous term because it can be expressed vocally with the production of “hesitation
markers” (such as “uh” and “um”, syllable prolongations etc.), but it can also be
expressed verbally with the production of lexical expressions such as: “I don’t know
what to do—I'm hesitating between X and Y”. Moreover, it can also be expressed non-

verbally (through facial expressions, gestures etc.). (2) not only is the term too
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ambiguous, it is also too specific. It presupposes that a specific class of markers, which
are very common in spoken spontaneous speech (such as “uh” and “um”), are
systematically associated with the cognitive notion of “hesitation” which is, according
to Candea, too simplistic and not often the case. In other words, saying “ahm” does
not necessarily imply that speakers are currently “hesitating” in the strict sense (i.e.
making a difficult choice). As we have seen earlier with the work of Tottie (2014, 2016,
2019) or Clark & Fox Tree (2002), “uh” and “um” can serve many pragmatic functions
other than “hesitation”.

Further grounded in French theories of co-énonciation and colocution, Candea
(2000, 2017) took into account three essential dimensions of language when studying
spontaneous speech phenomena, mainly (1) syntactic and informational structuring,
(2) language processing and encoding, and (3) the construction of intersubjectivity.
For this reason, Candea (2000) refrained from using the term “hesitation” or
“disfluency” in her work, as the latter failed to truly embody these different dimensions
of language. Therefore, she opted for the term “travail de marque de formulation”
(formulation marker) instead, following Morel & Danon-Boileau (1998). This novel
term further integrates the different cognitive, enunciative and interactional
mechanisms associated with the production of so called “hesitation” phenomena,
without being contingent upon error or indecision. We agree with this view, so the
term hesitation will also be avoided in this thesis, except perhaps in some specific cases
when speakers are overtly displaying their uncertainty, for example through verbal
expressions (I am not sure) or visual displays (e.g. thinking face). This will be further

examined in Chapter 5.

2.2.3. Beyond terminological issues: a functionally ambivalent
approach to (Dis)fluency

Given the complexity and multiplicity of processes underlying the concept of the
phenomena under study, as well as the range of perspectives and angles adopted by
different researchers, the overlapping terms “fluency”, “disfluency” or “hesitation”
may be too restrictive, and at times even confusing. For this reason, a new body of
research emerged (in line with the Strategic Modelling View) and offered new terms
to define these phenomena. We have briefly sketched out some of these novel terms
introduced in the literature more or less recently, such as “planner” (exclusively for

filled pauses; Tottie, 2016; Jucker, 2015), “collateral signals” (Clark, 2013) “travail de
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formulation” (Candea, 2000; Morel & Danon-Boileau, 1998), “wellformedness
phenomena” (Hieke, 1981) “own communication management” (Allwood et al., 1990;
2005), or “confluence” (McCarthy, 2009). All of these terms are a blatant departure
from the initial term “disfluency” or “hesitation”, as they account for a more positive
approach to these phenomena24.

More recently, another body of research, partly based on the work of Gotz
(2013) on fluency enhancing strategies in SLA, put forward the term (dis)fluency, with
the prefix “dis” in brackets (Crible, 2018; Crible et al., 2019; Dumont, 2018; Grosman,
2018; Notarrigo, 2017). This term captures both the notion of fluency and disfluency,
and goes beyond the binary divide between the two concepts. Instead of opposing
fluency with disfluency, or arguing in favor of a positive versus a negative view of
disfluency (cf section 2.2.1), Crible et al., (2019) argued that this duality should be
considered on a scale or a continuum of (dis)fluency. This implies that the same forms,
called “fluencemes” (suggested by Gotz, 2013), vary systematically according to
language, context, and genre. Fluencemes are defined as “an abstract and idealized
feature of speech that contributes to the production or perception of fluency, whatever
its concrete realization may be” (Go6tz 2013, p. 8). The choice of the term fluenceme is
central because, unlike disfluency marker or hesitation marker, it avoids the

underlying notion of dysfunction, problem, or uncertainty.

DIS FLUENCY

Cognitive-burden view | Strategic-Modelling view
Underlying cognitive difficulties | Communicative management of ongoing performance
Breaks the unfolding of an utterance | Marking continuity of the delivery

Figure 4. An ambivalent approach to (Dis)fluency: two sides of the same coin
(following Crible et al., 2019).

24 We will also mention the term “repair” used by conversation analysts in section I11.3.2.2.
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Additionally, the term (dis)fluency implies that disfluency and fluency reflect two
sides of the same coin (Crible et al. 2017, p. 71); in other words, it does not disregard
the Cognitive-burden view nor the Strategic-Modelling view altogether, but considers
them both: the same forms have the potential to perform both fluent and/or disfluent
functions. This is exemplified in Figure 4.

Even though Allwood (2017) fervently argued in favor of a positive view of
disfluency embodying efficient mechanisms to interactive communication, he raised a
more nuanced point when discussing the fact that speakers were not necessarily fluent

or disfluent in all types of communicative activities; he noted (p.3):

It seems fairly clear that most of them would be “disfluent” in written language,
if we are not trying to capture authentic speech in writing. It also seems clear
that many of them might be disfluent in many types of public speaking. But this
does not mean that they are disfluent in interactive (small) talk, where it is
important that you are able to hesitate, change your mind, repeat for clarity, be

flexible, and non-categorical and give continuous unobstrusive feedback.

Once more, the idea that speakers are deemed “fluent” or “disfluent” does not only rely
on temporal measures of fluency (e.g. length and frequency of pauses), but on
contextual features as well, such as the type of communicative activity or register.
Additionally, it also relies on the social expectations and conversational constraints in
a given situation. Fluencemes thus emerge from speakers’ intentions and expectations
in a specific context, which can potentially lead to (un)successful communication.
Similarly, Tottie (2016, p. 116) made an interesting comment on the duality
and functional ambivalence of filled pauses, which captures the disfluency-as-signal

and disfluency-as-symptom view:

Whether UHM should be regarded as a symptom of ongoing planning or a
signal to listeners has been discussed in the literature — for a good summary,
see de Leeuw (2007). My view is that like pragmatic markers in general, UHM
must have both functions simultaneously. The symptom view is well expressed
by Goffman (1981:293): “... the speaker, momentarily unable or unwilling to
produce the required word or phrase, gives audible evidence that he is engaged

»

in speech-productive labor ...” — i.e. the speaker is planning what to say.
Similarly, speakers do not consciously decide to say well, you know, I mean or
like — but nevertheless, like UHM, these items signal something to listeners

about speakers’ attitudes and states of mind.
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Therefore, the term (dis)fluency accounts for a unified approach to fluency and
disfluency, instead of rejecting one view and supporting another. Moreover, this body
of research suggests that Fluency and Disfluency phenomena should not only be
restricted to a holistic view based on the global impression of efficiency or naturalness
(see 2.1.1.), but should also adopt a componential approach which takes into account
situational and contextual features of language=25. This is in line with the framework of
Cognitive Grammar and usage-based linguistics, which will be introduced in section
I1I.3.

2.3. Summary of the overlapping terms and our choice of

terminology

The previous section has outlined several overlapping terms used in the literature to
refer to spontaneous speech phenomena. As we have seen, the choice of terminology
is central because it reflects a certain theoretical standpoint. While some authors have
chosen the term hesitation to refer to an act of choice (e.g. Beattie, 1979; Goldman-
Eisler, 1968) or the acoustic and phonetic features of pauses (e.g.Duez, 2001), others
focus on the surface structure of disfluency which embodies an interruption point (e.g.
Pallaud et al., 2019; Shriberg, 1994). Conversely, several authors refused to use the
term disfluency or hesitation, and coined novel terms, such as communication
management, confluence, or collateral signals. Allwood (2017) even suggested to
change the terminology and abandon the term disfluency altogether for a more
positive and neutral one (communication management). However, the latter may be
too large, and does truly not capture the notion of flow which will be put forward in
this thesis. A list of the main existing terms is summarized in the following table,
including a “tentative” definition of the terms, and a (non-exhaustive) list of the

authors who have used them.

25 For a more extensive review on holistic and componential approaches to fluency, read Crible (2017,
p. 19) and Grosman (2018, p. 20)
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Table 1. Summary of the overlapping terms used in the literature

Term Tentative definition Authors
A deviation in speech from the ideal delivery. Shriberg (.1 994) Eklund
. . . . (2004) Lickley (2015)
Disfluency A temporary suspension or interruption of the . d
Bailey & Feirrera
speech flow.
(2004)
Ideal delivery of speech, global impression of De Jong (2018) Lennon
Fluency smooth speech. One component of oral (1991) Fillmore (1979)
proficiency. 99 979
Temporal extension of the message (through  Gilquin (2008), Maclay
Hesitation pausing and delaying), often associated with & Osgood, (1959) Duez
uncertainty and an act of choice. (1991) Betz (2020)
Confluence Co-creation of fluency in a conversation. McCarthy (2009)

Functionally ambivalent phenomena made of
(Dis)fluency fluencemes which can potentially serve fluent
and/or disfluent functions.

GOtz (2013) Crible et
al., (2019)

Linguistic and other behavior which gives
Communication evidence of a speaker managing his
Management communication while taking his interlocutor
into account.

Allwood et al. (1990;
2005) Ginzburg &
Poesio (2016)

Devices used by the speaker to produce more Hieke (1981)

Wellformedness error-free and high quality speech.

Travail de Candea (2000) Morel &

Markers used for planning and formulation.

Formulation Danon-Boileau (1998)
Collateral Communicative signals which comment and
. \ . Clark (1996, 2003)
signals manage speakers' ongoing performance.

The terms confluence, communication management, wellformedness, travail
de formulation and collateral signals are all a blatant departure from the initial term
disfluency, as they all account for a more positive approach to these phenomena. These
terms thus offer a fresh perspective on the phenomena under study, which does not
linger on cognitive problems, feelings of uncertainty, or the production of speech
errors. However, given the profusion of these novel terms, the issue still remains to
find the appropriate and most relevant term for the present dissertation.

The reason for the term disfluency to be an overarching term in the literature
is certainly related to the fact that it has been the most widely used since the late 1950s.
As we have seen, despite what the negative prefix “dis” suggests, most researchers
interested in disfluency phenomena do not view them as negative processes, but on
the contrary, they consider them as an integral part of speech planning and processing.
Moreover, from a strictly formal perspective, disfluencies do mark a disruption in the

speech flow or in the acoustic signal, but that does not mean that they are necessarily
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disruptive per se, as they can serve communicative and interpersonal functions.
Therefore, the real issue is not only terminological, but theoretical as well. The “dis” in
disfluency, from a psycholinguistic point of view, refers to a breakdown in the speech
flow, thus focusing primarily on the linear verbal and vocal channel of communication.
Moreover, this breakdown is often understood at the surface level of the verbal
utterance, thus disregarding all other aspects of communication at the level of the
interaction. The integration of interactional dynamics in the study of disfluency was
put forward in the work of Clark (1996), McCarthy (2009), Candea (2000), or Allwood
(2017) which enables us to regard these phenomena as communicative devices
contributing to the (co)-construction of fluency. This contribution is highly relevant to
our study as we believe that disfluency should be investigated at several levels of
analysis, integrating the verbal, vocal, and visual-gestural communication channel, as
well as the speech, visuogestural, and interactional level of fluency. This is further
elaborated in Section IV.

This leads us to our choice of terminology: because disfluency is such a complex
and multi-faceted phenomenon, resulting from several cognitive, interactional, and
speech processes, it cannot easily be categorized under one label. While the terms
confluence, travail de formulation, communication management and collateral
signals are truly innovative, they do not quite grasp the functional ambivalence of
these phenomena, put forward in the work of G6tz (2013) and Crible et al., (2019). By
keeping the core notion of fluency, understood here in broad terms (i.e. speech,
discursive, interactional, and gestural fluency, or flow) and adding the “dis” (i.e.
disruption, discontinuity) in brackets, we focus on the potential for the same
fluencemes to serve fluent and/or disfluent functions, depending on contextual and
situational features. Moreover, we are also in line with the various theoretical
implications underlying the term (dis)fluency. This term reflects a view grounded in
the framework of cognitive and usage-based grammar (e.g. Langacker, 1987) which
regards language as a dynamic system containing fluid categories (i.e. fluencemes with
a range of variation and different degrees of fluency and disfluency according to their
context of use). This approach to the phenomena under study led to several usage-
based models of (dis)fluency introduced by G6tz (2013) and Crible et al., (2019), which
will be further described in section I11.3.1.3.

Moreover, our usage-based and dynamic approach to (dis)fluency is also

grounded in an interactional and conversation analytic framework (e.g. Goodwin,
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2017; Mondada, 2007; Sacks et al., 1974) which focuses on occurrences of an instance
and its sequential unfolding in a specific interactional sequence captured in embodied
interaction. Therefore, the notion of ambivalence reflecting two sides of (dis)fluency,
will also be extended to notions of (dis)alignment, (dis)continuity, and
(dis)engagement in the interactional flow. For this reason, we will also speak of inter-
(dis)fluency in order to emphasize their potential fluent or disfluent contribution at
the interactional level. This aspect was also addressed in the work of McCarthy (2009)
and Allwood et al. (2013), but we will use additional conversation analytic
methodological tools to support our analyses.

Lastly, our understanding of inter-(dis)fluency will also take into account the
kinetic and visual-gestural features of communication, where gesture2¢ and speech
jointly regulate communicative interactions (Kendon 2004). Therefore, inter-
(dis)fluency will no longer be seen as a strictly verbal or vocal phenomenon, but as an
embodied and multimodal one as well. The notion of functional and interactional
ambivalence will thus also be reflected in the gestural and bodily actions enacted by
fluencemes.

To conclude, our study of inter-(dis)fluency phenomena, grounded in an
integrated theoretical framework (further described in section III and IV) aims to go
beyond the traditional and “pathologized” view of disfluency as a speech disruption,
and offer a fresh interactional and multimodal perspective (in line with Allwood et al.
2005, McCarthy, 2009, and Clark, 1996, but with a larger theoretical framework). Our
choice of terminology, which focuses on the duality of fluencemes and their degree of
fluency and/or disfluency, is in tune with both the disfluency-as-symptom and
disfluency-as-signal views addressed in section 2.2.1, as we believe that (dis)fluency
should not be restricted to a single view or one particular label. This will also reflect
our methodological choice to combine quantitative annotations of fluencemes and
their positional, temporal and combinatory features at the utterance level, with
multimodal fine-grained analyses of embodied fluencemes within interactional

sequences. This will be further described in Chapter 2.

26 “Gesture” is understood in the broad sense here, including all movements of the body (head, upper
and lower body, arms, and hands).
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III. Beyond the Production Model: An

interdisciplinary approach to Inter-(Dis)fluency

It has been shown throughout this chapter that defining notions of fluency and
disfluency can be particularly challenging, given the fact that they are rooted in
terminological, methodological, and theoretical differences. In the previous sections,
we mainly reviewed the psycholinguistic production-based approaches to Disfluency,
centering on the simultaneous processing, planning, and production processes
underlying the constructs of fluency and disfluency. This section will focus on different
theoretical approaches relevant to the present study, which we briefly touched upon in
the previous subsection, mainly Cognitive Grammar and usage-based linguistics (3.1.),
Conversation Analysis and Interactional Linguistics (3.2.), and Multimodality and
gesture studies (3.3.). This review will reflect our integrated and multidisciplinary
approach to (Dis)fluency, embedded within our mixed-method framework, further

described in Section VI and Chapter 2.

3.1. Cognitive Grammar and Usage-based linguistics

In the present section, we first present the core features of the Cognitive Grammar
framework (3.1.1.), and explain how it is relevant to the study of (dis)fluency (section
3.1.2). We then conclude with an introduction to different cognitive and usage-based

models of (dis)fluency (in section 3.1.3).

3.1.1. Key principles of Cognitive Grammar and usage-based
linguistics
Cognitive Grammar, initially introduced by Langacker, (1987, 1995, 1999), provides a
framework to language which considers grammar as not built up out of syntax and
semantics respectively, but consisting of symbolic units, made of form-meaning
pairings. Its central claim is that grammar is “per se a symbolic phenomenon,
consisting of patterns for imposing and symbolizing particular schemes of conceptual
structuring” (Langacker, 1998, p. 2 in Cienki, 2015b). Therefore, the main linguistic
components of a language, such as grammar, lexicon, and phonology, are not
independent, but inter-related. The understanding of these linguistic components
relies essentially on speakers’ general cognitive abilities, such as perception, attention,
and categorization. The semantics of a language, for instance, can be related to some

of these cognitive abilities, such as perception; i.e. the way speakers draw on their
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perceptual experience to conceive and construe a situation. Geeraerts (2006, p. 4)
reviewed four specific characteristics of Cognitive Linguistics in relation to linguistic
meaning and semantic categories, of which we summarize the main points below.
These four tenants are central to the understanding of the theory of cognitive

grammar:

1) Linguistic meaning is perspectival
2) Linguistic meaning is dynamic and flexible
3) Linguistic meaning is encyclopedic and non-autonomous

4) Linguistic meaning is based on usage and experience

The first point implies that meaning is not simply an “objective reflection of the outside
world” (Geeraerts, 2006, p. 4) but a way of shaping it through perception and
conceptualization. Speakers thus construe an objective situation in the world in
different ways, based on their viewpoint of the event (e.g. the particular spatial
perspective of a speaker will affect his or her choice of a prepositional phrase, saying
“in front of” versus “at the back of” when describing an object in space). The second
point states that speakers’ experiences of the world can change, which requires them
to adapt their semantic categories accordingly. Therefore, a semantic category (e.g.
electronics) is not fixed and static but can give room to more nuanced meanings (e.g.
a circuit, or the branch of physics and technology concerned with circuits), which
means that language is made of dynamic and flexible structures shaped by speakers’
experiences. The third point further emphasizes the idea that meaning reflects
speakers’ whole experiences as it is not separated from other forms of knowledge of
the world, but integrated with other cognitive abilities. In this sense, speakers are seen
as embodied beings, and their organic nature influences their experience of the world,
which is in turn reflected in their language use. Lastly, the last point claims that
meaning is primarily based on usage and deeply rooted in experience. Speakers’
experience of a language is thus based on its actual use in real life conversations, not
on word entries in a vocabulary, or syntactic structures in a grammar book. In light of
this approach emerges the framework of usage-based linguistics (e.g. Barlow, 2013;
Bybee, 2008; Croft, 2000) which considers linguistic structures grounded in their
observation of actual language use.

Speakers’ knowledge of a language, in terms of language processing or language

acquisition is influenced by their categorization and conceptualization of experience.
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These assumptions stand in sharp opposition with the generativist and structural
Saussurean tradition of langue and parole which distinguish between the level of the
message structure (langue) and the level of language use (parole). Similarly, in the
perspective of generative grammar (Chomsky, 1965), a distinction is made between
the concept of competence versus performance; the latter being of little significance
according to generativists. The usage-based model rejects that hierarchy, and views
language as a dynamic system whereby linguistic units emerge from general cognitive
processes. Bybee (2010) identified several cognitive processes influencing the use and
development of linguistic structure (summarized by Ibbotson, 2013, p. 2): (1)
categorization; identifying tokens as instances of a particular type, (2) chunking; the
formation of sequential units through repetition or practice, (3) rich memory; the
storage of detailed information from experience; (4) analogy; mapping of an existing
structural pattern onto a novel instance, and (5) cross-modal association; cognitive
ability to form link and meaning. The first two processes (categorization and
chunking) are particularly relevant to the study of (dis)fluency, and will be further
developed in the following subsection. The notion of frequency plays a crucial role in
the integration of usage-based processes, as the more frequently items consistently co-
occur together, the more likely they will become automatized.

This usage-based model of language is particularly relevant to the domain of
language acquisition. For instance, Tomasello’s (1995, 2003) groundbreaking work on
language acquisition and social cognition has shown the way children acquire
linguistic conventions through social and cognitive skills. For example, infants begin
to understand utterances in a communicative context at around the age of nine to
twelve months when they start acquiring joint attentional skills involving outside
objects, such as following a parent’s pointing or gaze (Tomasello et al., 2005). In other
words, children come to understand and acquire language in interaction, captured in
intersubjective contexts embedded within joint attentional formats. Joint attention,
the process through which interlocutors rely and focus their attention on the same
experience, is a prerequisite for social interaction, and plays a fundamental role in
language development (Tomasello et al., 1995). In this sense, language use can be
viewed as a form of social interaction, involving cognitive processes such as the ability
to take other people’s knowledge, intentions, and beliefs into account (Clark, 1996;

Tomasello, 2003).
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In sum, language is made of fluid categories and dynamic structures, altogether
shaped by experience, usage, communication, and other cognitive abilities such as
conceptualization or processing. Its acquisition and development rely on actual
language use in intersubjective environments i.e., through interaction. When speakers
interact with one another, they engage in two main activities, one which consists in
conveying social intentions, and another establishing joint attention (Tomasello
2003). While this perspective was developed mainly in terms of its implications for
first language acquisition, it also has an effect on second language acquisition (e.g.
Bybee, 2008; Segalowitz, 2016; Wulff & Ellis, 2018). Wulff & Ellis (2018, p. 37)
presented two assumptions characterizing usage-based approaches to language
learning: (1) “the linguistic input learners receive is the primary source for their second
language learning”, and (2) “the cognitive mechanisms that learners employ in
language learning are not exclusive to language learning, but are general cognitive
mechanisms associated with learning of any kind”. In other words, second language
learners acquire conventionalized constructions (i.e. form-function mappings, or
syntactic frames, see Goldberg, 2006) in their target language through repeated
exposure, but also through processes of abstraction (e.g. deriving a general rule from
the usage of a prototypical construction such as -s + 314 person singular). Bybee (2008)
looked at the effect on token frequency (i.e. the number of times a unit appears in
speech) in the process of SLA, and its “conserving effects” (e.g. how repetition
strengthens memory representations for linguistic forms and make them more
accessible (Bybee, 2008, p. 218). This plays a key role in the process of acquisition, as
the more exposed a learner is to a given construction (such as irregular forms), the
more likely they will produce the constructions correctly. Bybee also points out a
“reducing effect” of frequency, which is the observation that repeated constructions
(such as greetings) tend to reduce phonetically. This poses a challenge for language
learners who need to acquire the right phonological variants of a phrase (e.g. gonna
for going to). Moreover, L2 learners may be faced with another challenge, which deals
with the ability to take into account the social demands of communication (i.e.
establishing joint attention and conveying social intentions) in order to communicate
successfully, thus fluently (Segalowitz, 2016). We will examine this point more closely

in the following section.
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3.1.2. Why study (Dis)fluency in the framework of Cognitive
Grammar?

We shall now turn to the relevant theoretical contribution of Cognitive Grammar and
its usage-based framework to the study of (Dis)fluency. As mentioned earlier, one of
the central tenants of usage-based grammar focuses on the embodied and social nature
of interactional discourse, which is of interest to SLA, as the social demands of
communication (i.e. conveying social intentions and establishing joint attention) may
have an impact on the speakers’ ability to communicate fluently. As Segalowitz (2016,
p. 14) pointed out, the study of L2 fluency has often been decontextualized from the
social and communicative situations in which the target language is acquired. On that
account, he argued that L2 fluency should be regarded as “the outcome of a dynamical
system where cognitive, social, sociolinguistic, pragmatic, and psycholinguistic
considerations interact in complex ways” (Segalowitz, 2016, p. 18). This argument is
in tune with the central assumptions of usage-based grammar. Based on these
considerations, Segalowitz presented a framework situating fluency in a larger
theoretical context, which offers three dimensions of fluency (utterance, cognitive, and
perceived fluency)27. We believe that these assumptions regarding the dynamic and
embodied nature of L2 fluency should also be applied to L1 fluency, which contributes
to our multilevel and integrated approach to (Dis)fluency, briefly introduced in section
2.3, and which is further developed in section IV.

However, while the framework of Cognitive Linguistics takes into consideration
several central claims of usage-based grammar in theory, it is not systematically done
in practice. Cienki (2012, 2015b) discussed several implications regarding the analysis
of “usage events” (i.e. contextualized linguistic units) within the framework of
Cognitive Grammar, and pointed out one important limitation found in previous
analyses. He gave several examples based on the analyses of Langacker (2008), such
as “The students had collected a lot of money for the trip” (Langacker, 2008, p. 121, in
Cienki, 2012), and argued that most analyses using Cognitive Grammar were based on
constructed sentences, and not actual language use captured in interaction. The
contribution of Conversation Analysis (CA) and Interactional Linguistics28 is thus truly
relevant to the analysis of usage events, as it considers turn units in a conversation

which play a fundamental role in the structure of the talk. CA research also emphasizes

27 This framework will be further described in section 3.1.3.
28 The field of CA and Interactional Linguistics will be presented in Section 3.2.
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the importance of repairs and their role in negotiating interaction, which further
accounts for a positive view of fluencemes (cf section II. 2.2.1). As Cienki (2015b, p.
502) argued: “they are not mere dysfluencies”. Talk and usage events of spoken
language in general thus involves complex systems that change dynamically moment
by moment”. Cienki (2012, 2015b) further addressed this matter and discussed other
kinds of recurrent behavior found in usage events, other than words and syntactic
structures which have been the traditional subject of linguistic analysis. He focused on
the three following behaviors: (1) non-lexical sounds, (2) intonation, and (3) gesture29,
and argued that despite being nonlinguistic per se, these recurrent structures could
also gain symbolic status. This has a number of implications for the present study of
(dis)fluency. First, it considers the variability and variation of fluencemes according to
their context of use. As Cienki (2012,2015) pointed out, in certain contexts some non-
lexical words (e.g. “ahm”) can constitute a turn of talk, but less so in other settings.
This implies that non-lexical sounds can gain a symbolic relation to certain meanings,
with for example the association of “ahm” with uncertainty. But this mapping can be
done to varying degrees; as we have seen (section 2.2.2.) filled pauses are not always
related to feelings of uncertainty, and in some contexts, they may not have such a
strong form-meaning correspondence. Moreover, filled pauses have a more fixed
form-meaning mapping than other non-lexical sounds, such as inbreaths for example,
as the latter are more likely to be associated with the marking of prosodic-syntactic
boundaries (Trouvain et al., 2019). However, in some specific contexts, inbreaths can
also gain symbolic status, and be used to mark a dispreferred answer (Hoey, 2014).
While Cienki’s (2012, 2015b) arguments are only made on non-lexical sounds (i.e.

»

“uh”, “mm”, “uh uh”), we will show how these claims can be applied to other
fluencemes as well. The idea that non-lexical sounds, and hereby fluencemes, can be
considered lexical (hence “fluent”) in different degrees and according to their context
of use is one of the main theoretical claims of the present study, based on Crible et al.,
(2019)’s functionally ambivalent approach to (Dis)fluency. We will return to this idea
in section 3.1.3. and in section IV.

In sum, in order to get a full understanding of fluencemes, one should consider
their occurrence in naturally occurring speech captured in situated interaction, as well

as their degree of symbolic meaning and conventionality according to their context of

29 See section 3.3. for more details.
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use. This leads us to another central research field closely related to usage-based
theory, highly relevant to the present study of (dis)fluency, which is corpus-based
linguistics. As Geeraerts (2006) pointed out, corpus-based studies have not yet gained
a prominent status in Cognitive Linguistics, except in language acquisition research
which is a “domain par excellence” to test usage-based models of language (Geeraerts,
2006, p. 17). Corpus-based studies are also of great interest to the study of (dis)fluency,
as more of them have emerged recently, some of which will be presented in the
following section.

In her corpus-based study of (dis)fluency and discourse markers, Crible (2018)
described two of the major tenants of usage-based grammar (among others) which lie
at the core of the study of (dis)fluency, mainly frequency and schematicity. Frequent
combinations of fluencemes, such as filled pauses and unfilled pauses, can become
conventional to a certain degree if they are exposed to highly repeated instances, and
thus form recurrent patterns of combination, which can then be schematized (e.g.
filled pause+ unfilled pause). This claim is based on the corpus-based and
experimental evidence that fluencemes very often co-occur with one another rather
than exclusively on their own (e.g. Benus et al., 2006; Betz & Lopez- Gambino, 2016;
Duez, 1991; Grosjean & Deschamps, 1972; Shriberg, 1994). Therefore, Crible et al.,
(2017, p. 71) discussed the sequential aspects of (dis)fluency: the fact that fluencemes
can form specific patterns of combination, known as “sequences”. They are thus better
understood as constructions, which can be either “simple” (isolated tokens) or
“complex3®” (combined tokens). The more frequent the combinations, the less
cognitively demanding they will be perceived. Rare combinations on the other hand
(e.g. filled pause+repetition+unfilled pause+repair), will appear less automatic, thus
more disfluent. One of Crible’s (2018) major contributions was to treat sequence
frequency as one factor of fluency in order to examine the extent in which rare and
frequent combinations could reveal different degrees of (dis)fluency. This was done
through systematic quantitative analyses which combined different variables, such as
co-occurrence, position, and register variation. This will be further described in the
following subsection. Additionally, Crible (2018) largely investigated the clustering of

(dis)fluencies with discourse markers (e.g. coordinating conjunctions, adverbs, or

30 The term “complex” is borrowed from Shriberg (1994, p. 58) which refers to disfluencies that overlap
with one another.
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interjections, all included in the fluenceme category3!) which was also conducted in
previous corpus-based studies in line with the usage-based framework. For example,
Schneider (2014, p. 9) studied the formation of chunks, defined as multi-word units,
and the frequency effect of filled pauses in the process of chunking (i.e. when words in
a sequence become gradually more connected). She looked at the placement of filled
pauses, and found sentence-initial hesitation chunks (Schneider, 2014, p. 237) which
comprised chunked combinations of sentence-initial markers and hesitations. Her
results showed that frequent coordinating conjunctions (e.g. and and but) often
merged with filled pauses, forming chunks such as “anduh” or “butuh”. Similarly,
Tottie (2016) further claimed that filled pauses and discourse markers belonged to the
same category of planners (cf section 2.2.2), as their frequent cluster revealed time-
buying strategies. More recently, she investigated the frequency of filled pauses in a
large dataset of American English journalistic prose (the TIME corpus and the COCA),

43

and presented evidence that “ehm” (“uh”, “um”, and “er”), the use of which has largely
increased in magazines and newspapers in the past decades, was on the cline of
lexicalization (Tottie, 2019). She argued that their high frequency in written speech
(7.5 per million words in the TIME, and 6.4 in COCA) revealed conscious choices on
the part of the writers to use ehm as they would use a word, to convey their attitude
towards the text. Tottie gave the example of the following sentence taken from the
COCA: “He showed his dancing, um, skills” (Tottie, 2019, p. 120), and classified this
instance as serving a sort of “tongue-in-cheek” function, implying that the matter
should not be taken seriously by the reader. This corpus-based study of filled pauses
in written speech thus provides further evidence that their status is highly flexible,
with the potential of serving specific pragmatic functions: they behave like stance
adverbs in written text, or are used unconsciously by speakers to buy time in a spoken
conversation. Tottie (2019, p. 127) concluded: “Their appearance in writing definitely
qualifies them as words, whereas their status in spoken language is better described as
a continuum with low-to-high degrees of wordhood”. Once again, this idea reflects the
different degrees of conventionality and symbolic meaning found within fluencemes,

following assumptions from usage-based theory.

3t Crible’s (2017) annotation scheme can be found in Appendix 1. Her typology of fluencemes (of which
the present thesis is partly based) also includes discourse markers, but it should be noted that the latter
are excluded from our analysis. This will be justified in Chapter 2.
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To conclude, a number of corpus-based studies have shown the relevant
contribution of usage-based theory to the study of (dis)fluency, which can be redefined
by Crible et al., (2017, p. 71) as being:

(1) Sequential; fluency is the result of specific patterns of combination or

“sequences.”

(2) Situational: these patterns are confronted with social and contextual norms.

(3) Ambivalent: a particular pattern can be either fluent or disfluent depending on

its distribution in the micro and macro-context.

Three central assumptions thus emerge. First, fluencemes are better understood in
terms of constructions, whose degree of entrenchment (i.e. the process whereby
linguistic units become entrenched in speakers’ memories) relies on the high
frequency of specific patterns. Secondly, this degree of entrenchment and
conventionality is determined by social and contextual factors. Thirdly, the status of
fluencemes is highly flexible and dynamic, showing either sides of fluency and/or
disfluency depending on their context of use. These assumptions lie at the core of the
present study which is also based on different cognitive and usage-based models of

(dis)fluency, presented below.

3.1.3. Cognitive and Usage-based models of (Dis)fluency: towards a
multi-dimensional model

We briefly mentioned the work of Segalowitz (2016) in the previous section, and shall
now turn to a more detailed account of his three-fold model of L2 fluency. Segalowitz
put forward three central ideas based on his framework, summarized as the following;:
(1) a speech act is a dynamic process,
(2) fluent speech is characterized by rapid, automatic, and efficient speech,
(3) a speech act relies on its communicative acceptability according to the
expectations of the interlocutor.
These claims have already been introduced throughout this chapter by different
researchers in different research fields (cf section 1.1.;2.1.1., 2.2.2., and 3.1.2.) In a
similar vein, Segalowitz drew on the work of several authors (e.g., Goldman-Eisler,
1958; Meisel, 1987; Rehbein, 1987) to situate fluency in a larger theoretical
framework, thus overreaching the field of SLA, and integrating cognitive,
sociolinguistic, pragmatic, and psycholinguistic considerations. This is reflected in
his multidimensional model of L2 fluency, which distinguishes between three

different levels of analysis (Segalowitz, 2016, p. 5):
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(1) Utterance fluency: Fluidity of observable speech as characterized by
measurable temporal features (e.g. syllable rate, duration, and rate of
hesitations).

(2) Cognitive fluency: Fluid operation (i.e. speed, efficiency) of the cognitive
processes underlying L2 speech acts. It does not only include the articulatory
act itself (i.e. utterance fluency) but the mobilization and temporal
integration of mental processes that give rise to the utterance (Goldman-
Eisler, 1968). These cognitive processes include all the demands inherent to
utterance construction (e.g. semantic retrieval, planning).

(3) Perceived fluency: subjective judgments of L2 speakers’ oral fluency.

In this framework, a distinction is made between the fluidity of observable speech at
the level of the utterance, the cognitive processes underlying the production of
utterances, and the perception of the final speech output. All of these dimensions are
inter-related, as a disfluent execution of cognitive operations (i.e. semantic retrieval)
can potentially result in a disfluent speech output, which will in turn be perceived and
judged as disfluent.

Another relevant theoretical and methodological framework of L2 fluency was
introduced by Gotz (2013) in which she coined the term fluenceme (cf section 2.2.3).
The latter were also categorized in three different types: fluencemes of production
(similar to utterance fluency) which are related to temporal variables and fluency-
enhancement strategies (e.g. filled and unfilled pauses, repeats, and repairs);
perceptive fluency (similar to perceived fluency) based on the listener’s attention; and
nonverbal fluencemes which include aspects of non-verbal communication (e.g. hand
gestures and facial expressions). The whole list of fluencemes is given in Table 2.

Gotz’s definition of fluency is truly valuable for the perspectives of the present
multi-approach and multi-level investigation of inter-(dis)fluency, as it encompasses
numerous aspects of spoken communication (e.g. prosody, lexicon, pragmatics,
discourse, non-verbal communication). Her framework, on a par with Allwood et al.,
(2005)’s which integrates the visual-gestural modality of discourse, most certainly
goes beyond the first definition of (dis)fluency we presented in Section I. Her three-
fold typology of fluencemes is not quite the same as Segalowitz’s model, as she mostly
focused on a speaker-based approach which includes observable features of
communication, while Segalowitz targeted a more abstract cognitive based approach

(as pointed out by Crible, 2018, p. 21).
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Table 2. Gotz's (2013) model of L2 fluencys:

Productive fluency Perceptive fluency Nonverbal fluency

Temporal variables

* Speech rate » Accuracy »  Gestures
* Mean length of run » Idiomaticity » Facial expressions
»  Unfilled pauses » Intonation * Body language
* Phonation/time ratio »  Accent * Looks
Fluency-enhancement * Pragmatic features *  Emblems
* Speech management » Lexical diversity
strategies  (repeats, » Register
filled pauses) * Sentence Structure

= Discourse markers

= Smallwords

More in line with Cognitive Grammar theory, Grosman (2018) introduced a socio-
cognitive framework of fluency, based on Schmid & Gunther’s framework on salience
(2016). In her model, three dimensions of fluency were also evaluated: the
grammatical, the discourse-level, and socio-interpersonal dimension33. This multi-

level approach accounted for an evaluation of speech as :

being disfluent when the (grammatical, discursive, socio-interpersonal)
discourse expectations of the hearer are over-confirmed or over-deceived. This
evaluation depends on the degree of convergence of the discourse with the

hearers’ expectations (Grosman et al., 2019, p.23).

This tridimensional evaluation of fluency was used for experimental purposes (cf
Grosman et al., 2019; Grosman, 2018), and was based on six assertions which
corresponded to an evaluated dimension of fluency, presented below (Grosman et al.,
2019, p. 24).
(1) Grammatical
- The sentence is well formed.

- The sentence includes hesitations.

32 This table is adapted from her book, and is inspired by Crible’s (2017, p. 29)

33 These are translations made by Grosman and colleagues in their paper, but the original terms were
“fluence componentielle linguistique-phrasique”, “fluence socio-interpersonnelle”, and “fluence
situationnelle” (same order, cf Grosman, 2018, p. 296). Their translation caused slight terminological
changes, as “socio-interpersonnelle” became “discourse-level”, and “situationnelle” became “socio-
interpersonal”.
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(2) Discourse-level
- The speech is fluid.
- The speech is nice to listen to.
(3) Socio-interpersonal
- The speech in this context appeals to me.

- The speech in this context is improper.

The first dimension, similar to the utterance and productive levels of fluency
presented earlier, refers to decontextualized linguistic expectations, in relation to
wellformedness and grammaticality judgments. The second dimension is based on the
discourse flow with regards to social expectations. Lastly, the last dimension is related
to interpersonal norms and expectations in a specific register.

The notable contribution of the fluency models presented above is their
acknowledgement of the different dimensions of (dis)fluency (also proposed by
Lickley, 2015 cf section 2.1.1.). While psycholinguistic and SLA research has mainly
focused on the grammatical, utterance, or productive dimension of disfluency (cf
section I)34, others, who disagreed with the term “disfluency” have rather focused on
its pragmatic and socio-interpersonal dimension (cf section 2.2.2). The understanding
of these different dimensions may thus further justify the multiple terminological
backlashes found in the literature. Being disfluent at the level of the utterance is not
quite the same as being disfluent at the level of the interaction, where social
expectations differ greatly from grammaticality judgments. For instance, Grosman et
al., (2019) found that speech samples which contained repetitions were found to be
judged more disfluent by listeners when evaluating the socio-interpersonal dimension
of fluency than the discursive or grammatical dimensions. However, this perception of
fluency also strongly relies on the type of speech produced, in line with the social
expectations of the situation. The combination of these different dimensions will be
further accounted for in section IV.

In sum, the three proposals presented by Segalowitz , Gotz, and Grosman are a
valuable contribution to the present study of inter-(dis)fluency for two main reasons:
first, their typology of (dis)fluency goes beyond the traditional definition of disfluency
presented in section I, as it integrates several central aspects of human communication

beyond the level of speech production (e.g., social expectations, situational features,

34 A lot of psycholinguistic work has also been done on the perception of disfluencies, which was briefly
mentioned in Section 1.2.
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cognitive processes, aspects of nonverbal communication, etc.); secondly, their
tridimensional account of (dis)fluency vouches for a multi-approach perspective on
these phenomena, which further justifies our need to situate our study within a larger
integrated theoretical framework. However, it should be noted that these models were
used for different purposes, mostly experimental in the case of Grosman et al., (2019)
and Gotz (2013), with a strong focus on the hearer’s perspective, which goes beyond
the scope of this thesis. Moreover, as Crible (2018) pointed out, G6tz only extracted
several features from the data semi-automatically, but without annotating them
systematically with an annotation scheme, “a methodological choice which is time-
saving but perhaps questionable from the point of view of replicability, exhaustivity
and granularity” (Crible; 2018, p. 2235). Gotz (2013)’s framework is thus mostly
conceptual, and has not been formalized into an annotation scheme. This gave rise to
a novel corpus-based annotation model of (dis)fluency, introduced by Crible et al.,
(2019)36, which is described below.

Borrowing from Shriberg’s (1994) formal disfluency classification (cf section
1.3.) and grounded in a functionally ambivalent view of (dis)fluency (cf section 2.2.3.),
the collaborative work of Crible et al., (2019)37 combined a fine-grained identification
of (dis)fluencies with a thorough and reliable technical format. Their typology of
fluencemes (following Gotz, 2013) offers a systematic and detailed annotation of
ambivalent devices, which includes “typical” non-lexical (dis)fluencies (e.g. filled
pauses, repeats, deletions, repairs etc.) and more lexical ones, such as discourse
markers (e.g. well, I mean, but). Their work is based on three central assumptions,
which are in tune with the tenants of Cognitive and usage-based grammar (Crible et
al., 2019, p. 21):

(1) Formally similar (dis)fluency markers can be functionally different (i.e.

fluent or disfluent).

35 For a more detailed review on the number of technical and theoretical drawbacks found in previous
approaches to disfluencies, read Crible (2017, p. 21)

36 This research team was part of a five-year research project entitled “Fluency and disfluency markers.
A multimodal contrastive perspective” conducted at the University of Louvain and Namur. They were
involved in a large scale usage-based study of (dis)fluency markers in spoken French, L1 and L2 English,
and French Belgian Sign Language. For more information go to https://uclouvain.be/fr/instituts-
recherche/ilc/fluency-and-disfluency-markers-a-multimodal-contrastive-perspective.html (last
retrieved on August 26t 2021)

37 This includes the work of Crible (2018), Dumont (2018), Grosman, (2018), and Notarrigo (2017).
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(2) This difference is due to the variation in distributional factors (such as
frequency, syntactic position or co-occurrence) and interactional factors
(e.g. register expectations).

(3) (Dis)fluency markers are the result of general cognitive processes and may
therefore be incorporated into typologies covering different spoken and
signed languages.

Their annotation model was applied to spoken L1 and L2 speech (cf Dumont, 2018),
as well as signed languages (with the cross-modal study of palm-up signs and filled
pauses, cf Notarrigo, 2017). Their typology of fluencemes included simple (i.e. when
their structure only involves one part, e.g. a filled pause or discourse marker) and
compound markers (i.e; when they consisted in two main parts, e.g. a repetition or a
substitution), as well as diacritics (e.g. misarticulations, vocal lengthening)38. The
clustering of immediately adjacent fluencemes were called sequences (cf 3.1.2.), which
is a term that will also be adopted in this thesis. The internal structure of the sequences
was analyzed, by taking into account their content (e.g. the number of markers found
within a sequence and their combination pattern, such as FP+UP+TR) and their
cluster (i.e. whether the markers occurred on their own or as part of a sequence, see
Crible, 2017, p. 119). Moreover, the application of this annotation scheme was adjusted
to the respective research agendas of the research team members. For instance,
Crible’s work (2017; 2018) targeted specifically the combination of discourse markers
and other fluencemes, but did not systematically annotate all the other types (e.g.
pauses, repeats, repairs etc.). Conversely, Grosman (2018) targeted all (dis)fluencies,
with a focus on pauses, prolongations, and repeats, but did not annotate discourse
markers. Similarly, the present corpus-based study of (dis)fluency phenomena is
adapted from Crible et al.,’s annotation scheme (2019), with a number of conceptual
and technical adjustments made to address our research purposes (cf Chapter 2).

To conclude, this section has outlined different theoretical and methodological
frameworks of (dis)fluency situated within the scope of Cognitive Grammar and usage-
based linguistics. These typologies altogether provided relevant analytical and
methodological tools for the present study, which represents the first step toward the

construction of our integrated multi-level and multi-modal approach to (dis)fluency.

38 A more detailed list of the fluencemes included in the typology can be found in Appendix 1.
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We shall now turn to the review of another major theoretical framework which further

situates our study of inter-(dis)fluency in a larger theoretical construction.

3.2. Interactional Linguistics and Conversation Analysis

In the previous section, we mentioned Cienki’s (2012, 2015) observation that most
examples in Cognitive Grammar were typically based on constructed sentences,
isolated from a larger interactional context (cf section 3.1.2). Similarly, most studies
conducted on (dis)fluency phenomena focus on the utterance level of fluencemes (cf
Segalowitz, 2016 section 3.1.3.) and the simultaneous cognitive, processing, and
planning processes associated with their production39. Even though some researchers
have highlighted their contextual, situational and interpersonal dimension (cf section
3.1.3.), their qualitative examples are much too often based on isolated utterances
which do not illustrate their sequential unfolding within the course of interaction. Let
us draw on the following examples, taken from Kjellmer, 2003 p. 185):

(1) It does take a bit of time to get to know the Mexicans erm er and I suppose in
that sense they’re sort of like the British of Latin American.

(2) I came to nearly all the university open days and asked er questions and got
to know extra people there er er and er I took some interest in the
departmental activities.

(3) He’s just horrible and erm <Mo1> Oh I'm so sorry FX. <Fo1> Yeah.

The three examples listed above show decontextualized material taken from the
Cobuild-Direct corpus, which were used by the author to illustrate turn-holding and
turn-yielding functions of filled pauses. However, this method seems somewhat at
odds with the actual mechanisms of turn-taking which rely on the organization of
turns in a conversation, and this information is entirely left out from his analyses. As
a matter of fact, a large number of studies on (dis)fluency tend not to illustrate their
findings with qualitative examples, but exclusively rely on quantitative results. While
it is true that quantitative findings can give a robust, representative, and statistically
valid overview of the data, they fail to illuminate particular and complex instances
within their context of use. This issue is even more relevant to the study of (dis)fluency
which has shown to be functionally and interactionally ambivalent. We believe that

this ambivalence can be further examined in detailed qualitative analyses, through the

39 Except for a few notable exceptions, such as Tottie (2011,2015,2016,2019), Clark & Fox Tree (2002),
Bortfeld et al., (2001) among others.
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medium of conversation analytic tools, further grounded in the framework of

interactional linguistics.

3.2.1. Introduction to the interdisciplinary framework of
Interactional Linguistics

The interdisciplinary framework of Interactional Linguistics (IL)4° emerged in the
early 215t century, altogether with a growing community of linguists who were
interested in studying grammar and prosody from a specific interactional approach.
This new community, which “takes an interdisciplinary and a cross-linguistic
perspective on language” and whose goal is to understand “how languages are shaped
by interaction” (Couper-Kuhlen & Selting, 2001, p. 3) includes a number of linguists
from different theoretical backgrounds i.e., discourse analysis, sociolinguistics,
anthropological linguistics, discourse functional linguistics, and usage-based
grammar. With this in view, Couper-Kuhlen & Selting (2001) traced back three main
theoretical influences (discourse-functional linguistics, Conversation Analysis, and
anthropological linguistics) which represented major stepping stones towards
establishing the Interactional Linguistics Framework. These theoretical contributions
are summarized below.

First, functional linguistics (e.g. Halliday, 1973; Jakobson, 1960) focuses on the
way social and cognitive language functions influence the organization of the linguistic
system. It completely rejects the formalist paradigm (e.g. Chomsky, cf section 3.1.1)
which regards grammar as an autonomous system and a mental phenomenon,
independent from other social and cognitive functions. The discourse-functional
tradition draws on the relation between particular linguistic units (e.g. utterances) and
language functions. For instance, Jakobson (1960) offered six different language
functions (referential, phatic, emotive, poetic, conative, and metalinguistic) which
relate to different components of the speech situation (e.g. the context, the type of
message produced, the addressor, or the addressee; see Schiffrin, 1994, p. 33).
Functional linguistics were also interested in the integration of discourse and
grammar by looking at the preference of certain syntactic configurations (e.g. the
preference of a noun phrase over a pronoun) in discourse (cf Du Bois, 1985 on the
preferred argument structure). As Couper-Kuhlen & Selting (2001, p. 2) pointed out:

“functional linguistic research - although it did not focus on conversational

40 There is another closely related research field dealing with aspects of social interaction known as
Language and Social Interaction (LSI), see LeBaron et al., (2003) for review.
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interaction — was instrumental in establishing a mindset for the study of language
which saw linguistic form as something “to do things with” on situated occasions of
use”.

The second major influence of Interactional Linguistics is Conversation
Analysis (CA; Sacks et al., 1974) which introduced major analytic tools for the study of
social interaction, through qualitative micro-analyses of talk-in-interaction (i.e.
naturally occurring speech in every day conversation, (cf Schegloff, 1991). CA regards
interaction as “the home environment of language”, (Sidnell, 2016, p. 2), an orderly,
interactionally managed system, whereby norms and practices are shaped by speakers’
actions. Actions refer to what the co-participants of a conversation are doing
interactionally in relation to one another (Pomerantz & Fehr, 2011; Schegloff, 1996a).
In other words, the act of speaking does not only involve the individual productions of
one speaker, but its coordination and cooperation with other participants of a
conversation within turns. Goodwin & Heritage (1990, pp. 292—293) further

elaborated on this conversation-analytic approach to interaction:

Within most traditional perspectives, analysis focuses exclusively on the
speaker. The hearer is treated as a figment of the speaker’s imagination. From
the CA perspective, however, hearers are co-participants who can decline as
well as accept the status offered them [...] hearers are active participants in the

process of building a turn at talk.

This perspective is thus very different from the psycholinguistic assumptions that
speech planning results from several cognitive operations that are mentally performed
by an individual speaker (cf section I.1.1.) without taking into account the co-speaker’s
contribution in the interaction. We will return to this point in section 3.2.3.

Sacks et al., (1974)’s seminal paper, entitled A simplest systematics for the
organization of turn-taking for conversation sketched out some of the fundamental
aspects underlying the construction of talk-in-interaction, and demonstrated the way
speakers, when engaged in ordinary, everyday practices, co-produce stretches of talk
in orderly ways, which can be subject to detailed qualitative analyses. As Schegloff
(1991) further argued, the expression of messages in specific linguistic forms (i.e.
utterances) does not result from mental cognitive processes, but is shaped by the

orderly structure of the interaction. Sidnell (2016, p. 2) reviewed some the
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fundamental aspects regarding the orderliness of interaction, summarized in the
following points4::

(1) Distribution of turns. Conversations are governed by turn-taking mechanisms
which are organized in various ways by the participants (e.g. turn holding, turn
yielding, turn allocation) through turn constructional units (i.e. lexical items,
phrases or clauses which determine the shape of a speaker’s possible turn).

(2) Addressing problems of hearing, speaking or understanding. During the
course of their talk, participants may need to signal speaking, hearing, or
understanding troubles through repairs42 which can be initiated by the speaker
or another participant (Schegloff et al., 1977).

(3) The formation of actions. Participants are able to project or recognize what type
of action is being performed (e.g. responsive action, pre-sequence action,
sequence-initial action) by adding stretches of talk. For example, disaffiliative
actions can be prefaced by interjections such as “well” (McHoul, 1978 in
Goodwin & Heritage, 1990).

(4) The sequential dimension of actions. Actions are organized into sequences (e.g.
adjacency pairs, sequences made of two turns, such as question-answer or
request-accept) as a way to construct “an architecture of intersubjectivity—a

basis for mutual understanding” (Sidnell, 2016, p. 2).

These aspects are reflected in the following short extract, taken from Sidnell (2016).
This excerpt comprises a conversation between two speakers, Shelley and Debbie.
Shelley’s first sequence-initial action, which is a declarative TCU (“you were at the
halloween thing”), is followed by Debbie’s lexical TCU (“huh”) which signals her
trouble understanding Shelley’s initial statement, and further invites Shelley to

reformulate.

01 Shelley:  you were at the halloween thing.
02 Debbie:  huh?

03 Shelley:  the halloween p[arty

04 Debbie: [ri:ght.

Figure 5. Shelley & Debbie (Sidnell, 2016, p. 3)

41 Some of these aspects will be further exemplified in section 3.2.2., and throughout our qualitative
analyses in Chapters 3, 4, and 5.

42 Note that the term “repair” does not have the same implications as Levelt’s (1989) term (cf section
1.2.). This terminological difference will be briefly discussed in section 3.2.2.
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Just before Shelley reaches the point of her TCU’s completion (1.3), Debbie joins in
with a lexical TCU (“right” 1.4), as a way to signal her understanding and alignment
with Shelley, following the reformulation. Each utterance, or TCU, are thus better
understood within the overall structure and orderliness of the ongoing talk-in-
interaction.

To sum up, CA is characterized by “the conversation-analytic understanding of
speech exchange as social interaction and the conversation-analytic tools of micro-
analysis and participant-oriented proof procedures” (Couper-Kuhlen & Selting, 2001,
p. 2) which constitutes one of the main foundations of Interactional Linguistics.

Lastly, the field of anthropological linguistics, which draws on the study of “real
people in real time and real space” (Duranti, 2011, p. 3) is the final stepping stone
towards establishing the framework of Interactional Linguistics. Some
anthropological linguists have conducted cross-cultural studies in relation to
language socialization (e.g. Ochs, 1996; Ochs & Schieffelin, 2011; Schieffelin & Ochs,
1986), which refers to the process whereby children and novices are socialized through
language (Ochs, 1996). Linguistic anthropology research integrates discourse and
ethnographic methods to investigate the way language practices are shaped socially
and culturally within different situations. The term situation encompasses a variety of
social and communicative dimensions, such as the social identity of the speaker, the
type of activity (e.g. storytelling, interviewing, giving advice), and affective and
epistemic stance (Ochs, 1996). The integration of the cross-linguistic and cross-
cultural perspective into the analysis of interaction is, according to Couper-Kuhlen &
Selting (2001, p. 3) “crucial to the interactional linguistic enterprise”.

In sum, the field of Interactional Linguistics brings together a variety of
disciplines43 and theoretical fields whose main goal is to investigate the different
linguistic resources and practices that are incrementally accomplished over time in the
course of the talk, altogether shaped by the social, cultural, and sequential aspects of
conversation. The accomplishment of discourse is inherently interactional (Schegloff,
1982) as it draws on the collaborative achievement of the co-speakers, who coordinate

their actions with one another. This area of research is thus in sharp contrast with the

43 However, each discipline has their own research interests that do not necessarily overlap; cf Fox et
al., (2013) for a review on the differences between CA and Interactional linguistics, and Duranti (2011)
on the distinction between linguistic anthropology and other domains of linguistics. On the other hand,
Goodwin & Heritage (1990) also discussed the contributions of CA to the field of anthropological
linguistics.
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formalist approach to discourse and grammar which views language primarily as a
mental and autonomous phenomenon, independent from human social or cognitive
abilities. In this thesis, we will especially draw on the analytic tools provided by CA,
as well as the participation framework further described below.

A major contribution in the field of social interaction and linguistic anthropology
is found in the work of C. Goodwin and M.H. Goodwin (Goodwin, 1981, 2003, 2007,
2010, 2017; Goodwin & Goodwin, 1996, 2004, 1986) who studied embodied
participation frameworks (initially introduced by Goffman, 1981). Participation
refers to “action demonstrating forms of involvement performed by parties within
evolving structures of talk” (Goodwin & Goodwin, 2004, p. 222). Within this
framework, the focus is essentially on two interactive practices, mainly (1) how
participants orient themselves in ways relevant to the activities they are engaged in,
and (2) how situated analysis of an emerging course of action shapes the further
development of action (Goodwin & Heritage, 1990, p. 292). In this respect,
participation is viewed as a “situated, multi-party accomplishment” (Goodwin &
Goodwin, 2004, p. 231), in which the status of the participants (e.g. speaker or hearer,
addressee or recipient etc. cf Goodwin & Heritage, 1990) can shift depending on the
organization of particular situated activities (e.g. assessment, topic initiation, story
preface). For instance, during a storytelling activity, a speaker may need to create a
complex participation framework which will include multiple participants, such as the
hearers of the story, the character in the story who is doing its retelling, as well as the
characters within the story who are absent from the telling (Goodwin & Goodwin,
2004). Additionally, during a homework activity (cf Goodwin, 2007) the answer to a
question can be provided by a participant through the simultaneous use of different
semiotic resources (i.e. speech, gesture, and the actual homework paper) which
mutually work with one another. The participation framework is thus also established
through the alignment of the participant’s bodies, who can make use of hand gestures
to build an embodied action during the course of the talk (Kendon, 2004). Speakers
thus have a multiplicity of semiotic resources at their disposal, co-deployed altogether
to build actions oriented to the hearers, and which are all relevant to the ongoing
situated activity. The speakers’ deployment of multiple semiotic resources for building
action is hence another central aspect of the interactionist approach to social
interaction. The integration of different semiotic fields (i.e. the stream of speech, hand

gestures, and body posture and orientation) as well as different levels of analysis
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(syntax, lexical, prosody, pragmatics) are essential to the study of social interaction
and their underlying situated practices. The study of embodied and multimodal
interaction (e.g. Stivers & Sidnell, 2005) is further addressed in section 3.3.1.

To conclude, the interdisciplinary field of Interactional Linguistics, which includes
multiple contributions from CA, anthropological linguistics, and discourse-functional
linguistics, among other fields, altogether provides a relevant theoretical and
methodological framework to the study of fluencemes, which leads us to the following

subsection, focusing on the study of “repairs” in CA.

3.2.2. The study of conversational repairs in talk-in-interaction

Before addressing studies investigating (dis)fluency phenomena in the field of
interactional linguistics, it should first be noted that the term disfluency is virtually
excluded from all researchers’ analyses. This is not surprising, given what the term
disfluency entails (cf section I), which is in sharp opposition with the central
assumptions of Conversation Analysis and Interactional Linguistics. The latter used
the label repair (Schegloff et al., 1977) instead, as well as other terms, such as non-
lexical sounds, vocalizations, uhm, etc. The term repair, although homonymous with
the one used by Levelt (1983), which presupposes that an item needs to be repaired,
has different implications. In this section, we provide a brief overview of the study of
repair within the framework of Interactional Linguistics.

Repair is a key area of research within Conversation Analysis. It refers to an
organized system which is addressed to deal with recurrent problems in speaking,
hearing, and understanding. Repairs can be distinguished between self-corrections
and other-corrections, which is similar to the distinction presented by Levelt (1983) 44,
but this type of phenomena, unlike what Levelt addressed in his model, is “neither
contingent upon error, nor limited to replacement” (Schegloff et al., 1977, p. 363).
Repair mechanisms are in fact regarded as a sequential4s phenomenon, which have a
specific organization within the course of interaction. They include different segment
parts, such as “initiation” and “outcome”. Their initiation can be placed in three main
positions, (1) within the same turn, (2) in a turn’s transition space, and (3) in a

subsequent turn. Self-initiations within the same turn are said to use “a variety of non-

44 Cf section I.1.2.

45 Note that the term “sequential” is different from the one mentioned in section 3.1.3. when discussing
fluenceme sequences. In this case, it refers to sequences of turns or of talk found within the interaction,
while in Crible et al’s. (2019) case, it refers to the combinatory patterns of adjacent fluencemes.
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lexical speech perturbations, e.g. cut-offs, sound stretches, “uh” etc. to signal the
possibility of repair-initiation immediately following” (Schegloff et al. 1977, p. 367). It
is interesting to note that this comment on the repair structure is similar to the
description of the interregnum region of the disfluency surface structure (cf section
I.1.2). This was also found in Goodwin & Goodwin (2004, p. 230) who illustrated the

display of a repair structure, by taking into account the participants’ gaze:

Speaker Brings
Gaze to

Recipient
P Restart

Pam: En a couple of girls- One otherfgirl from there,

Hearer Looking T Gaze Arrives
Awa
Y Hearer Starts

Moving Gaze
to Speaker

Figure 6. Example of Repair (Goodwin & Goodwin, 2004, p. 229)

In this figure, Goodwin & Goodwin (2004) illustrate a case of restart initiated by a
speaker during a conversational exchange. Within a participation framework, repairs
are said to occur when speakers “lack the visible orientation of a hearer” (Goodwin &
Goodwin, 2004, p. 229). In other words, when the positioning of a hearer is not
oriented to the ongoing talk, a speaker can modify stretches of their speech to repair
the participation format. During face-to-face encounters, hearers may resort to a range
of visual or vocal backchannels (i.e. head nods or vocal continuers, cf Stivers, 2008) to
display their status as recipient, or listener. Hearers can also display that they are
attending to the speakers’ talk by gazing towards them (Goodwin, 1981). However, in
some cases (as in Fig. 6) hearers may not be fully oriented to the ongoing talk, which
may invite speakers to interrupt and modify their utterance in order to secure the gaze
of their addressee. Therefore, the grammatical structure of a sentence can be modified
to adapt potential changes in the participants’ status. During a word search for
instance, repairs can be used to achieve a state of mutual orientation between speakers
and hearers (cf section 3.3.1). Goodwin (1981, chapter 4) further explored similar types
of repair phenomena, such as lengthening, additions, or phrasal breaks, which are said
to achieve interactive tasks, still in relation to gaze. He showed how speakers needed

to delay the final syllable of a word to coordinate its completion with the arrival of the
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hearer’s gaze. This kind of coordination was also achieved by adding an “uh” in the
utterance. In this sense, instances of repairs are not limited to contexts of speech error,
as they can also function as requests to secure mutual gaze, and help to achieve a state
of mutual orientation in the talk. Similarly, producing “ahm” at the beginning of a
turn can signal a speaker’s commitment and understanding towards an ongoing
activity. In a study on phone conversations, Schegloff (2010) showed how turn-initial
“uhms” could be used as a reason for calling, or for launching a new topic in the
upcoming sequence. Another study conducted by Morita & Takagi (2018) on eeto, the
Japanese equivalent of “uhm” argued that its primary function was to indicate an
“interactional concern” (Morita & Takagi, 2018, p. 32), as to mark attentiveness and
commitment to the conversational task at hand. However, “uhm” can also mark a

dispreferred answer, as Schegloff (2010) argued:

Uhm [...] mark the “reason-for-initiating” an episode of interaction, that a
dispreferred response is upcoming, that a dispreferred sequence is being
launched, or that a sequence’s ending has resisted consummation and is being

tried again (Schegloff, 2010, p. 38).

Repair phenomena can thus also be associated to the preference structure of an
interaction. The concept of preference refers to a “socially determined structural
pattern” (Yule, 1996, p. 76) which is expected in a speaker’s next action. For instance,
during a greeting sequence, the expected answer to a first greeting (e.g. hello) would
be another greeting (e.g. good morning), which conforms to social norms. This
illustrates a case of preferred action. A dispreferred action, on the other hand, would
mark an unexpected structure (Yule, 1996, p. 79), which does not meet the social
requirements of the situation. Yule (1996, p. 81) gave a list of common patterns
associated with dispreferred responses46, one of which includes the entry
“delay/hesitate” with pauses and “uhm”.

In sum, repair phenomena (which includes instances of restarts, “uhms”,
pauses, repeats, and self-breaks) have been subject to thorough investigation within
CA and the framework of Interactional linguistics. These analyses were conducted
through micro qualitative examples of the data, drawing on CA analytic tools such as
turn-taking or preference structure. Despite a few similarities in the analysis of the

repairs’ underlying structure, the conversation-analytic and interactionist approach is

46 This table can be found in Appendix 1.
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in sharp opposition with the psycholinguistic ones presented in section I. In the
following section, we discuss the ways these two conflicting methodological and
theoretical frameworks could be combined for the present multi-approach and multi-

level study of inter-(dis)fluency.

3.2.3. Contribution of the field to the study of Inter-(dis)fluency

We shall now discuss the relevant contribution of the field of Interactional Linguistics
to the present study of inter-(dis)fluency. It would seem, at first, that the terms
disfluency and talk-in-interaction are incompatible, since the former focuses on the
mental planning processes of an individual, while the latter deals with the social and
cultural mechanisms shaping social interaction. However, the phenomena under
study are analyzed in both fields (i.e. psycholinguistics and interactional linguistics),
but with clearly different methodological tools and research purposes. As we claimed
earlier (section 2.2.3. and 2.3.) we believe that (dis)fluency phenomena should not be
restricted to a single label nor a single model, but should instead integrate a variety of
perspectives. We suggest that the study of fluency and disfluency could gain insight
from CA and Interactional linguistics for a number of reasons, elaborated below:

First, the study of (dis)fluency has much too often been excluded from
traditional formal linguistics (cf performance vs competence distinction section 3.1.1.)
while they can actually represent meaningful aspects of speech production (cf section
I.1.2.). However, their role is not only restricted to the level of verbal utterance
production, but to the level of interaction as well. As we have seen, fluencemes can
exhibit essential features of talk-in-interaction, shaping the course of the talk which is
constantly adapted to the exigencies of the interaction. Fluencemes thus result from
both cognitive and socio-interactional processes. This view is also in line with the
perspective of usage-based grammar described earlier (cf section 3.1.2.).

Second, within an Interactional Linguistics framework, fluencemes are seen as
the byproducts of a dynamic and flexible grammar, shaped by conversational, social
and discourse constraints (cf Mondada, 2001). This emphasizes the flexible and
dynamic nature of fluencemes, whose status is determined by its contexts of
production. This notion of flexibility was also presented within the scope of cognitive
grammar (cf section 3.1.2.).

Third, the notion of fluency, and its negative counterpart DISfluency, which

have mainly been restricted to the flow of speech, can include other types of flow, such
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as the interactional flow. This could be applied to the principle of progressivity in CA
(e.g., Schegloff, 2007; Sterponi & Fasulo, 2010; Stivers & Robinson, 2006) which
refers to the smooth unfolding of interaction, based on the temporal development of
the talk. As Schegloff (2007, p. 14) put it: “moving from some element to a hearably-
next-one with nothing intervening is the embodiment of, and the measure of,
progressivity”. In some contexts, however, the interaction does not always go as
smoothly e.g., Stivers (2001) who spoke of “interactional complications” (Stivers,
2001, p. 252) during pediatric encounters. Such interactional difficulties, which
interfere with the immediate contiguity of the talk, can take the form of silence, or non-
answer responses. Similarly, Sterponi & Fasulo (2010) showed that when speakers try
to achieve intersubjectivity (i.e. mutual understanding) it can potentially lead to a
breakdown in the interaction if they fail to reach mutual understanding, which does
not respect the progressivity of the talk.

This third point is particularly relevant to the present study of ambivalent
fluencemes. While in some contexts they can help speakers display their engagement
to the ongoing activity (e.g. indicate mutual cooperation, display understanding, or
yield a turn), they may also display a form of disengagement. For instance, during
silences, speakers may choose not to cooperate with turn-allocation techniques (Hoey,
2015), or they can display their lack of involvement in the ongoing activity (Szymanski,
1999). In addition, when speakers make assessments (i.e. claim knowledge of what
they are asserting, cf Pomerantz, 1984), they can be declined by second assessments
(i.e. responses to the previous first assessment through agreement, or disagreement47)
in the form of “delay devices” (Pomerantz, 1984, p. 70) such as “uh” or “well”, as a way
to preface disagreement. This can also relate to notions of alignment and affiliation.
In a storytelling context, for example, alignment indicates a speaker’s aligning with
the turn-taking principles of the storytelling activity (i.e. that the teller of the story has
the floor until its completion), and affiliation refers to a hearer’s display of support to
the speaker’s stance (cf Stivers, 2008). Examples of disaligned actions (during
storytelling activities) can thus illustrate the hearer’s failure to treat the story told by

the speaker as either in progress or over.

47 Pomerantz (1984) in fact distinguishes between upgrade agreement, same evaluation, and downgrade
agreements.
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To conclude, the overall construct of (dis)fluency can further be extended to
general principles addressed in CA such as (de)salignment48, (dis)engagement,
(dis)affiliation, (dis)preference and (dis)agreement. In this view, the process of
fluency, understood as flow, or continuity, can refer to different types of flow at
different levels of analysis (i.e. utterance, cognitive, interpersonal, cf section 3.1.3).
This type of analysis is made possible with the combination of different
methodological and theoretical approaches, which vouches for a multi-level and multi-

approach study of inter-(dis)fluency. This is further elaborated in section IV.

3.3. Gesture studies and multimodal interaction

Though briefly, we mentioned several times throughout this chapter that the presence
of visual-gestural behavior in discourse (i.e. gaze and hand gestures) was central to the
analysis of face-to-face communication. In this respect, the goal of the present thesis
is to investigate inter-(dis)fluency phenomena from a multimodal perspective i.e., by
integrating multiple visual-gestural features of communication to the study of verbal
fluencemes within embodied interaction. In the present section, we outline some of
the central aspects related to the study of multimodal interaction (3.3.1), followed by
the review of a few papers from the field of gesture studies which investigated the
relationship between speech and gesture (3.3.2), and introduced different gesture
classifications (3.3.3). The last subsection (3.3.4) is dedicated to an overview of the

studies which worked specifically on gesture in relation to (dis)fluency.

3.3.1. Multimodality in the study of embodied interaction

In the past few decades, the study of what has commonly been labeled “nonverbal” or
“non-linguistic” communication has increasingly become a central interest of research
among scholars in various disciplines (e.g. cognitive linguistics, psycholinguistics,
linguistics anthropology, interactional linguistics). With the rise of interactionist
approaches to social interaction (cf section 3.2.1.) who started working on video
recordings of everyday interactions, new perspectives emerged for studying language
practices as embodied within their social, material, and spatial environment. This
includes the study of gesture, gaze, head movements, facial expressions, body
movements, as well as the manipulation of external objects in the environment (cf

Boutet, 2018; Goodwin, 2003; Morgenstern & Boutet, forth.; Streeck et al., 2011). In

48 Mondada & Traverso (2005) spoke of (dés)alignements.
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this respect, this perspective on embodied interaction regards cognition as not a
separate mental action working in the brain, but as an “embodied action” (De Jaegher
& Di Paolo, 2007, p. 486 in Streeck, 2015). This “embodied turn” in social sciences (cf
Mondada, 2016, p. 338; Streeck, 2015), marked the conception of what has been
termed multimodal communication. The term multimodality, which has become an
overarching term in the field of interaction studies and gesture studies, refers to the
plurality of communication channels and modalities deployed in interaction. It is
defined as “the various resources mobilized by participants for organizing their action
— such as gesture, gaze, facial expressions, body postures, body movements, and also
prosody, lexis and grammar” (Mondada, 2016, p. 337). Similarly, Stivers & Sidnell,
(2005, p. 1) claimed that:

Face-to-face interaction is, by definition, multimodal interaction in which
participants encounter a steady stream of meaningful facial expressions,
gestures, body postures, head movements, words, grammatical constructions,

and prosodic contours+9.

This multimodal and integrative approach is also applied to child language, which
views the process of language acquisition as inherently multimodal, through the lens
of a multimodal construction grammar (cf Morgenstern, 2014, 2019). In addition,
Cienki (2017, 2015a) introduced the notion of dynamic scope of relevant behaviors,
(SRB) which takes into account the kinds of symbolic status gestures can have. He
suggested that in a communicative context, speakers may be invited to choose among
a scope of behaviors (i.e. gesture, speech, gaze, etc.), by focusing on the vocal modality
of discourse (which is the “default focus”, Cienki, 2015, p. 628), or by including a set
of behaviors (i.e. the combination of the vocal and visual-gestural features) in a specific
context. Further in line with CG (cf section 3.1.2.) his claim is that repeated instances
of gestures paired with certain functions are more likely to become entrenched
linguistic signs. This theory thus further reflects the multimodality of discourse which
includes a range of vocal and visual-gestural behaviors.

Stivers & Sidnell (2005), following Enfield (2005), further distinguished

between the vocal-aural and the visual-spatial modalities of face-to-face multimodal

49 However, it should be noted that linguistic anthropologists take on a slightly different approach which
does not dwell on the distinction between different modalities, but rather insist on the “abstraction of
the interacting body from the material world”, see Streeck et al., (2011, p. 9).
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communication, which will be further described below. This distinction does not only
dwell on differences in modality, but also with respect to “semiotic ground” (cf Enfield,
20035, p. 52). In sum, the combination of different modalities and semiotic resources
can further our understanding of the multiple processes underlying the organization

of talk-in-interaction. As Stivers & Sidnell (2005, p. 2) argued:

Much can be gained from examining a turn-at-talk for where it is situated
vocally (e.g., sequentially, prosodically, syntactically) as well as visuospatially

(e.g., body orientation, facial expression, accompanying gestures).

We shall now turn to a brief review of the two modalities of discourse, based on Enfield
(2005) and Stivers & Sidnell (2005). The vocal modality of talk-in-interaction was
investigated in the work of conversation analysts who focused on the organizations of
shared practices in the course of social interaction (cf section 3.2.1.). It includes the
lexico-syntactic channel (e.g. work on lexical items such as “okay”), as well as the
prosodic channel (e.g. upward or downward intonation, prosodic contour, see Selting
et al.,, 2010 for review). For instance, Ogden (2013; 2018) studied the uses of
peripheral linguistic objects known as non-verbal vocalizations, such as tongue clicks.
He combined phonetic, kinetic, and conversation-analytic methods to study speakers’
stance-taking displays. With regard to the vocal modality of interaction, he looked
specifically at the timing of clicks within the speech signal, and claimed that clicks
could be used as temporal markers and thus function as “metronomes” (Ogden, 2013,
p. 314). Such evidence can be provided by looking at a spectrogram and waveform

window, illustrated in the following figure:
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Figure 7. Spectrogram and waveform window (Ogden, 2013, p. 315)
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In Ogden’s (2013) example, the click is indicated with the ! symbol within the
transcription line below the waveform. As Ogden noted, the click is produced at the
fourth beat (indicated with the b above the transcription line)s°, which is also
synchronized with the two turns at talk, as it occurs near the end of A, the first
speaker’s turn completion, and prefaces B, the second speaker’s turn initiation. As

Ogden further noted:

The temporal placement of B’s click thus demonstrates an orientation to the
rhythm established by A, and projects an upcoming, on-beat turn. B’s turn is

indeed aligned in time and action with A’s (Ogden, 2013, pp. 315-316).

The co-construction of actions within an interactional sequence can thus be analyzed
not only syntactically but prosodically with regard to several phonetic properties such
as rhythm, voicing, loudness, voice quality etc. While these aspects are not the main
focus of this dissertation, some of them will be explored to support our multimodal
qualitative analyses. This is further elaborated in Chapter 2.

The visuo-spatial modality of discourse has been examined by a number of
researchers who were interested in the study of hand gestures specifically (cf section
3.3.2.), but it also includes the study of other types of behavior, such as gaze, and body
orientation within the spatial environment. For instance, Kendon (1976, 1990) and
Ciolek & Kendon (1980) analyzed the way speakers oriented their bodies during social
encounters, and defined the concept of F-formation (Kendon, 1976) which refers to a
specific configuration of speakers in a jointly interactional space. As Mondada (2013)
pointed out, the analysis of embodied interaction cannot solely focus on the speaker’s
body posture or orientation alone, but also with regard to the arrangement of other
bodies within the spatial environment. She further suggested the term interactional

space (Mondada, 2013, p. 248) which refers to the following;:

the situated, mutually adjusted changing arrangements of the participant’s
bodies within space, as they are made relevant by the activity they are engaged
in, their mutual attention and their common focus on attention, the objects they

manipulate and the way in which they coordinate in joint action.

50 The beats were produced automatically using a specific algorithm (retrieved from
http://cspeech.ucd.ie/fred /beatExtraction.php, last consulted on August 26th 2021).

See Ogden (2013, p. 314) for more details.

More information regarding the spectrogram and the waveform are given in Chapter 2.
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Similarly, Sweetser & Sizemore (2008) distinguished between three types of space: (1)
the personal gesture space; space in front of the speaker’s trunk and head (McNeill,
1992); (2) the inter-speaker space; space between the two personal gesture space
which can be reached by speakers to mark common ground; (3) the unclaimed
surrounding space; an adjacent space away from the personal and interpersonal
gesture space. When speakers are co-oriented towards each other around a central
interpersonal space, they may rely on their body movement and gaze to display their
engagement to one another or to the ongoing activity. This is illustrated in Figure 8,
taken from Goodwin (1981, p.96) who studied the different “engagement displays”
participants convey through their body orientation and gaze (also see section III.

3.2.1.)
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Figure 8. Engagement display (Goodwin, 1981, p. 96)

In a similar vein, another body of research (e.g., Debras, 2017; Debras & Cienki, 2012;
Streeck, 2009) studied the uses of head tilts and shrugs in relation to postures of
disengagement, as well as stance (i.e. the expression of a speaker’s feelings, attitudes
and judgement, see Karkkainen, 2006). Shrugs, which are defined as a “compound
enactment” (Streeck, 2009, p. 189) involve a manifestation of the hands, combined
with a movement of the shoulders, as well as a particular facial expression and a head

movement, depicted below:
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Figure 9. Example of a prototypical shrug (Debras, 2017, p. 2)

The illustration above shows an example of a “prototypical shrug” (Streeck,
2009, p. 189) which includes a combination of distinct features (i.e. an upward
rotation of the forearm, one or two lifted shoulders, a head tilt, raised eyebrows, and a
mouth shrug, see Debras, 2017, p. 2) but as Debras (2017) pointed out, not all instances
of shrugging include all of these formal features illustrated above. For instance, a shrug
can also be only performed with the face, or by lifting one’s shoulder. In their study on
face-to-face interactions between British university students, Debras & Cienki (2012)
showed several examples of speakers who displayed mitigated affiliation via the
combination of the vocal and visuo-spatial modalities: (1) they produced utterances
such as “yeah but”, accompanied by a lateral head tilt; (2) they remained silent while
lowering their eyebrows and pulling their lips downwards (3) they acknowledged a
“stance differential” (Du Bois, 2007) between another stance and their own
positioning, with verbal expressions such as “oh yeah.. that makes sense”, combined
with shrugging. Conversely, when speakers displayed their orientation towards their
interlocutor’s utterance, they tended to gaze at them, lean forward, and tilt their head.
In summary, the combination of gaze, head, and shoulder movement with or without
speech can convey pragmatic and interpersonal functions related to various aspects of
stance.

Another way to convey disengagement from a situated language activity is
through the display of a distinct thinking face (Goodwin & Goodwin, 1986). This very
iconic thinking face, which depicts an individual in “deep thinking” (i.e. eyebrow raised
looking upwards or frowning) is rather stereotypical and highly recognizable across
situations. Figure 10 illustrates three types of thinking faces which were displayed by
three different speakers in different situations. The speakers’ language and cultural

backgrounds were different (two of them are French, and one of them is American), as
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well as the type of activity they were engaged in5:. However, the thinking faces
displayed in the figure share similar features: (1) a frown, or a wince, (2) gaze looking
upwards, or eyes closed (3) hands alongside face (in a and d), (4) thumb and index
finger resting on the chin (in ¢). As we shall see (cf Chapter 2,3, and 4) a majority of
the instances of thinking faces annotated in the data across corpora occurred during

the production of verbal fluencemes.

a. b. c. d.

Figure 10. Embodied displays of thinking face (SITAF and DisReg)

In recordings of face-to-face conversations in natural settings, Goodwin & Goodwin
(1986) explored the display of thinking faces and instances of gaze withdrawal during
word searches. In their paper, they showed that the activity of searching for a word did
not only involve vocal phenomena, but visual ones as well. They drew on several
examples from their data to illustrate cases of gaze withdrawal and thinking face near
“perturbations in the talk displaying initiation of a word search” (Goodwin & Goodwin,
1986, p. 57). Such instances of visual display during word search can provide relevant
information to the hearers, who are hereby informed that a change in the current
activity has occurred. A change in participation status can also take place (i.e. from
recipient to active participant) when the hearer’s coparticipation in the search is

appropriate. This is illustrated in the following example:

51 These examples are taken from the data under scrutiny in the present thesis (the SITAF Corpus and
the DisReg Corpus, cf Chap. 2). More examples of thinking faces will be provided across Chapters 3, 4
and 5. Special thanks to Violette Kosmala for the illustrations.
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thinking
face
hand
pesture
A: I 1 4
We have the top bunks y'know in the um, (--—------ S T ) in the room?

1
B: B
nods

Figure 11. Example of a multimodal word search (Goodwin & Goodwin, 1986: 71)

In this example, Speaker A begins her word search and displays a thinking face,
followed by a hand gesture oriented towards Speaker B to invite him to take part in the
search. B’s visual response, a nod, conveys his understanding towards what A is trying
to say. Therefore, the hand gesture produced by Speaker A suggested a shift in the
participant’s status who solicited her interlocutor’s coparticipation in the search.

To conclude, face-to-face interaction can be regarded as a joint and embodied
manifestation of the vocal-aural and visual-spatial modalities of discourse, which
continuously supplement one another through regulatory work. The present thesis
mainly focuses on the visual-gestural actions deployed by gesturers, who make use of
them respectively or conjointly to regulate interaction within their spatial
environment. This allows them to regularly display their state of engagement or
disengagement to the different activities they participate in. These central aspects of
multimodal social interaction are highly relevant to the present study of embodied
inter-(dis)fluency, as they serve as a basis for further development on the relationship

between (dis)fluency and gesture (cf 3.3.4.).

3.3.2. The different approaches to gesture

As Harrison (2009, p. 27) pointed out in his thesis work, gesture research can broadly
be distinguished between two dominant approaches, the (1) cognitive-psychological
approach (how gestures are related to the expression of thought), and (2) the
functional-communicative approachs2 (how gestures function and are used by
speakers to structure speech acts in interaction). These two different approaches have
led to different gesture classification systems, which is addressed in the following

section. In this section, we present a brief overview of these two dominant traditions

52 There are, of course, different existing approaches to gesture which will not be described in this thesis;
see Beattie & Shovelton (1999), De Ruiter (2007) or Iverson & Thelen (1999) for review.
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in the field of gesture studies, as well as their implications for the study of gestures and
their relation to speech. We conclude with our choice of approach adopted for the
present thesis.

The cognitive-psychological approach was first reflected in the influential work
of McNeill (1985, 1992) who viewed gesture as “a window onto the mind” (also see
Goldin-Meadow, 1999; Goldin-Meadow et al., 1993; Kita, 1993; Kita & Ozyiirek, 2003).
In this view, gestures are said to share the same cognitive processes as speech, with
the two being part of the same psychological structure. The combination of speech and
gestures thus allows researchers to observe two simultaneous views of the same

production process. He defines gestures as the following (McNeil, 1985, p. 351):

These are movements that (with a class of exceptions to be described) occur
only during speech, are synchronized with linguistic units, are parallel in
semantic and pragmatic function to the synchronized linguistic units, perform
text functions like speech, dissolve like speech in aphasia, and develop together

with speech in children.

The idea that speech and gesture are connected “internally” (McNeill, 1985, p. 353) is
supported by the evidence given above. In light of this approach, Butterworth & Hadar
(1989) explored the production of gestures during lexical retrieval, and related it to the
model of speech production, which involves several computational stages (e.g.
message construction, selection of a lexical item in the mental lexicon, retrieval of a
phonological word, instruction to articulators (Butterworth & Hadar, 1989, p. 172).
They argued that, during lexical retrieval, speakers make use of iconic gestures (cf
section 3.3.3.) to assist word finding by “exploiting another route to the phonological
lexicon” (Butterworth & Hadar, 1989, p. 175). Additionally, Krauss (1998, p. 11)
claimed that gestures could help speakers work on their production at different stages
of speech processing. At the conceptualizing stage, they may help to formulate a
concept that will be expressed in speech; at the stage of grammatical encoding, the
information found in the gesture can help speakers to map the concept onto their
mental lexicon; and at the phonological encoding stage, gestures can facilitate the
retrieval of a word form. In this sense, gestures can serve a compensatory role in the
speech production system. We will return to this question in Chapter 3 when we
discuss the Lexical Retrieval Hypothesis (Krauss et al., 2000) and the potential role

gestures play during L2 lexical access. In the same vein, Kita et al., (2017) supported
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the idea that many gestures served self-oriented functions, facilitating
conceptualization and activating spatio-motoric information for the purposes of
thinking and speaking. Gestures can thus help express spatial information and take on
different viewpoints within the spatial environment (Alibali, 2005; McNeill, 1992).
Goldin-Meadow (1999) further suggested that gestures accompanying speech served
two main functions: (1) they provide speakers with a representational format that can
reduce cognitive effort in speech production and thus serve as a tool for thinking; (2)
they provide hearers with this very representational format which gives them access
to the speaker’s unspoken thoughts.

In sum, the cognitive-psychological approach to gesture mainly revolves
around the idea that the process of thinking can be made visible through gesture. Hand
gestures thus have the potential to display thoughts that are not overtly expressed in
speech, which can in turn facilitate the production process. We shall now turn to a
different approach to gesture, which focuses on their practical use and significance
within social interaction.

The functional-communicative approach to gesture is reflected in the
pioneering work of Kendon (1980, 2004, 2014, 2017), Miiller (1998, 2017) and Streeck
(2009b, 2010, 2015), among others, who have documented their different forms and
functions across languages and cultures within the study of social interaction.53
Kendon’s groundbreaking work on gesture, defined as the “utterance uses of visible
bodily actions” (Kendon, 2004, pp. 1-2) regards it as an integral part of utterance
construction. Utterances, which are not restricted to verbal productions, refer to the

following (Kendon, 2004, p. 7):

an “utterance” is any unit of activity that is treated by those co-present as a
communicative “move”, “turn” or “contribution”. Such units of activity may be
constructed from speech or from visible bodily action or from combination of

these two modalities.

53 However, it should be noted that Kendon, Miiller and Streeck’s approaches have a few distinctions of
their own. Kendon’s work essentially focuses on gestures as an integral part of utterance construction,
further shaped by their context of use; but Miiller argues that the context-of-use alone is not enough to
explain the meaning of certain specific gesture forms. She suggests that gestures are motivated by
cognitive-semiotic techniques and different gestural modes of representation (cf section 3.3.3.). Finally,
Streeck’s approach offers a view of gesture as “craft” (Streeck, 2009) building on sensemaking practices
and practical actions of the hands.
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In this view, the term “gesture” (not restricted to manual gestures) refers to the kind
of visible bodily action that contributes to the construction of the utterance. Kendon’s
approach to the gesture-speech relationship is thus different from McNeill’s in the
sense that, while Kendon views gesture and speech as two different kinds of
“expressive resources” available to speakers (Kendon, 2004, p. 111), McNeill views
them as two separate channels of “observation of the psychological activities that take
place during speech production” (McNeill, 1985, p. 350). Conversely, Kendon (2004,
p. 111) does not believe that gesture and speech are part of the same production
processes, but are rather “an integral part of what a speaker does in fashioning an
object, the utterance, that is shaped to meet the expressive and communicative aims
and requirements of a given interactional moment.” In sum, the difference between
McNeill and Kendon’s approaches to gesture lies essentially in their contrasting views
on language production: while McNeill considers language as the result of internal
computations, Kendon regards it as a series of actions contributing to the utterance
construction in interaction.

Kendon’s approach to gesture thus reflects a view of language as inherently
multimodal (cf section 3.3.1), and constituting a mode of action (i.e. speakers engage
in different kinds of visible bodily actions that are integrated to the ongoing speaking
activity). According to Kendon (2014), utterances are always constructed for others
(i.e. whether for the speakers themselves, their interlocutor, or a virtual interlocutor).
They are thus always produced with respect to bodily posture, head orientation, and
gaze orientation. In the field of interaction research, which focuses on the interactional
and social role served by bodily actions within talk-in-interaction, manual actions (i.e.
hand gestures) have shown to be systematically deployed to manage turn-taking, for
instance by displaying a participant’s request for a turn (Mondada, 2007), or by citing
the other participant’s previous contribution (Bavelas et al., 1992). Streeck (2009a)
further speaks of speech-handling gestures, which refers to a specific class of gestures
which enact metapragmatic and communicative functions. We will return to this point
in the following subsection.

The discourse-functional approach to gesture is thus further grounded in an
“embodied, cultural sense-making praxis that draws on all the capacities of the human
hand” (Streeck, 2009, p. 30). Manual actions can achieve specific semantic and
pragmatic functions based on their different modes of gestural representation (Miiller,

2014, 1998) mainly acting and representing (cf section III. 3.3.3.) These modes arise
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from the hands’ practical actions, i.e., their capacity to grasp or manipulate virtual
objects in a virtual world. Their symbolic and pragmatic use in interaction, which is
originally derived from manipulatory actions, is further shaped by the context in which
they occur. For instance, a hand with fingers extended and palm facing upwards
directed towards the interactional space can be seen as an action of offering or holding
the hand out to receive a virtual object (Kendon, 2014); in one context this same
gesture form can be seen as a turn-taking action designed to yield a turn, while in
another it can be used to deliver a new piece of information in the speaker’s own
discourse. Kendon’s (2004) work on the POH (Palm Open Hand) gesture family, or
Miiller (2017)’s study of recurrent gestures (i.e. conventionalized and culturally
shared gestures) further explores the different pragmatic contribution of gestures in
different contexts of interaction.

To conclude, while the two contrasting views addressed above show some
similarities with regard to the significant role gesture plays in speech, they are chiefly
rooted in theoretical differencess4, thus focusing on different types of gestures (e.g.
Kendon focuses on pragmatic co-speech gestures, while McNeill focuses on iconic

ones). As Morgenstern & Goldin-Meadow (in press) put it:

Gesture theories vary with respect to their view of their relation between
language and gesture, and this variability may go hand-in-hand with the type of
gesture that is the focus of the theory.

While the psychological-cognitive view focuses on gestures working alongside speech
to manage human thought processes, the functional-communicative view draws on
speakers’ abilities to build emerging utterances in different contexts of use through
visible bodily action. Since the latter is more in line with some of the central topics
addressed in interactional linguistics (cf section 3.2.) we will adopt a functional-
communicative approach to gesture for the present study of inter-(dis)fluencyss, thus
vouching for a functional classification of gesture (cf section 3.3.3. and Chapter 2);

this leads us to a review of the different existing gesture classifications.

54 However, this does not imply that the two approaches presented here are strictly incompatible. They
can also be complementary, see for instance Metaphor and Gesture, a multi-disciplinary volume on the
use of metaphor in gesture, edited by Alan Cienki and Cornelia Miiller.

(for more information, visit https://benjamins.com/catalog/gs.3) last retrieved on August 26t 2021.
Also see Rohrer et al., (2020) who offered a multimodal labeling manual which aimed to bridge the gap
between the approaches used by Kendon and McNeill.

55 We further argue in favor of a functional-communicative approach in chapters 3 and 5.
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3.3.3. Gesture classifications

In the 6th chapter of his book on visible bodily action entitled classifying gestures,
Kendon (2004) reviewed some of the major classifications on gesture in the course of
the 20th and 215t century. As we shall see, researchers very often classified gestures on
the basis of form, function, or on their relation to speech. The present section is partly
based on a selection of some of the major classifications reviewed by Kendon, but it
will also include other schemes not present in his book. Kendon’s chapter first
introduced Austin (1753-1837)’s early classification which distinguished between
“significant” and “non-significant” gestures. Significant gestures are said to convey the
expression of substantive meaning (e.g. depiction of objects or action, expression of
attitudes or feelings), while non-significant gestures mark certain discourse structures
(cf Kendon, 2004, p. 90). This distinction, as Kendon noted, would later be used to
distinguish between gestures that relate to the expression of speech and those that
relate to the structure of discourse. Additionally, while some researchers opted for a
classification that was mainly semiotic (cf William Wundt who divided gestures
according to how their form was related to their meaning in Kendon, 2004, p. 91),
others, such as Ekman & Friesen (1969) analyzed the different ways “nonverbal
behavior”, defined as “any movement or position of the face and/or the body” (Ekman
& Friesen, 1969, p. 49) could be used in relation to speech. They offered five different
categories which later became well known in the field of gesture studies, summarized
as follows:

1) Emblems: highly conventionalized forms of manual gestures with a stable and
shared semantic meaning which can be used as alternatives to speech (e.g. the
thumbs up gesture, or waving goodbye)

2) Illustrators: manual gestures mainly used by speakers when speaking. This
includes batons (used to emphasize a word or a phrase), and deictic gestures
(used to point to an object).

3) Affect displays: displays of facial expressions and emotions

4) Regulators: gestures used to regulate speech

5) Adaptors: movements performed on the speaker’s own body (self-adaptors),
the body of others (alter-adaptors), or objects (object-adaptors).

As Kendon (2004) pointed out, Ekman & Friesen’s classification, despite being highly
influential, is difficult to apply into a gesture annotation scheme because it has not

been established with a common set of criteria. Some categories, such as emblems, are
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distinguished with regard to their social and conventional status, illustrators on the
other hand, are distinguished on the basis of their relation to speech.

Another major well-known gesture classification is McNeill’s which, as Kendon
(2017) noted, was partly semiotic and semantic. His widely used categories include the
following:

1) Iconic gestures: gestures which have a “formal relation to the semantic content

of the linguistic unit” (McNeill, 1985, p. 354).

2) Metaphoric gestures: gestures that are related to abstract meanings.
3) Beats: “bi-phasic small low energy rapid flicks of the fingers or hand” (McNeill,

1992, p. 80) which serve punctual and discourse marking functions.

4) Deictic gestures: “pointing movements which are prototypically performed

with the pointing finger” (McNeill, 1992; p. 80)

As Kendon (2004) noted, several researchers have distinguished between different
kinds of manual gestures based on whether they relate to the content of discourse or
to its structure. For instance, McNeill’s beats and Efron & Ekman’s batons categories,
as well as Austin’s non-significant gestures refer to gestures that are related to the
structuring of discourse, as opposed to significant gestures, iconic and metaphoric
gestures which refer to the propositional content of discourse. However, the categories
offered in these classifications are not exactly consistent with this distinction, given
the confusion over formal, functional and semantic criteria. This was pointed out by
Miiller (1998) who criticized these classification systems (in Cienki, 2005, p. 425). For
instance, in McNeill’s classification, beat gestures are defined both on the basis of their
form (i.e. rapid flicks of the finger) and their function (i.e. used to mark emphasis).
Furthermore, iconic gestures and metaphoric gestures are distinguished on the
grounds of different semiotic and conceptual criteria, which can be conflating (see
Sweetser 1998 who reviewed a variety of gestures which metaphorically make use of
the gesture space to mark discourse structure). The idea of metaphoricity is thus not
restricted to referential gestures only, but can be applied to pragmatic gestures as well
(cf Streeck, 2008), so the distinction between “iconic” (concrete) and “metaphoric”
(abstract) within the same referential gesture category is not entirely valid. Therefore,
Miiller (1998) vouched for a functional classification of gestures, which was later

adapted by Cienki (2004, 2005)56. The different categories of gestures were

56 This gesture classification model can be found in Appendix 1.
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determined based on their function in different speech situations. It distinguished
between referential gestures (with concrete or abstract reference) and other types of
pragmatic gestures which includes (1) performative gestures (gestures with an
expressive function e.g hand clapping, or an appeal function such as requesting, or
dismissing) and (2) discursive gestures (used for emphasis and discourse structuring).

In sum, several authors, such as Miiller (1998), Kendon (1995, 2004, 2017) and
others (Bavelas et al. 1995; Cienki, 2005; Lopez-Ozieblo, 2020 with differences in
terminology) distinguished between two main classes of gestures: referential gestures
and pragmatic gestures. This distinction can be made on the basis of which aspect of
the communicative situation they are about: whether they pertain to a specific
thematic object in the content of discourse; or whether they relate to the interaction
itself i.e., the expression of stance, an illocutionary force (the speaker’s intention when
producing the utterance), or the structuring of discourse.

According to Kendon (2004, 2017) referential gestures contribute to the
propositional or referential meaning of utterances in two ways, (1) through pointing57,
and (2) by performing actions which make a physical object or an action visible. The
latter is the equivalent of the iconic and metaphoric gesture described by McNeill. In
the same vein, Miiller (1998,204) spoke of representational gestures which had two
main modes of representation (acting and representing, cf section 3.3.2), and Streeck
(2008a) used the term depictive gestures. Bavelas et al., (1992, 1995) further
distinguished between topic gestures and interactional gestures, which is another
term for “pragmatic gesture”. Topic gestures were defined as the depiction of “some
aspect of the topical content of the conversation, such as the size of an object or
(metaphorically) of a problem” (Bavelas et al., 1995, p. 397). Referential gestures can
further fall into two different categories (see Cienki, 2004,2005 based on Miiller,
1998), those with concrete reference (objects, properties, actions, location) and those
with abstract reference (entities, properties, events).

As Kendon (2017) pointed out, McNeill’s classification mainly revolves around
gestures that are used to represent objects or spatial relations, but lacks in the
description of gestures’ pragmatic contribution to discourse (except for beats).
Pragmatic gestures, also known as interactive gestures (Bavelas et al., 1992, 1995),

speech-handling gestures (Streeck, 2009), recurrent gestures (Miiller 2017) or

57 Deictic gestures can also be categorized in a different category, see for example Navretta, (2001) and
Gullberg’s (1995) category of deictic-anaphoric gestures. This will be further developed in Chapter 2.
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performative gestures (Cienki, 2004) draw attention to the pragmatic role of gestures
in discourse and interaction, and how they may structure speech acts, indicate the
relationship between different discourse segments, or “refer to some aspect of
conversing with another person” (Bavelas et al., 1992, p. 473). Streeck (2009) regarded
speech-handling gestures as a variety of open-handed unilateral or bilateral gestures
used by the speaker as manipulative actions to manipulate virtual objects (e.g. offer or
receive an object of discourse and organize relationships between them). These
pragmatic, recurrent gestures (Miiller, 2017) comprise a number of highly common
and recurrent gesture forms such as the palm-up-open hand, the palm-away-open-
hand, the cyclic gesture (Fig. 10), the finger bunch (Fig. 11), or the shrug (cf section

3.3.1.) (also see Kendon, 1995) some of which are illustrated below.

Figure 12. Example of recurrent gestures (Miiller, 2017, p. 3)
/@/L :

A B

Figure 13. Example of a Finger Bunch gesture (A) (Kendon, 1995, p. 265)

The study of this specific class of gestures is thus grounded in “embodied motivations
and embedded within a complex dynamic network of variable usage contexts” (Miiller,
2017, p. 1). In other words, the same gesture forms, which have different degrees of
conventionalization, form-meaning relation, and idiosyncrasy (cf Miiller, 2017) are
shaped by the different communicative practices of the speakers’ everyday actions
across cultures and languages (e.g. Italian, Kendon, (1995); German, Miiller (2017);

Ilocano Streeck & Hartge, (1992). In addition, pragmatic gestures can further be

83



Chapter 1. Theoretical Background

distinguished between different subcategories, suggested by Kendon (2017, pp. 170-
172):

- Operational: gestures that operate in relation to what is being expressed
verbally (e.g. use of a headshake to express negation).

- Modal: gestures that give an interpretative frame for what the speaker is
expressing (e.g. use of quotative mark gesture or finger bunch gesture).

- Performative: gestures that express the illocutionary force of an utterance (e.g.
palm up used to give an example of something).

- Parsing or punctual: gestures used to make distinct segments of discourse,
marking emphasis or contrast (e.g. beat gestures, or precision grip gesture to
emphasize a stretch of speech).

- Interactional regulation: gestures used for waving, greeting, requesting,

inviting someone to do something etc.

The terms used in these categories are also overlapping in other classifications (cf
performative gestures in Cienki, 2004, 2005). For example, Bavelas et al.’s category
of interactive gestures (1992, 1995) does not only include gestures used for
interactional regulation, but all the gestures that are used to help maintain
conversation as a social system. This includes four different aspects, such as (1) citing
the interlocutor’s previous contribution, (2) seeking agreement, understanding, help,
(3) delivery of new versus shared information, (4) managing events around the turn.
More recently, Lopez-Ozieblo (2020) offered a revised functional classification of
pragmatic gestures, adapted from Kendon (2017), and further in line with a functional
linguistic-based framework and a functional classification of discourse markers. It
includes the following categories: (1) cognitive gestures (equivalent to modal
gestures), (2) metadiscursive (equivalent to parsing), and (3) interactive (which
includes performative, operational, and interactional regulators).

In sum, there are many different existing and overlapping gesture
classifications which were introduced in the field of gesture studies, and these
categories can be distinguished using a different set of criteria (semiotic, semantic,
functional, conceptual etc.). In this section, we mostly focused on two dominant
trends in the field of gesture studies originally introduced by McNeill and Kendon, but

as we have seen, gestures can be analyzed in different ways, on the basis of their form,
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their function, their iconicity, their relation to speech, to the material world (Streeck,
20009), or to the affordances of the context. Indeed, another body of research largely
focused on form-based approaches to gesture, with for instance the ToGoG group
(Towards a Grammar of Gesture, cf Miiller et al., (2013) and Boutet’s kiniesological
approach (Boutet, 2008, 2010, 2018). Miiller (2014) suggested that gestures operated
on a limited set of gestural modes of presentation, mainly acting and representing.
The representing mode focuses on the way speakers use hands to depict actions,
objects, properties, and temporal relations; and the mode of acting, which includes
specific forms of manual actions such as molding and drawing can be used to re-enact
everyday actions, mold the shape of an object, or outline an object in the air (cf Chap.
5). These different gestural modes of presentation, as Miiller (2014) suggests, may lead
to the creation of referential/iconic gestures described earlier, but while Kendon
(2004) focused on the interactive and context-of-use account of such gestures, Miiller
(2014) drew on their formational features, which can play a central role with regards

to their expressivity and function. She added (Miiller, 2004, p. 134):

The articulatory effort to form a given hand shape to move the hands in a cyclic,
rectangular, or straight way, to place it in the center, at the side of the gesture
space, or move it towards an interlocutor are manifestations of deliberate

expressivity.

In this view, Miiller and colleagues started with the assumption that the articulation
of hand shapes, movements, positions, and orientations of bodily behavior played a
central role in the formation of “potentially meaningful units of body motion” (Miiller,
2014: 138). In a similar vein, Boutet (2018) focused on the physiological role of the
body and its dynamics, which are altogether grounded in constraints and potential
articulation of people’s body movements: “the meanings that emerge out of our
gestural productions are the product of the natural articulation of our body”
(Morgenstern & Boutet, forth., p. 6). Boutet’s (2008, 2010) kinesiological approach,
which is based on the movements of the body from a biomechanical view, adopts an
exclusively form-based approach and describes gestural units on the basis of their
formal characteristics, movement, and flow. The body’s flow, which links one segment
to the next, can spread from the shoulder to the fingertips, known as “proximal-distal”,

or from the hands to the shoulder, known as “distal-proximal” (cf Morgenstern, 2020
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for review). This notion of flow is of particular interest to the present thesis as it will

be related to other types of flow at the level of speech and interaction (cf. section IV).

Table 3. Overview of gesture terms

Gestures that relate to the lexical content of discourse

Referential . Representational
. . Referential . — .
iconic and o o Topic Depictive gestures (with
Term . pointing
metaphoric gestures gestures abstract and concrete
gestures
gestures reference)
. Kendon Bavelas et al ..
Author  McNeill (198 * Streeck (2008 Miiller (1998; 200
(1985) (2004) (1992,1995) (2008) (1998; 2004)

Gestures that relate to discourse and the interaction itself

Beats or . . Performative, Speech-
Pragmatic Interactive . . . Recurrent
Term batons discursive handling
. gestures gestures gestures
(illustrators) gestures gestures
. Bavelas et al., ..

Author Mcgﬁg};;<)8i35), Kendon (1992). Lopez- g:ﬁg?e((lzf?- 8;‘1’ Streeck Miiller
Friesen (1969) (2004) Ozibelo Miiller 1998) (2009) (2017)

(2020)

Other gesture classifications, as we have seen, such as McNeill (1985)’s and Ekman &
Friesen (1969) were criticized for mixing functional and formal criteria. Kendon (2017)
and Cienki (2005; based on Miiller (1998) thus offered a functional classification of
gestures consistent with functional criteria, which can then be applied to larger
annotation schemes (cf Graziano & Gullberg, 2018). The present thesis opts for a
similar function-based approach, in line with the functional-communicative tradition.
However, it does not disregard the form-based approaches introduced by Miiller et al.
(2013) and Boutet (2018) either, as we believe that the formational and dynamic
aspects of gestural units play a central role in the building of their deliberate
expressiveness (Kendon, 2004, pp. 13-14) altogether shaped by their context of use.
Our identification and classification of gestures, which is partly based on Kendon
(2004), Cienki (2004, 2005) and Bavelas et al.(1992,1995) will thus rely on both
formal and functional characteristics; but it will adopt a consistent function-based
labeling system, avoiding terms such as “beats” or “metaphoric” for the reasons
outlined above. This will be further developed in Chapter 2.

With this in view, gestures can thus fall into two main categories: (1) those that

relate to the content of discourse, and depict “actual, imaginary, and abstract worlds”
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(Streeck, 2010, p. 27); and (2) gestures that relate to the interaction itself, and embody
communicative acts and regulate interactions8. A summary of the overlapping terms

is found in Table 3 above. We will discuss our choice of terminology in Chapter 2.

3.3.4. (Dis)fluency and gesture

In the previous sections, we emphasized the need to view social interaction as
inherently multimodal (3.2.1) further situating this study within a functional-
communicative approach to gesture (3.3.2.), and adopting a functional classification
system (3.3.3.) We shall now conclude this section on gesture and multimodality by
relating it to the present study of embodied inter-(dis)fluency. While gestures are said
to exclusively occur during speech (cf McNeill, 1985) and thus very rarely during
disfluencies (observed by Akhavan et al., 2016; Christenfeld et al., 1991; Esposito et al.,
2001; Graziano & Gullberg, 2013; Yasinnik et al., 2005), their relationship is still of
interest for two reasons. First, it can shed light on the temporal coordination between
gesture and speech production, co-orchestrated and deployed together to lead to the
building of utterances; second, it further supports the view of (dis)fluency as an
embodied phenomenon, made of a vocal and gestural flow, altogether shaped by the
contingencies of social interaction.

Before reviewing some of the main studies that investigated the relationship
between gesture and (dis)fluencys9 specifically, we shall first briefly introduce the
concept of gesture phrasing and the phases of gestural action, offered by Kendon
(2004, p. 111)%°. When a speaker engages in a gesturing activity, he or she will
undertake a series of phases; first a phase of preparation, which leads to the core
“expression” of the gesture, known as the stroke; which is then followed by a phase of
relaxation, known as recovery. The stroke can also be followed by a phase in which the
gestural movement is sustained, known as the post-stroke hold (Kita, 2003).
Seyfeddinipur (2006), and Seyfeddinipur & Kita (2001) later used this model to
investigate the coordination of disfluencies and gestures on a corpus of German semi

spontaneous speech. They investigated the production of overt and covert repairs

58 Note that Streeck (2010; 2015) offered a more complex classification based on the ecologies of gesture
i.e., their relation to their communicative intention within the environment (see Streeck, 2015, p. 426
for review).

59 It should be noted that all the studies described below used the term “disfluency” in their paper.

60 This is also found in McNeill (1992, p. 83) who spoke of “three phases of gesticulation”, mainly

» o«

“preparation”, “stroke” and “retraction”.
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based on Levelt’s (1983) Repair Model (cf section 1.1.1.) in relation to the different
phases of gesture (Seyfeddinipur, 2006, pp. 107-109), listed and ilustrated as follows:
- Preparation; a movement of the hands to a location where a stroke is deployed.
- Hold; when hands are in a static position, other than the rest position.
- Stroke; a phase which displays the core meaning of the gesture.
- Retraction; when hands move back into rest position (on the lap, arm rests,
arms folded in front of the chest).

Interrupted preparation/stroke; when a phase was abruptly ended.

rest position preparation phase stroke return rest position

Figure 14. Phases of gestural movement (SITAF Corpus)

Their results showed that many gestures tended to be suspended prior to the
production of disfluencies: out of 432 speech suspensions, 306 were accompanied by
gestures. Seyfeddinipur (2006) gave the example of a speaker who executed a deictic
gesture, interrupted it midway, and returned to the starting position at the same time
as he produced the repair. She also illustrated cases of gestural suspension (i.e. hands
dropping back into rest position) temporally coordinated with a vocal speech
suspension. These findings gave support to their Delayed-Interruption-For-Planning
Hypothesis (adapted from the Main Interruption Rule, cf section 1.1.) a process
whereby a speaker, as soon as he or she encounters an error in speech, will not
interrupt his speech right away, but will start replanning first (through delaying). This
hypothesis further accounted for the Interruption-Upon-Detection Hypothesis which
predicts that when a speech error is detected, a “stop signal” (Seyfedinnipur & Kita,
2001, p. 30) is sent to both modalities simultaneously. The fact that gestures were
suspended prior to speech suspension further suggests that they could be seen as early
indicators of upcoming interruption, which supports the view of speech and gesture as
being part of the same planning process. In fact, in an earlier study conducted on
hesitation and gesture, Butterworth & Beattie (1978) claimed that gestures could be
seen as the product of lexical preplanning processes, indicating the onset of a lexical

item currently unavailable in speech.
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Similar results were reported in other studies. Esposito & Marinaro (2007)
conducted a study on pauses and “gesture pauses” (i.e. holds) among adult and child
speakers during an elicitation experiment, and showed a high frequency of overlaps
between holds and speech pauses in both groups. This was also found in Yasinnik et
al. (2005) who observed a high number of gestures which were temporarily held
during disfluent speech in recordings of academic lectures. Similarly, Chui (2005)
investigated the coordination of speech with the different phases of gesturing, and
found that several gesture onsets occurred during disfluent stretches of speech (i.e. a
self-repair accompanied by a hesitation pause). However, very few gestures were
produced during speech, but the ones which occurred during disfluent speech were
related to lexical problems or problems of planning. This last finding is also reflected
in a different body of research who examined the role of gestures during lexical
retrieval (e.g. Krauss & Hadar, 1999) in native and non-native speech, following the
assumptions that gestures could help speakers compensate for their speech
difficulties. We will address this issue more specifically in Chapter 3 when we present
our study of inter-(dis)fluency in native and non-native speech. In the same vein,
Graziano & Gullberg (2013, 2018) investigated the temporal coordination of
disfluencies and gesture, based on a corpus of retellings done by different groups of
speakers (competent L1 speakers, adult and child L2 learners). They looked at the
distribution of disfluencies in relation to the gestural phases, but they also coded the
functions of gestures, i.e. referential and pragmatic, following Kendon (2004). Their
findings yielded similar results as the ones reported above, mainly that gestures
occurred significantly more during fluent stretches of speech and that gestures tended
to be held during disfluent speech. However, their results also indicated that speakers
(of all groups) produced a majority of pragmatic gestures during disfluencies,
suggesting that the latter did not necessarily occur when speakers were trying to
compensate for their expressive difficulties through referential gestures, but can also
occur when speakers comment on their own utterance. Similarly, Akhavan et al. (2016)
provided further evidence that the main role of gestures was not to remedy speech
problems, with again the striking observation that a majority of gestures occurred
when speech was fluent. They also found that several disfluencies were accompanied
by iconic gestures related to the lexical-semantic system, but a number of disfluencies
was also found to occur with beat gestures. The latter, the authors suggested, may have

a more communicative role in communication.
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Taken together, the findings summarized above provide evidence that
processes of speech suspension can to some extent be synchronized with gesture
suspension, with the observation that very few gestures accompany fluent speech, and
a great deal of them tend to be suspended during disfluent speech. This was found to
be true across speakers, languages, age groups, and task types, which further gives
support to the notion that the visual-gestural and the verbal /vocal modalities reflect a
unified planning process. In the same vein, the present study of inter-(dis)fluency will
also investigate the temporal coordination of (dis)fluency and gesture production
across languages, speech genres, and communicative tasks (see Chapter 5).

However, while the results found in the studies reviewed above acknowledge
the importance of disfluency phenomena in relation to gesture, we believe that it still
presents a number of limitations. First, these studies focus mostly on the lexical and
planning processes associated with disfluency and gesture production, without much
taking into account their potential pragmatic role in the interaction (except for
Graziano & Gullberg, 2018 and Akhavan et al., 2016 who observed a co-occurrence
between disfluencies and pragmatic gestures, but did not quite investigate it further).
Their view of disfluency and gesture thus exclusively relies on the speaker’s perspective
and his or her own planning processes, without much taking into account the
contribution of his or her interlocutor within the interaction (cf section. 3.2.).
Conversely, Stam & Tellier (2017) and Tellier et al. (2013) investigated the functions
of gestures during pauses in native and non-native interactions, and hypothesized that
gestures produced during pauses could also be partner-oriented, and thus be used as
a teaching strategy for the learners. They distinguished between gestures that were
production oriented (e.g. word searching), comprehension oriented (e.g. introducing
a concept, marking the word), and interaction-oriented (eliciting an answer, helping
the interlocutor). Their results showed that, unlike previous work, a considerable
number of gestures co-occurred with pauses, especially in non-native speech. But this
result was not interpreted as a sign that gestures were used to reflect speakers’ lexical
difficulties, but were rather treated as strategies used by speakers to facilitate
comprehension. Similarly, fluencemes can also positively contribute to the co-
construction of meaning, for example through embodied completions. This practice
can be defined as the completion of an action, previously initiated, through gesture or
embodied display (Mori & Hayashi, 2006). In a study of interactions between non-

native learners of Japanese, Mori & Hayashi (2006) demonstrated the way native and
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non-native speakers coordinate their talk through gesture and embodied completions
in the context of L2 use. Although there is no overt mention of fluencemes in their
paper, they are nonetheless present, specifically during embodied word searching
sequences (Rydell, 2019). As Rydell (2019) argued, searching for a word is not only an
internal process resulting from language difficulties, it is also an embodied visible
activity (cf Goodwin & Goodwin, 1986) which can be collaboratively negotiated by two
or more speakers through the mobilization of gaze and gesture.

Therefore, a second major limitation found in the studies addressed above is
the fact that they have often been too restricted to a view of “disfluency” phenomena
as speech error, affecting the speech (and hence gesture) production apparatus, while
we have shown them to be a dynamic, functionally, and interactionally ambivalent
system (cf 2.2.3., 3.1, 3.2.), further shaped by the social and interactional
contingencies of talk-in-interaction. We thus believe in a view of inter-(dis)fluency as
not only contingent upon speech errors or difficulties, but embodied and situated
within a relevant set of language practices involving multiple bodily actions within the
course of interaction.

To conclude, the present study of embodied inter-(dis)fluency draws on the
different theoretical and methodological perspectives adopted by previous work on
gesture and speech in different research fields (i.e. psycholinguistics, cognitive
linguistics, interactional linguistics, linguistics anthropology etc.), which reflects our
interdisciplinary and integrated framework (addressed in the following section), as
well as our mixed-method approach (discussed in Chapter 2). We first build on the
work of the different researchers reviewed in this section, who examined the
synchronicity between speech suspension and gestural suspension based on the
analysis of gestural phrases and gesture functional types. In addition, we expand on
these findings by closely examining the emergence of embodied fluencemes in detailed
qualitative micro-analyses of multimodal and embodied interactions. These
qualitative analyses will further shed light on the different multimodal interactional
practices embodied by fluencemes, by taking into account their position with regard
to the participation framework, the turn-at-talk, and their relation to principles such
as progressivity or preference, which further situates our study within a conversation-

analytic and interactional approach.
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IV. Towards an integrated framework of inter-
(dis)fluency

In this chapter, we have sought to provide a complex and reliable picture of fluency
and disfluency phenomena, by reviewing a number of different theoretical and
methodological frameworks, which will be summarized below. Fluency and disfluency
have shown to be highly complex constructs, revolving around multiple processes at
the same time; these processes combine the verbal and vocal channel, the visuo-
gestural channel, and the different practices shaping social interaction. This motivated
our choice of the term inter-(dis)fluency®, which provides a unified view of fluency
and disfluency. The aim of this chapter was to introduce different theoretical
backgrounds in order to stress the need to situate inter-(dis)fluency in a larger
integrated framework, and thus bridge the gap between production-based
psycholinguistic studies conducted on disfluency and usage-based, interactional,
multimodal approaches to social interaction. This also invites us to consider
(dis)fluency from multiple dimensions, based on Lickley (2015), Segalowitz (2016),
Gotz (2013), Candea (2000, 2017) and Grosman (2018). The present section is
structured as follows: first we summarize the main approaches adopted in this thesis,
and explain how they can be combined and integrated to our study of inter-
(dis)fluency (4.1); then, we provide a definition of inter-(dis)fluency by taking into
account its different dimensions (4.2). Lastly, we address our main theoretical

assumptions.

4.1. Summary of the approaches adopted in this thesis

In this chapter, we reviewed multiple theoretical frameworks which all had different
(but sometimes interrelated) perspectives on (dis)fluency phenomena. We started
with psycholinguistics, which was one of the first major field of research in the late
1950s to systematically investigate (dis)fluency, based on the earlier work conducted
by clinical linguists on stuttering and verbal “dysfluency”. Their approach to
(dis)fluency was thus closely related to speech production models (e.g. Levelt,
1983, 1989) which investigated the different stages of speech production, from

conceptualization of the main message to its articulation. This line of research

61 Our definition of inter-(dis)fluency is developed in section 4.2.
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provided several analyses of the disfluency regions and listed the major disfluency
types, which altogether served as a basis for later work on (dis)fluency in other
research fields such as corpus-based linguistics and second language
acquisition. Psycholinguistics thus introduced the fundamental premises of
disfluency as a legitimate topic of research, which had traditionally been excluded
from “traditional” formal and generativist approaches to language.

However, as we have seen, there are a number of issues underlying the term
“disfluency”, as the latter presupposes a problem, or a deviation from ideally fluent
speech. The term fluency, on the other hand, is traditionally found in second
language acquisition research, and refers to aspects of L2 speech performance based
on several temporal variables, which includes different “disfluency markers” such as
pauses, repairs, etc. The notions of fluency versus disfluency have thus been
consistently distinguished from one another, despite the constant overlap of terms
found across theoretical research fields. Some researchers argued that disfluencies
should be called markers of fluency instead of disfluency, as they have been
shown to serve many positive structuring functions in discourse other than just
signaling an interruption in the speech signal. This constant opposition between
fluency and disfluency is reflected in two contrasting views of these phenomena, one
that regards them as a cognitive burden, and another one which considers them as
a communicative signal. It has come to our understanding that the real conflicting
issue regarding the notions of fluency versus disfluency is not only terminological, but
theoretical as well. The fact that these phenomena have been systematically analyzed
from a strictly verbal and formal perspective (except for a few notable exceptions, e.g.
Tottie, 2014; Allwood et al., 2015; McCarthy, 2009, Clark & Fox Tree, 2002 etc.) has
hindered their evaluation on the basis of discourse, interaction, or even gesture. This
led us to a review of other theoretical fields which took on a new perspective to these
phenomena, which are altogether relevant to our study.

First, the framework of cognitive grammar and usage-based linguistics
accounted for a dynamic approach to these phenomena which considers them as fluid
categories whose degree of symbolic meaning, conventionalization, and entrenchment
are shaped by repeated instances of specific patterns in different contexts of use. In
light of this approach emerged different cognitive and usage-based frameworks on
(dis)fluency (e.g. Crible et al. 2019; Grosman, 2018; Gotz, 2013; Segalowitz, 2016)

which serve as a basis for the present definition of (dis)fluency (cf section 4.2)
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Secondly, the framework of interactional linguistics provided essential
conversation-analytic tools to the study of inter-(dis)fluency based on their
sequential development within talk-in-interaction, which considers their
position within conversational turns, their relation to stance, intersubjectivity, or
speakers’ positioning in a participation framework. Interactionist approaches also
rely on data-driven methods such as the single case analysis, which focuses on the
analysis of a single episode with respect to a specific aspect, or a collection study, which
generalizes the results of a cumulative series of single case analyses with regards to a
relevant aspect (cf Mazeland, 2006). These types of analyses are rarely addressed in
usage-based frameworks which rather focus on isolated utterances, or quantitative
findings alone (cf Cienki, 2016). Thirdly, the field of gesture studies and
multimodal interaction, which is further grounded in an interactional framework,
accounted for a view of (dis)fluency as an embodied and multimodal
phenomenon, tightly related to the deployment of visible bodily actions (e.g. manual
gestures, gaze direction, body movement, facial expressions etc.) which altogether
form an integral part of the utterance construction. In this respect, we view language
as a mode of action, reflecting the notion of “languaging” (Linell, 2009; Kendon,
2014; Morgenstern, 2020). The latter being defined as “linguistic actions and activities
in actual communication” (Linell, 2009, p. 274). This term was later mainly adopted
in the work of Morgenstern (2020) and Morgenstern & Boutet (forth.) and is deeply
rooted in multimodal analyses of motivated and conventionalized language forms
(including sounds, words, tones, gestures). Language is thus inherently embodied
within its ecological and multimodal environment, which is comprised of our material,
interactional, and cultural space. Additionally, the field of gesture studies provided
relevant gesture classifications, grounded in a functional-communicative
approach, which can be applied to the study of embodied inter-(dis)fluency through
the analysis of its temporal coordination with gesture.

To conclude, the present study offers an integrated theoretical
construction of inter-(dis)fluency, combining multiple approaches and
perspectives, thus going beyond the first traditional psycholinguistic approach to
disfluency. However, even though the present study is not exactly grounded in a
psycholinguistic approach to (dis)fluency, it still borrows from its formal
classification (i.e. the fluenceme classification, in line with Crible et al., 2019) for the

purposes of corpus annotation. This has not been extensively done in other fields such
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as interactional linguistics which only focused on a selection of markers in specific
interactional sequences. The integration of these different theoretical frameworks thus
further reflects our mixed-method approach which relies on quantitative and
qualitative methods (cf Chapter 2). In sum, the combination of the usage-based,
interactional, and multimodal frameworks allows us to bridge the gap between large
corpus-based quantitative studies and data-driven single case analyses or collection
studies. While quantitative methods give a robust and statistically valid overview of
the data, they fail to illuminate particular instances in a specific interactional
sequence, whose complex information can never be truly conveyed in quantitative
findings. On the other hand, single case analyses, although truly illuminating of all the
ongoing relevant interactional and social processes shaping the course of the talk, only
rely on a small selection of instances, thus disregarding all other instances of the same
phenomena in the whole dataset. This is highly relevant to the present study of
fluencemes which are highly frequent in speech, and which consequently do not
systematically exhibit essential features of talk-in-interaction. Reciprocally, their use
is not systematically restricted to contexts of speech error. This further emphasizes
their dynamic and fluid nature, whose degree of fluency, understood here as
communicativeness, flow, or stream, depends on a number of contextual features. We
shall now turn to our definition of inter-(dis)fluency, which, as we shall see, considers

different dimensions of fluency.

4.2. Our definition of inter-(dis)fluency

Our understanding of (dis)fluency follows the innovative and valuable contributions
of several authors in fluency and disfluency research, such as McCarthy (2009),
Allwood et al., (2015), Gotz, (2003), Segalowitz (2016), Candea (2000, 2017), Crible
et al., (2019), and Clark (2003) (among others) who integrated essential aspects of
face-to-face interaction, e.g. gesture, to the study of (dis)fluency, and who considered
its different dimensions (e.g. utterance, cognitive, interpersonal etc.). Moreover, our
understanding of (dis)fluency is also shaped by the different theoretical frameworks
addressed in this chapter which altogether provided a rich picture of these
phenomena. The present study thus vouches for a definition of inter-(dis)fluency as
inherently multimodal, multidimensional, and multilevel. We believe that it is
essential to consider (dis)fluency by taking into account different levels of analysis,

considering the verbal, interactional, and visual-gestural channels of communication,
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which motivated us to adopt terms such as inter-(dis)fluency and inter-fluency. The
notion of fluency is thus broadly understood in general terms such as

» &«

“communicativeness” “smoothness” “fluidity” and “flow” which can all be applied
respectively to: (1) speech production (i.e. flow of speech), (2) interaction (i.e.
fluidity and progressivity of the exchanges), and (3) gestures (i.e. gestural and
body flow). The dis in brackets is equally important, as it symbolizes the potential
interruption or discontinuity of all these flows, e.g. the cut off of a speech segment, a
communication breakdown, or the interruption of a gestural movement. This
interruption further reflects the potential for the same forms to be either fluent and/or
disfluent, self-oriented or other-directed, lexical or non-lexical, thus placing
(dis)fluency phenomena in a multilevel continuum which considers a series of
markers which can potentially gain symbolic status (in line with Cienki, 2015b). Lastly,
inter views this multidimensional flow not as one way, but a two-way-flow
influencing one another, in line with McCarthy’s notion of confluence. We preferred
to use the prefix “inter” here, as it also draws a parallel to notions of intersubjectivity,
interpersonal relations, and interaction. Our tripartite model of inter-(dis)fluency,
whose dimensions are partly based on Grosman (2008), Segalowitz (2016), and Gotz,

(2003) is illustrated in the following figure:

! l !

SPEECH INTERACTIONAL VISUOGESTURAL
FLUENCY FLUENCY FLUENCY
Fluency at the level of Fluency at the level of Fluency in relation to
speech production talk-in-interaction the visible bodily
(verbal and vocal), and interpersonal actions deployed
determined by non- relations (stance, together to construct
linear processes. intersubjectivity etc.) utterances.

Figure 15. Multidimensional model of inter-(dis)fluency
This model comprises three different dimensions. First, the speech dimension is the
equivalent of Segalowitz’s (2016) utterance fluency (cf section 3.1.3.). We refrained
from using the term “utterance” here because it has different implications, e.g. Kendon

who defines it as: “the ensemble of actions, whether composed of speech alone, of
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visible action alone, or of a combination of the two.” (Kendon, 2004, p. 111). This
dimension is only restricted to the level of speech (verbal and vocal) production which
relies on multiple non-linear processes introduced in section I.1.1. It also takes into
account the combination level of fluencemes, whether they occur clustered with other
markers, or isolated (cf Crible et al., 2019, section 3.1.3.). The temporal features of
fluencemes are also investigated within this dimension, which includes the duration
of the vocal markers (e.g. filled and unfilled pauses, and prolongations). In sum, this
dimension essentially reflects the work of psycholinguists as well as researchers in SLA
and corpus-based linguistics. The second dimension, the interactional dimension
(inter-fluency), is similar to Grosman (2008)’s socio-interpersonal dimension (cf
section 3.1.3.), but it further includes the situated conversational language practices
shaping social interaction introduced in section 3.2.1, which is also in line with French
theories of co-énonciation reflected in the work of Candea (2000, 2017). Finally, the
visuogestural dimension, which echoes Gotz’s (2013) nonverbal fluency, reflects the
influential work of different gesture researchers, such as Cienki (2005), Kendon
(2004), Morgenstern (2014, 2020), Miiller (2017), and Streeck (2009). In this
dimension, the term “utterance” is to be understood according to Kendon’s definition
provided above. We excluded the cognitive and perceived dimensions of fluency in our
model (cf Segalowitz, 2016; Gotz, 2013), as we believe that they cannot be as easily
“measurable”; cognitive fluency is rather an abstract construct, and perception
Sfluency would require perception experiments, which goes beyond the scope of our
study.

In sum, our definition of inter-(dis)fluency involves multiple dimensions which
are not mutually exclusive, but interactively complementing one another in the course
of the interaction (hence the term inter-(dis)fluency). In some contexts, a verbal
utterance that is considered highly “disfluent” in the speech flow will not necessarily
impede the interactional flow of the multimodal interaction; in other contexts,
however, the presence of a single fluenceme could disrupt the progressivity of an
interactional sequence. Once more, this view vouches for a dynamic approach to

(dis)fluency which includes different degrees of fluency and or/ disfluency.

4.3. Main theoretical assumptions

In light of the multiple approaches addressed above, we will now address our main

theoretical assumptions underlying our multimodal and contrastive study of inter-

97



Chapter 1. Theoretical Background

(dis)fluency, grounded in an integrated interdisciplinary theoretical framework. These
assumptions, listed below, are applied to both native and non-native (dis)fluency, as
opposed to Segalowitz (2016) and Go6tz (2013) who offered fluency models which
specifically targeted L2 speech. Starting with the analysis of typical “disfluency
markers” (cf section 1.3.) which have traditionally been viewed as an interruption of
the speech flow with no propositional content (Fox Tree, 2007), the present study aims
to uncover the different discursive and interactional roles the same a priori disfluent
forms can serve in different situations by taking into account different levels of
analysis (speech, gesture, and interaction). Following Gotz (2013) and Crible et al.,
(2019) we will speak of fluencemes, which are better understood in terms of
constructions, whose degree of conventionality and entrenchment may rely on their
frequency, position, and combinatory patterns. Highly frequent clusters (e.g. filled
pause + unfilled pause) can show a high degree of automaticity, while highly complex
combinations show greater disruption in the speech signal. This is one way to reflect
the two sides of (dis)fluency, which is the starting point of this thesis. But as we have
seen, the ambivalence found within (dis)fluency can cover other aspects of language
such as pragmatics and multimodal communication.

e In this sense, inter-(dis)fluency phenomena should not be regarded in terms of
binary opposition between fluency and disfluency, but rather as a multi-level
embodiment of the notion of fluidity and flow (fluency) with its potential
interruption (disfluency).

e The notion of interruption is to be understood on the basis of different levels:
(1) the disruption of the verbal flow and the acoustic signal; or an interruption in
the speaking activity; (2) the interruption of the interactional flow through
postures of disengagement, disalignment, or disagreement; and (3) the suspension
or interruption of a gestural activity.

e In line with Allwood (2017) the present study considers fluency as resulting from
two systems of communication, mainly interactive communication
management (ICM) and own communication management (OCM). In this
sense, inter-(dis)fluency phenomena do not only deal with internal cognitive
processes (OCM), but also exhibit essential features of talk-in-interaction (ICM).

e Fluencemes are thus highly flexible and dynamic categories which display
different degrees of convention and different sets of meanings which are altogether

shaped by their context of use. Context is understood here in terms of (1) the
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immediate neighboring environment of the fluencemes at the combination level
(e.g. fluenceme sequence) (2) the syntactic position of fluencemes within the verbal
utterance, (3) their sequential position within a turn (e.g. turn transitional place);
(4) their co-occurrence with bodily actions; and (5) the situated language activity
speakers are currently engaged in (e.g. storytelling activity) (6) their overall

material environment (e.g. the objects they are manipulating).

To conclude, many of the assumptions addressed above follow assumptions from the
different theoretical frameworks discussed in this chapter, mainly cognitive
grammar, interactional linguistics, and gesture studies. The notion of fluidity and
dynamicity, for instance, are found both in interactional linguistics (cf Mondada,
2007) and cognitive linguistics (cf Cienki, 2005), and the notions of embodied
cognition, embodied experience and embodied interaction resulting in the
situatedness of gesture and language are found across the three frameworks. A number
of hypotheses regarding the distribution, combination, frequency, and visuogestural
manifestation of fluencemes, which emerge from these different assumptions, will be

further addressed in Chapters 3 and 4.
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Highlights of Chapter 1:

The term “Dysfluency” emerged in the 1950s in clinical linguistics to study stuttering
phenomena, and is now a common term in psycholinguistics to refer to spoken
spontaneous speech processes (pauses, repairs, repetitions, etc.,)

However, the constructs of fluency and disfluency have very often been opposed to one
another in the literature, leading to a restricted definition of disfluency based on speech
error or speech disruption.

Other terms are also found in the literature, such as “hesitation”, but it is often
inadequate as it is too contingent upon cognitive difficulty or indecision.

The present thesis offers an integrated approach to inter-(dis)fluency, going beyond
the traditional production- and cognitive-oriented view of disfluency and hesitation,
and integrating different frameworks, mainly usage-based linguistics, interactional
linguistics, and gesture studies.

The term (dis)fluency follows a functionally ambivalent and dynamic approach,
whereby the same a priori disfluent forms all have the potential to serve more or less
fluent and/or disfluent functions, thus going beyond the binary opposition between
“fluency” and “disfluency”.

The core term fluency is understood here not only as language proficiency, but as a
multidimensional flow embodying the flow of speech, the gestural flow, and the
interactional flow, thus vouching for a tridimensional and multilevel continuum which

will be used throughout our analyses in the following chapters.

100







Chapter 2. Corpus and Method

Chapter 2. Corpus and Method

Introduction to the chapter

The present interdisciplinary and integrated approach to inter-(dis)fluency, which
draws on a multilevel fluency-disfluency continuum, aims to analyze the distribution
and behavior of ambivalent fluencemes in multimodal discourse. As we have seen in
the previous chapter, their categories are highly flexible and dynamic, and their
ambivalence can be evaluated by looking at several variables, such as utterance
position, language proficiency, register variation, and fluenceme sequence complexity.
These findings can be yielded using a corpus-based methodology, which relies on
quantitative treatments (e.g. frequency measures, percentages, average values etc.), in
line with corpus-based approaches to cognitive linguistics and pragmatics (e.g. Crible,
2018; Crible et al., 2019; Schneider, 2014; Tottie, 2014, 2015). Furthermore, the
degree of fluency and/or disfluency of fluencemes can be evaluated qualitatively at the
interactional level, by integrating the social, sequential, and bodily actions participants
may turn to when engaged in specific interactional practices (e.g. Kendon, 2004;
Mondada, 2013; Sacks et al., 1974). Therefore, the present study relies on a mixed-
method approach (cf Morgenstern et al., 2021; Stivers, 2015; Tashakkori & Creswell,
2007) which includes quantitative and qualitative analyses of the data. Quantitative
analyses rely on the treatment of dependent and independent variables in the whole
dataset using statistical tools, while qualitative analyses rely on a close observation of
specific occurrences in the data, examined within their ecological environment.
Therefore, our empirical and usage-based study of inter-(dis)fluency requires natural
speech data to address our hypotheses (cf Chap. 1, section IV. 4.4), and conduct
qualitative micro-analyses.

The present chapter is structured as follows: First, we explain our motivations
for working on a videotaped dataset which comprises two corpora, the SITAF Corpus
and the DisReg Corpus. Secondly, we discuss the different transcription methods and
units of transcription used for the purposes of multimodal speech annotation. We then
describe the annotation protocol used for quantitative annotation analyses, using a
specific annotation scheme, which went through a number of methodological and

technical changes to obtain a finalized version applied to the two corpora. Lastly, we
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end this chapter with the description of the methods used to conduct our qualitative

analyses.
I. Data

As Morgenstern & Goldin-Meadow (in press) have noted, different methods in
linguistic research have been offered to study and document language and gesture,
using either naturalistic or experimental data, or a combination of the two. The
naturalistic approach, which we briefly described in Chapter 1, strongly relies on video
recording tools that have led researchers to conduct detailed analyses of spontaneous
interaction data within talk-in-interaction (e.g. Goodwin, 2007; Mondada, 2019;
Sacks et al., 1974). These recordings capture the habitual and daily social activities
people often engage in (e.g. arguing about politics, retelling an anecdote, helping with
homework etc.) which further enables researchers to study the deployment of
linguistic and gestural units in context, captured in situated discourse (cf section 1.1).

The experimental approach, on the other hand, often relies on laboratory-based
controlled experiments in which participants are asked to perform a series of tasks
with the help of an external stimulus. For instance, Cochet & Vauclair (2014)
conducted a study in which French university students (male and female, aged 17-27)
took part in an experiment which consisted in eliciting pointing gestures. The
participants were seated at a table with the experimenter sitting across them, and the
latter read out loud 7 specific communicative scenarios (e.g. asking for salt at the
dinner table; showing your friend where the keys are; giving directions to a stranger,
etc.). The participants were then asked to produce a pointing gesture that was
specifically related to the situation. This study enabled the investigators to analyze the
speaker’s gestural preference patterns (i.e. variation in hand shape and function) in
relation to their contextual features (i.e. the type of communicative scenario).
Conversely, a different study on pointing gestures conducted by Kendon & Versante
(2003) examined the hand shapes and configurations of pointing gestures (e.g. index
finger pointing, index palm down, thumb pointing, open hand pointing etc.) in
different video recordings of naturalistic conversations between middle-aged speakers
in the south of Italy. The researchers first reviewed these recordings to identify all
instances of manual pointing, and then analyzed them according to their shape,
configuration, and usage in context. They illustrated their instances with a series of

detailed examples which showed the different contexts in which the gestures appeared,
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the transcription of the interactional exchange, and a pictorial illustration of the
gesture.

While the two studies presented above share similar research goals (i.e.
examine the different forms of pointing gestures according to their use in context) they
reflect radically different methods. Cochet & Vauclair (2014)’s study relies on the
elicitation of a gesture in a highly controlled environment (i.e. an elicitation
experiment), while Kendon & Versante (2003)’s work illustrates the different
deployments of a gesture within situated activities (i.e. friends playing cards together,
conversations between members of a club at a council meeting). Consequently, the
results of the respective studies are presented very differently in the two papers. While
Cochet & Vauclair (2014) present quantitative findings with statistical evidence (e.g.
percentages, p values, z scores etc.), Kendon & Versante (2003) illustrate their findings
with qualitative detailed analyses, in line with interactionist approaches.

The present study of inter-(dis)fluency, which relies on both qualitative and
quantitative methods (cf section II and III) is based on a video-recorded dataset of
English and French, which comprises semi-directed interactional data (cf section 1.2
and 1.3). As we shall see, our data is neither essentially naturalistic nor experimental
per se, as it presents instances of naturally occurring situations (i.e. students
interacting with one another, talking about school assignments), but within a relatively
controlled setting. This will be further developed in sections 1.2, 1.3 and 1.4. In the
following subsection, we address the importance of video recorded data in natural

settings for the study of inter-(dis)fluency.

1.1. The importance of video collected data in naturally

occurring situations

In the field of Interactional Linguistics, Conversation Analysis, and ethnomethodology
(e.g. Garfinkel, 1967; Sacks, 1992), a significant interest has been given to the
collection of oral data in spontaneous, naturalistic, and ecological settings within
situated and social activities, known as talk-in-interaction (cf Chapter 1, section 3.2.1).

Conversational talk is, as Thornbury & Slade (2006, p. 1) put it:

the primary location for the enactment of social values and relationships.
Through talk we establish, maintain and modify our social identities. The role

that conversation plays in our formation as social beings starts at an early age.
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Three essential analytic orientations emerge from this conversation-analytic approach
to interaction (Atkinson et al., 2002, p. 104): first, talk and bodily behavior are the
primary “vehicles through which people accomplish social activities and events”;
secondly, the significance of the participants’ social activities is contingent on their
immediate context, as they progressively shape it moment-by-moment; thirdly,
participants rely on social practices to make sense of their actions and of others’. As
we have seen earlier (see Chap. 1, section III1.3.3), in face-to-face interaction, social
activities are accomplished through the deployment of multiple semiotic modalities:
spoken, visual, and tactile. The development of the talk is entangled within the
material environment and the bodily actions performed by participants. In the same
vein, gestural actions also pertain to the ecologies of their neighboring environment:
they can project a turn or an action, and provide co-participants with a “forward
understanding”; an anticipation of what will come next (Streeck, 2010, p. 228). In
addition, the participants’ gestural actions are made within tangible, physical settings,
enabling them to rely on the relevant objects found in the local environment (Goodwin,
2007), which altogether offers a multimodal and interactive frame for the situated
activity. This was also put forward by Cienki (2016, 2015b), who stressed the need to
study videos of face-to-face spontaneous conversations in order to capture relevant
aspects of multimodal communication that are not otherwise observable in

decontextualized speech only: (Cienki, 2016, p. 606):

Communicative usage events based on the canonical face-to-face encounter,
even if they are digitally mediated audio-visually, are different in nature and in
substance from those when the interlocutor is not co-present and cannot be

seen or heard.

Similarly, in sociocultural theories of learning, derived from Vygotsky’s (1934)
research in children development, and further situated within a usage-based
perspective (Tomasello, 2003), multimodal conversation is regarded as an essential
medium for language learning and human socialization. Through routinely social
activities, children learn to progressively language their experience, in other words
“produce motivated, conventionalized language forms (sounds, words, tones,
gestures)” (Morgenstern, 2021, p. 67). These everyday practices play a fundamental
role in the child’s language development, and this has led a number of researchers to

develop video recording tools to capture interactional talk deployed in different
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ecologies, whether “in time”, during the sequential unfolding of the child’s
interactional environment, or “over time” during longitudinal studies of children’s
development within their family environment in the course of several years
(Morgenstern, 2021, p. 68). This is done through fieldwork — when the researcher
collects data directly in the field, in other words within a specific social, institutional,
or cultural environment (e.g. a daily encounter between close friends, a medical
consultation, or a business meeting) where the researcher observes, records and
potentially interacts with the participants of the conversational exchange. Given the
close proximity the observers may have with the participants of the interaction (i.e.
their physical body present in the field, or the use of a microphone), their presence can
also potentially interfere with the speakers’ ongoing activities (see Labov’s 1972
observer’s paradox in Beaupoil-Hourdel, 2015 and Morgenstern, 2021, for review).
These issues further invite researchers to consider themselves as actual social actors,
who can, in turn, shape the contingencies of the ongoing exchange (Mondada, 2001).

In sum, speakers’ individual and social processes are embodied within ordinary
practices of language use, and these everyday situations have been documented and
recorded with the help of video recording tools for the purposes of data collection.
However, the idea of truly authentic, ordinary, and casual speech has also been
criticized by some researchers for being too idealized and not easily accessible (cf
Candea, 2017, p. 11). Another approach which can be applied to the study of language
in use, as adopted by Candea (2000, 2017) Crible et al. (2019), or Tottie (2011, 2014,

2015) is corpus linguistics (cf Chap. 1, section 3.1.1). As Candea puts it (2017, p. 11):

La position que j’ai adoptée depuis, a été celle de la linguistique de corpus : il ne
s’agissait pas de forger des analyses sur des exemples fabriqués par
I'imagination du chercheur, mais il ne s’agissait pas non plus d’écarter des
masses d’enregistrements variés sous prétexte que les locuteurs et locutrices
n’étaient pas en conversation amicale avec des pairs. Le cadre d’analyse
grammatical de Morel & Danon-Boileau allait dans le méme sens, en favorisant

la diversité des corpus, des situations, des styles, des profils de gens.

Similarly, Crible (2018) conducted a contrastive corpus study based on a compilation
of different corpora in French and English with a comparable corpus design. Her
dataset included a large collection of corpora which comprises eight different registers

(interviews, conversations, political speeches, classroom lessons, interviews, sports
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commentaries, news broadcasts, and phone calls.). These settings show different
degrees of preparation (spontaneous, semi-prepared, and prepared) as well as
different degrees of interactivity (e.g. interactive, semi-interactive, non-interactive).
This was also done in the work of Tottie (2011, 2014) who looked at different types of
corpora (e.g. London-Lund Corpus, the British National Corpus) in order to show
differences in age, gender, and register. This is further elaborated in Chapter 4.

Therefore, it is also important to distinguish between different types of settings
when studying aspects of spoken language use. For instance, Clark (1996)
distinguished between personal settings (face-to-face or telephone casual
conversations), nonpersonal settings (monologues; e.g., an academic lecture, or a
preacher’s sermon), institutional settings (speech exchanges limited by institutional
rules, such as a politician holding a news conference or a lawyer interrogating a witness
in court), prescriptive settings (e.g. members of a church reciting readings from a
prayer book), fictional settings (e.g. a theatrical performance), mediated settings (e.g.
a lawyer reading a testament at a hearing, or a letter dictated to a secretary), and
private settings (e.g. when people speak to themselves without addressing others).

In line with some of the approaches outlined above, the present study of inter-
(dis)fluency is conducted on a video-recorded dataset comprised of two different
corpora in semi-spontaneous, semi-naturalistic settings, reflecting different degrees
of language proficiency (L1 and L2) and speech preparation (prepared versus
spontaneous). This dataset was deliberately compiled to obtain different discourse
characteristics and genres. The data therefore exhibits differences in language, setting,
genre, and register, which will further account for contextual and situational
differences found in the distribution of ambivalent fluencemes across data types (cf
Chap. 3 and 4). In addition, the use of semi-guided interactions has also been adopted
in previous work on multimodality (e.g. Boutet & Cienki, 2016; Debras, 2013; Cienki
& Irishkhanova, 2018), which further justifies our choice of data. The motivations for
working on our two different videotaped corpora are provided in section 1.4. We first

begin with the description of the first corpus under scrutiny in the following section.

1.2. The SITAF Corpus

The SITAF corpus (Spécificités des Interactions Verbales dans le Cadre de Tandems
Linguistique) was collected at Sorbonne Nouvelle University between 2012 and 2014

(Horgues & Scheuer, 2015). It was collected within the framework of the SITAF
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project, a research project funded by Sorbonne Nouvelle University, which aimed to
gather various semi-spontaneous tandem exchanges in English and in French. The
main motivations for collecting this corpus were: (1) to see whether the learning
environment of the tandem interactions was reflected in the pronunciation features
observed in the data, and in what ways; (2) how and which L2 phonetic features were
acquired by the participants in tandem exchanges (Horgues & Scheuer, 2015, p. 1).

The data consists of a 25-hour video recorded corpus, comprising 21 pairs of
undergraduate students. It includes 21 native French participants, all female, and 21
native English participants, 16 female and 5 male, all aged from 17 to 22. The
participants were recruited on a voluntary basis, and the members of the SITAF team
selected the pairs using an online questionnaire which had previously been answered
by the participants. The questionnaire addressed: (1) their linguistic background, (2)
their level of proficiency in their second language, (i.e. English for the French speakers
and French for the English speakers), by rating it on a scale from 1 to 10; and (3) their
personal interests, e.g. favorite conversation topics.

A majority of the French students were enrolled in an English major (i.e.
English as a foreign language) as part of their undergraduate program. Their average
score in L2 oral expression was 6.8 out of 10. The average score for the English native
speakers in their L2 (French) was 6.6 (see Table 5 in section 1.2.3). The English native
speakers came from a variety of language backgrounds: American English, Canadian
English, British English, Irish, and Australian. English-French bilinguals were
excluded from the corpus. The latter include speakers whose parent is a native speaker
of the target language, speakers who started learning their L2 before the age of 5, and

speakers who attended L2-medium school for a long period of time.

1.2.1.  Methods and data collection procedure

All the video recordings were made in a sound studio at Sorbonne Nouvelle university.
The paired participants (who were tandem partners as part of the tandem project at
university) were video recorded twice using three cameras — two filming each
participant individually, and one recording the whole interaction, as shown in Fig. 16.
The participants were recorded twice; the first time in February 2013, several days
following their first encounter, and the second time in May 2013. They were

encouraged to meet regularly between the recording sessions (e.g. once a week). By
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the end of the experiment, they had met about twelve times on average during the
three-month interval.

The experiment was conducted in two different settings: the Li-L1 “control”
settings (English-English or French-French) and Li-L2 “tandem” settings (English-
French, French-English). The participants first interacted in L1-L1 settings during the
first recording session in February, then in L1-L2 settings during the second one in
May. Before the experiment, the instructors emphasized on the notions of “solidarity”
and “mutual assistance”, as well as the need to separate English and French when
performing the tasks. During the recording sessions, each pair was asked to perform

three communicative tasks, first in English, and then in French.

Figure 16. Camera configurations (SITAF Corpus)

The first task, entitled “Liar, Liar” is a storytelling task in which one participant
had to talk about his/her last vacation and insert three lies in the story, which was later
identified by the tandem partner. The participants who told the story were allowed to
prepare their narrative before the recording session, but they were not allowed to write
anything down, except for a few key words to help them as they went along. The
instructions given to the partners (who were not doing the retelling) were to carefully
listen to the story, and only take part in the interaction when they needed to ask for

clarification, or to assist their interlocutor with language difficulties. At the end of the
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narrative, the partner had to guess the three lies, and if they failed to identify them,
the participant who had initially told the story would reveal them.

The second task, entitled “Like Mind” required no preparation beforehand, and
is a more collaborative argumentative task. It consists in discussing a relatively
controversial topic, such as “the best years of your life are teenage years”, “prisoners
should have the right to vote”, or “a good friend should always take your side, whatever
happens.” For this task, the participants were asked to respectively give their opinion
on the topic, and later justify their position. At the end of the debate, they would both
decide on their level of agreement on the topic, rating it on a scale from 0 (complete
agreement) to 10 (complete agreement).

The third task was a reading task; the participants were instructed to read a
small text written in their second language (i.e. in French for the English speakers, and
in English for the French speakers), first with the help of their tandem partners, and a
second time on their own. At the end of the two sessions, the participants filled in two
questionnaires, and talked about their learning experience within the tandem setting
to a member of the SITAF team and an expert in L2 pedagogy.

All the participants had to read and sign a consent form in order to take part in
the study (cf Appendix 2). All their faces are blurred or hidden in this thesis in order
to preserve their anonymity (Horgues & Scheuer, 2015). They were also assigned labels

(e.g. Fo7, Ao7, Ao3, Fog etc.) as well as pseudonyms to protect their identity.

1.2.2.  Why the SITAF Corpus?

As pointed out throughout this dissertation (cf section I.1.1. of this chapter, and Chap.
1 section 3.3.,) the approach adopted for the present study of inter-(dis)fluency is by
essence multimodal, thus relying on the multiple semiotic resources deployed by
speakers in the course of their social practices. Therefore, the first motivation for
selecting the SITAF corpus was for its sound and video quality; the use of three
cameras is particularly helpful for analyzing each participant’s facial expressions, as
well as their body movement and hand gestures. While more and more videorecorded
corpora are being documented and shared on open resources in English and in French
(e.g. the Talkbank database, the ORTOLANG repository, or the ColaJE corpus, among

others®2), it is still difficult to find multimodal data in two languages within the same

62 For more information, visit https://www.ortolang.fr , https://www.talkbank.org , and
http://colaje.scicog.fr/index.php/corpus (last retrieved on August 26t 2021)
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groups of speakers. Several researchers have already explored the multimodal quality
of the SITAF Corpus and worked on various topics, such as corrective feedback
(Debras et al., 2015, 2020; Scheuer & Horgues, 2020) miscommunication (Horgues &
Scheuer, 2017) and chains of reference (Debras & Beaupoil-Hourdel, 2019). The
present study, which is based on an earlier preliminary study conducted on the same
data (Kosmala, 2021, Kosmala & Morgenstern, 2017) offers another contribution to
this corpus, following the multimodal approach adopted from past studies.

Another motivation for choosing the SITAF corpus is that it provides a scope
for comparative analysis of L1 and L2 productions of the same speakers both in French
and in English, and in similar contexts. In this respect, the aim of the present study is
to compare the production and distribution of fluencemes in L1 and L2, in line with
previous work on fluency in Second Language Acquisition (see Chapter 1 section 2.1.1,
and Chapter 3). While a considerable amount of research has been conducted on EFL
learners (English as a Foreign Language, or English as lingua franca), such as Spanish,
Turkish, or French learners of English (e.g. de Jong, 2016a; Gilquin, 2008; Stam,
2001, among others, cf Chapter 3), these groups of speakers have systematically been
compared to different groups of native English speakers. To our knowledge, less work
has been done on fluency rates in L1 and L2 productions within the same speaker
groups. This is the case with the SITAF Corpus, where each speaker alternated between
their native and their non-native language, which allows for the analysis of intra-
speaker variation.

In addition, tandem settings provide a relevant model for language learning
through practices of cooperation and socialization. The model of tandem learning was
originally developed in a German-French youth-exchange program in the 1960s in an
informal learning context (Bechtel, 2003 in Elo & Poérn, 2018) and has been
implemented in different contexts and languages ever since (e.g. in Swedish-medium
schools, read Elo & Porn, 2018 for review). Contrary to more formal teacher-student
settings, tandem partners are not expected to assess or correct each other’s L2 oral
performance, but rather maintain a friendly relationship (Horgues & Scheuer,

2015, p.2). As Elo & Porn (2018: 1-2) put it:

Tandem learning embraces a socio-interactional perspective, emphasizing that
learning and instruction are social processes situated in social contexts, in

which participants are engaged in mutual social actions.
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This type of peer interaction in informal settings (i.e. outside the classroom
environment) thus relies on reciprocity (Calvert & Brammerts, 2003), and is a two-
way language learning process, where both parties cooperate and can benefit from
each other’s expertise. This is particularly relevant for the present study of inter-
(dis)fluency which is grounded in the framework of interactional linguistics, and more
specifically in a view of CA for SLA (Pekarek-Doehler, 2006; cf Chap. 3); as we shall
see in Chapter 3, our analyses will further explore the different ways fluencemes can
contribute to the co-construction of meaning, the different positionings of the co-
participants, and the multimodal communication strategies deployed by L2 learners

to deal with their language difficulties.

1.2.3. Selected sample under scrutiny
As briefly mentioned in the previous section, the present study is based on an earlier
pilot study (Kosmala, 2021, Kosmala & Morgenstern, 2017) which was conducted on a
small sample of the SITAF Corpus. The sample initially included eight recordings from
the data in L1-L1 and L1-L2 settings, from Task 1 and Task 2, and selected two pairs of
speakers (2 French speakers and 2 American speakers). The aim of the pilot study was
to test the first version of our annotation scheme, which was later subjected to several
changes in order to be developed into a more reliable format (cf section I1.2.1.).
Following the DiSS 2017 workshop, where the pilot study was initially
introduced, a few adjustments were also made regarding the choice of the data. In the
pilot study, we initially compared (dis)fluency rates in L1 and L2, in English and in
French, as well as in Task 1 (“Liar Liar”) and Task 2 (“Like Minds”). While results
showed a higher rate of fluencemes in Task 1 compared to Task 2, no differences were
found in the distribution of fluencemes in L1 and L2 (for Task 1 only). However, this
may be explained by the fact that L1 French and L1 English were compared to L2
English only, and in Task 1 specifically, while Task 1 and Task 2 were compared
regardless of language proficiency; as a result, too many different variables were
combined (i.e. speaker, language proficiency, task type), which questions the validity
of the results. Moreover, the issue with Task 1 is that it contains deceptive speech, so
the high rates of fluencemes found in Task 1 may lead to different interpretations (i.e.
increased cognitive load, planning processes, or deception behavior, e.g. Arciuli et al.,
2010). Therefore, for the present study, we chose to work exclusively on Task 2 instead

of Task 1 to avoid combining multiple variables such as truth-telling versus deception,
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which goes beyond the scope of this thesis. Additionally, we only selected Li-L2
settings (and not Li-L1) in our novel data sample in order to compare the same
participants’ L1 and L2 productions in the same tandem settings. We wanted to treat
task type and communication setting separately in a different study (in the DisReg
Corpus, cf section 1.3) in order to avoid crossing too many different variables within
the same investigation. Lastly, the present study does not target aspects of
sociolinguistic variation such as age, gender, or language variety. In this respect, we
only selected American speakers from the corpus and excluded other varieties of
English. In addition, all the participants of the study were roughly the same age, i.e.,
in their early twenties.

11 pairs from Task 2 in L1-L2 settings were selected from the data. This includes
22 speakers in 22 video recordings. The interactions lasted on average 3:40 minutes.
The total duration of the selected data is approximately 1th21. More information

regarding sample size is provided in the table below.

Table 4. Selected sample size of the SITAF Corpus

Li1-L2 English Li-L2 French
Duration Number of Duration Number of
(min) words (min) words

Pair 02 02:36 394 03:24 527
Pair 03 04:40 888 05:07 820
Pair 07 04:44 796 04:58 999
Pair 09 05:57 919 05:44 1153
Pair 10 02:00 267 01:31 239
Pair 11 05:30 1112 03:06 571
Pair 13 04:40 673 03:26 506
Pair 15 03:35 617 02:50 487
Pair 16 03:04 560 01:56 560
Pair 17 02:32 432 05:03 866
Pair 18 02:15 358 02:25 377
Total 41:33 min 7016 words 39:30min 7105 words

Table 5 includes the self-assessment scores made by the participants when they
evaluated their level of L2 oral proficiency (cf section 1.2); while these numbers do not
officially assess the students’ proficiency levels within a framework of reference such

as the CEFR (Common European Framework of Reference for Languages: Learning,
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Teaching, Assessment®3), they still give an approximate idea of the L2 learner’s oral
skills with some accuracy (cf Ma & Winke, 2019). Unlike previous work on Fluency in
SLA, the primary focus of the present thesis is not to assess proficiency through
(dis)fluency rates; however, the relationship between proficiency and fluency will still
be discussed in Chapter 3.

Table 5. Students' self-evaluation scores

Listening Oral prod. Listening Oral prod.
comp. comp.
French participants American participants
Fo2 (Maria) 8/10 7/10 Ao2 (Haley) 7/10 6/10
Fo3 (Marina) 7/10 7/10 Ao03 (Julia) 7/10 6/10
Fo7 (Julie) 7/10 7/10 Ao7 (Amber) 8/10 6/10
Fo9 (Emilie) 7/10 7/10 A09 (Arthur) 8/10 7/10
F10 (Juliette) 5/10 5/10 A10 (Betty) 6/10 6/10
F11 (Sally) 6/10 6/10 A11 (Harry) 8/10 6/10
F13 (Elena) 7/10 8/10 A13 (Francis) 7/10 7/10
F15 (Melissa) 7/10 7/10 A15 (Simon) 8/10 7/10
F16 (Elisa) 7/10 8/10 A16 (Beth) 8/10 4/10
F17 (Lola) 7/10 8/10 A17 (Ruth) 7/10 6/10
F18 (Sophie) 7/10 6/10 A18 (Rosie) 7/10 5/10

1.3. The DisReg Corpus

The DisReg Corpus (DISfluency across REGisters) was collected as part of the present
3-year PhD project supervised by Professors Aliyah Morgenstern and Maria Candea at
Sorbonne Nouvelle University. Following the exploratory work conducted on the
SITAF Corpus, our objective was to apply our finalized annotation scheme (cf section
I1.2.2.) to a similar videotaped corpus in order to compare a new set of variables (i.e.
register variation, level of interactivity etc.). The initial project was to videorecord 12
French students at a French university in two different communication settings
(during oral presentations and face-to-face interactions), and later use the same
research protocol to replicate it on 12 other American students at an American
university. During the Fall semester of 2018 at Sorbonne Nouvelle University, 8.15

hours of videotaped data were collected. Unfortunately, due to the outbreak of

63 For more information visit https://www.coe.int/en/web/portal/home (last retrieved on August 25t
2021)
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coronavirus disease in 202004, our data collection project in the United States was
severely impacted and could not reach its completion. Our research was thus only
conducted on the existing French data, and we later decided to add more Li-L2
pairings to our SITAF sample (see Table 4) in order to have more data in English®s.
The corpus comprises 18 video recordings of 12 undergraduate French students
enrolled in a French literature class held at Sorbonne Nouvelle University. The corpus
is twofold: the first part includes recordings of the students giving an oral presentation
in front of the whole class and their teacher. Their presentation was part of an
evaluation which counted for approximately 50% of their overall grade. The
presentation consisted in analyzing a sonnet or an excerpt taken from a novel, essay,
or play, using French dissertation methods (i.e. introduction, three-part presentation
and analysis, and conclusion). The presentations lasted 29.5 minutes on average. The
second part includes video recordings of the same students who were filmed in pairs
when engaged in semi-guided conversations. The interactions lasted 22.6 minutes on
average. In the following subsections, we explain the methods and procedure used for
the data collection, explain our motivations for collecting this corpus, and describe the

size of our selected sample.

1.3.1. Methods and data collection procedure

All students were recruited on a voluntary basis. At the beginning of the Fall Semester
in 2018, we (i.e., the investigator, Loulou Kosmala) first contacted several French
literature teachers by email, described our research project, inquired about their
students’ oral presentations, and asked whether we would be allowed to come to the
classroom and introduce ourselves, so we could present our data collection project in
person. We then came to class and briefly presented our research project to the
students, but withheld specific aspects of our research goals (i.e. the study of
(dis)fluency phenomena and body behavior) which could have potentially led the

students to be self-conscious about their way of speaking®®. This information was later

64 ] stayed at UC Berkeley in the linguistics department as a Visiting Scholar during the Spring Semester
of 2020 to collect the data, with the help of my sponsor Eve Sweetser. Unfortunately, due to the outbreak
of Covid-19, my stay had to be shortened; two months and a half after my arrival, I was obliged to return
to France. Even though my research protocol had already been approved by the CPHS (The Committee
for Protection of Human Subjects), I was not able to find the participants in time to complete the data
collection project.

65 We had initially only selected 6 pairs from the SITAF Corpus before collecting the DisReg Corpus.

66 This is known as “incomplete disclosure”; when subjects are not fully informed about specific aspects
of the study. Visit https://cphs.berkeley.edu/deception.pdf for more information (last retrieved on
August 26th 2021).
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revealed to the participants at the end of the two recording sessions. We asked the
students whether they would agree to be filmed in class during an oral presentation,
and then again in pairs during a conversation. We insisted that the research was
strictly conducted to achieve academic purposes, and that the recordings would only
be shared with members of the scientific community if the students gave their consent.
We added that we were not evaluating the content nor the quality of their presentation,
and if they wanted to watch their oral performance, they were welcome to have a copy
of the recording. A sheet of paper was then passed around to the students, and whoever
agreed to participate in the study had to write down their name, email address, and
date of their presentation.

Following this first encounter, we then contacted the students who had agreed
to take part in the study, thanked them for participating, and reminded them of our
project and its scientific implications. We further informed them that they were going
to sign a consent form (cf Appendix 2), and that they were free to go back on their
decision anytime they wanted. We then inquired about friends or classmates who
would also accept to be filmed for the second recording session (the conversational
one) so we could film them in pairs. We explained that the point of the study was to
record the same students in the two conditions. When the two students accepted to be
filmed, we either came to class for the first recording session, and then filmed them in
pairs for the second session, or vice versa, depending on the students’ availabilities
and the dates of their presentations. The date for the second recording session
depended entirely on the students. When we had not previously introduced ourselves
in class, we contacted the students directly by email; this was the case when we had
found friends or classmates of the participants who also accepted to be filmed for the
project. We also made sure to contact the instructors before coming to class to inform
them of our project, and ask them to grant us permission to film the students. When
we came to the classroom, we first gave the consent form to the student, asked him or
her to read it carefully, and sign it. The student gave us back the form, and we kept a
copy. The student then came to the teacher’s desk, sat or stood, and started his or her
presentation in front of the class. Sometimes the presentations were also made in pairs
(cf Fig. 17). The instructor usually sat in the corner of the classroom to take notes, and
was not seen on camera. We sat in the front row of the class, held the camera in our
hand, and tried not to sit directly in front of the student to avoid distracting him/her.

We also made sure to film the participant only, and not the other students in the class.
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The camera filmed the upper part of the participant’s body (face, shoulders, and arms,
see Fig. 17). We recorded the entire presentation, and did not interrupt the student.
When the presentation was over, we quietly left the classroom without interrupting
the teacher’s feedback and the rest of the lesson. When the two students and the
investigator reached an agreement for the date and time for the second recording
session, we booked a classroom on campus, and asked the students to meet us there.
Before the students arrived in the room, we arranged two chairs so that they would sit

face to face during the exchange (cf Fig. 18).

Figure 18. Participants in pairs during the conversation-session
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We made the participants read and sign another consent form, and spent a few
minutes to explain the point of this specific part of the study. Unlike the oral
presentation in class, which was prepared at home in advance, and involved a certain
degree of stress, this part was much more relaxed and spontaneous. We invited the
participants to view it as a casual exchange. We gave them a sheet of paper which
included a few topics that could help start the conversation; the topics included: (1)
last film/ TV show you have seen; (2) last novel/article you’ve really liked; (3) last trip,
and (4) funny anecdote at university. The participants did not have to go through all
the topics, and they were free to talk about anything else if they wanted. They were
also asked not to interact with us. We sat in front of them with the camera, and made
sure that they both fitted in the frame, so their facial expressions, body movements,
and hand gestures were visible. Overall, the students managed to talk freely about
various topics, despite feeling a little nervous in the beginning.

Unlike the participants from SITAF, all the subjects accepted to have their faces
shown, so they did not have to be blurred (cf Appendix 2). They were also assigned

code names (A1, A2, B1, B2, etc.) as well as pseudonyms to protect their identity.

1.3.2. Why the DisReg Corpus?

The DisReg Corpus was first collected as an addition to our corpus-based study, and
our primary objective was to collect data that had a comparable corpus design with the
SITAF Corpus (cf section 1.4.2). In addition, the DisReg Corpus presents a number of
qualities for the present study of inter-(dis)fluency. First, it includes video recordings,
which, as emphasized earlier, are fundamental to the study of multimodal face-to-face
spoken communication. Most importantly, the video recordings include productions
of the same students engaged in different practices and in different communication
settings. As mentioned earlier, (cf section 1.1.1.) social situations can take place in a
variety of spoken settings, with different degrees of spontaneity and interactivity,
which ultimately result in differences in socio-interactional conventions and
expectations.

This last point is a key aspect to consider when taking into account the
situatedness of language: speakers constantly adapt their vocal and bodily behavior to
align with their interlocutors within a specific participation framework (Goodwin,
2007). This type of behavior may vary depending on the relationship they have with

the co-participants, the level of familiarity they may share, or the material

118



Chapter 2. Corpus and Method

environment in which they are interacting. In class presentations, for instance, the
participants’ language productions are bounded by a number of institutional
constraints. First, their oral performance almost exclusively relies on what is written
on their notes prepared at home, which leaves very little room for spontaneity. As a
result, a majority of the students keep their gaze fixed on the piece of paper or laptop
they have at their disposal, and content themselves with reading. They also often
become very self-aware of their own productions, and may thus wish to signal to the
audience that they are currently searching for the right page in their notes, or apologize
for misreading a word, in order to save face (see Goffman, 1967 on face-work®?).
Second, even though they have many interlocutors (the students in the class and the
teacher), they rarely address them directly, because they are expected to give a lengthy
formal presentation, which does not require the audience’s coparticipation. This may
further justify the students’ needs to constantly rely on material objects they have
within reach (e.g. a piece of paper, a book, a laptop, or a pen) instead of relying on their
partner, which they would do naturally in conversational settings (i.e. the
conversation-session in pairs). Third, their motivations for carrying out their task in
class are entirely different from the ones expected in a social conversation. The quality
of their oral presentation is most certainly driven by their wish to obtain a good grade,
and perhaps make a good impression on the instructor, while the fluidity of their
productions during a conversation is rather determined by the contingencies of the
exchange, and their wish to express and co-construct ideas. These points are further
developed in Chapter 4.

Following the usage-based assumption that fluencemes are dynamic and fluid
categories showing different degrees of fluency and or disfluency (cf Chapter 1 section
IV), and further in line with Cienki’s (2017b; 2012) scope of relevant behavior theory
(cf Chapter 1, section III. 3.3.1.) the DisReg Corpus allows for a multilevel contextual
analysis of inter-(dis)fluency: their interactional and functional ambivalence can
further be evaluated by observing their pattern of embodied behavior in two different
registers and settings (i.e. personal versus nonpersonal, cf section 1.1.). This will be

addressed more specifically in Chapter 4.

67 These aspects of social interaction (e.g. face work and self-consciousness) will further be elaborated
in Chapter 4.
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1.3.3. Selected sample under scrutiny

As specified earlier, the initial objective of the present empirical and corpus-based

study is to triangulate evidence from two different corpora with a comparable corpus

design (cf section 1.4.1), and this also includes sample size.

Table 6. DisReg Corpus sample size duration (number of words)

Conversation Class presentation
A1 (David) 02:08 (324)
Pair A 04:56 (1048) )
A2 (Jessica) 04:11 (590)
B1 (Paul) 03:00 (431)
Pair B 03:53 (766)
B2 (Paula) 02:54 (402)
C1 (Dan) 02:44 (389)
Pair C 05:53 (1295)
C2 (Laura) 03:06 (513)
D1 (Alex) 02:33 (559)
Pair D 05:56 (1140)
D2 (Jenny) 03:36 (489)
E1 (Lea) 02:30 (306)
Pair E 06:26 (1385)
E2 (Tina) 02:43 (391)
F1 (Linda) 02:42 (352)
Pair F 06:20 (1347)
F2 (Matt) 03:23 (863)
33:24 min 35:30 min
Total (5609 words) (5609 words)

The video recordings from the SITAF Corpus last on average 3:40 minutes (cf section
1.2.3.), while the ones from DisReg are significantly longer (over 20 minutes, cf section
1.3.). Therefore, since the latter comprises video recordings of considerably longer
duration than SITAF, we randomly extracted 2-6 minutes from each video file from
the DisReg Corpus (equally representing all participants) to approximately match the
size of SITAF. The total duration of our selected sample is 1h0o8. The exact duration of

the recordings is found in Table 6 above.
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1.4. Motivations for working on a “small” corpus

We are aware that our selected sample (2h30) is relatively small compared to the
actual size of the whole dataset (25 hours for SITAF and 8 hours for DisReg), but also
compared to most corpus-based studies in linguistics, which are very often associated
with large-scale collections of spoken or written corpora. In this section, we argue in
favor of “small” and context-specific corpora, and emphasize their benefits for both
quantitative and qualitative treatments, in line with Vaughan & Clancy (2013), Danino
(2018) and Debras (2018). Table 7 summarizes our total corpus size in number of
words (26,000) and total duration (2h30), broken down by speaker group and setting

in the two corpora under scrutiny.

Table 7. Total corpus size

SITAF Corpus DisReg Corpus
Number of Tandem interactions (Task 2 EN): 7016 Class presentations: 5609
words Tandem interactions (Task 2 FR): 7105 Conversations: 6981

. . Tandem interactions (Task 2 EN): 41:33 Class presentations: 34:30
Duration (min) ) ) .
Tandem interactions (Task 2 FR): 39:30 Conversations: 31:30

22 participants L
.. . 12 participants
Participants 11 American speakers
French speakers
11 French speakers

Despite the relatively “small” size of the corpus, it should be noted that the data still
yielded a rather high number of tokens overall: 6042 fluencemes (3172 in SITAF and
2870 in DisReg) and 2381 hand gestures (1362 in SITAF and 1019 in DisReg) in total,
which can still be used efficiently for quantitative treatments®8. Moreover, our findings
do not solely rely on quantitative treatments, but also draw on qualitative analyses,
which focus on several case studies of local pragmatic patterns. This further reflects
our mixed-methods approach to corpus linguistics and conversation analysis (cf
Hashemi & Babaii, 2013; Johnson et al., 2007; Stivers, 2015; Tashakkori & Creswell,

2007), which can be defined as the following (Tashakkori & Creswell, 2007, p. 4)%9:

68 See Chapters 3 and 4.
69 Read Candea (2017), Hashemi & Babaii (2013), and Johnson et al . (2007) for a more detailed review
and definition.
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Research in which the investigator collects and analyzes data, integrates the
findings, and draws inferences using both qualitative and quantitative

approaches in a single study or program of inquiry.

As Stivers (2015) noted, there has recently been an increase in the use of a mixed
methods approach combining CA methods with quantitative treatments. She argued
that this combination of methods enabled CA research to target a broader audience.
This kind of approach is not only beneficial to CA research, but to (dis)fluency research
too. For instance, Peltonen (2020) further argued in favor of mixed-methods in L2
fluency research, and criticized studies for being mostly quantitatively oriented,
involving frequency-based analyses of fluency, without paying attention to their
functions or the contexts in which they occurred. She thus promoted the use of a
qualitative approach to provide “a more comprehensive picture of fluency, enabling
detailed analyses of fluency-related features in their immediate contexts” (Peltonen,
2020, p. 23).

In light of these approaches, we further defend our choice to work on a
relatively small sample in order to combine quantitative and qualitative analyses, by
looking into our data in depth, taking into account the local and global context of use
of the fluencemes, their overall frequency across languages and settings, and their
multimodal use in embodied interaction. We further argue in favor of small corpora in

the following subsection.

1.4.1. “Size doesn’t matter”: the benefits of using “small” corpora

As Vaughan & Clancy (2013) pointed out, significant value has been given to the study
of considerably large corpora, with the emergence of modern corpus-based linguistics.
In their paper on small corpora and pragmatic research, they provided several
examples of the largest English corpora available, such as the British National Corpus
(BNC), which contains 100 million words of written and spoken English, and the
COCA Corpus (Corpus of Contemporary American English) which is made up of over
450 million words. Used by a multiplicity of beneficiaries, such as linguists, teachers,
or translators, these corpora provide a diversity of samples in British and American
English in different genres and contexts. Large corpora have thus successfully been
exploited in many corpus-based studies to explore different aspects of language, such
as language variation, historical linguistics, or language pedagogy. The larger the data

sample, the more reliable it becomes for efficient quantitative treatments. However,
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as Vaughan & Clancy argued, there are equally many benefits to studying smaller
corpora which do not only rely on generalized findings of frequency measures. Their
arguments are presented below.

First, relevance to corpus size is relative, as it depends on the language
modality. Spoken corpora often tend to be smaller than written corpora, as the data
needs to be collected, transcribed as adequately as possible using transcription
conventions (cf section 1.5.2), and then manually annotated by researchers, which can
be a long and difficult enterprise. When it comes to videotaped corpora, which are
often collected by researchers in CA, language acquisition, and ethnomethodology (cf
section 1.1.), their analysis can be even more challenging and time consuming, as they
rely on careful manual annotations of the observed phenomena (e.g. gestural actions
and contextual features) at several levels of analysis (e.g. prosody, phonology, syntax
and gesture, see Debras, 2018, p. 9). Therefore, what is traditionally considered a
“small” corpus, in fact comprises a multiplicity of richly annotated multimodal
features, carried out manually by one or several members of a research team. When
the annotation is carried out alone, which is often the case with researchers who are
limited by time constraints within a Ph.D project (e.g. Debras, 2013, who collected a
2-hour videotaped corpus during her Ph.D), it is often virtually impossible to build a
very large corpus, for practical reasons.

There are, however, other advantages to working on smaller corpora that are
not necessarily motivated by time limitations. In the field of pragmatics, one of the
central benefits of working on a small corpus is that it enables researchers to “access
authentic, naturally occurring language and to maintain a close connection between
language and context.” (Vaughan & Clancy, 2013, p. 6). Smaller corpora thus give
easier access to contextualized findings which further illustrate specific instances of a

given phenomenon. As Vaughan & Clancy (2013, p. 6) put it:

While it is certainly possible to investigate phenomena such as hedging using
large corpora, this can be a major challenge due to the variety of (para)linguistic
selections available for use as hedges. Using a small, context-specific corpus
offers significant advantages. These phenomena can not only be investigated in
their original context of use, it is also usually possible to investigate virtually all
occurrences and essay a refined analysis which takes the polysemous nature of

many pragmatic features into account. Therefore, we can move from
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quantitative observations regarding frequency of items with pragmatic

potential, which only tell a part of the story.

These remarks are also truly relevant to the study of fluencemes. Their overall
frequency rates in the data can be interesting to get a general idea of their distribution
across languages and settings, but being more “disfluent” (i.e. producing a higher
number of fluencemes) in one particular language or setting does not necessarily mean
that speakers are experiencing more language or cognitive difficulties (cf Chapter 1
section II. 2.2.1). This type of finding has to be completed with in-depth contextual
analysis of the phenomena, which takes into account their different dimensions (i.e.
speech, interactional, and visuo-gestural, cf Chapter 1, Section IV.4.2). In fact, the
construction of our integrated framework (cf Chapter 1, Section IV) is not only
grounded within the multiple theoretical research fields relevant to our study (i.e.
usage-based linguistics, interactional linguistics, and gesture studies, cf Chap. 1), it is
also based on a careful observation of our data. Moreover, as Vaughan & Clancy (2013)
emphasized, a majority of small corpora were compiled by the researchers themselves,
which reflects a close relationship between corpus and researcher (cf the mention of
investigators as social actors, section 1.1.). As pointed out by Koester (2010)
researchers often have a close proximity and a high degree of familiarity with the data
they compiled, as they are more aware of the contexts in which it was collected. This
better ensures that the generated quantitative findings are also complemented with
qualitative contextual analyses. For instance, Cutting (2001, 2002) deliberately chose
to work on a small corpus (26,000 words) which includes casual conversations of six
students who took part in a Master’s course in Applied Linguistics. She stated (Cutting,

2002, p. 62):

Each day’s recording lasted from 10 to 30 minutes; the total number of hours
was seven. It was decided to focus on a small group of English native speakers
to permit the researcher to become familiar enough with each of them to detect

any tendencies caused by speakers’ idiosyncrasies.

This type of approach, as Vaughan & Clancy (2013) pointed out, is hardly attainable
with a larger corpus. The deliberate choice of working on a “small” sample can thus be
motivated by the wish to produce a specialized corpus delimited by register, setting,
speaker idiosyncrasy and discourse domain. One key consideration regarding corpus

design is that it should be suitable for specific research purposes; while larger corpora
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tend to be built for “general” linguistic phenomena, specialized corpora often target
more specific research questions (Koester, 2010). This is also the case with the two
corpora under study. The SITAF Corpus was originally collected to address research
questions related to pronunciation and phonetic features, linguistic transfer, and L2
acquisition processes (Horgues & Scheuer, 2015). The present study targets more
specifically multimodal inter-(dis)fluency phenomena in semi-spontaneous tandem
settings, which motivated our choice to work on a smaller specialized sample (cf
section 1.2.3.). Similarly, the DisReg Corpus was collected for the purposes of studying
inter-(dis)fluency across communication settings and language styles, and the selected
sample was motivated by our wish to approximately match the size of our existing
SITAF sample (cf section 1.3.3.). In the following section, we further elaborate on our

objective to work on two corpora with a comparable corpus design.

1.4.2. Comparable corpus design

Even though (dis)fluency rates will not be compared statistically in the two different
datasets, it was still deemed important to work on similar corpora, as to ensure
continuity between the two investigations. In this section, we describe the
commonalities between the SITAF Corpus and the DisReg Corpus.

First, the two corpora comprise similar speaker profiles. All of them are
students studying at the same university, or who at least had some experience when
staying at this university (i.e. the American students who only stayed for a semester or
a year). All of them are also undergraduate students, studying social sciences (i.e. with
an English or French major), and they all know each other from university. Their
relationship is, in fact, bound to the university, to a certain extent: In SITAF, the
participants are tandem partners who met through the tandem exchange program, and
in DisReg, the participants are classmates, who spent a considerable amount of time
together at the university. Some of them developed close relationships, and the
different degrees of proximity are reflected in their conversational exchanges. As we
shall see in Chapters 4, and 5, some participants in DisReg referred to common past
experiences that they shared outside university, while others mostly talked about
assignments they prepared for school. During the conversation recording sessions, all
the students thus had the opportunity to establish mutual understanding and common
ground, which are central topics of research in the study of social interaction and

language in use. These topics will be further explored in the two corpora, as well as
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with other essential features of talk-in-interaction that are altogether relevant to the
study of inter-(dis)fluency, such as turn-taking, intersubjectivity, co-construction of
meaning, collaborative word searches, etc.

Secondly, the students were also recorded in a relatively familiar institutional
setting, i.e. on campus: in a sound studio for SITAF, and in an actual classroom for
DisReg. As pointed out before, (cf section 1.1., and Chapter 1, section 3.2 and 3.3.)
social conversational exchanges are intrinsically grounded and embodied within their
surrounding spatial and material environment. In both corpora, all the participants
had access to some kind of material object, most oftentimes a piece of paper; whether
it was the instructions for the argumentative task (SITAF), the lists of different topics
of conversation, or the students’ notes (DisReg). As we shall see (across Chapters 3, 4,
and 5), the participants interacted differently with the piece(s) of paper they had
within reach; some used it to deal with their language difficulties, some fiddled with
it, and others pointed towards it to establish a state of mutual understanding. This
diversity of behaviors will also reflect a degree of variability found within fluencemes.

One last point to consider is the nature of the data. Our two studies are neither
fundamentally experimental nor naturalistic (cf section 1.), but rather rely on semi-
structured elicitation techniques (Eisenbeiss, 2010). The latter refer to techniques that
“keep the communicative situation as natural as possible, but use interviewing
techniques, videos or games to encourage the production of rich and comparable
speech samples” (Eisenbess, 2010, p. 1). This is particularly relevant to SITAF, which
involved speaking tasks, or games (“Liar Liar” and “Mind Games”, cf section 1.1.2.) to
encourage participants to interact in their first and second language. The nature of the
data in DisReg is slightly different, since the participants did not have to perform a
specific task, and were simply “guided” by a list of topics to start the conversation. It
still involved semi-structured elicitation techniques on the part of the investigator (i.e.
eliciting productions on a given topic), but to a lesser extent than in SITAF. As to the
recordings of students in class, the latter are perhaps closer to naturalistic techniques,
since the recording situations are very close to a real-life situation (i.e. a student giving
an oral presentation at the university), despite being in a highly institutional and
nonpersonal setting.

To conclude, despite some differences regarding the nature of the data, the two
corpora under study share a set of similar features. They both involve a certain degree

of researcher control over the data, but still offer ecological validity in the sense that
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they include semi-naturalistic real-life situations of students interacting within a
shared institutional and social environment, the university. Additionally, given the
semi-controlled and semi-structured design of the data, our contextual and
multimodal analysis of inter-(dis)fluency phenomena can be conducted on relatively
comparable speakers who were subjected to the same semi-structured elicitation
tasks. This allows for an efficient and reliable quantitative treatment of our corpus
sample, despite its relatively “small” size. As argued earlier, the present study defends
the use of a “small”, but specialized audio-visual dataset, in order to explore the
linguistic, contextual, and interactional variables influencing the uses of ambivalent
fluencemes across languages and communication settings. We shall now turn to the

description of the transcription techniques used on our data.

1.5. Data transcription

As Thompson (2010, p. 98) noted, one of the first decisions the researcher needs to
make when preparing transcriptions and annotations of audio-visual corpora is which
transcription and spelling conventions to use. This choice is generally determined by
the nature of the research and the potential uses of the corpus. The transcriptions need
to be consistent with a common set of transcription conventions, which differ
according to the type of data, the research discipline (e.g. linguistics, sociology,
anthropology etc.), and the approach taken. But transcription is also an act of
representing dynamic oral speech into fixed written words, which is ultimately

interpretive and political, as Lapadat (2000, p. 204) put it:

Verbatim transcription serves the purpose of taking speech, which is fleeting,
aural, performative, and heavily contextualized within its situational and social
context of use, and freezing it into a static, permanent, and manipulable form.
The researcher chooses what talk to write down, and how to represent it — a

choice that is both interpretive and political (Green et al. 1997).

Transcription is thus essentially about choice: what kind of unit of talk to choose, how
to represent paralinguistic events, which symbols to use, etc. These choices are
embedded within the transcription itself, and they leave traces of the researcher’s
authorship, in other words, his or her position towards the text (Bucholtz, 2000).
Green et al., (1997) distinguished between the interpretive level and the

representational level of transcription. The former deals with what should be
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transcribed in the transcript, and the latter with how it is transcribed (e.g. how to
represent nonstandard English). These two levels show further evidence of the
transcriber’s act of choice and selection.

With this in view, the researcher’s transcription needs to be selective (Duranti,
2006; Ochs, 1979), but the selection process should not be “random and implicit”
(Ochs, 1979, p. 44); it should reflect the researcher’s conscious choice of his or her
theoretical goals. In addition, one important feature of a transcript is that it should not
contain too much information, in order to facilitate its readability for a larger scientific
community. For instance, a transcript which is too detailed will be difficult to follow
and assess by readers (Ochs, 1979). In sum, transcription is, to a larger extent, theory
(Ochs, 1979), in the sense that it relies on the researcher’s theoretical interpretation of
the event being transcribed. When transcribing video recordings, the researcher must
find ways to transcribe multimodal events in different temporalities (Kendon, 2004;
Mondada, 2018), which presents a number of challenges. In the following sections, we
introduce the different theoretical choices we made regarding our transcription
methods for the purposes of representing fluencemes in multimodal talk. We first
discuss our choice of unit (1.5.1), followed by a brief review of existing transcription
conventions (section 1.5.2), and we conclude with a presentation our of transcription

system (section 1.5.3).

1.5.1. Units of transcription

As briefly mentioned above, the transcription of a spoken event ultimately requires the
selection of a consistent linguistic unit of segmentation. Even though talk is carried
out through a continuous stream of speech and gestures, it can be segmented and
broken down into smaller units at different levels, such as the level of interaction (e.g.,
the turn-at-talk), syntax (e.g. clause”0) or prosody (e.g. intonation unit). For instance,
Du Bois et al., (1993, p. 47) divided discourse into recognizable intonation units,
defined as:

a stretch of speech uttered under a single coherent intonation contour. It tends

to be marked by cues such as a pause and a shift upward in overall pitch level at

its beginning, and a lengthening of its final syllable.

70 see Foster et al., (2000, p. 365) who transcribed data into speech units, consisting of “an independent
clause, or a subclausal unit, together with any subordinate clause(s) associated with either”.
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This type of segmentation relies on supra-segmental aspects of speech, recognizable
by its overall pitch movement, and it has been largely used by discourse analysts who
were interested in intonation from a functional perspective. In Du Bois et al., (1993)’s
paper, intonation contours are defined on the basis of their function; for instance, the
final pitch movement of an intonation unit can either mark the “projection” or
“continuation” of a unit of discourse, or of the turn. Du Bois et al., (1993) further spoke
of “transitional continuity”, which refers to “the marking of the degree of continuity
that occurs at the transition point between one intonation unit and the next” (De Bois
et al., 1993, p. 47). Other researchers, who further maintained this functional
perspective, preferred the term “informational phrases” to refer to these units of talk.
They offered a similar definition, but also further emphasized the semantic and

discursive criteria used to characterize these phrases (Gumperz & Berenz, 1993, p. 4):

The best way to characterize an informational phrase is as a rhythmically
bounded, prosodically defined chunk, a lexical string that falls under a single
intonation contour. Prototypically, these are set off from surrounding phrasal
units by pausing and constitute semantically interpretable syntactic entities [...]
in less prototypical cases, determination of phrase boundaries depends on what
divisions make sense in terms of the rhythmic and thematic organization of the

surrounding discourse.

Prosodic and phonological cues have thus largely been used as relevant criteria for the
identification of linguistic units in spoken discourse, altogether coupled with other
cues at different linguistic levels such as semantics and discourse. However, as Reed
(2009, p. 353) pointed out, it is not clear how relevant these cues are with respect to
the orientation and participation of co-speakers in a conversation. In fact, interactants
may wish to draw on several interactional cues, such as turn-taking, when finishing off
a phrase and starting another, and this is not based on intonational cues alone. Reed
(2009) thus suggested the term “chunk” instead of intonational phrase, to avoid
classifying these units solely on prosodic grounds. The idea of transition from one unit
to the next, interpretable by taking into account the sequential context of the
surrounding interaction, is central in the field of CA. The latter refer to these
fundamental units of talk as turn-constructional units (TCU) (Sacks et al., 1974; cf
Chapter 1, section III. 3.2.2). They are defined as interactional units which constitute

the different building blocks of a turn-at-talk. They further provide cues regarding the
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potential completion of a speaker’s turn, through a “transition relevant place” (TRP):
a place near the end of a turn where a turn transition is made relevant. TCUs include
sentential, clausal, and lexical constructions (Sacks et al. 1974), and are altogether
delimited on the basis of syntax, prosody, and pragmatics. These different cues (i.e.
intonation, syntax, and pragmatics) are said to “work together and interact in complex
ways” (Ford & Thompson, 1996, p. 137).

In sum, the delimitation and recognition of linguistic units in face-to-face
interaction are fundamental for the purposes of discourse transcription, as well as for
in-depth, sequential, and moment-by-moment analyses of talk-in-interaction. This
identification relies on different linguistic cues (prosodic, discursive, interactional,
pragmatic etc.), which altogether uncover complex aspects of turn construction.
Another highly common unit of segmentation found across studies in linguistic
research is the utterance, which has different definitions. For instance, Goodwin
(1981, p. 7) defined it as the actual stream of speech, which includes a wide range of
vocal phenomena such as inbreaths, laughter, crying, pauses etc. However, for clarity’s
sake, his identification of utterances is restricted to vocal phenomena, which includes
the recognition of smaller intonation phrases within the utterance, but which excludes
other pragmatic and syntactic cues. Conversely, other researchers from different
research fields, such as SLA, opted for a definition that includes several other criteria,

such as Crookes & Rulon (1985, p. 9)7::

An utterance is defined as a stream of speech with at least one of the following
characteristics:

(1) Under one intonation contour,

(2) Bounded by pauses, and

(3) Constituting a single semantic unit.

Similarly, Parisse & Le Normand (2007, pp. 5—6), who worked on spontaneous
language productions of two to four-year-old children, applied three main criteria to
their identification of utterances, listed as follows:

(1) coherent syntactic unit,

(2) single intonation contour;

(3) bounded by a silence of at least 400 ms, or by a speaker’s turn.

71 Read Crookes (1990) for a detailed review of the utterance in second language discourse analysis.
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The first two criteria are similar to the ones found in Crookes & Rulon (1985), as well
as those offered by Du Bois et al. (1993) and Gumperz & Berenz (1993), which mainly
revolve around syntactic, semantic, and prosodic cues. However, the issue with the last
criterion is that many silent pauses in spontaneous speech last longer than 400 ms and
occur in medial position, but they do not necessarily signal the end of an utterance?z,

as in:
*Bl: hhh. eum (0.461) qui:i est en fait assez eum (0.737) euh étrange’3.

This example is taken from the DisReg Corpus, during B1’s oral presentation. Here the
silence (in bold) is 737 milliseconds long, but it does not appear to signal the end of
the speaker’s utterance, as it ensures syntactic continuity between the intensifier
(“assez”) and its predicate adjective (“étrange”). It is also surrounded by two filled
pauses (“euh” and “eum”). Moreover, if we look at the pitch pattern of the utterance
(Fig 19), we can see that the adjective “étrange” is produced with a falling intonation,
which further suggests that it signals the end of the intonation unit. Therefore, despite
its relatively long duration, the pause in this example could hardly be used as a
criterion for utterance boundary, if we take into account the other criteria considered

earlier (i.e. syntactic and intonational).
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Figure 19. Intonation contour of an utterance (PRAAT window)

In addition, while all the criteria reviewed above focus on verbal, vocal, or pragmatic
aspects of language use to identify boundaries between different units of talk, none of

them pay attention to visible bodily conduct. In fact, if we look closely at the video

72 The authors (Parisse & Le Normand, 2007, p. 6) did point out that their criteria were not absolute
and could actually contradict one another.
73 Qur transcription conventions are described in section 1.5.3.
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recording, we can see that when B1 remained silent for 737 milliseconds, he produced
a palm-up open hand gesture oriented towards his audience (the classroom) at the

exact same time (Fig. 20).
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Figure 20. Gestural activity during a pause (ELAN window)

This hand gesture, which can be interpreted as a pragmatic discursive gesture here (cf
section II) does not signal the end of the speaker’s ongoing utterance, but rather
metaphorically projects an upcoming piece of information, which is later verbalized
with an adjectival phrase (étrange); this is what Streeck calls “forward gesturing”

(Streeck, 20009a, p. 161) defined as the following:

An adaptive mechanism or method that draws on the multimodality of the
communicating body to enable others to anticipate the trajectory of an action,

and, thus, to facilitate interpersonal coordination.

The notions of projection and continuation, used by Du Bois et al. (1993) and Sacks et
al. (1974) (among others) to refer to the continuity of a linguistic unit within discourse
or a turn-at-talk, thus also needs to be applied to the multimodality of the exchange in
order to successfully determine the delimitation of multimodal utterances. This was
also pointed out by Debras (2013, p. 134), who chose to work on a unit called
“proposition multimodale” (multimodal clause); the latter was identified using
syntactic, semantic, and sequential criteria, and took into account intonational, as well
as visual-gestural cues. This can be done with the help of annotation tools such as
PRAAT and ELAN, which are further described in section II. In this view, a multimodal

utterance is not only made of a prosodically, syntactically and semantically unified
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stream or string of words, but is altogether combined with visible action, further in
line with Kendon’s definition (2004).74

To conclude, while there is no ideal unit of transcription to choose from when
transcribing the complexity of multimodal discourse, it is essential to raise awareness
of the issues related to transcription and segmentation methods. While intonation
cues provide a fundamental prosodic unit of speech, it has been pointed out that the
definition of an intonation unit was not entirely defined on prosodic grounds alone
(Reed, 2009), as it can also be combined with syntactic and semantic criteria.
Moreover, the recognition of these units, or chunks (Reed, 2009) is intricately bound
to the exigencies of the ongoing interactional exchange (Sacks et al., 1974), which also
plays a major role in their segmentation. In line with Goodwin (1981) and Kendon
(2004), and further grounded within our integrated interdisciplinary framework (cf
Chapter 1, section IV) we will speak of multimodal utterances (Cienki, 2017), and
adopt intonational, syntactic, interactional, as well as visual-gestural criteria to

identify them, summarized below:

(1) Under a single coherent intonation contour (Du Bois et al. 1992 ; Crookes &
Rulon, 1985; Parisse & Le Normand, 2007)

(2) Constitute an interpretable syntactic and semantic entity (Gumperz & Berenz,
1993).

(3) Include a point of possible completion (TRP) which potentially leads to
speaker change (Sacks et al. 1974).

(4) This point of potential continuation or completion is further determined by the
multimodality of the exchange, e.g. forward gesturing, gesture hold (Kendon,
2004; Streeck, 2009).

While it is important to identify each of these different types of criteria and resources,
they are not in the least mutually exclusive, as they continuously work together in
complex ways (Ford & Thompson, 1993). Therefore, anything that constitutes a
multimodal communicative move, whether it is a head nod, a backchannel, or an
interjection, is considered as part of a multimodal utterance. It was also decided not
to establish an a priori duration threshold for the pauses to identify utterances’
boundaries (e.g. Debras, 2013; Parisse & Le Normand, 2007), as we have seen that

silences of relatively long duration do not necessarily signal the completion of an

74 See Chapter 1, section III. 3.3.2 and section IV. 4.2
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utterance (cf Fig. 20). However, a self-break or a self-interruption on the other hand
(i.e. when an utterance is interrupted by the speaker) does signal the breaking off of
an utterance, as we shall see in Section II. Our choice of unit is particularly important
for the present study of inter-(dis)fluency, as to uncover the different ways ambivalent
fluencemes may signal the continuation (fluency), or interruption (DISfluency) of the

multimodal communication flow.

1.5.2.  Transcription conventions and multimodality

In the previous section, we discussed the different theoretical and methodological
orientations underlying the researcher’s choice of segmentation unit when
transcribing multimodal talk. As emphasized earlier (section 1.5), transcribing is a
situated act (Green et al. 1997) which involves decisions about the significance of a
specific language event that needs to be foregrounded, or on the contrary that is not
necessarily worth mentioning. This act of transcribing further requires the selection of
arelevant transcription convention system, depending on the type of data under study,
and the investigator’s specific research goals. Conventions are important, because they
“improve consistency within a transcript and within and across databases” (Lapadat,
2000,p. 205). In this section, we will briefly introduce some of the major and most
widely used transcription convention systems?s, mainly the Jeffersonian
Transcription System (Jefferson, 1996, 2004), as well as others that were designed
specifically for multimodal transcription (e.g. Goodwin, 2010; Kendon, 2004;
Mondada, 2018). In section 1.5.3., we will discuss our choice of convention, and
introduce another widely used transcription format from the CHILDES and TalkBank
Project (MacWhinney, 2000; MacWhinney & Wagner, 2010).

In the field of CA, the process of transcription relies on a careful observation of
the sequential development of participants’ actions and the deployment of other
visible conduct in the course of the talk. While a detailed transcript, no matter how
richly annotated, will never truly replace the actual data (Hepburn & Bolden, 2013),
the goal of conversation analytic research is to develop ways of representing talk that
truly capture the significant details of interactants’ orderly social practices. This was
first carried out by Gail Jefferson, who was a student of Harvey Sacks, one of the three

founders of CA7¢. Jefferson was a pioneer of the conversation-analytic transcription

75 There are, of course, many other transcription systems available, see for example the GAT2 system
developed by Selting et al. (2009) used by Sikveland & Ogden (2012) among others.
76 For more information, read Heritage (2009) and Ten Have (2007).
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system, and she provided a systematic method for transcribing spontaneous talk with
respect to overlapping talk, intonation patterns, speaking rate, voice intensity, etc.
Jefferson (and to a larger extent, CA) transcription conventions mainly involve the five

following aspects (Hepburn & Bolden, 2013, p. 58):

(1) Transcript layout — where speakers are identified on the page, line numbers.

(2) Temporal and sequential relationships — overlapping talk; gaps, pauses, etc.

(3) Speech delivery and intonation — unit-final intonation, volume, pitch
variations, voice quality etc.

(4) Transcriptionist’s comments and uncertain hearings—description of
extralinguistic events.

(5) Features accompanying talk — aspiration, laughter, cries.

Specific attention is thus paid to a scope of phenomena, whether it is the sequential
aspect of the talk (1), some of the extralinguistic features accompanying it (5), or

information regarding intonational features of the speech delivery (3).

(2) [GT5%E2:3:R:1-5:3-4]
Ken: | started workin etla |1_u4.'k thirty en hour
{0.4)
Ken:  er'e sbd that if I work fer a month: yih getta buckh -h thifry Lfove=

(Dank [ilsniff})

Ken: 'n hour en {-) ev'ry month he wh { ) he railses you [°0 7]

Dan: ||!n;}_‘h"|:|.il.|]g et th]e joch,
(1.m

Ken:  $1js wen down there'n Jazst eem for it
(L&)

Dan:  “C® lacst week you were mentioning something about th' fact *thet you
Julhk®
Ken: 11 got ul w -got (-} lost in one jub=]Yea:h
(0.5)
(it bocth[ered) |
Dan:  Got lostinmit Le[r(y'r fathler } %[ r
Ken: [whhhh|[hhhhlhh
Al [z “ee | know yer father?
(0.2}
Al 1¥ah
(0.6
Ken:  Sure "ee knows my father [ b’ my fathe r's g't] nothina | do with it.
Al: I I ) they gave you| th' jo:b, |
(0.7
Kem: Mo he's got nothin d'do w'th it. Huh-uh, my fa(hjather’s not buyin beer
inmymacre

Figure 21. Example of a transcript made by Jefferson (Jefferson, 2004, p. 15)

Figure 21 further illustrates an example of an actual transcript made by Gail Jefferson,
following specific transcription conventions, to name but a few: underlined syllables
show emphasis; arrows indicate a rise or a drop in intonation; square brackets show

where speech overlaps; colons indicate a stretched sound; the equal signs illustrate an
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instance of “latching” (e.g. Schegloff, 2000) when two speaker’s units are latched
together; number in parentheses indicate pauses represented in tenths of a second.
While this transcription is extremely detailed and pays attention to a variety of
features (as opposed to orthographic transcriptions that are more concise and
succinct) it is still, as Jefferson (2004, p. 15) said so herself, “a nightmare”. Indeed,
this transcript is not easily readable at first glance for the common reader, as it
contains a great deal of special characters and symbols. In fact, Jefferson (2004, p. 15)

raised an interesting question on the matter:

Why put all that stuff in? Well, as they say, because it’s there. Of course there’s
a whole lot of stuff “there”, i.e., in the tapes, and it doesn’t all show up in my
transcripts; so because it’s there, plus I think it’s interesting. Things like
overlap, laughter, and “pronunciational particulars” (what others call “comic
book” and/or stereotyped renderings), for example. My transcripts pay a lot of

attention to those sorts of features.

What good are they? I suppose that could be argued in principle, but it seems
to me that one cannot know what one will find until one finds it, so what I’ll do

is show some places where attention to such features turned out to be fruitful.

Her last point is particularly interesting. The goal of discourse transcription is to make
specific phenomena that are of interest to the researcher noticeable on a written
transcript, so it becomes readily accessible to the reader. However, it is virtually
impossible to give an account of all (extra)linguistic phenomena, so the researcher
needs to select what specific aspects of the talk are deemed relevant, depending on
their research goals. Here Jefferson chose to focus on pronunciational and sequential
features (i.e. laughter, alternative pronunciations, and overlaps), but she completely
omitted the description of visible bodily conduct, such as hand gestures, body
movement, or direction of gaze?”. This issue was raised by several authors, such as
Mondada (2018), Bezemer & Mavers (2011), or Ayall (2015), among others. AyaR
(2015) discussed the methodological status of transcription in CA, and compared
different multimodal transcription systems, with for instance Goodwin (2010), who

inserted images as well as visual representations within his transcripts (Fig. 22).

77 This is probably because her transcript is taken from an audio recording. Schegloff and Sacks started
to work on filmed data in the 1980s (cf Mondada, 2018, p. 86), and this transcription was initially done
in 1964 (Jefferson, 2004, p. 14). The status of transcription is thus inevitably determined by the nature
of the data.
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1 Candy: You haven't had that much this year have you.
...((8 lines ommitted)

10 Candy: Butla[styear.Whoo!

11 Chuck: ‘mm

12 Candy: [In the I[ast year-

13 Chil: “yeah- “ No No. No..

14 Candy:| erthe year before la st.
15 Chil: [

Yes.

Figure 22. Excerpt from Goodwin's "Multimodality in human interaction" (2010, p. 89)

As shown in Figure 22, the author focused on a specific language practice, where
interactants are negotiating and co-constructing meaning with one another. This
excerpt includes an actual picture of the exchange, illustrating the body, gaze, and
gestural behavior of the participants. Several lines of the transcription are omitted, but
the events are retold by the author in his analysis (Goodwin, 2010, p. 88). The author
thus chose to focus specifically on the sequential development and the multimodality
of this particular exchange, rather than on prosodic features like Jefferson in Fig. 21.
In a similar vein, Mondada (2018) developed a specific system of conventions for the
transcription of multimodal practices in CA. In her paper, she discussed several
technical and practical issues surrounding transcription choices, and provided several
solutions as to how the richness of video data could be further exploited through
multimodal transcription. As we have seen in the previous chapter (cf Chap. 1, section
I11.3.3), the notion of multimodality revolves around the mobilization of multiple
semiotic resources in different modalities and temporalities within the ecology of a
situated activity. Therefore, it can be challenging to come up with a standard set of
conventions for multimodal transcripts, as they cannot solely be based on
orthographic conventions which characterize the linearity of speech. Multimodal
transcripts must be able to illustrate two fundamental aspects of visible conduct,
mainly: (1) the temporality of a gesture, that is, its unfolding in different gesture
phrases (Kendon, 2004) from preparation to recovery; and (2) their shape and

movement (Mondada, 2018, p. 90). This is illustrated in the two figures below:
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1 cLI ben® j’vais tvoutrs pr+en:'dire d:es +oceu:fs,

‘well® I will take frc

Figure 23. Multimodal transcription taken from Mondada (2018, p. 90)

RH right hand; ~~~ preparation; **#* stroke action; -.-.recovery: (...) indicates a pause
in speech. Length of pause in tenths of a second. Tonic syllables in SMALL CAPITALS
0.3 sec
M: He used to go down there and throw (........... ) Ground nice over it
RH [as— L 23 2 1 L e
| preparation|  stroke | recovery |

GESTURE PHRASE

| I

Gesture Uxn

Figure 24. Multimodal transcription taken from Kendon (2004, p. 114)

In Fig. 23, specialized symbols are used to delimit the beginning and end of the gesture
(the + sign), its preparation (indicated by ...), and its withdrawal (indicated by ,,,,). It
also includes a concise description of the gesture (e.g. “points eggs”), accompanied by
a picture. This is very similar to Kendon’s (2004) transcription techniques (Fig 24)
who focused specifically on the timing of gesture phrases within gesture units
(cf Chap. 1, section IIII, 3.3.). As we can see, these transcripts are much shorter than
the one introduced earlier by Jefferson (Fig. 21). Instead of drawing from longer
transcripts in order to illustrate the overall sequential development of the talk and
several pronunciation features (as in Jefferson’s Fig. 21), the multimodal transcripts
shown above (Fig. 22, 23 and 24) zoom in on selected pictures of particular instances,
thus further reflecting the authors’ own specific research interests (Ochs, 1979).
Similarly, we will adopt a comparable approach in our qualitative analyses, and focus
more specifically on the temporal development of fluencemes and co-occurring
gestures (cf Chapter 3, 4, and 5).

In sum, several authors have used specialized notational systems to accurately
illustrate the temporal development of relevant bodily actions performed in the course

of interaction (see Goodwin, 2010; Kendon, 2004; Selting et al., 2009; Sikveland &
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Ogden, 2012, among others). These fundamental features of multimodal talk reflect
the researcher’s authorship and act of transcription, which is primarily a selective and
dynamic process. However, a highly annotated transcript which contains too much
information can be difficult to assess (Ochs, 1979), so the researcher also needs to be
conscious about the readability of his or her transcription. In the next section, we
further discuss our theoretical and methodological choices regarding our transcription

format.

1.5.3. Transcribing fluencemes in multimodal talk: a dynamic process

As Lapadat (2000, p. 205) rightly pointed out: “researchers’ transcription systems
need to reflect their data and their purposes, hence different approaches to doing
transcription have arisen.” She further commented on her own work, and described
how her transcription methods evolved progressively, depending on the type of
research she was conducting. Transcribing is thus a dynamic process; even if the
ultimate representation of a transcript remains fixed on a page, transcriptions can
change over time, as Duranti (2006, p. 307) noted in his beautiful paper entitled

Transcripts, Like Shadows on a Wall:

More generally, transcripts have a life or rather, we give them a life. Transcripts
are born, get longer and fatter, and change in character, sometimes through our
revisions, other times by simply sitting in a drawer for a few years. When we
pick them up, they read differently. We should be aware of these changes and
thematize them. The different versions or interpretations of the same transcript
provide us with a record of our epistemological and theoretical changes. In

some cases, we might even call these changes “progress”.

Transcripts change and transcription methods change too; this happens because the
transcriber’s research interests shift, or evolve over time, depending on his or her
theoretical orientations. This was also our case, as our theoretical and methodological
orientations towards inter-(dis)fluency phenomena have constantly been
reconsidered in the past 4-5 years. At the early stages of our preliminary work on
(dis)fluency (cf Kosmala & Morgenstern, 2017), we targeted a transcription software
that would accurately transcribe and annotate fluencemes in spontaneous speech: the
CLAN (Child Language Analysis) program (MacWhinney, 2000; MacWhinney &
Wagner, 2010). Originally applied to child language, CLAN was designed by Catherine

Snow and Brian MacWhinney who developed a system for sharing language-learning
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data, known as the CHILDES (Child Language Data Exchange System) in 1984
(MacWhinney, 2001). The CLAN software has now been used from the past two
decades by a number of researchers in a growing scientific community, following the
creation of the Talkbank system in 200278. Talkbank was a follow-up of CHILDES, and
offered a data archiving system for transcribed video and audio data. The goal of
Talkbank was to provide a common framework for data sharing, transcription
methods, and analysis in four major disciplines (classroom discourse, animal
communication, field linguistics, and computational analysis; see MacWhinney, 2001,
p. 7). They also added more specialized research groups, including CA, Gesture, L2
learning, Corpus Linguistics, and disfluency production (see MacWhinney, 2001, pp.
9-10). MacWhinney further developed a specific manual, called CHAT (Codes for the
Human Analysis of Transcripts), which introduced different computational tools and
conventions required for the CHAT transcriptions. In the first volume of the manual,
several sections are dedicated to the transcription of retracing phenomena, self-
interruptions, and prosody within words (MacWhinney, 2000, pp. 61-75), which are
all part of (dis)fluency phenomena. These conventions have been used by several
researchers in (dis)fluency research, especially in child language acquisition (cf
Didirkova et al., 2019; Dodane et al., 2016) and stuttering (Ratner et al., 1996). In sum,
the data-sharing initiatives of the CHILDES and Talkbank systems prompted several
researchers in different fields to use the CLAN software with CHAT transcription
conventions to transcribe their video recordings (e.g. Beaupoil-Hourdel, 2015, p. 20;
Debras, 2013; Morgenstern & Parisse, 2007, 2012; among others). This further
motivated our choice to work with CLAN, using a similar set of conventions (cf Table
8). One of the main benefits of using unified transcription conventions is, as explained
earlier (cf section 1.5.2), that it facilitates its readability and interpretability for the
scientific community. This was particularly important for the transcription of
fluencemes, which have been assigned a specific set of codes and symbols in CHAT79.
Additionally, another benefit of using CHAT conventions in CLAN is that it allowed us
to run several commands, such as frequency and MLU, which was very practical for

our quantitative treatments (see section I1.2.3.2.).

78 For more information, read https://www.talkbank.org (last retrieved on August 28th 2021)

79 It should be noted that a number of annotation systems have also been created specifically for the
transcription and annotation of disfluency, see for example the DisMo Project (Christodoulides et al.,
2018), the DUEL project (Hough et al., 2016),or The Dysfluency Annotation Stylebook for the
Switchboard Corpus (Meteer et al., 1995).
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The first recordings of the SITAF Corpus were thus transcribed with CLAN,
following CHAT transcription conventions. Some video recordings had already been
transcribed by the annotators of the SITAF project, using a different software called
Transcriber (Barras et al., 2001). The existing transcriptions were thus exported to a
CLAN format8°, and adapted to CHAT transcription conventions, in order to establish
a standardized transcription system for all the recordings. In addition, all our
recordings were analyzed with an annotation software called ELAN (Sloetjes &
Wittenburg, 2008), which is further described in section II. Our recordings have thus
been transcribed and annotated with different annotation and transcription tools,
which further invited us to reconsider the methodological status of our transcription.
While CHAT transcription conventions target a variety of sequential, syntactic, vocal,
as well as gestural phenomena (i.e. overlaps, utterance terminators, trailing offs,
creaks, pauses, gestures etc.), they include a lot of special symbols and codes, which
are necessary within the software to run the commands, but which are not easily
readable in a finalized transcript. For instance, the transcription of a simple event or a
gesture requires the use of an amperstand followed by an equal sign, such as &=reads,
or &=head:shake, &=eyes:open, which, in CA, is plainly transcribed with double
parentheses, e.g., ((smiles)). Since fluencemes are already transcribed with specific
symbols (cf Table 8), we did not want to impede the readability of the finalized
transcripts8! by adding more codes. Additionally, the specialized notation systems for
multimodal transcripts introduced earlier (cf section 1.5.2.) cannot easily be inserted
within a CHAT transcription in CLAN, so a simplified version of their system was also
added to our transcription conventions. Lastly, some vocalizations, such as audible
inbreaths and tongue clicks, which are very frequently transcribed in CA (e.g. Hoey,
2014; Ogden, 2018; Wright, 2011) do not appear on the CLAN manual, so they were
also included in our conventions.

To conclude, our transcripts went through various technical, theoretical, and
methodological changes, which ultimately reflects the development of our
interdisciplinary multi-level and multimodal approach to inter-(dis)fluency. While a

transcript will always require selectivity, and never truly replaces the actual data, we

80 This was done thanks to the TEICONVERT program: https://ct3.ortolang.fr/teiconvert/index-
en.html (last retrieved on August 25t 2021)

81 By finalized transcript, we mean the final version of the transcript shown in our qualitative analyses,
which is different from the initial transcript we used to transcribe with CLAN or ELAN. For instance,
filled pauses are typically transcribed with an amperstand (&uh &um &euh) in CLAN, because it allows
them to be ignored as words when running the MLU and freq commands (MacWhinney, 2000, p. 65).
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sought to provide a set of conventions which maximally reflected our theoretical
orientations. Our conventions, summarized in Table 8, are mostly based on the CHAT
manual, but they also borrow a few symbols from CA. Information about voice
intensity, intonation, pitch movement, stress, and the like (cf Fig. 21) was not
transcribed, as the main focus of our work is on inter-(dis)fluency phenomena and
multimodal events, so we wished to keep our transcripts as specific as possible. In
addition, we chose Kendon’s (2004) gesture annotation system, because it has been
widely used (e.g. Debras, 2017; Sikveland & Ogden, 2012) so it may be more easily

recognized by members of the gesture community.

Table 8. Transcription conventions used in this thesis

CHAT conventions (MacWhinney, 2000, pp. 48-74)

+/ interruption by other participant
+// self-interruption
[/1 word repetition
[//1 self-repair
+... trailing off
(0.250) unfilled pause (number in milliseconds)
wo:rd prolonged vowel or consonant
+< <> overlapping talk
(a)bout shortenings
+/ +%/. quoted utterance
XXX unintelligible words

CA conventions (Jefferson, 2004; Ogden, 2018, 2013)

['] tongue click
.hhh inbreath
hhh outbreath
*creaky* creaks
(@) description of events, or analyst's comment

Gesture annotation (Kendon, 2004)

~~ o~ preparation of gesture stroke
gesture stroke
wHR hold

- return to rest position

However, information concerning the deployment of gestures within gesture phrases
is not systematically included in our transcripts, depending on the kind of examples

we are presenting. Several of them also include pictorial illustrations and a succinct
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written description of gestures, to give a sense of their composition and the ecology in

which they happen (cf Mondada, 2018, p. 90).

I1. Annotation protocol for the quantitative

analyses

In the previous section, we described how the data was acquired (for SITAF) and
produced (for DisReg) and discussed the challenges surrounding transcription
techniques. We shall now turn to the description of the management of the data, how
it was analyzed, treated, and converted to work on different interfaces (data
interoperability). Our data management plan is summarized in the figure belows2. As
mentioned throughout this dissertation, the present study of inter-(dis)fluency
phenomena combines quantitative and qualitative methods, further reflecting our
mixed-methods approach and integrated theoretical framework. Our goal is twofold:
(1) to explore the overall distribution of fluencemes across languages and settings, in
line with previous corpus-based studies and psycholinguistic work on (dis)fluency,
and (2) to zoom in on selected social practices in interaction to highlight their

pragmatic and multimodal dimension, in line with conversation-analytic approaches.

Annotation

Data Acquisition Transcription

¢ Data sharing
(SITAF)
¢ Data collection
(DisReg)

¢ Transcriber to
CLAN (SITAF)

¢ CLAN (SITAF
and DisReg)

eInteroperability
*CLAN to ELAN
*ELAN to Excel

Data Storage Data Sharing

*Pivot Table (Excel)
eStatistical tests

eQualitative
analyses

eSafe storage and
back-up (external
drive)

eSubmit to CER-

USN for review
eArchive on

Ortolang

Figure 25. Data Management Plan

82 CER-USN refers to Le Comité Ethique de Recherche de I'Université Sorbonne Nouvelle. It should be
noted that the description of the study procedures (cf 1.3.1 and 1.2.1.) should have been submitted to
CER-USN prior to the video recordings, but it had not been created at the time. The CER was only
established in 2021.
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In this section, we describe the methods and tools used for our quantitative treatments

more specifically.

2.1. Early versions of the annotation protocol

It should be noted that our annotation protocol underwent several important technical
and methodological changes®3, some of which are concisely described in this section.
Several categories used in the initial version of our annotation scheme (Kosmala &
Morgenstern, 2017) were questioned by ourselves and by members of the scientific
community, which invited us to reconsider their categorization. Consequently, several
categories had to be adjusted, while new ones were added, and others entirely

removed. These changes are addressed in the list below.

e Fluenceme sequence: The notion of sequence (i.e. combination of markers),

borrowed from Crible et al., (2019) was already used as a category in the early
version of our protocol, but the different types of sequences were distinguished
with respect to their duration and complexity. We initially had three categories,
“brief”, “elongated”, and “complex”. “Brief” and “elongated” referred to sequences
containing only one marker, and they were distinguished on the basis of their
duration (with a minimum duration threshold of 600 ms for the brief sequence
category), and complex sequences referred to combined fluencemes, i.e.
immediately adjacent fluencemes (following Shriberg, 1994). However, the main
issue with the “brief” versus “elongated” categories is that they are distinguished
using a duration threshold, which can be highly subjective (i.e. how long is a pause
supposed to last to be considered “brief”?). In fact, the most relevant distinction to
make in this case is whether fluencemes appeared isolated versus combined, so
their duration should not conflate with their complexity84. The categories were thus
later changed to “simple” versus “complex” (cf section 2.2.2.), without making an
a priori distinction on their duration.

e Fluenceme duration: In a similar vein, in the first version of our coding scheme,

the duration of the sequences was annotated (in ms), by taking into account all the

markers which co-occurred within the same sequence. However, this implied

83 Not to mention terminological changes, with for instance the term (dis)fluency marker (instead of
fluenceme), which has been used in most of our papers. At the very early stages of our work, we also
preferred the term hesitation (cf Kosmala & Morgenstern, 2017) over (dis)fluency.

84 This issue was raised by Ralph Rose during the DiSS 2017 workshop.
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looking at both vocal markers (e.g. pauses, lengthening etc.) and morpho-syntactic
markers (e.g. repetitions, repairs, interruptions, etc.); but the latter cannot be
analyzed with respect to duration, because they involve morpho-syntactic changes
(e.g. a truncated word, an interrupted utterance)8s. Therefore, our initial analysis
of the whole sequence’s duration (which can contain both vocal and morpho-
syntactic markers) is not entirely valid, and can lead to faulty results. It was thus
decided to only measure the duration of individual vocal markers, and describe the
length of the sequence separately (e.g. the number of fluencemes found within a
sequence)86,

Minimum duration threshold for silent pauses: In line with Derwing et al., (2009)

and Tavakoli (2011),we had initially set a 400ms minimum duration threshold for
the identification of silent pauses in our data. However, this choice was later
criticized®7, and it soon became clear that this threshold was too high for our type
of study, given recent work and development on pausing research in SLA (e.g.
Kahng, 2014). We thus later opted for a lower threshold (250 ms), in line with De
Jong & Bosker (2013), among others, and re-annotated all silences in the data. This
point is further developed in section 2.2.1.

Presence of inbreaths and clicks within sequences: In line with most studies on

(dis)fluency (e.g. Lickley, 2015; Maclay & Osgood, 1959; Merlo & Mansur, 2004;
Shriberg, 1994, etc.) we initially only targeted “typical” fluencemes, which have
been widely recognized in the disfluency research literature (cf Chapter 1, section
I.1.3). However, it later came to our attention that other vocalizations, such as
tongue clicks (e.g. Ogden, 2018; Wright, 2011) and audible inbreaths (e.g. Hoey,
2014) very often co-occurred with fluencemes, and should not be ignoreds8, despite
not being traditionally categorized as fluencemes®9. The latter were thus added to
our category of fluencemes, and the data was annotated a second time to include

them in our analyses.

85 This further prompted us to distinguish between vocal versus morpho-syntactic markers (cf section
2.2.1.)

86 A similar comment was also made by Ludivine Crible, who advised not to conflate sequence
configuration with length, see section 2.2.2.

87 This issue was raised by Jiirgen Trouvain at the SEFOS Conference (Kosmala, 2019).

88 This was pointed out by Marina Cantarutti after our talk at the GESPIN conference (Kosmala et al.
2019) who noticed an audible inbreath in the excerpt we were showing, which had been completely left
out from the analysis.

89 In fact, Clark & Fox Tree (2002) did include tongue clicks in their category of collateral signals (cf
Chap. 1, section 2.2.) This is further developed in section II. 2.2.1 of this chapter.
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Annotation of discourse markers: In line with Crible (2018), who included

discourse markers in her category of fluencemes, we initially decided to annotate
discourse markers in the early versions of our protocol. However, Crible’s analysis
of discourse markers is the result of in-depth collaborative work on a fine-grained
quantitative annotation model, which has been thoroughly developed by a group
of annotators over the years (e.g. Crible & Degand, 2019; Crible et al., 2019). The
annotation of discourse markers within a corpus-based (dis)fluency framework
thus requires a comprehensive knowledge of their model which took several years
to be implemented. We initially tested their model on a small sample of SITAF as
part of a pilot test, in order to evaluate the feasibility of the annotation. The data
was later coded by a second annotator, but we failed to achieve intercoder
reliability (only 30% of agreement). After hours of discussion, we eventually
reached intercoder agreement9°, but it was eventually decided not to annotate
discourse markers in the rest of the data under study, as it would have been too
time-costly to perfectly acquire the annotation techniques of their model to carry
out all the analyses. Therefore, we came to the conclusion that it would be more
relevant to focus on our own annotation scheme and consolidate it, based on our
own theoretical and methodological orientations.

Annotation of functions: In line with the disfluency literature, we initially assigned

different functions to fluencemes and included them in our annotation grid, such
as “planning” (e.g. Tottie, 2014), “reformulating” (Hieke, 1981) “displaying
uncertainty” (Smith & Clark, 1993). However, these categories were soon criticized
for being created on an ad hoc basis9. After several attempts, we managed to create
a new labeling system with novel categories and a set of criteria (cf Appendix 2),
and checked for intracoder reliability. Approximately 15% of the data was coded
twice by the same annotator within a year interval, and received a Cohen’s Kappa
coefficient of 0.68 and 78% of agreement. While the overall percentage was fairly
high for some of the categories (e.g. 85% for speech management, discursive, and
uncertainty) it was quite low for one of them (51% for interactive/communicative).
A few months later, another 15% of the data was coded a second time by a second

annotator to check intercoder reliability, but Cohen’s Kappa was still relatively low

90 The annotated data was later used for a small study on filled pauses and discourse markers (Kosmala
& Crible, 2021)

91 This was pointed out by Petra Wagner after my talk in their lab in 2018, who claimed that it was very
difficult to tell whether a speaker was intentionally using a fluenceme for “planning” purposes.
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(k=0.68), with only 60% of agreement for the interactive/communicative
category. Given the non-lexical nature of fluencemes, and the fact that their use is
essentially shaped by context, it can be highly difficult to annotate their functions
at a quantitative level, as they cannot easily be categorized with a limited set of
categories. This requires an in-depth analysis of the context, followed by a
discussion during a data session (cf section II1.3.1). Therefore, it was later decided
to use the categories introduced by Allwood et al., (1990), own communication
management (OCM) and interactive communication management (ICM) (cf
Chapter 1. Section II. 2.2.1), which are more easily distinguishable. Indeed, 15% of
the same data was annotated a third time by the same two annotators, using these
new categories, and resulted in a Kappa score of 0.78. This score would be
characterized as “substantial” agreement (cf section II. 2.3.1.).

e Gesture annotation: The first version of our annotation protocol was rather

incomplete in terms of gesture analysis, as we initially solely focused on the
annotation of gesture phases during fluencemes. While this kind of annotation is
relevant to study the relationship between speech suspension and gesture
suspension, it only gives a partial picture of the phenomena. Therefore, it was later
decided to analyze not only gesture phrases, but also gesture types92 (cf section
2.2.3) to get an idea of the types of gestures that most frequently co-occurred with
fluencemes. In addition, gestures were not only annotated during “disfluent”
stretches of speech (i.e. during fluencemes), but during fluent stretches93 as well,

in line with Graziano & Gullberg (2018).

To conclude, multiple changes have been adopted over the past four years to obtain
the final version of our annotation scheme. These changes were motivated by our wish
to create a consistent and robust quantitative model which could later be replicated on
a larger dataset. We also sought to create a model which was suitable for our own
research purposes, which further justifies the deletion of old categories, or addition of
new ones, in order to better adjust them to our model. Many of these changes are also

presented as a result of several discussions with members of the scientific community,

92 This was first suggested by the reviewers of our GESPIN paper (Kosmala et al., 2019) who asked us
to give information about gesture types for our final version.

93 This was suggested multiple times by Aliyah Morgenstern in the course of my PhD; this was also
pointed out by Susanne Fuchs at the GESPIN 2019 conference, who asked what types of gestures the
participants produced other than during fluencemes.

147



Chapter 2. Corpus and Method

through conference talks, paper reviews, and inter-coder reliability tests. We shall now

turn to the description of our finalized annotation scheme.

2.2, (Dis)fluency annotation

In this section, we describe the final version of our annotation scheme designed for
quantitative treatments. The annotation of (dis)fluency required different levels of
analysis, mainly (1) the individual fluenceme level, (2) the sequence level, and (3) the
visuo-gestural level, as illustrated in the figure below. The fluenceme abbreviations
(e.g. UP, IR etc.) are provided in the next section. It should be noted that Fig. 26 only
illustrates the utterance level of (dis)fluency (including verbal, vocal, and visual-
gestural dimensions), but it does not take into account the interactional level, which
will be further accounted for in the qualitative analyses (cf section III). Once again,
this further motivates our choice to carry out qualitative analyses in tandem with

quantitative treatments.

I just think that (1.296) [/] I just think that (1.715) the life +//.

| IR &,
Sequence level COMPLEX SEQUENCE SIMPLE
UP+IR+UP SEQ.
5 3 ‘ R 5 | ‘

Visuo-gestural ; » i
level

*

»

Figure 26. Multi-level illustration of (dis)fluency (utterance level)

2.2.1. Fluenceme level

As explained in the previous chapter (Chap 1, section I. 1.3; and section IV.4.3), the
present empirical and corpus-based study of inter-(dis)fluency is based on earlier work
in disfluency research, psycholinguistics, SLA, and corpus-based linguistics. Our
fluenceme classification is adapted from the ones used by number of experts in the
field, such as Shriberg (1994), Crible et al. (2019), Lickley (2015), Candea (2000),
Ginzburg et al. (2014), Eklund (2004), Pallaud et al. (2019), G6tz (2003), Meteer et al.
(1995) among others. However, unlike most previous work on disfluency phenomena,
we did not make any a priori judgement on the potential “disfluent” functions of

fluencemes to annotate them (i.e. distinguish between “significant” and “non-
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significant” repetitions, c¢f Maclay & Osgood, 1959), and we mostly used acoustic (i.e.
duration) and morpho-syntactic criteria for their identification. Therefore, their
annotation was initially made on formal grounds, i.e., by relying exclusively on their
form, from a production perspective. This is the first step of our analysis (fluenceme
level). In line with Guaitella (1993) who spoke of “vocal hesitations”, and Pallaud et al.
(2019) who studied “morpho-syntactic markers”, we distinguished between vocal
fluencemes, which have perceptible vocal and acoustic features (e.g. decreasing of
pitch, diminution of glottal pressure, lengthening of a vowel), and morpho-syntactic
fluencemes, which mark a break or an interruption in the syntagmatic channel. This
distinction was preferred over “covert” and “overt” (Levelt, 1989), or “forward-
looking” versus “backward-looking” (e.g. Ginzburg et al., 2014) since repetitions are
typically included in the covert/forward-looking category (along with pauses,
lengthening, and the like), while we believe that a repetition and a pause are
conceptually and formally different, and should not belong to the same category. In
addition, we also annotated non-lexical vocalizations, also known as non-lexical
sounds, or liminal signs, (e.g. tongue clicks, inbreath, laughter, creaky voice, sigh) in
line with Ginzburg et al., (2004), Wright (2011), Ogden (2018), Ward (2006), and
Dingemanse (2020)%. These markers, which have not typically been categorized as
“disfluency” markers in the disfluency literature, were annotated whenever they
appeared within a fluenceme sequences, in the exception of inbreaths and tongue
clicks, which were also annotated outside sequences. For this reason, non-lexical
sounds were included in the peripheral marker category (in line with Crible, 2018),
which refers to markers that very often occur within the vicinity of fluencemes. In this
category are also included explicit editing terms (Shriberg, 1994). A total of g different
fluencemes were identified, which are all listed below. They are marked in bold in the
examples provided within the list, and their transcription follow the CHAT convention

format described in section I.1.5.

94 Filled pauses are also typically included in the category of non-lexical sounds, but since they are also
widely known as vocal hesitations, we preferred to include them in the vocal fluenceme category. Non-
lexical sounds are, to a larger extent, vocal markers too; but they are not generally recognized as typical
“disfluency” markers, and we wanted to remain consistent with previous classifications in disfluency
research.

95 We chose to annotate them only within fluenceme sequences as they are very frequent in speech and
their analysis would require a different type of investigation. We made an exception with clicks and
inbreaths because they co-occur very frequently together, so we conducted a study that targeted these
markers specifically (Kosmala, 2020b).
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VOCAL MARKERS (VOC) (Guaitella, 1993)

The duration of each vocal marker was annotated in milliseconds with the software

ELAN (cf section 2.3). In addition, filled pauses were distinguished on the basis of their

form, whether they were realized with a central vowel (“uh”/”euh”) or with a nasal

consonant (“um”/”eum”)%.

1.

Filled pause (FP) (Clark & Fox Tree, 2002; Candea et al., 2005; Rose, 1998;
Vasilescu & Adda-Decker, 2007) also known as “autonomous fillers”, they are
defined as “the insertion at any moment within spontaneous speech of a long and
stable vocalic segment, defined as a type of filler” (Candea et al., 2005, p. 10). They
have also been called filled pauses in contrast to silent pauses (Goldman-Eisler,
1968; Maclay & Osgood, 1959). They usually consist of a centralized schwa vowel
[2] and a nasal variant [om] in English (Clark & Fox Tree, 2002). In French, they
mainly consist of a central vowel [¢] (Duez, 2001a), but the nasal variant can also
be realized [em]. Back-channeling, such as “uh-uh” or “mhm?” is not included in
this category. The term filled pause is adopted in this thesis, to avoid ambiguity
with the term filler that can also refer to filler syllables in language acquisition (cf

Peters, 2001).

like when I was a teenager my life was very um (1.429) +//.

(SITAF Corpus, speaker A18)

les réseaux sociaux c’est euh tout ce qui est euh facebook.

(SITAF Corpus, speaker Fo7)

je le regarde toujours eum.

(DisReg Corpus, speaker E1)

Prolongations (PR): also known as lengthening, or drawl (Betz & Wagner,
2016; Clark, 2006; Eklund, 2001; Lickley, 2001; Merlo & Barbosa, 2010; Rohr,
2016; Fox Tree & Clark, 1997). Instances of syllable or word prolongations,
resulting in above-average syllable and word duration (Betz & Wagner, 2016, p. 1).
Disfluent lengthening is often distinguished from phrase-final lengthening which

is used as a cue for perceiving phrase boundaries (Betz & Wagner, 2016), while

96 Tt should be noted that no phonological distinction was made between English-sounding uh/um and
French-sounding euh/eum, even though some speakers transferred their own pronunciation of (e)uh/m
in their second language. The goal here was simply to distinguish between the two variants, but not to
elaborate on pronunciational features. The distinction between uh and euh is only used for transcription
clarity and coherence (i.e. one is more specific to English and the other one to French).
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disfluent lengthening is said to be used with no prosodic intention (Merlo &
Mansur, 2004). These types of lengthening can also modify the pronunciation of
certain items, such as “the” pronounced with a non-reduced vowel [i] (Fox Tree &
Clark, 1997). In line with Rohr (2016), and Eklund (2001) we adopt the term
prolongation in the present thesis. No minimum duration threshold was adopted
for our identification of prolongations, and they were identified entirely based on
our own auditory judgment, without making an a priori distinction between

“disfluent” and “phrase-final”97.

et donc t’as tout ca:a t’a:as apreés [/] t’as des intrigues plus

larges.
(DisReg Corpus, speaker F1)
becaus:se if they (a)re going towards the teacher:rs which I am

assuming is what they mean.

(SITAF Corpus, speaker Ao2)

o:on [/] on dirait neuf peut-é&tre.

(SITAF Corpus, speaker A07)

3. Unfilled pauses (UP), also known as silences or silent pauses (Campione &
Véronis, 2002; Cenoz, 1998; De Jong, 2016b; Duez, 1982; Eklund, 2004; Maclay &
Osgood, 1959; Nicholson, 2007)98, they are defined as “silent periods between
vocalizations” (Cenoz, 1998). “Hesitation” pauses are often distinguished from
“articulatory” pauses (Goldman-Eisler, 1968) e.g. physiological micro-pauses
occurring before plosives (De Jong & Bosker, 2013). Researchers have opted for
different minimum duration thresholds to exclude articulatory pauses from their
analyses, ranging from 180 ms (Duez, 1982), 200 ms (Candea, 2000; Kormos &

Denes, Candea) to 400 ms (Derwing et al., 2009; Tavakoli, 2011). Others, on the

97 We are aware that our method for identifying prolongations (i.e. purely based on perception) is
limited to a certain extent, as it can be very difficult to tell exactly when a segment is prolonged (see
Eklund, 2001). However, this subjective identification can still be effective as Rohr (2016) argued: the
human ear is in fact said to be quite efficient at making predictions based on a speech performance
(read Rohr, 2016, p. 72 for more details).

98 This category is particularly difficult to define, because there are many issues concerning the detection
and classification of silences, see Betz (2020, p. 15) for review. Pauses can also serve many different
functions, such as marking a syntactic boundary, or gaining time during planning etc. (cf Cenoz, 1998;
Nicholson, 2007). It is thus very difficult to tell whether pauses reflect “disfluency” or not (Eklund,
2004). For this reason, we preferred to label all of them “unfilled/silent pauses” without making any a
priori judgment on the basis of their duration or function. We still wanted to use a minimum duration
threshold, in line with L2 fluency research.
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other hand, such as Campione & Véronis (2002) chose not to use a threshold at all.
In this thesis, we adopt Kaghn’s (2014) and De Jong & Bosker’s (2013) minimum
threshold of 250 ms, which is a popular choice in L2 fluency studies, and is
considered an optimal cut-off point for L2 research (see De Jong & Bosker, 2013).
This threshold avoids missing too many pauses and losing potentially key

information.

I thought I just had that at the (0.750) [/] the French speaker.
(SITAF Corpus, speaker F13)

mais c’est juste euh (0.950) tu as dit tu as tort.

(SITAF Corpus, speaker A02)

(1.356) ouais moi aussi j’adore ce genre de jeu.

(DisReg Corpus, speaker A1)

MORPHO-SYNTACTIC MARKERS (MS) (Pallaud et al., 2019)

4. Self-repairs, (SR), also known as self-corrections, or substitutions (Eklund,
2004; Fox et al., 2013; W. J. Levelt, 1983, 1989) self-repairs refer to corrections
(when a string of words is replaced by another) made by the speaker and not the
interlocutor. They consist of three parts, (1) the original utterance which contains
the item to be repaired; (2) the moment of interruption, and (3) the repair, defined
as “the correct version of what was wrong before” (Levelt, 1989, p. 44). Self-repairs
are further distinguished between several subcategories, based on Levelt (1983):
(a) syntactic repairs (change in the syntax) (b) morphological repairs (change of
morpheme), and (c) lexical repairs (change of lexical term). Repaired elements
further include (d) additions (added lexical elements or phrases i.e,. Shriberg,

1994; Crible et al., 2019; Eklund, 2004).

[!] so to me [//] for me it’s free. (a)

(SITAF Corpus, speaker F13)

You’re not completely (0.689) unha [//] unhappy. (b)
(SITAF Corpus, speaker Fo7)

(1)1 y avait des choses euh [//] des trucs vibrants. (c)

(DisReg Corpus, speaker F2)
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(en) fin il eum [//] je trouve qu’il apprécie plus le pays. (d)
(SITAF Corpus, speaker Fo3)

5. Self-interruptions (SI) also known as false-starts, self-breaks, or deletions
(Maclay & Osgood, 1959; Pallaud et al., 2013, 2019; Shriberg, 1996), they refer to
syntactically or semantically incomplete utterances. This applies to cases when a
speaker interrupts their own utterance mid-way, and formulates a new one that
shares no syntactic nor semantic link with the previous one. In this thesis, we adopt

the term self-interruption.

Al3: and good professors are not necessarily:y +//.

Al3: if you pay more you don’t necessarily get better professors.

(SITAF Corpus)

FO07: c’est [//] ca parait euh [//] c’est pas euh +//.

FO7 : on se sent éloigné en fait.

(SITAF Corpus)

D1 : et eum (0.437) (i)l y a un moment (en)fin en fait c’est +//.

DI : 1 1 [//] 1ils suivent une famille.

(DisReg Corpus)

6. Truncated words, (TR) (Eklund, 2004; Crible, 2017; Shriberg, 1994)
Truncation or cut-off of a word before completing its articulation, defined as
“linguistic items that are not fully executed/finished, whether or not they are
finished later” (Eklund, 2004, p. 164). These items very often co-occur with

morphological repairs.
ou (en)fi:in oui mais j’ail pas regardé.
(DisReg Corpus, speaker A2)

you [/] you (a)re growing hu [//] you’ (a)re growing up.

(SITAF Corpus, speaker Fo7)

oui c’est [/] c’est pas im [//] important.

(SITAF Corpus, speaker A17)

7. Identical Repetitions (IR) (Candea, 2000; Clark & Wasow, 1998; Crible et al.,
2019; Foster et al., 2000; Lickley, 2015; Maclay & Osgood, 1959; Shriberg, 1995).
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Identical repetitions of a word, a phrase or a clause that was previously uttered in
the speech channel. “Disfluent” repetitions (Shriberg, 1995) are often considered
“non-significant”, as they have no emphatic stress. In fact, Dumont (2018, p. 47)
noted the distinction between language-based repetitions and speech-related
repetitions, following Candea (2000). Language-based repetitions, such as oratory
repetitions, are often excluded from disfluency analysis because they are
commonly used for rhetorical purposes (e.g. marking emphasis) and are thus said
to be produced voluntarily by speakers. Just like unfilled pauses, filled pauses, and
prolongations, we did not make an a priori judgement on their function, and thus
annotated all instances of identical repetitions in the data. Such repetitions can be
made more than two times, but they were still annotated as a single repetition of

the same item.

les [/] les choses un peu:u (0.508) [/] un peu tabou.
(SITAF Corpus, speaker F13)

I [/] I can’t say ok let’s see tomorrow.

(SITAF Corpus, speaker Fo9)

bah [/] bah [/] bah voila y’avait ca.

(DisReg Corpus, speaker A2)

PERIPHERAL MARKERS (Crible, 2018)

8. Explicit Editing Terms (EDT) (Crible, 2017; Eklund, 2004; Meteer et al., 1995;
Shriberg, 1994); words and expressions used by speakers to “compose, and edit
and prompt themselves for their verbal behavior” (Shames & Sherrick, 1963, p. 8);
this includes words such as “oops”, “sorry”, “wrong”, but also any lexical expression
“by which the speaker signals some production trouble” (Crible, 2017, p. 108) such

as “I don’t know”, or “what’s the word”.

a un moment elle hhh. (en)fin mm comment dire euh [/] un moment

elle lui demande de prendre son traitement.

(DisReg Corpus, speaker D2)

but I think um (1.460) how do I say it yes it’s the same person.
(SITAF Corpus, speaker A03)

euh (1.658) moi j(e) dirai:i je sais pas un ou:u +/.

(SITAF Corpus, speaker A09)
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9. Non-lexical sounds (NL) also known as vocalizations, sound objects, or liminal
signs (Dingemanse, 2020; Hoey, 2020; Keevallik & Ogden, 2020; Ogden, 2018;
Ward, 2006; Wright, 2011). Sounds that have typically been consigned to “the
margins of language” (Dingemanse, 2020, p. 191), but which can nonetheless
display interactional work. They are described as non-lexical vocalizations%9, but
some of their meaning is conveyed by prosody (e.g. a sigh is typically associated
with relief or tiredness). Their category includes respiratory conduct, such as

inbreaths, sighs, and laughter, as well as vocalizations (mm, and tongue clicks).

[!'] so does more money mean a better education?

(SITAF Corpus, speaker A13)

um (4.240) ((sighs)) maybe?
(SITAF Corpus, speaker Ao2)

hhh. et il se rend compte que:e Louison et Angélique euh lui

cachent des choses.

(DisReg Corpus, speaker C1)

2.2.2. Sequence level

We shall now turn to the sequence level of (dis)fluency analysis. As the examples have
shown above, fluencemes very often appear in combination, so they are better
understood in terms of sequences, or units, constituting simple or complex
constructions (Crible et al., 2019; Shriberg, 1994). For instance, truncated words tend
to gravitate around morphological repairs, and filled pauses very often cluster with
unfilled pauses (Benus et al., 2006; Betz & Kosmala, 2019; Candea, 2000; De Leeuw,
2007; Grosjean & Deschamps, 1972). Once the first level of analysis is completed (i.e.
identification of individual fluencemes), our goal is to study their pattern of co-
occurrence more closely. This second level of analysis can shed light on their
potentially fluent or disfluent contribution at the utterance level, in line with studies
in SLA, in psycholinguistics, computational linguistics, and corpus-based linguistics.

The description of our annotation scheme is provided in Table 910° below.

99 However, the prefix “non” has been criticized by Dingemanse (2020) who suggested the term “liminal
sign” instead.

oo “Entry” refers to the different values added in the controlled vocabulary in ELAN and Excel (cf
section 2.3.2.). Examples of the annotated items are marked in bold.
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Table 9. Annotation scheme (sequence level)

Tag Tier definition/description Entry Example
Type of sequence, whether it is "simople" euh la légitimité de leur technique et de
made of a single fluenceme (simple) P leur style (A1, DisReg)
Type or a cluster (complex). Complex

sequences only apply to "complex" donne je te le l.is et puis apr(‘?s si tu veux le:e
immediately adjacent fluencemes. (0.580) [/] si tu veux le lire. (F13, SITAF)

and you're always you know um (0.689)

um (1.290) being careful
List of all the fluencemes found "FP" "UP+NL" ("FP+UP+FP+UP") (Fo7, SITAF)

nce li S
Sequence list within the sequence.

FP+MR+UP+TR" etc. things like that it is [//] I still have time

("SR") (Fo7, SITAF)

Number of markers combined

Sequence lenght within a complex sequence.

Iwas um (1.201) [!] [/] I was walking
with a friend ("4") (A18, SITAF)

"on

"o 3

o nn

4" "5" "6" etc.

on est pas &ob [//] obligé de:e (1.099)
['1[//]1 pas vraiment de:e (1.138) [/] de
défendre ("10") (A13, SITAF)

Pattern of co-occurrence between
the different kinds of fluencemes

"VOC+VOC" (two or more (0.659) um (0.758) well I've only not been
vocal markers) a teenager for one year (A18, SITAF)

"MS+MS" (two or more
morpho-syntactic
markers)
"NL+NL" (two or more
non-lexical sounds)
"VOC+MS" (one or more
vocal marker and a
morpho-syntactic
marker)

et ouais le &prle [/]1e [//] celui qui a
gagné (A2, DisReg)

donc [!] hhh. en tant que suivante (C2,
DisReg)

that's like (2.082) [/] like seven
thousands dollars right there (A13, SITAF)

sequenc? (in no specific order). Includes the ~ "MS+NL"( one or more
configuration combination of two, or three morpho-syntactic hhh. &no &n [//] not large but significant
different kinds, or of the same one. markers and non-lexical (F10, SITAF)
sounds)
VOC+NL (one or more
vocal markers with en effet eum [!] le premier mot du poéme
morpho-syntactic était une aphostrophe (A1, DisReg)
markers)
VOC+MS+NL (one or  au début je trouvais ¢a un peu:u ((sighs))
more of the three kinds) [/] un peu gros (F2, DisReg)
MIX (?ny other . (0.742) [!] euh qu'est ce que je voulais
configuration; contains . - . .
dire hhh. oui donc l'anecdote (D1, DisReg)
an EDT)
"initial" (near the
beginning of the euh mais tu les vois pas (A7, SITAF)
utterance)
"medial" (in the middle of and one day (0.420) maybe if they're not
the utterance) (0.850) killed there (Fo3, SITAF)
Sequence Position of the fluenceme sequence ﬁnatlhé?li?;rz}fcz?d of mais c'est un peu:u euh +//. (A09, SITAF)
position within the utterance.

"standalone" (constitutes

an utterance on its own) o:or +//. (A02, SITAF)

"interrupted" by other

.. . en faisant le mort tu sais euh +/. (C1
participant, so their ¢ /- (€,

Level of communicativeness of the
Communication fluenceme sequences, whether they

management are used to manage the production
(Allwood et al. of a speaker's own production (Own
1990) communication management) or to

manage the interaction (ICM)

re . DisR
position is unclear) isReg)
"OCM"
oc .(ow.n (0.573) [/] o:0n on savoure toute la
communication Lo .
sonorité du nom Ronsard (A1, DisReg)
management)

"ICM" (int ti N
¢ (in cractive C1: tu trouves? C2: ba:ah elle est trés
communication ® .

maternelle avec lui. (C2, DisReg)
management)
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This table contains the name tag of the categories, the different entries, their
description, and an example from the data. The present model is largely adapted from
Crible et al., (2019), but also borrows from Allwood et al. (1990)’s categories. The table
contains 6 different categories.

The first one (Type) gives information about the type of sequence (isolated
versus combined), and the second (Seq. List) gives information about which individual
fluenceme is found within a sequence; it provides a list (in the order in which they
appeared) to get a precise idea of their combination pattern. As Crible (2018)101
pointed out, this level of analysis can be further abstracted into smaller schematic
entities, which enables us to set a finite number of configurations. This notion of
schema echoes assumptions of Cognitive Grammar (Langacker, 1987) whereby a
specific unit can be instantiated into a more abstract schema. In our case, a unit
composed of different fluencemes (e.g. FP+UP+TR+MR) can be abstracted into a
recurring structure (e.g. VOC+MS). Because a considerable number of different
combinations are possible (depending on their order, the fluenceme used, the number
of markers within the same sequence etc.), it was necessary to first distinguish between
the length of a sequence and its pattern, but also to narrow the number of sequence
configurations to only 8 possible configurations. The latter were determined by
grouping formally and conceptually similar types of markers (vocal markers, morpho-
syntactic markers, and non-lexical markers!c2), in order to get a clearer idea of the
most frequent and recurrent patternsos.

In addition, the position of the sequences was annotated (similar to Shriberg,
1994) based on their location in the utterance (but without using syntactic criteria).
For the annotation of the final position (which can easily be confused with initial
position, depending on the choice of utterance delimitation), two criteria were used.
The first one relied on the identification of self-interruptions. As we have seen earlier
(cf section 2.2.1) self-interruptions mark the end of an utterance, so they

systematically occur in final position. Therefore, any fluenceme sequence that

101 Read Crible (2017, pp 34-35) for more information.

102 Explicit editing phrases are not included in this list because they are very rare, which is why they
belong to the MIX entry. We also did not want to mix EDTs with NLs, despite being in the same
“peripheral marker” category in the previous section. Non-lexical sounds were distinguished from vocal
markers (even though they both rely on vocal features), for reasons already described above, mainly
that they behave quite differently in discourse.

103 This type of analysis was inspired by the work of Crible (2017, p. 119) who identified a limited number
of possible configurations by focusing on discourse markers and their neighboring fluencemes,
following a hierarchical system.
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contained a self-interruption was considered final. In addition, fluenceme sequences
that occurred at a transition relevant place were coded as final, and this second
criterion was used in order to disambiguate between final versus initial position when

no self-interruption was present. This is exemplified in the example below.

1 *D1: (0.452) quand j’étais allée a sa soirée du quatorze juille:et euh.
((smiles, looks at D2))
2 *D2 : ah mais oui c’était toi mais oui:i.

* Kk kKK KKk

((points towards D1))
((smiles, looks at D1))

3*D1 : ouails ouais.

In this example, taken from the DisReg Corpus, D1 is talking about a famous party that
she went to, and that D2 had already heard about in the past. In line 1, she is referring
to that particular party using the noun phrase “sa soirée du quatorze juillet”, and
lengthens the final syllable of the final word, followed by a filled pause. The position
in which the fluenceme sequence occurs can be considered a transition relevant place,
in the sense that speaker change is made relevant in this specific sequential context,
as D1 is expecting her partner to take the floor and assess her previous utterance
(which she does in line 2). In this case, the fluenceme sequence was thus considered
to occur in final position, and projected the completion of the ongoing utterance.
Another related issue concerns the annotation of isolated unfilled pauses. In
CA, periods of silence are usually split into different categories, mainly pauses, gaps,
and lapses (Sacks et al., 1974). Pauses refer to intra-speaker silences, which occur
inside a speaker’s turn; gaps on the other hand, refer to silences that occur between
turns and after a possible completion point; lastly, lapses designate very long periods
of silence during which participants stop talking. The distinction between pauses and
gaps is made on the basis of speaker selection (Bowers et al., 1996): when a speaker
has selected a next-to-speak, the following silence (hence “pause”) is attributable to
the following speaker, as it marks the delay of their subsequent action (which can
potentially project a dispreferred answer). However, in cases when the previous
speaker has not designated a next-to-speak, the silence is not attributable to anyone,
and is hence considered a “gap”, as it is not uniquely “owned”. These assumptions pose

a number of issues for the present study of (dis)fluency. First, in order to study the
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overall rate of fluencemes across speakers from a production perspective, one needs
to know which pause is “owned” by which speaker, in order to observe potential
differences in intra-speaker variability. Second, if we decide to leave out all these non-
attributable silences from our quantitative analyses, we would potentially lose a lot of
information. For this reason, we did not distinguish between these different types of
silences (cf section 2.2.1), except for lapses (i.e. long periods of silence when speakers
were both looking at the piece of paper after finishing a speaking task,) which were
excluded from the quantitative analysis. In line with Edlund et al., (2009), we
annotated “mutual silences” (silences between turns) as follows: the “instigator” of the
silent pause is the speaker who last spoke before the silence occurred, or who last spoke
alone in case of a simultaneous end of speech; and therefore the “owner” of the silent
pause is the one who breaks the silence. The silent pause owned by a next speaker
(after the previous speaker ended their turn) thus occurs in initial position. On the
other hand, the silence which occurs at a transition relevant place (and thus initiated
and owned by a prior speaker to designate a next speaker) occurs in final position. This

is illustrated in the examples below:

Example (A) Pair D, DisReg Corpus

1 *D1 : elle avait une jolie robe a fleur.
2 *D2 : (0.573) a sa soirée ?
3 *D1 : (0.409) a sa soirée ouil.

Example (B) Pair 11, SITAF Corpus

1 *All : quand tu as des responsabilité:és faire des choses.
2 *F11 : oui.
3 *All : quand tu veux c’est (0.930) +...

((gazes at F11))
4 *F11 : c’est bien dans le sens ou t’as pas de responsabilités.

5 *All : oui.

In example (A), the silent pause in line 2 would typically be labeled a “gap” in CA, as it
does not occur at a transition relevant place (unlike in example B in line 3 when the
speaker is trailing off, which leads to speaker change). However, if we follow Edlund
et al’s (2009) method, we consider that this pause was instigated by D1, who spoke

first, and then “owned” by D2, who broke the silence and took her turn. This pause
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thus occurred in initial position (within D2’s utterance). In Example B, on the other
hand, the pause occurred in final position (within A11’s utterance), at a transition
relevant place. These criteria were used systematically to disambiguate the position of
silences, thus relying on both conversation-analytic and speech production-based
methods.

Lastly, the final category (communication management) lies at the frontier
between quantitative production-based methods and qualitative conversation-
analytic analyses. We first looked at speech processes related to verbal planning,
lexical search, repairs etc., to identify cases in which speakers worked on their own
production (OCM) while producing fluencemes. In addition, we relied on
conversation-analytic methods (cf section III) to find whether fluencemes were more
other-oriented and pertained to the development of the interactional exchange (ICM),
by looking at cases of adjacency pairs, intersubjectivity, stance taking, progressivity,
preference structure, and the like. This category certainly reflects our mixed-method
approach, as well as our integrated theoretical framework, and illustrates the
functionally and interactionally ambivalence of fluencemes. More examples are

provided in section III.

2.2.3. Visuo-gestural level

In the previous section, we focused on the speech level of (dis)fluency, which only
provided a partial picture of these phenomena. We shall now move to their visuo-
gestural dimension, which further gives an account of their multimodal deployment in
discourse. As specified throughout this thesis, the general aim of the present research
is to explore the functional and interactional ambivalence of fluencemes, and this can
be further achieved by looking at their gestural behavior and the presence of visible
bodily conduct in discourse. While strictly verbal or vocal fluencemes essentially lack
semantic and propositional content (unlike other parts of speech such as discourse
markers), their accompanying bodily behavior can call attention to their potential
meaning and function. For instance, we have seen that a silent pause, which, in
essence, is “unfilled”, and thus devoid of any lexical meaning a priori, can still convey
a great deal of information (such as the projection of a piece of information in
discourse) if we pay close attention to its co-occurring gestural behavior (cf Fig. 21,

section 1,1.5.1). Inter-(dis)fluency is thus better understood in terms of multimodal

160



Chapter 2. Corpus and Method

constructions, which resort to a multiplicity of vocal, verbal, and visual-gestural
actions in order to (co)-construct meaning in discourse. For this reason, we decided to
target a functional classification of gestures for our quantitative annotation, as to
uncover their potential functions. In addition, we also sought to compare gesture
productions in “disfluent”04 versus “fluent” stretches of speech, to examine the
relationship between gesture production and speech production, in line with Graziano
& Gullberg (2018). Even though functional gesture classifications can be relatively
subjective, and miss out on other central aspects of gesture production such as shape,
configuration, direction, and movement, they rely on a limited number of well-defined
categories, which can in turn be used efficiently for quantitative treatments.
Additionally, it was essential to choose a consistent gesture classification that did not
conflate formal and functional categories (cf Chapter 1, section 3.3.3.) as to provide a
reliable overview of gesture distribution across the data. In sum, the goal of this grd
level of analysis (above the identification of fluencemes and their sequence) is twofold:
(1) to get a general idea of the types of gestures that typically co-occur or do not co-
occur with fluencemes through quantitative analyses, and (2) to examine more closely
the multimodal deployment of embodied fluencemes in discourse, by looking more
specifically at the formal features of co-occuring gestures and their ecology within the
environment, in qualitative analyses (see Chapter 5). Once more, the present study
stresses the importance of combining qualitative and quantitative methods which
continuously complement one another, in order to shed light on different but

complementary aspects of our investigation.

Other relevant points to consider when studying the overall visuo-gestural
manifestation of fluencemes is the analysis of gesture phases (Kendon, 2004,
Seyfeddinipur, 2006; cf Chapter 1 section 3.3.4), as well as the interplay of (dis)fluency
and gaze direction (e.g., Jehoul, 2019), so these aspects were also included in our
annotations. In summary, our quantitative annotation model of (dis)fluency targeted
three specific aspects at the visuo-gestural level, mainly (1) gesture phrase, (2) gesture
functional type, and (3) gaze direction. Other instances of bodily behavior, such as

facial expressions, body movement, body orientation, and the like, were examined in

104 We are not exactly pleased with the terms “disfluent” versus “fluent stretch of speech” offered by
Graziano & Gullberg (2018), but it is one way to refer to the comparison of gestures that typically co-
occur with fluencemes with the gestures that do not.
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our qualitative analyses, through collection studies (cf section III.3.1.). It should be
noted that only (2) and (3) were annotated in all the data (i.e. during fluencemes and
outside fluencemes), while information contained in (1) was only annotated during

fluenceme sequences. This is further explained in Table 10.

1. Gesture phase:

This annotation is based on the analysis of phases of gestural movement within gesture
units (cf Kendon, 2004), and adopts similar categories used by Seyfeddinipur (2006)
and Graziano & Gullberg (2018), which are listed below05,

Rest position Preparation phase Stroke Hold Retraction

Figure 27 further illustrates an example of gesture retraction during a fluenceme (FP),

taken from Kosmala et al., (2019).

PP

my house his house

STROKE RETRACTION STROKE

Figure 27. Example of gesture retraction (Kosmala et al., 2019)

15% of the data was annotated by a second annotator to measure inter-coder reliability

on the recognition of gesture phrases, and received a Kappa score of 0.84.

2. Gesture type:

This tier was initially added to the fluenceme sequence category, to annotate the types
of gestures that accompanied fluencemes, but it was later added outside this category

to annotate all gestures in the video recordings. We first distinguished between two

105 Read Chapter 1, section 3.3.4. for more details.

162



Chapter 2. Corpus and Method

general classes of gestures, mainly (a) referential gestures and (b) pragmatic gestures
(in line with Kendon, 2004). Referential gestures comprise two subtypes:
representational, and deictic-anaphoric gestures. Pragmatic gestures fall into 3
subcategories: (1) parsing/discursive, (2) interactive/performative, and (3) thinking
gestures. Our classification system is largely adapted from Kendon (2004), Cienki
(2004), Miiller (1998), Streeck (2008), and Bavelas et al., (1992), and is summarized

in the figure below.

I/ Gestures related to the content of discourse, to the world that
is being talked about during the interaction

Referential gestures
(Kendon 2004)

Representational gestures Deictic-anaphoric gestures
(Kendon 2004; Miiller 1998) (Gullberg, 1995)
Gestures that draw on the capacity of the Gestures used to point at objects (present
human hand (molding, acting, or absent from the interaction); also used
representing etc.) to depict concrete or to place events and objects in the
abstract objects, ideas, properties etc. gestural space

II/ Gestures that relate to the interaction itself, to what is
happening in the conversation, but not to its content

Pragmatic gestures
(Kendon 1995, 2004, 2017; Streeck, 2008)
Parsing/ disculjsive' Interactive/ Perf:ormative Thinking gesture
(Kendon 2004; Cienki, (Kendon 2004; Miiller 1998; (Gullberg, 2017)
2004) Bavelas et al. 1992)
Articulate process of speaking;  Indicate a stance (e.g. uncertainty) Meta-communicative
mark distinct different a speech act or an interactional function, embodies ongoing
components of discourse move. word search activity
e.g. beat gestures, palm-up; e.g. shrug, palm-up, finger e.g. cyclic gesture; beat
finger-counting bunch gesture

Figure 28. Gesture classification
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Referential gestures refer to gestures that convey meaning
related to the referential content of discourse. Representational
and deictic-anaphoric gestures are similar conceptually, in the
sense that they both relate to the content of discourse, but they
behave differently, and perform slightly different functions, as
representational gestures rely on depictive methods that
draw on practical abilities of the human hand (cf Miiller, 1998,
Streeck, 2008) to depict an object or event, real or imagined,
abstract, or concrete; while deictic-anaphoric gestures
make use of space to point (with finger, hand, palm, head, or
foot etc.) to a location, person, or event, to draw potential
relationships between referents, or to place events and objects

of imaginary discourse in the gestural space.

Pragmatic gestures, on the other hand, do not pertain to
the propositional content of discourse, but rather enact
pragmatic actions. Interactive/performative

gestures have expressive features (e.g. quotation marks,

finger bunch, grapollo, etc., Kendon, 2004), and enact
interactional moves, or actions (dismissing, turning
down, requesting etc.). This subcategory can be
distinguished from other gestures with regard to the
orientation and direction of the hand — if it is oriented
towards the interlocutor, then it is considered interactive
(as opposed to when it is oriented to the left or right) as
it is directly addressed to the interlocutor (see Bavelas et

al., 1992). These kinds of gestures convey information

about “the process of conversing with another person”
(Bavelas et al., 1992: 473). Gestures associated with these functions are included in
Kendon’s (2017) categories of interactional regulators, performative, and

operational (cf Chapter 1, section. 3.3.3).
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Parsing/discursive gestures are
used to mark discourse segments,
present an idea or an argument, or
emphasize parts of discourse; they thus
serve typical discursive functions in
discourse such as emphasis, structuring,
linking, and the like (Cienki, 2004). They
are not directly oriented towards the
interlocutor, but they can still be used to

facilitate comprehension or capture the

interlocutor’s attention (cf comprehension-oriented gestures, Stam & Tellier, 2017).

Lastly, thinking gestures, also known as word searching gestures (Stam & Tellier,

2017) or “Butterwortho¢” (Tellier & Stam, 2012), enact a planning, thinking, or word

searching activity. This category is not traditionally labelled under the category of

pragmatic gestures, although it has been mentioned by a number of authors, such as

Ladewig (2014) in her paper on cyclic gestures, or Goodwin & Goodwin (1986) in their

paper on co-participation within a word searching activity. Gullberg (2011, p. 143)

labels them thinking gestures, and they
are described as metapragmatic gestures
produced during communicative
breakdowns as a comment on the silence.
These types of gestures are very often
accompanied with a salient thinking face,
and overt verbal manifestations of lexical
search (“oh what’s the word”). They can
also be manifested through finger snaps
(cf first picture above), which will be

further analyzed in Chapter 5.

While these gestures share recurrent structural, formational, and conventional

features (cf Miiller et al. 2013), some of which can help with the disambiguation of

106 This gesture was named after the author Brian Butterworth.
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different categories (e.g. a pointing gesture directed towards the interlocutor versus
towards the left or right; shrugs, finger bunch, and palm-up open hands gestures are
typically recognized as conventionalized pragmatic gestures), specific attention was
especially paid to the ecology of the gestures, and the context of use in which they
appeared (in line with Kendon, 2004, 2017). This type of identification is very context-
specific and thus relies on subjective judgements, so 15% of the whole data was
subjected to a second annotation by a different annotator, to measure inter-coder
reliability. The Kappa score obtained was k = 0.85 for the gesture types, and k = 0.78
for gesture subtypes. Our annotation protocol is further described below.

There were three dependent tiers: (1) gesture phrase, (2) gesture type, and (3)
gesture subtype. The slots were filled with different entries from the controlled
vocabularies in ELAN (cf section 2.3.2.), but they could be left empty (N/A); if for
example a gesture was not fully completed during a fluenceme, the 2nd and 34 tiers did

not need to be filled. An example from our coding is provided in the table below.

Table 10. Gesture coding (during fluencemes and outside fluencemes)

Gesture phrase Gesture type Gest. sub-type

If gesture stroke is not fully completed (only during fluencemes)

“rest position”
“preparation phase” “hold” N/A N/A

“retraction”

If gesture stroke is completed (during fluencemes and outside fluencemes)

“referential gesture” “representational”

“deictic-anaphoric”

“completed gesture” (default) “parsing/discursive”

“pragmatic gesture” “interactive/performative”

“thinking gesture”

3. Gaze direction

» o«

Each change of gaze direction was annotated as either “towards interlocutor”, “away”
(from the interlocutor), “towards paper” (i.e. the students’ notes, books, laptop; the
piece of paper with the instructions, etc.), “in different directions”, and a few times

“towards camera” (only in DisReg). This tier was initially only dependent upon the
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fluenceme seq. and gesture tier, but it was later annotated independently on the whole

data.

gazes towards
interlocutor |

gazes towards paper |

2.3. Tools

2.3.1. Statistical tests

Our annotation scheme includes both numerical variables (i.e. any value with a finite
or infinite interval, e.g. length, duration) and nominal variables (i.e. categorical
variables that can take only a limited number of values, e.g. “simple” and “complex”)
so different types of statistical tests were used to analyze our data. The tests, which are
summarized in the list below, were conducted with various online calculatorsto7.

- Weran log-likelihood tests to measure frequency differences across corpora
(e.g. rate of fluencemes per hundred words in L1 versus L2, or in class versus
conversation. The higher the log-likelihood value is, the higher the difference is
between two frequency scores. For instance, a value of 3.84 or higher is
significant at the level of p < 0.05, and a value of 6.6 or higher is significant at

p <0.01.

107 All the tests were performed using the following links: (last retrieved on August 26th 2021)

https://biostatgv.sentiweb.fr/?module=tests (t-test, Pearson, and Wilcoxon)

http://vassarstats.net/propdiff ind.html (z statistic)
http://ucrel.lancs.ac.uk/llwizard.html (log-likelihood)

https://www.graphpad.com/quickcalcs/kappai/ (kappa)

https://www.socscistatistics.com/tests/ (chi square)

https: //www.statskingdom.com/320ShapiroWilk.html (Shapiro-Wilk)
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In order to check whether the numerical variables were normally distributed, a
Shapiro-Wilk Test was first performed, obtaining a W value. A small W value
(i.e. below the accepted range 0.99-1.00) indicates that the sample is not
normally distributed. If the data is normally distributed, T-tests can be used to
compare means of numerical variables (e.g. duration, number of markers
within a sequence) to examine whether there are significant differences
between the two populations. The lower the p-valueis (p < 0.01), the more likely
the differences found between the two groups are representative of the whole
population and not due to individual differences. If the data is not normally
distributed, then a non-parametric test is used (the Wilcoxon Signed-
Ranks test), to evaluate the differences between the two treatments.

We also computed Z-scores to assess the significance of differences between
proportions (e.g. proportion of fluencemes in complex versus simple sequences,
proportion of gestures in “fluent” versus “disfluent” stretches of speech, etc.). Z
score values give information about the number of standard deviations above
the mean. A positive Z score indicates that the raw score is higher than the mean
average, and a negative score reveals that the raw score is below the mean
average. Z tests can also yield significance levels with p-values, and the smaller
the p-value is, the more unlikely the differences between proportions are the
result of random processes, so the latter can be considered significant. High or
low negative scores associated with small p-values thus typically indicate that
the differences found between proportions are unlikely due to chance.

We performed a chi-square test of independence to measure the association
between two categorical variables, whether the values of one variable relates in
some way to the values of others, e.g. whether gesture types relate to speech
type, or whether communication management is associated with sequence type.
A low value for chi-square means that there is a high correlation between the
two sets of data.

We ran Pearson’s correlation coefficient to measure the statistical
relationship between two numerical variables, mainly between language
proficiency score and (dis)fluency rate in SITAF, and mean length of utterance
and (dis)fluency rate in DisReg (Cf Chapters 3 and 4). The value r = 1 means
perfect positive correlation, and the value r = -1 means a perfect negative

correlation.
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- Lastly, we measured inter-rater and intra-rater reliability for the annotation of
some of our qualitative categories, i.e., gesture phrase, gesture type, and
gesture subtype with Cohen’s Kappa. Kappa scores are interpreted on a scale
from 0 to 1.00, in which values between 0 and 0.20 indicate non to slight
agreement, 0.21 to 0.40 indicate fair, 0.41 to 0.60, moderate, 0.60, 0.61 to 0.80
indicate substantial, and values between 0.81 and 1.00 show almost perfect

agreement (Landis & Koch, 1977).

2.3.2. CLAN, ELAN, and Excel

As specified earlier (cf section 1.5.3.) our video recordings were transcribed with the
software CLAN, then transferred and converted to ELAN (EUDICO Linguistic
Annotator) (Sloetjes & Wittenburg, 2008). ELAN is a multipurpose and multilayer
annotation tool which was developed at the Max Planck Institute for Psycholinguistics
to provide a technological basis for the annotation of multi-media recordings. ELAN
allowed us to work on annotations in multiple time-aligned tiers, which identified
specific segments, such as individual fluencemes. The order of the operations is

summarized in the pipeline below.

Transcription Annotation Statistical treatment

(CLAN) (ELAN) (EXCEL)

All the fluencemes were manually annotated directly on ELAN, and their value was
added on one tier (“marker”), using controlled vocabularies (cf Fig. 29 below). A
controlled vocabulary is defined as: “a user definable list of values that are likely to be
related in some way and that the user plans to apply to annotations on one or more
tiers” (Sloetjes & Wittenburg, 2008, p. 2). Controlled vocabularies are particularly
useful, because they avoid typing errors, and improve annotation consistency. A
second tier (“marker form”) was added to annotate the form of filled pauses (either
(e)uh or (e)um, see section 2.2.1), and of non-lexical sounds (tongue clicks, inbreath,
laughter, sigh, mm, and creaks). In addition, a different tier (“duration”) was aligned
with the vocal marker tier (prolongations, filled pauses, and unfilled pauses) to
annotate their duration in milliseconds. Then, 8 other tiers were added (type,

sequence, position, gaze-direction, gesture phrase, gesture type and gesture subtype)
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and corresponded to the exact time alignment of the individual fluencemes grouped
together, in order to analyze the fluenceme sequence level. Once again, a controlled

vocabulary was created for each tier (except for the sequence tier which generates a

considerable number of different values):

2«

- Type: “simple” “complex”

- Position: “initial” “medial” “final” “interrupted” “standalone”

2 < b 13

- Gaze direction: “away” “towards interlocutor” “towards paper”

- Gesture phrase: “rest position” “completed gesture” “hold” “retraction”
“preparation phase”

- Gesture type: “referential” “pragmatic”

- Gesture subtype: “representational” “deictic-anaphoric” “discursive”

”

“Interactiona

thinking gesture”

Grid  Text Subtitles Lexicon |

Recognizers  Metadata Controls

[ Start Time End Time Tier Initials Comment Thread

Add Comment

Filter... Log In...

00:01:42.971 Selection: 00:01:42.971 - 00:01:43.575 604

I 4 1 FC] ] D> (DR DF D] DM bs| s | Gl e Selection Mode Loop Mode )

=
3
=

19. gestsubtype-sy ' ' i pbaa i o s ik dany

18 00:01:39.500 00:01:40.000 00:01:40.500 00:01:41.000 00:01:41.500 00:01:42.000 00:01:42.500 00:01:43.000 00:01:43.500 00:01:44.000 00:01:4}
~, €-que:e (Il) y a (U.45b) /] Iin Ce:est episode Min |//] Ce:est es episoaes assez aUlONOMES Ies un des aulres quol.

s I
1 Marker.s2 Fwﬂq Unfilled pause IME.“_"H.M‘EL‘H }m&”m{
2 Marker-form-s2
)
5 complex | complex
3.Type-s2 |
247 456 327 307 415
4Duration-s2 I { | { } H { |
; |PR+UP+PR+PR+SR PR+SR
5.Sequence-s2
e
medial medial
6.PositionMac-s2 —_
3 towards interlocutor towards interlocutor
7.gaze-direction-s2
rest position wﬂglahd gu‘um
8 gesture-phase-s2
5 referential gesture
9. gesture-type-s2
10. gest-sublype-s1 L'M’“"‘L(
¢l

Figure 29. Annotation grid, ELAN window

The annotations were then exported to Excel, which resulted in an excel worksheet
where each row corresponded to a tier from ELAN. In addition, we added two columns
for metadata: “condition” (either “spontaneous” or “prepared” for DisReg, or “Tandem
EN” or “Tandem FR” for SITAF) and “language” (L1 or L2) for the SITAF Corpus. We
created two separate sheets, one with tiers exclusively from the fluenceme level of

analysis which includes “marker”, “marker form”, and “marker duration” (Fig. 30). In
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this sheet, an additional category, “marker type” was added directly on Excel, to
distinguish between the different types of markers (cf section 2.2.1). This category
includes three values, mainly “VOC”, “MS”, and “NL”.

The second sheet includes all tiers from the sequence level of analysis (type,
sequence, position, gaze direction, gesture type, gesture subtype), and we added 3
more categories which were directly annotated on Excel (cf Fig. 31): sequence
configuration, number of markers combined, and communication management.
These categories were added later, following the multiple changes that had been
adopted on our annotation grid (cf section 2.1.). In sum, these two different Excel
sheets, which were obtained through our annotations on ELAN, enabled us to treat
fluenceme rate and fluenceme sequence rate separately. It was necessary to do so, since
the two categories cannot be merged together; for example, a complex sequence is
counted as a single token, but it can be made of 4 different individual fluencemes,
which will count for 4 different tokens. These frequencies could thus not be mingled

within the same sheet as it would have led to faulty findings.

A B C D E F G
Marker Marker
Participar* Condition Utterance Marker Marker ty=~ )
v b E‘ v b form | ¥ | Duratiol ¥
si on connait rien &euh a 'Ecosse ou quoi c'est pas

A2 spontaneous q i Filled pause voc uh 120

2 grave ¢
+< parce-que si Beuh c'est lat ifi i

A2 spontaneous par uesmlun ,E“ ,c un peu piat quotiin mol Filled pause Voc um 105

3 les skries historiques &euh bof bof.
+< parce-que sinon &euh c'est un peu plat quoi fin moi ,

A2 ta Filled voc h 172

4 spanfanectis les sEries historiques &euh bof bof. ! Rause Y
e o Truncated
5 A2 spontaneous &ou fizin j'ai déja entendu mais j'ai pas regardé. d M5 206
wor
& A2 spontaneous &ou fizin j'ai déja entendu mais j'ai pas regardé. prolongation Voc 206
E A2 spontaneous et est-ce que:e +f/. prolongation Voc 105
7
Self-

A2 spontaneous et est-ce quee +//. ) ) MS
8 interruption
g A2 spontaneous (0.520) parce-que sizi +/. prolongation Voc 392

A2 spontaneous (0.520) parce-que sizi +/. Unfilled pause Voc 520

A2 - est-ce que c'est comme &euh Games of Thrones ou y'a Eilled voc h 305
spontaneous I lause u

a genre &euh (1.256) douze a rattraper? &=laughs. i

11

A2 - est-ce que c'est comme &euh Games of Thrones ou y'a Filled voc h 156
spontaneous i ause u

P genre &euh (1.256) douze a rattraper? &=laughs. 2

12

A2 - est-ce que c'est comme &euh Games of Thrones ou y'a Unfilled voc 1256
spontaneous nfi ause
a genre &euh (1.256) douze a rattraper? &=laughs. i

Figure 30. Excel sheet for the fluenceme level of analysis (from DisReg)
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A B C b} E F G H I L M P Q R
Sequence | Nb of markers Sequence Communication Gaze- Gesture- | Gesture Gest
Participant | Condition | Language Utterance Type o N 4 N Position . N
pattern combined oonl'gnmtnB manaqummE dmchoB phase type snMva
1 g g (-] =] [~ (= [~
I thought | just had that at the (0.750] i d: eturn-rest-
F13  |Tandemin| L2 CEAE OISO x| <up-r> 2 vocHMs medial ocm | omes | TETTES
12 the French speaker. interlocutor | position
F13 Tandem EN L2 complex FP+UP 2 VOC+VoC intial ocm awa rest position
33 but &um (..} to me:e (0.415) it's not i Y i
really a question of money .
24 F13 Tandem EN Lz complex PR+UP 2 Voc+voc medial ocm away rest position
35 F13 Tandem EN L2 simple PR 1 intial ocm away rest position
F13 Tandem EN L2 CH IR [U.Sﬂll.lag.reat or simple up 1 medial ocm away rest position
36 {0.475) &mm better university or
highschool ar {0.476) whatever but [¢] towards |preparation
t +| 4] i
37 F13 Tandem EN L2 just maybe . complex UP+NL 2 VOC+NL medial ocm I ohase
in diffe it leted ity
F13  |Tandemen| 12 complex | UP+UP4NL 4 VOCHNL medial e Rl PrEEMATE | teractive
% ICM directions gesture gesture
i il leted it
F13 | Tandem EN 1z e e e T 2 vocsoc intial ocm away | TP PR discursive
39 don't know (0.607) &um [c] on:ne gesture gesture
thousand dollars a year or | don't know leted itic | thinki
F13 | Tandem EN 1z complex | FP4BR 2 vocsoc medial ocm away | TP prégmatc | thinxing
40 why . gesture gesture | gesture
reparation
F13 Tandem EN Lz but &um if you pay that price . simple FP 1 intial ocm away prep
41 phase
leted il
F13 Tandem EN Lz simple FP 1 intial ocm away comg pregmetic discursive
42 gesture gesture
i i L leted il
F13 Tandem EN Lz rlnavhe CALIEUER 935}, simple up 1 medial ocm away comg pragmatc discursive
43 bring you all the {1.115) great teachers in gesture gesture
all the world or &uh (0.508) | don't know| ) completed | pragmatic | thinking
4 F13 Tandem EN Lz in all the country . simple up 1 medial ocm away gesture gesture gesture
toward leted i
F13 Tandem EN L2 complex FP+UP 2 VOC+vVoC medial . AEICE | e ki interactive
45 M interlocutor | gesture gesture

Figure 31. Excel sheet for the sequence level of analysis (from SITAF)

Lastly, the values contained in the excel sheets were then used to create Pivot Tables
to summarize the data obtained in a more extensive table, and which included
statistics such as sums, averages, and percentages. We also used CLAN to run two
specific commands directly on the software, mainly MLU (mean length of utterance),
and freq (number of words per participant); we used this information to calculate the
rate of fluencemes per hundred words, and to measure the relationship between MLU

and frequency rates (cf Chapters 3 and 4).

III. Methods for qualitative analyses

We shall now finish this chapter with the description of our methods for the qualitative
analyses. The latter were carried out on a selection of excerpts from all the data, which
were chosen to highlight several instances of the same phenomena, or similar
phenomena in different contexts, to provide an interactive multimodal frame of
analysis, in line with interactional and conversation-analytic methods cf Chapter 1,

section III.3.2).

3.1. Conversation-analytic methods

In line with CA, we paid specific attention to the following practices in relation to inter-
(dis)fluency behavior, which are typical of social interactions (cf Chapter 1, section

I11.3.2. and 3.3.3):
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- Turn-taking mechanisms; how fluencemes are organized within turns, if they
occur at a TRP, if they project upcoming talk, allocate or yield a turn, etc.

- Episodes of repair; when they are co-achieved, and not only self-initiated.

- Preference structure; if the fluenceme sequence prefaces or delays talk to
embody a disaffiliative or dispreferred action.

- Adjacency pairs; whether fluencemes occur during adjacent actions, ordered
as a first part and a second part (i.e. greeting sequence, question/answer, etc.),
or within insertion sequences (i.e. a sequence of turns that intervenes between
the first and second parts of an adjacency pair).

- Alignment; how fluencemes may be used to anticipate misunderstanding or
disagreement, or on the other hand to restore alignment and mutual
understanding.

- Participation Framework; the status of participants in the interaction (e.g.
speaker versus recipient), and the different interactional roles they may play,

whether they engage or disengage from the interaction.

An application of some of these methods is briefly illustrated in our short analysis of
the following “data fragment” (Ten Have, 2007, p. 126). Data fragments can be used
to exemplify a local phenomenon from a specific context, taken from an excerpt of the
recording. In this excerpt, taken from Pair D in DisReg, the two friends are talking
about a novel (Moby Dick) that one of them, Tina,°8 had presumably read for class.
While there are many fluencemes in this excerpt (11 in total), we will focus specifically

on the ones that appeared in lines 2 to 4.

Example Pair E (DisReg) Moby Dick
1 LEA : hhh. et euh ah ouil par rapport a l'anglais tu [/]

tu devais pas lire u:un livre euh Moby Dick?

— 2 TINA : (0.400) ouais [/] ouais bah Moby Dick euh +/.
((raised eyebrows))
3 LEA : e:et du coup tu:u [/] tu 1'as fini ?
4 TINA : (2.087) <ga:a> ((laughs)).

((smiles, looks away and tilts her head in different

directions))

108 Thank you, Elinor Ochs, for kindly suggesting to give actual names to the pseudonymized
participants, instead of using labels. This makes the rendering of the exchange more natural.
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5 LEA : +< ouais.
6 LEA : nan c'est trop dur ((smiles)).
7 TINA : si [/] si nan mais je 1'ai fini mais Jje 1'ai lu en

francais parce-que:e il était trop gros.
8 TINA : et déja en francais Jje comprenais pas un mot sur

deux.

In this specific sequence, Lea (E2) is projecting an action in the form of a question
which typically expects a yes/no answer. As the transcript shows in line 2, Tina’s (E1)
answer to Lea’s question is delayed by a silent pause clustered with a repetition of the
agreement marker “ouais”. Her answer is then interrupted by Lea, who asks a second
question, following the initial adjacency pair initiated in line 1. This time, Tina delays
her answer for a significant amount of time, with an unfilled pause lasting up to 2
seconds, during which she tilts her head in different directions, and smiles. Even
though Tina does not provide a full answer to the question, her conversational partner
seems to immediately pick up on it, and in fact answers the question herself, with
downgraded assessment in line 6. Tina’s answer is eventually provided in lines 7 and
8, following Lea’s intervention during the insertion sequence. In sum, this example
illustrates different parts of a question-answer pair, embedded within the sequential
development of the exchange, where the interactants rely on sequential, vocal, and
bodily resources to co-construct responsive actions. The turn-initial fluenceme
sequences found in lines 2 and 4 are shown to play a crucial role in the development
of the turn-at-talk, as they signal Lea’s delayed response to the pending question,
which is later taken up by Tina, who offers to participate in the question-answer
sequence she had first initiated. These types of fluenceme sequences thus typically
reflect processes of interactive communication management, as opposed to the
fluenceme found in line 7 in the form of a prolongation (parce-que:e), which rather
deals with own communication management, whereby the speaker may be
elaborating on her reason for reading the novel in French, but without
straightforwardly doing interactional work. This type of qualitative analysis, drawing
on CA methods and the Participation Framework, thus provide relevant tools for the
interpretation of fluencemes in context.

However, this type of analysis is also based on subjective judgements of the
situation, often limited to the interpretation of a single observer. Therefore,

researchers may gather at data sessions to discuss and share their ideas on the same
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video recordings. A data session can be defined as the following (Ten Have, 2007, p.

140):

an informal get-together of researchers in order to discuss some “data” —
recordings and transcripts. The group may consist of a more or less permanent
team of people working together on a project or in related projects, or a had hoc

meeting of independent researchers.

A data session is often organized as follows: one of the group members brings raw data,
i.e. an excerpt from a video recording often accompanied by a transcript, and gives
background information. Then, he or she plays the whole recording, or smaller
excerpts, and the participants of the session are later invited to spontaneously react,
and share their ideas and comments on specific parts of the recording. As Ten Have
(2007) further noted, collective explorations of the data in data session practices rely
not only on the researcher’s individual interpretation, but on shared understandings
of it. This can be highly beneficial for the observer, who can be challenged, or even
“forced” (Ten Have, 2007, p. 141) to go beyond his or her own individualistic and
impressionistic judgments. Data sessions are also often comprised of researchers who
are experts in a particular field, so the observer can gain insight from their expertise.
Ten Have (2007, p. 141) spoke very highly of data sessions, based on his own

experience:

Data sessions are an excellent setting for learning the craft of CA, as when
novices, after having mastered some of the basic methodological and theoretical
ideas, can participate in data sessions with more experienced CA researchers. I
would probably never have become a CA practitioner if I had not had the
opportunity to participate in data sessions with Manny Schegloff and Gail
Jefferson. And, on the other hand, having later to explicate my impressions and
ideas to colleagues with different backgrounds, both novices and experts,
helped me to be more clear about those ideas, methodologically, theoretically,

and substantively.

While Ten Have talked about data sessions specifically within a CA framework, the
latter can also be grounded in a more mixed theoretical and methodological structure.
For instance, the Gesture and Multimodality Group (GMG) held at UC Berkeley in the
linguistics department is comprised of various members in gesture studies, cognitive

linguistics, and educational technology. Similarly, the Co-Operative Action Lab (Co-
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Op) from the department of anthropology at UCLA, gathers various participants from
ethnomethodology, conversation analysis, linguistic anthropology, sociology,
cognitive science, and more. These kinds of gatherings thus promote collaborative
work and seek diversity, and this has played a fundamental role in the construction of
our integrated framework, as we have constantly been confronted (at GMG, Co-Op, or
SeSyLiA) with different perspectives from diverse fields, which in turn deepened our
understanding of inter-(dis)fluency. While data sessions are quite informal and can be
freely organized by just three or four people outside a research group, they nonetheless
offer a sense of validity in qualitative research.

To conclude, our qualitative methodology, greatly inspired by methods in CA,
(among other fields such as interactional linguistics to a larger extent) is strongly data-
driven. In addition to our quantitative findings, our methodology relies on two types
of qualitative studies, mainly single case analysis and collection study (Mazeland,
2006; cf Chapter 1, section IV.3). In a single case analysis, we focus on a single episode
with respect to a relevant aspect of inter-(dis)fluency phenomena (cf. excerpt above),
and in a collection study, we generalize collections of a particular instance, often
drawing from single case studies, but also from the findings generated in our
quantitative treatments. This enables us to shed light on specific practices that are not

otherwise observable in statistical analyses.

3.2. Multimodal analysis: use of PRAAT for the vocal

dimension

As noted several times before, our analysis of inter-(dis)fluency is multi-level, and thus
relies on the analysis of several dimensions, mainly speech, visual-gestural, and
interactional (cf Chapter 1, section IV.3). These dimensions are explicitly explored in
our qualitative analyses, by uncovering the progressive mobilization of multiple
semiotic resources in the course of the talk (Mondada, 2016, Morgenstern, 2014,
Ogden, 2020). In this section, we explain the way we described the vocal level of inter-
(dis)fluency, with the help of the software PRAAT.

The PRAAT acoustic software (Boersma, 2001) was designed by Paul Boersma
and David Weenink from the University of Amsterdam. It comprises a wide range of
features, such as spectral analysis, pitch analysis, formant analysis, intensity analysis,
etc., and can be used for labelling, segmentation, filtering, and speech synthesis. Just

like ELAN, it allows for multi-level analyses, by aligning audio data with textual or
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phonetical tiers. While the present thesis does not linger on phonetic and acoustic
aspects of (dis)fluency, the vocal dimension of these phenomena can be further
illustrated in our qualitative analyses with regard to pitch and duration. These two
features are part of a larger set of measures that can be carried out thanks to PRAAT,
and are found on a spectrogram (cf Fig. 32 below). A spectrogram is a visual way of
representing three main dimensions of speech and prosody, mainly, fundamental
frequency (i.e., fo, or pitch curve on the vertical axis), duration (i.e., period of time,
shown on the horizontal axis), and energy (using dark bands to stand for formants on
the vertical slice). These specific features can contribute to the present analysis of
inter-(dis)fluency as a multimodal flow. For instance, they can illustrate how the
acoustic signal is momentarily suspended or interrupted, and how this suspension
may synchronize with sudden shifts in eye gaze or head movement. This is illustrated
in the example below.

In this excerpt, taken from pair A, Jessica is talking about a board game she had
played with her brother and her boyfriend. As the transcript shows in line 2, Jessica
produced a complex fluenceme sequence comprised of a prolongation and a self-
interruption, which marked the interruption of her current utterance and the initiation
of a new one (1.3) in which she changed the course of her narrative. As the picture
within the transcript further illustrates, the speaker also moved her head towards her
interlocutor and produced a kind of interactional phatic gesture (in the form of a
pointing gesture directed upwards) to highlight a piece of information and present it
to her partner (i.e. that they had won the game at the same time). What is interesting
to note here is the multi-level and multi-modal interruption of the current activity,
embodied within: (1) the interruption of the speech flow (interrupted utterance), (2)
an interruption in the narrative flow (sudden change in the narrative), and (3) a

sudden shift in visible bodily behavior.

Example Pair A (DisReg), Board Games

1 JESS: du coup je pensais gagner et a la fin (il) y a mon frere
e:et mon copain qui se sont alliés contre moi.
— 2 JESS: et du coup bah j’rai:i +//.
((gazes away)) A

3 JESS: nan on a gagné en méme temps!

*kk Kk k kK
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((turns her head and gazes towards interlocutor)) B

((index finger pointed upwards))

A B

4 JESS: on a gagné exactement en méme temps.

In addition to the written transcript and pictorial illustration, this multimodal analysis
can be further enriched with a PRAAT window, provided below. The window shows a
spectrogram and a waveform, as well as a TextGrid, taken from the original transcript.
Here we are focusing specifically on the deployment of the fluenceme sequence
(prolongation and self-interruption) and its subsequent utterance (nan on a gagné en
méme temps). The line represents the pitch curve, and as we can see, Jessica suddenly
changed the pitch of her voice right after producing the fluenceme sequence, and at
the start of her new utterance, when she changed the course of her narrative (marked
by the negation marker “nan” in initial position). This is clearly visible in the pitch
window, where the line is shown moving upwards, which enables us to visualize voice
frequency measures. When the speaker produced the prolongation, her voice
frequency was approximately 197 hz, while it increased up to 340 hz at the beginning

of her following utterance9.

109 Tt should be noted that this analysis is only made possible with a formant ceiling, which refers to the
maximum and minimum frequency of the formant search range. An average adult female speaker has
a vocal tract length that requires an average ceiling of 5500 Hz (Praat’s standard value), and an average
adult male speaker has an average ceiling of 5000 Hz. There is, however, large variation between
speakers, and if we choose too high a ceiling, we may end up with too few formants in the low frequency

region. Cf Praat tutorial for more information https://www.fon.hum.uva.nl/praat/manual/Intro.html

(last retrieved on August 26t 2021)
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Figure 32. Pitch analysis. Praat Window

In sum, this brief acoustic analysis of inter-(dis)fluency phenomena further gives
support to their multimodality and multidimensionality; while other acoustic features
such as timbre (cf Vasilescu & Adda-Decker, 2007) have been thoroughly analyzed by
phoneticians in previous disfluency research, the present study rather focuses on local
durational and intonational patterns and the way they may synchronize with other
types of bodily behavior. Here, the local change in pitch pattern synchronized with a

change in the bodily activity, as well as a change in the current speaking activity.

Conclusion to the chapter

This chapter presented various aspects of our methodology, which includes practices
around the act of transcription, our choice of data, the development of our annotation
grid, and the application of interactionist and conversation-analytic methods for our
multimodal qualitative analyses. Our methodology essentially reflects our integrated
theoretical framework, blending different levels of analysis (vocal, verbal, visual-
gestural, interactional), and methods (quantitative and qualitative). While we selected
a relatively “small” video corpus to conduct our analyses (26,000 words, 2h30), we
made sure that the choice of our sample was relevant for the implementation of our
annotation scheme (i.e. similar corpus design and size between DisReg and SITAF).

We further argued in favor of “small” corpora, which, we believe, can legitimately be
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thoroughly exploited for both quantitative and qualitative analyses in the field of
multimodal and pragmatic research, in line with Vaughan & Clancy (2013).

For our transcription method, we selected a multimodal unit of segmentation,
thus relying on a wide range of criteria (i.e. acoustic, syntactic, semantic, interactional,
gestural etc.) in line with Kendon (2004) and Debras (2013). We further developed a
set of transcription conventions which included a mixture of different major
transcription systems (i.e. CA, CHAT, and multimodal systems) in order to better
represent the multimodal deployment of embodied fluencemes in situated discourse.

In line with previous work on disfluency research (e.g. Shriberg, 1994; Pallaud
et al., 2019; Ginzburg et al., 2014; Crible et al., 2019, Candea, 2000) we implemented
a multi-level annotation scheme of inter-(dis)fluency, which went through various
technical and methodological changes, to better address our research questions and
hypotheses. This model reflects different levels of analysis (i.e. individual marker,
fluenceme sequence, and visual-gestural level), and the quantitative and statistical
analyses were carried out with different tools (e.g. ELAN, CLAN, Excel, and statistical
tools). They were further completed with qualitative analyses of the data, which rely
on a careful observation of the timely social and institutional practices embedded
within talk-in-interaction, in line with conversation-analytic methods. Our

multimodal analyses were also enriched with the help of the Praat software.
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Highlights of Chapter 2:

We relied on semi-naturalistic data to conduct our corpus-based study on inter-
(dis)fluency, using a video-taped dataset comprised of two comparable data samples.
We argued in favor of “small” specialized corpora, which can still be used efficiently for
quantitative and qualitative analyses.

We used a multimodal transcription system to transcribe the data, relying on different
criteria (intonational, syntactic, semantic, interactional, and visual-gestural).

The present study applies a mixed-method methodology, drawing on quantitative and
qualitative analyses.

Our quantitative annotation scheme, which is adapted from previous work in
(dis)fluency research, was further developed to include a multi-level analysis,
including the level of individual fluencemes, fluenceme sequence, and visual-gestural
level.

All our analyses were conducted using several annotation and statistical tools, mainly
CLAN, ELAN, Excel, and statistical tests.

We used a reliable gesture functional classification system in order to provide a
consistent overview of the overall gestural distribution in the dataset.

For our qualitative analyses, we relied on conversation-analytic methods, drawing
from analytic tools used in Conversation Analysis (single-case analyses, collection
studies, data sessions). The software PRAAT was also used as an addition to our

multimodal analyses.
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Chapter 3. Inter-(dis)fluency in native
and non-native discourse

Introduction to the chapter

The present chapter deals with the analysis of inter-(dis)fluency*¢ and the distribution
of ambivalent fluencemes in native and non-native discourse, based on the SITAF
Corpus (cf Chap. 2, section 1.2), thus targeting aspects of L1 versus L2 uses in French
and English. While a lot of research in L2 fluency has focused on the relationship
between fluency and proficiency by examining the frequency of temporal variables in
L2 versus L1 speech, the present study does not linger on proficiency measures
specifically, but rather pays attention to the interplay of the different prominent
features surrounding the construct of fluency, mainly gesture, gaze, and interactional
dynamics. These features, which are essential aspects of our analysis (cf Chapter 2,
section II and III) will be examined with respect to L1 and L2 fluency in our
quantitative and qualitative analyses. Specific attention will also be paid to the
situatedness of L2 discourse as grounded within tandem interactions, by taking into
account the interactants’ methods of participation in the course of their language
practices. The general aim of this chapter is to introduce new methods for evaluating
the degree of inter-(dis)fluency based on a multi-level scale (reported in the General
Conclusion), with respect to fluenceme rate, visual-gestural behavior, and
interactional dynamics. We further defend our view of inter-(dis)fluency as the result
of multimodal and multidimensional processes (cf Chapter I, section IV), not
restricted to temporal variables or speech errors, but as an interplay of vocal, visual-
gestural, and interactional strategies.

This chapter is structured as follows: we begin with a review of the L2 Fluency
research literature, and present our research questions and hypotheses (section I);
then we report on our corpus-based findings regarding the distribution of fluencemes

in native and non-native discourse, by integrating different levels of analysis

1o While the term inter-(dis)fluency covers all the main aspects of this study (with the notion of
interactional, gestural and functional ambivalence) the core term fluency will often be used in this
chapter with respect to the field of L2 fluency research in SLA.

w1 [1/L2 and native/non-native are interchangeable terms, as both of them are used very frequently in
the literature.
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(fluenceme, sequence, and gesture/gaze), extracted from our annotations (section
I1.2.1). These findings are then further exploited with fine-grained qualitative analyses
of the data (section I1.2.2.), drawing potential relations between the notions of fluency,
language proficiency, pedagogical intention, speakers’ multimodal communication
strategies, and interactional competence. Lastly, we end this section with a discussion
of our findings, addressing our research questions (section III). This chapter is also

largely based on Kosmala (2019, 2020a, 2021) and Kosmala et al. (2019).

I. Literature Review

In Chapter I, we discussed the different definitions underlying the terms fluency and
disfluency, and emphasized the fact that terminological differences ultimately
reflected different theoretical orientations. As we have seen, the notion of fluency in
Second Language Acquisition has often been associated with the “smoothness” of
speech, as well as the ability to talk “fluently” in a second language (Chap. I, section II.
2.1 and 2.2), but these definitions also depend on whether the researcher adopts a
“broad” or “narrow” view of fluency (Lennon, 1990), the former focusing on general
aspects of oral proficiency, and the latter on one component of oral proficiency.

The present section will review a collection of studies in SLA and L2 fluency
research relevant to our study of inter-(dis)fluency. Most researchers in SLA have been
interested in finding objective measures of a learner’s speech fluency, based on
temporal variables, in order to evaluate their level of language proficiency. But more
recently, others have also re-examined the notion of fluency by drawing on multimodal
and interactional aspects of L2 use, thus viewing fluency as a collaborative problem-
solving activity linked to communication strategies. Especially in a learning
environment, Li-L2 discourse can, to a larger extent, be viewed as pedagogical
discourse, in the sense that it relies on multiple pedagogical strategies. This is further
elaborated in section 1.1. In section 1.2., we identify the different contributions from
the L2 fluency research literature in order to present our research questions and
hypotheses (1.3.). As we shall see, several of our hypotheses are also based on
assumptions following Cognitive and Usage-Based Grammar introduced earlier (see
Chap. 1, section 3.1.) as well as on previous research in (dis)fluency and gesture (see

Chap. 1, section 3.3.4).
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1.1. Tandem interactions and the notion of pedagogical

discourse

In Chapter 2, we pointed out that tandem settings provided a relevant environment
for language learning through practices of cooperation and socialization (cf Chap. 2,
section I.1.2). During native and non-native face-to-face spoken interactions, meaning
often has to be elaborated, adjusted, and co-constructed between the interactants.
These interactions can be considered asymmetrical (Kurhila, 2001) as they involve
one expert (a native speaker) and one novice of the language (a non-native speaker),
which may result in interactional difficulties, and a “perceived imbalance” between the
two interlocutors (Kurhila, 2001, p. 1088). In tandem interactions, where both
speakers alternate between their native and non-native status, the language expertise
of the participants is essentially contextual and temporary, and not institutionally
defined as in teacher-class settings (Debras et al., 2020). These interactions are thus
based on mutual solidarity, where both participants genuinely wish to learn their
partner’s native language (Horgues & Scheuer, 2015). One of the primary goals of the
speakers is to achieve mutual understanding, and in order to do so, they may rely on
several strategies, such as foreigner talk (Ferguson, 1975): when native speakers adapt
their speech to the non-native speakers to make it easier to understand (e.g. slower
speech rate, simpler vocabulary, louder speech, etc.). They can also use different types
of gestures that are more adapted to second language learners (Adams, 1998). For
instance, Adams (1998) found that native speakers produced more deictic and iconic
gestures when addressing non-native speakers, as a way to promote inter-
comprehension. Non-native speakers, on the other hand, may rely on communication
strategies (Tarone, 1980), which are defined as possible solutions to lexical,
grammatical and interaction-related problems. Such strategies include paraphrasing,
substitution, appeal for assistance, etc., and speakers can also rely on additional
multimodal resources to resolve these difficulties (Gullberg, 2011). This is further
developed in section 1.3.

In sum, as native speakers constantly adapt and adjust their body and talk to
facilitate production and/or comprehension, and non-native speakers rely on several
strategies to deal with their own production, tandem interactions can be considered
pedagogical to a certain extent. This relates to the notion of secondary didacticity

(didacticité seconde), explored by Moirand (1993), which refers to discourse that is

184



Chapter 3. Inter-(dis)fluency in native and non-native discourse

not pedagogical by nature but motivated by a pedagogical intention. In this sense, the
speakers’ pedagogical intentions (i.e. to facilitate comprehension, or to deal with
problem-solving and lexical related difficulties) may as well emerge in the context of
tandem interactions. This stresses the idea that pedagogical gestures (Tellier, 2006,
2008a), which are commonly used by instructors within a classroom or training
environment during (in)comprehension sequences (e.g. Holt et al., 2015), may also be
mobilized specifically during tandem interactions. These kinds of gestures may also
show different degrees of didacticity (Azaoui, 2015), depending on the pedagogical
intention of the speaker, the context, the type of gesture, and the direction of gaze.
Smotrova & Lantolf (2013, p. 398) further talked about the “pedagogical relevance of
gesture both as an interactional tool between teachers and students and as a self-
directed tool for thinking”, and this notion can also be applied to native speakers’
gestures. Once more, this idea of a continuum, from “fluent”, communicative,
pedagogical actions, to more “disfluent”, self-oriented ones, is relevant to the present
study of inter-(dis)fluency, which will also examine the different degrees of
pedagogical and communicative intentions found during the deployment of
ambivalent fluencemes. Tandem settings thus provide a relevant interactive
framework for the analysis of inter-(dis)fluency, and this will be illustrated in our
qualitative analyses. We shall now turn to the review of a number of studies in L2

fluency research in the following subsection.
1.2. Research on L2 fluency

1.2.1. L2 fluency, accuracy, and proficiency
As Eguchi (2016) pointed out, research on L2 fluency can be classified into two types:
(1) the task-based language teaching framework, which examines fluency as
dependent variables with independent effects of task manipulations (cf Skehan, 2003)
and (2) the investigation of L2 fluency, and how the temporal differences between L1
and L2 speech may correlate with L2 proficiency (e.g. de Jong, 2016a) which could be
a possible cause of disfluency rate. Previous research has investigated how L1 and L2
fluency may differ, and which temporal aspects of speech may determine overall
perceptions of fluency. For instance, pausing phenomena in non-native speech is more
likely to be related to vocabulary than other linguistic problems, suggesting that lexical
retrieval is one of the biggest “obstacles” of L2 speech fluency (De Jong, 2016a; Witton-
Davies, 2014). In line with previous research (e.g. Hilton, 2008; Witton-Davies, 2014),
185



Chapter 3. Inter-(dis)fluency in native and non-native discourse

Eguchi (2016) conducted a longitudinal study on three EFL learners in a Japanese
university, and investigated the relationship between “breakdown fluency” (i.e. rate of
filled and unfilled pauses, see Skehan, 20032) and vocabulary, by paying specific
attention to “lexical pauses” (see Cenoz, 1998 below), i.e. pauses related to lexical
retrieval, which were found to be the most frequent, as opposed to other types of
breakdown associated with syntactic or morphological errors.

However, while some researchers have noted language-specific features of
(dis)fluency (e.g. Clark & Fox Tree, 2002; Maclay & Osgood, 1959), there are, to our
knowledge, few empirical crosslinguistic studies on fluencemes which compared
fluency rates in native and non-native productions across languages, except for
Grosjean & Deschamps (1975), De Leeuw, (2007), Candea et al. (2005), Hai, (2017),
and Peltonen (2020). For instance, De Leeuw (2007) compared the duration and
frequency of vocalic hesitation markers in English, German, and Dutch, and found
differences across language groups, with Dutch speakers who produced 10.1
hesitations per minute, versus Germans who produced an average of 6.3 per minute.
German speakers also produced more nasal hesitations than English and Dutch
speakers. In another study, Candea et al. (2005) compared the production of vocalic
fillers in eight languages (Arabic, Mandarin Chinese, French, German, Italian,
European Portuguese, American English and Latin American Spanish), and looked at
three acoustic parameters (duration, pitch, and timbre). Their results showed timbre
differences across languages, with for example Spanish which used a mid-closed
vowel, while English used low-central vowels. Similarly, Hai (2017) found differences
between Russian native speakers and Chinese non-native speakers with respect to
vowel quality. In addition, Grosjean & Deschamps (1975) observed differences
between French and English with regard to speech rate (i.e. French speakers spoke
faster than English speakers) but also fluenceme distribution (e.g. more lexical repairs
produced by English speakers than French speakers). However, none of these studies
(except for Hai, 2017) have compared the rate of fluencemes produced by the same
native and non-native speakers in different languages. The present study thus aims to
bridge this gap by comparing native and non-native productions of fluencemes both

in French and English.

112 Skehan (2003) and Tavakoli & Skehan (2005) distinguished between three aspects of fluency, “speed
fluency” (rate of speech), “breakdown fluency”, and “repair fluency” (repairs, repetitions,
reformulations, substitutions etc.)
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A larger number of studies in SLA have reported differences in fluency rates in
native versus non-native speech. For instance, Tavakoli (2011) conducted a study on
oral narrative tasks performed by English native speakers and L2 speakers of English,
and found differences in the distribution of pauses, as L2 learners tended to produce
more pauses in the middle of clauses and fewer end-clause pauses than the native
speakers. This showed that native speakers tended to pause more often at discourse
boundaries, while non-native speakers paused more frequently within clauses.
Tavakoli also distinguished between three types of pauses: (1) Replacement pauses—
pauses followed by repetitions and replacements; (2) Reformulating pauses—pauses
followed by a restart; (3) Online planning pauses—pauses used for planning. Her
results indicated that L2 learners often paused before repeating a lexical item (1), when
they abandoned a constituent and replaced it with another (2), and when they were
formulating and planning their utterances (3). In sum, the author suggested that it was
not the frequency of pauses that distinguished L1 from L2 speech, but rather their
position in the utterance. In a similar vein, Rasier & Hiligsmann (2007) emphasized
the “erroneous” use of pauses in L2 speech, as L2 speakers were more likely to produce
pauses between words in the utterance, i.e. between the adjective and the noun, than
native speakers. Moreover, Cenoz (1998) found that L2 speakers produced non-
juncture pauses very frequently, which suggested planning problems. She explained
that L2 speakers were more likely to use non-juncture pauses because they had to look
for words “in a language in which they present limited proficiency” (1998, p. 03). She
categorized three types of pauses: (1) lexical pauses— indicating problems in lexical
retrieval; (2) morphological pauses—pauses followed by repetitions and self-
corrections indicating problems at the morphological level; (3) planning pauses. Their
results indicated that a majority of pauses produced by the L2 speakers served
planning functions.

Another body of research has provided evidence of a higher rate of pausing,
“hesitation”, or “error” phenomena in L2 than L1 productions (see Brand & Gotz, 2013;
Deschamps, 1980; Fehringer & Fry, 2007; Matzinger et al., 2020; Riggenbach, 1991)
Fehringer & Fry (2007) have found significant differences in the number of hesitation
markers produced by bilingual speakers of German and English, with higher rates in
their second language. De Jong (2016) further showed that high-proficiency Dutch
learners produced fewer pauses than low-proficiency ones. Similarly, Riazantseva

(2001) found that Russian learners paused more frequently in their L2 than in their
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L1, and their pauses were also found to be significantly longer in their second language.
This was also the case in Kahng’s (2014) study of Korean learners, who produced
pauses which were almost twice as long as the ones produced by the English native
speakers. These studies have shown a strong relation between fluenceme
rate/duration and proficiency (cf Riazantseva, 2001). In sum, non-native speakers are
said to produce more pauses of longer duration and in mid-clause position before low-
frequency words, and this can be explained by their limited proficiency of the language
(Cenoz, 1998).

In addition, specific emphasis is laid on temporal aspects of spoken fluency, in
other words, how fluency fits into models of spoken production, which includes, in
parts, a semantic system and a phonological system (Levelt, 1999, cf Chap. 1, section
I). As Hilton (2009) argued, many speech processes revolving around lexical retrieval,
morphosyntactic encoding or phonological planning are carried out in L1 “without the
need of attentional effort in the executive component of working memory” (Hilton,
20009, p. 645). Therefore, instances of retracing, repetitions, reformulations, pauses,
and the like are often interpreted as a sign of encoding difficulties in the speech
production process. In L2 production, the “network of automatically available lexical
and morphophonological representations” is said to be “limited”, as Hilton (2009, p.
646) further argued:

We may follow similar procedures to structure concepts and discourse as in our
L1, but encoding difficulties can provoke disfluency at every step of the
formulation process: a concept may not activate the appropriate L2 lemma; the
lemma may not activate appropriate syntactic, morphological, or phonological
routines; and/mental combinations. The close examination of hesitation
structures in L2 speech therefore constitutes a useful tool for identifying which

processing components prove most problematic for learners.

Similarly, Dérnyei & Kormos (1998) claimed that many of the problem-solving
processes emerging in L2 productions were the result of a resource deficit. This refers
to the inability to retrieve the right lemma during a lexical search, difficulties in
phonological encoding, or incomplete knowledge of the L2. Learners may thus resort
to a series of “stalling mechanisms” e.g. “uh”/”um”, lengthening, discourse markers
(Dornyei & Kormos, 1998) to buy more time in speech, in order to deal with processing

time pressure. Once more, the constructs of fluency and disfluency in SLA are deeply
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grounded in theories of language production, by relating to “breakdowns”, “processing
time pressure” or “encoding difficulties” in the L2 speech production apparatus.
However, it has been emphasized multiple times throughout this thesis that this
cognitive-burden view of (dis)fluency (cf Chap. 1 section II. 2.2.1) only gives a partial
picture of the phenomena under study. While previous research in SLA has given
evidence that (dis)fluency rates could relate to perceived fluency and language
proficiency (except for Brand & Gotz, 2013 who did not detect any clear correlation),
this kind of analysis should not be restricted to error and accuracy measures, but
should include other crucial components of L2 performance phenomena, such as the
interactive nature of face-to-face interaction (cf section 1.2.2. and 1.2.3.). In addition,
the correlation between (dis)fluency rates and proficiency has also been criticized (e.g.
Simpson et al., 2013) and it has been hypothesized that fluencemes in the L2 may
mirror those produced in the L1, as they could be the result of similar cognitive
processes (Zuniga & Simard, 2019). In this view, L1 and L2 fluency are said to be
closely related (Derwing et al., 2009). In conclusion, the relationship between fluency,
accuracy, and proficiency are not straightforward, and may also be related to other
phenomena outside general cognitive processes. While these last aspects (proficiency
and accuracy) are not central to the present research, our analysis of fluencemes and
their distribution in L1 and L2 discourse may still contribute to the existing field of
research in L2 fluency, by examining whether L1 and L2 (dis)fluency patterns strongly
differ, and how they may do so, or whether they are closely related, not only on
cognitive grounds, but on interactional ones as well; this leads us to the following

section.

1.2.2. L2 fluency, interactional competence, and “CA-for-SLA”

Additional research in SLA has examined fluency in second language learning, but
without focusing on processing difficulties, in line with psycholinguistic-cognitive
approaches, but further grounded in an interactional framework, as to identify the
different strategies used by learners to deal with problems in interaction (Gullberg,
2011; Tarone, 1980). As Gullberg (2011) pointed out, fluencemes may also relate to
interaction-related difficulties, with for example the potential loss of face and floor,
which puts learners at an interactional risk. This may prompt learners to engage in
multimodal word searching practices, which involve the display of a thinking face

(Goodwin & Goodwin, 1986, see Chap 1, section III.3.3.1) accompanied by a thinking
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gesture (see Chap. 2, section II. 2.2.3). Specific attention is also paid to individual
differences, which show how learners turn to a number of strategies that are very
speaker-specific, reflecting their own communicative style, and which appears to
determine L2 fluency behavior. Gullberg (2011) gave the example of a learner who had
an issue with the term “prescription” and who produced a high rate of fluencemes, but
without exploiting her multimodal resources. Her behavior was in fact found to be
quite identical in her native speech. This may indicate that her L2 performance was
not a necessarily a sign of limited L2 proficiency skills, but rather a reflection of her
own individual preferences. This further justifies the need to conduct qualitative
analyses in complement with quantitative observations of the data (see Peltonen,
2020). In addition, the analysis of L2 fluency is not only restricted to temporal
variables, but includes other phenomena such as discourse markers, back-channeling
and turn-taking. As Giirbiiz (2017) argued, while the overuse of such phenomena (even
in a native language) may be perceived as “disfluent” or inarticulate, no occurrence of
them at all may be perceived as unnatural. Similarly, Gilquin (2008) conducted a
corpus study on hesitation markers and “smallwords” (e.g. kind of, well, I mean)
produced by French learners of English and native English speakers in interviews. Her
study showed that pauses were very frequent among both native speakers and
learners, but that the latter produced pauses more frequently overall. One interesting
finding is that, while French-speaking learners overused pauses (both filled and
unfilled), they did not make use of the full range of smallwords. In fact, they were
extremely underused. She gives the example of “like”, which was very common in
native English speech, but almost absent in French learner speech. She added that
filled pauses were crucial to non-native speakers as a conversational strategy, as they
could be used to signal production difficulties to their conversational partner, but also
to keep the floor or to be more polite, functions that also exist in native use. This
functional approach to discourse markers, and more specifically (dis)fluency, which
lies at the core of most corpus-based studies, aims to support the ambivalent view of
fluencemes (cf Chap. 1, section II. 2.2.3.), and regards them as conversational tools.
This ambivalence is also reflected in the work conducted on word searches in L2. On
the one hand, word searches and their solutions are associated with communication
strategies used to solve interactional difficulties (Kasper & Fzerch, 1983; Rydell, 2019);
on the other hand, they are associated with “disfluency”, which are treated as a deficit

in the L2 (Dornyei & Kormos, 1998).
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A number of studies have also examined the way L2 learners may use
fluencemes and gestures to deal with interactional related difficulties, with for
instance the use of “uh”to start the conversation, or answer a question with the correct
words (Azi, 2018), or the use of gestures as a communicative resource during repair
practices in ESL conversational tutoring (see Seo & Koshik, 2010). In addition, micro
analyses of interactional practices in L2 learning situations further shed light on the
intersubjective role of gestures; they may be used to exhibit the learner’s active co-
participation in the language activity, or display alignment and achieve
intersubjectivity through gesture replication or gesture co-production (see Belhiah,
2013). In sum, more and more studies in ESL and SLA have (re)considered the concept
of L2 fluency, and now view it as a multimodal resource, or a strategy, rather than a
cognitive deficit, with a strong focus on interactional data and collaborative aspects of
fluency, or “confluence” (cf McCarthy, 2009; Chap. 1, section II. 2.2.) In line with this
concept of confluence, Peltonen (2017, 2019, 2020) offered a Fluency Resources
Framework, which links L2 fluency analysis to a broader perspective of
communication, rather than solely from the perspective of temporal speech fluency.
She also incorporated the analysis of gestures to study the way speakers make use of
them to maintain fluency in interaction. More and more studies in L2 language testing
have foregrounded the concept of interactional competence (e.g. Galaczi, 2014;
Galaczi & Taylor, 2018) in line with CA and interaction research. The construct of

interactional competence is defined as the following (Galaczi & Taylor, 2018, p. 226):

The ability to co-construct interaction in a purposeful and meaningful way,
taking into account sociocultural and pragmatic dimensions of the speech
situation and event. This ability is supported by the linguistic and other
resources that speakers and listeners leverage at a microlevel of the interaction,
namely, aspects of topic management, turn management, interactive listening,

break down repair and non-verbal or visual behaviours.

As Pekarek Doehler (2018, 2006) further argued, the notion of L2 competence needs
to acknowledge the dynamic and adaptive nature of the linguistic system. In other
words, linguistic knowledge is not only stored in a mental inventory, it is the result of
a system of adaptive resources which are altogether determined by the local
contingencies of the interaction, in line with the framework of interactional linguistics

(see Chap. 1, section III. 3.2.). Pekarek Doehler further criticized the notion of
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competence as individualistic, mentalist, or monologic, and decontextualized from
practical actions and concrete situations. The notion of competence is much too often
based on the perception of the ideal native speaker from the point of view of his or her
production, but without taking into account the co-participant of the interaction. By
adopting a conversation-analytic and interactional approach to L2 learning, hence CA-
SLA (Pekarek Doehler & Pochon-Berger, 2011; Pekarek Doehler, 2006), the notion of
L2 competence and fluency are thus “anchored in language use, that is, embedded in
the moment unfolding of talk-in-interaction” (Pekarek Doehler & Pochon-Berger,
2011, p. 1). CA-SLA thus offers a “socially situated” view of learning (Mondada &
Pekarek Doehler, 2004), which implies that the processes of L2 learning are only fully
understood when “abstracted from their natural ecology, that is, the practices the
learner engages in” (Pekarek Doehler & Pochon-Berger, 2011, p. 3). In sum, the
analysis of L2 fluency does not only revolve around internal language processes or
linguistic structures alone, but their intricate relation to the organization of actions
during language practices. Pekarek Doehler & Pochon-Berger (2011) applied this
method to their micro analyses of (dis)agreement sequences in French foreign
language classroom interactions in German-speaking Switzerland. Their study
identified different features of disagreement with regard to preference structure, turn
allocation, but also linguistic properties, and they presented quantitative findings
which provided a general picture of the techniques used for doing disagreement, as
well as qualitative analyses which illustrated the specific turn construction methods
adopted by learners to display disagreement. Our integrated theoretical model of
inter-(dis)fluency (cf Chap. 1, section IV) is very much in line with this body of research
which offers a valuable contribution to the field of SLA.

To conclude, the present study follows the approaches adopted by researchers
in different disciplines from various research fields, from applied linguistics to
conversation analysis, which bring together valuable insights on L2 fluency,
proficiency, second language testing, and interaction. This combination of studies
invites us to (re)consider the construct of L2 fluency without solely focusing on
temporal variables or general accuracy rates, in line with our integrated theoretical
model. As De Jong (2018, p. 14) further argued, fluency behavior is “in part dependent
on personal speaking style”. In addition, fluencemes are not only signals of trouble in
processing and formulating, but can be “part of communicatively effective speech” (De

Jong, 2018, p. 14). Once more, this notion of ambivalence is one of the most central
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aspects of this thesis, and will be explored in both our quantitative and qualitative

analyses.

1.3. Gesture production in Second Language Acquisition

In Chapter 1, we reviewed a number of studies which looked at the relationship
between (dis)fluency and gesture (cf Chap. 1, section III. 3.3.4), some of which are
concisely summarized in this section as a reminder. In brief, a number of studies have
shown a temporal relationship between speech suspension and gesture suspension,
(e.g. Esposito & Marinaro, 2007; Graziano & Gullberg, 2018; Seyfeddinipur, 2006;
Yasinnik et al., 2005) with the observation that very few gestures accompany “fluent”
speech, and a great deal of them tend to be suspended during “disfluent” stretches of
speech. In this section, we will review a number of papers that focus more specifically
on the role of gestures in L2 discourse, by drawing on a number of studies in
psycholinguistics, second language testing, and interactional linguistics.

As we have seen earlier (cf Chap. 1, section 3.3.2), it has been proposed that
iconic and deictic gestures are very often produced when speakers experience lexical
problems, and that these gestures may help facilitate word finding (Beattie &
Butterworth, 1979; Krauss & Hadar, 1999). Further in line with models of speech
production (e.g. Levelt, 1989, 1999) a number of authors, such as Krauss & Hadar
(1999) and Krauss et al., (1995) proposed that gestures are triggered by the activation
of the spatial representation in the conceptualizer (one of the mental procedures
involved in the planning of messages, see Levelt & Schriefers, 1987). This body of
research is in line with the cognitive-psychological approach to gesture presented in
Chapter 1 (see Chap. 1, section 3.3.2.), and follows the assumption that gestures serve
a compensatory role in speech production. Krauss et al., (2000) offered the Lexical
Retrieval Hypothesis (henceforth LHR), further in support of this model. According
to this hypothesis, word findings are said to be more successful when accompanied by
iconic gestures, as they facilitate access to lexical memory. In the field of SLA, one
related question regarding gesture use is whether it can help learners resolve speech
difficulties. Studies have reported a tendency for L2 learners to produce more gestures
in their L2 than in their L1 to overcome language difficulties in their target language
(e.g. Gullberg, 1998; Kita, 1993; Stam, 2006). Stam (2006, 2008, 2018) further
demonstrated that the gestures produced by L2 learners provided an “enhanced

window onto their mind through which we can view their thinking and mental
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representations” (Stam, 2018, p. 165). In this view, speech and gesture are viewed as a
single-integrated system (cf Chap. 1, section 3.3.2.) reflecting processes of L2 speaking,
thinking, and learning. In line with Slobin’s (1987) theory of thinking for speaking (cf
Chapter 1., section 3.3.2), McCafferty (1998) investigated the gesture production of
Japanese learners of English during a picture narration task. His findings showed that
the L2 learners predominantly co-produced gestures with speech when engaged in
problem solving activities. He also looked at cases of pausing and repairs (labelled
“self-regulation”), and observed an absence of gestures during these instances. He
concluded that speakers seemed to “look within themselves” (McCafferty, 1998, p.88)
and thus did not “externalize” their thinking processes, as opposed to when they were
gesturing. In another paper, following Kita’s (2000)’s Information Packaging
Hypothesis which claims that referential and deictic gestures constitute a spatio-
motoric mode of thinking, McCafferty (2004) explored the way L2 learners used
gestures to solve intrapersonal problems. He conducted another study based on
interactions between Taiwanese learners of English in the United States, and argued
that speakers used referential gestures (i.e. deictics and representational gestures) to
provide “a greater degree of spatial exactness” (McCafferty, 2004, p. 163): because the
learners experienced difficulties when speaking their L2, they resorted to the spatio-
motoric channel for thinking (Kita, 2000), i.e. representational gestures which
activate spatio-dynamic information (Krauss et al., 2000). This helped them to
“orchestrate speech production in the L2 and to actionally structure the discourse”
(McCafferty, 2004, p. 161). In sum, a large number of studies in SLA research have
focused on the intrapersonal functions of gestures, as well as their cognitive aspects
(read Gullberg & McCafferty 2008, for extensive review), and the role gestures play in
L2 developmental processes, leading to a number of linguistic difficulties:s.

But as Lopez-Ozieblo (2019) pointed out, gestures used by L2 speakers do not
only relate to lexical related problems, but can be used for turn-taking, repair, or
discourse management, among other intersubjective actions (also see Chap. 1, section
3.3.4). In fact, a number of studies on gestures in SLA reject the assumption that L2
learners’ gestures are used to overcome lexical shortcomings. For instance, Gullberg

(1998, 2011) studied interactions of Swedish and Dutch learners of French and French

13 A large body of research has also examined the facilitative role of gestures in L2 learning, with for
instance the acquistion of L2 vocabulary for children and adults (e.g. Kelly et al., 2009; Tellier, 2008b)
or L2 phoneme acquisition (e.g. (Hoetjes & Van Maastricht, 2020; Zhang et al., 2020). Read Hoetjes &
Van Maastricht (2020) for an extensive review.
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learners of Swedish, and found that while learners did produce gestures to resolve
lexical difficulties in their L2, they were also used to elicit help from the interlocutor,
and thus relied on multimodal communication strategies to manage the interaction.
Solutions to such difficulties were characterized by “active co-constructions in which
both participants jointly deploy speech, gaze, and representational gestures in a highly
structured fashion” (Gullberg, 2011, p. 141). More recently, Graziano & Gullberg (2013,
2018) supported evidence against the LHR by examining the types of gestures that
frequently occurred during fluencemes (cf Chap. 1, section 3.3.4). As we have seen,
their study reported a high number of pragmatic gestures during fluencemes, which
suggests that gestures produced in L2 were not necessarily related to lexical difficulties
but rather to difficult aspects of interaction'4. This does not support the LHR which
expects referential gestures to predominantly occur during fluencemes, as to activate
lexical items in the conceptualizer. In addition, for gestures to be truly compensatory,
it would mean that they would have to occur during speech difficulties (i.e. during
fluencemes), but as Graziano & Gullberg (2018) argued, the observation that gestures
are more likely to occur with “fluent” rather than “disfluent” stretches of speech makes
it difficult to assess theories such as the LHR. Once again, this “internalized” and
production-based view of gestures only gives a partial picture of the phenomena. As
emphasized throughout this thesis, the present work adopts an integrated approach
to gesture and inter-(dis)fluency, which focuses on situated language use and
interactional dynamics, (see Gullberg & McCafferty, 2008) and views gesture as
integral to human communication, both with regard to intrapersonal and
interpersonal processes.

To conclude, we can find a large body of research on gesture and SLA across
disciplines and theoretical frameworks, and the studies presented here largely reflect
the two dominant views presented earlier, mainly the psychological-cognitive and the
functional-communicative view (cf Chap. 1, section 3.3.2). The present study on
fluencemes and gestures in L2 discourse largely follows Graziano & Gullberg’s work
(2013, 2018) which rejects the compensatory role of gestures in L2 discourse. Further
in line with the functional-communicative approach, we maintain that gestures
perform a wide range of functions that are ultimately shaped by their context of use in

the interaction, as well as their degree of expressiveness (Kendon, 2004), and their

14 These findings were also found in Akhavan et al. (2016), among others (cf Chap 1. Section 3.3.4).
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mode of representation (Miiller et al., 2013) and that such manual actions directly
contribute to gesturers’ multimodal utterances (Kendon, 2004, 2014). Therefore, the
idea that gestures “compensate” for speech is, in our view, inadequate, as we believe
that it is more a matter of selecting among the relevant scope of behaviors (Cienki,
2015, cf Chap. 1, section III. 3.2.1), whether a gesture is deemed more relevant to enact
a specific action in a specific context (e.g. a word searching sequence) rather than
speech alone, or the other way around. This selection is essentially shaped by the
coordination of the participants’ actions and their positionings in an interactional

sequence.

1.4. Research questions and working hypotheses for the

present study

To sum up, a large body of research in SLA has focused on temporal variables and
proficiency measures when studying L2 fluency (e.g. Cucchiarini et al., 2000; Gétz,
2013; Hilton, 2009; Lennon, 1990, among others) and have shown differences in
fluencemes’ distribution between L1 and L2 (e.g. Fehringer & Fry, 2007; Riggenbach,
1991; Tavakoli, 2011). Therefore, a number of researchers have mainly associated L2
fluency with lexical and encoding difficulties (Dornyei & Kormos, 1998, Krauss et al.,
2000). However, another body of research has focused on interactional and
communicative aspects of L2 fluency as to identify the different multimodal
communication strategies learners may mobilize when dealing with interactional
difficulties (Gullberg, 2011, Tarone, 1980). In this view, L2 fluency is largely associated
with the notion of interactional competence (Galaczi, 2014) which focuses on the
ability to co-construct interaction rather than to deal with difficulties alone; this idea
also foregrounds the notion of CA-SLA (Pekarek Doehler & Pochon-Berger, 2011)
which associates L2 competence with language use, and elaborates on the notion of
interactional competence by embracing conversation-analytic methods (Pekarek
Doehler, 2018). Therefore, the notions of L2 fluency, proficiency, or competence are
not context-independent, but context-bound, based on observable practices that
illustrate speakers’ abilities to co-construct meaning during situated tandem
interactions, and to a larger extent in pedagogical settings (cf section 1.1.) In addition,
we reviewed a number of studies on gestures in SLA, and briefly presented the Lexical
Retrieval Hypothesis (Krauss et al., 2000) which claims that (referential) gesture
production facilitates word finding, as well as the Information Packaging Hypothesis
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(Kita, 2000) which claims that (referential) gestures help speakers organize spatio-
motoric information. However, we also presented a different body of research which
does not agree with these views, and pays close attention to pragmatic gestures and
the way they synchronize with (dis)fluent cycles of speech (Graziano & Gullberg, 2013,
2018).

The selection of studies presented above reflect different views and approaches
to L2 fluency and gesture, from psycholinguistic perspectives to conversation-analytic
ones, which have led us to the construction of our integrated framework of inter-
(dis)fluency (cf Chap. 1, section IV), moving now to our research questions and
hypotheses. Our research questions stem from this large body of research, and aim to
address the specificities of non-native versus native fluency. Our hypotheses are also
based on assumptions following cognitive grammar and usage-based linguistics
introduced earlier (cf Chap. 1, section III. 3.1). The general aim of the present research
is to measure the overall distribution and general pattern of behavior of fluencemes in
native and non-native discourse, and English and French, as to discuss potential
differences between L1 and L2 fluency (quantitative analyses), but also to highlight
their multimodal deployment in micro-analyses of the data, captured in situated
tandem interactions (qualitative analyses). Four central research questions thus

emerge, which comprise a series of subquestions, listed below.

RQ1: Are L1 and L2 fluency closely related? If not, how does L2 fluency differ
from L1 fluency, and how would these differences be characterized?

RQz2: Is L2 fluency necessarily associated to the learners’ proficiency levels?
RQ3: How do L2 learners make use of fluencemes to overcome language
difficulties? Do they use gestures to “compensate” for lexical shortcomings?
RQ4: To what extent does visible bodily behavior play a role in the functional

and interactional ambivalence of inter-(dis)fluency?

To answer these questions, we present the following assumptions and hypotheses:
RQ1:

- We expect several differences between L1 and L2 fluency behavior, mainly
differences in frequency, duration, position (in line with De Jong, 2016b;
Ferhinger & Fry, 2007, Gilquin, 2008, Tavakoli, 2010, among others), but also
sequence complexity (i.e. sequence configuration and number of markers

combined within a sequence).
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RQ2:

RQ3:

Crosslinguistic differences between French and English are also expected,
following the assumption that (dis)fluency is language-specific (Grosjean &
Deschamps, 1975; De Leeuw, 2007, Candea et al., 2005).

We also hypothesize that L2 learners will produce fewer recurrent patterns of
combination, and more complex fluenceme sequences. In line with Crible
(2018), rare combinations are less automatic, less entrenched in speakers’
memories, and may therefore be one characteristic of L2 fluency.

We also expect differences in gestural behavior, with a higher rate of gestures
produced in L2 than in L1 both during fluencemes and outside fluencemes.
However, contrary to the LHR, we do not expect L2 learners to produce more

referential gestures than L1 speakers.

In line with Brand & Go6tz (2013), we do not expect a clear correlation between
fluency and proficiency, but rather expect a high number of individual
differences (De Jong, 2018, Gullberg, 2011).

In addition, while L1 and L2 fluency may show overall differences (in line with
RQ1) it does not mean that a higher rate of fluencemes in L2 is systematically
associated with limited proficiency. These differences may also reflect
individual strategies (Gullberg, 2011), language specificities (Grosjean &
Deschamps, 1975), or different degrees of pedagogical intention (Azaoui, 2015;
Moirand, 1993). These differences thus need to take into account not only
temporal variables and frequency measures, but interactional factors as well, in
line with the notion of interactional competence (Galaczi & Taylor, 2018) and
CA-SLA (Pekarek-Doehler, 2006).

In line with Cienki's (2015) dynamic scope of relevant behavior theory, we
expect speakers to use the spoken modality as a default mode for dealing with
language difficulties, but there can also be specific instances during which they
make use of visible bodily behavior to act on their multimodal communication
strategies (Gullberg, 2011, 2014). In sum, we expect L2 learners to mobilize all
available relevant resources (i.e. speech, manual gesture, gaze, body
movement) along with fluencemes to deal with language difficulties.

Contrary to the LHR, we also expect L2 speakers to use more pragmatic

gestures than referential gestures during fluencemes, either to seek help from
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their interlocutor, to enact a speech act, to embody a word search activity, or to

mark distinct aspects of discourse, depending on the context.

- The ambivalence of fluencemes, that is to say, the degree of
communicativeness, conventionalization, and fluency, will be illustrated in
speakers’ individual strategies during micro-analyses of interactional
sequences. While some speakers will only focus on the spoken and vocal
modality of discourse and produce a high number of fluencemes to disengage
from the interaction and deal with linguistic problems alone (DISfluency),
others will make use of gaze and gestures to display their engagement to the
interlocutor (Goodwin & Goodwin, 1986) and invite them to construct meaning
in tandem (FLUENCY).

I1. Results

2.1. Quantitative findings

This section presents the quantitative findings extracted from our annotations, which
were obtained through several statistical treatments. Section 2.1.1 focuses on the
fluenceme level of analysis (fluenceme rate, type distribution, and duration of vocal
markers), and section 2.1.2. looks into the combination level (simple/complex
sequences, number of markers combined within a sequence, sequence configuration,
and sequence position). Finally, we finish this section with the visual-gestural level of
analysis (in section 2.1.3.), which includes gesture analysis and gaze behavior during
fluenceme sequences (“fluent” stretches of speech) and outside fluenceme sequences
(“disfluent” stretches of speech, Graziano & Gullberg, 2018). Our analyses compare
native versus non-native productions, broken down by language (English versus
French) to measure crosslinguistic differences, as well as proficiency levels. Results
are provided in raw values''s and relative/normalized frequency (i.e. a frequency
relative to some other value as a proportion of the whole, such as the number of words

in the corpus, or a total number of tokens). Our basis of normalization for the rate of

us All the statistical analyses were run on raw numbers, but most of the tables and figures provide
relative values, for ease of exposition. Raw values can be found in Appendix 3.
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fluencemes and gestures is per hundred words (henceforth phw) due to the small size

of the data (i.e. 141,121 words, see Chap. 2, section 1.1.4).

2.1.1.  Marker level: rate, form, and duration of individual fluencemes

A total of 3172 fluencemes were annotated and extracted from the SITAF Corpus, with
1173 tokens found in L1 (English and French) and 1999 in L2 (English and French).
Figure 33116 reports the distribution of fluencemes in relative frequency per participant
(American and French) and per language proficiency (L1 versus L2). A test of log-
likelihood (henceforth LL, see Chap. 2, section 11.2.3.1.) was conducted to measure
these differences statistically. Results indicate that American speakers produced
significantly more fluencemes in their L2 (49.2 phw) than in their L1 (16.1 phw) (LL =
495.45 , p < 0.0001), and this was also the case of French speakers who produced 23
fluencemes phw in their L1 as opposed to 33.1 phw in their L2 (LL= 48.69; p <
0.0001). We can also observe differences between American and French speakers,
with the American speakers who produced significantly more fluencemes in their L2
(49.2 phw) than French speakers (33.1 phw) (LL = 77.24; p > 0.001), while they
produced fewer ones in their L1 (16.1 phw) compared to French speakers (23 phw) (LL

=104. 88 ; p > 0.001).
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Figure 33. Rate of individual fluencemes per hundred words

Overall, results show high differences in frequency between native and non-native
productions, as well as between speaker groups. We can note, however, a number of

individual differences and instances of speaker variability within the two groups. For

16 The exact values (relative and raw) are found in Table 51 in Appendix 3.
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instance, Ao7 produced 32.6 fluencemes phw in her L2, as opposed to A17, who
produced significantly more tokens (81.6 phw). Similarly, F13 only produced 5.9

fluencemes phw in her L1, while F10 produced 35.2.

Table 11. Proportion of marker types in L1 and L2 (American speakers)

Marker type L1 % (raw) L2 % (raw) zscore p value
EDT 0.3% (2) 1% (6) N/A17
MS 29.4% (152) 28% (330) 0.68 0.4
NL 9.3% (48) 10% (114) -0.2 0.8
VOC 60.8% (314) 62% (736) -0.47 0.6

Table 12. Proportion of marker types in L1 and L2 (French speakers)

Marker type L1 % (raw) L2 % (raw) Z score p value
EDT 0.3% (2) 1% (8) N/A
MS 20.6% (195) 24% (196) 2.24 0.01*118
NL 7.3% (48) 12% (94) -2.74 0.006*
VOC 62.7% (412) 63% (515) -0.25 0.8

Tables 11 and 12 compare the distribution of fluencemes by marker type: vocal markers
(VOC), morphosyntactic markers (MS), and peripheral markers, which include
explicit editing terms (EDT) and non-lexical sounds (NL) (see Chapter 2. section 2.2.1)

It is interesting to note that, despite significant differences in frequency
between L1 and L2, no differences were found in the proportion of marker types for
the Americans, as the z tests (see Chap. 2, section 11.2.3.1.) yielded no significance
between native and non-native productions (see Table 11). For the French speakers
however, two differences were found: they produced slightly more morpho-syntactic
markers in their L1 (29.6%) than in their L2 (24%), and they produced almost twice as
many non-lexical sounds in their L2 (12%) than in their L1 (7.3%).

A more detailed account of the proportion of marker types is provided in Table
13 and 14 which identify all the fluencemes that were annotated in the data (excluding

EDTs and additions which were extremely rare overall).

u7 7 tests cannot be conducted on values no greater than 5.
u8 An asterisk is added whenever the p value is below 0.04 and therefore shows significance.
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Table 13. Proportion of fluencemes in L1 and L2 (American speakers):

L1 % (raw) L2 % (raw) Z score p value

morpho-syntactic markers

lexical repair 1.7% (9) 0.9% (9) 1.43 0.1
morphological repair 2.5% (13) 2,5% (25) 0.02 0.9
syntactic repair 2.7% (14) 4,8% (48) -1.94 0.05
identical repetition 11.7% (60) 18,2% (181) -3.27 0.001*
self-interruption 4.7% (24) 1,7% (17) 3.35 0.0008*
truncated word 5.7% (29) 4,9% (49) 0.59 0.5
vocal markers
filled pause 9.6% (49) 19,4% (193) -4.94 < 0.002*
prolongation 14 % (72) 28,4% (283) -6.25 < 0.002*
unfilled pause 37.9% (193) 26,1% (260) -4.58 < 0.002*
peripheral markers
NL sound 9.4% (48) 11,4% (114) -1.26 0.2

Results show that, for the American speakers, differences were found in the
proportion of certain fluencemes in their L1 and L2, especially morpho-syntactic and
vocal markers. They produced more identical repetitions in their L2 (18.2%) than in
their L1 (11.7%), but more self-interruptions in their L1 (4.7%) than in their L2 (1.7%).
In addition, they produced more filled pauses in their L2 (19.4%) than in their L1
(9.6%) as well as more prolongations (28.4% versus 14%). However, they produced
more unfilled pauses in their L1 (37.9%) than in their L2 (26.1%). No significant
differences were found for the rest of the markers.

For the French speakers (Table 14), on the other hand, fewer significant
differences were found. As Table 14 reports, French speakers produced slightly more
self-interruptions in their L1 (3.6%) than in their L2 (1.8%), but contrary to the
American speakers, they produced more prolongations in their L1 (18.6%) than in their
L2 (12.1%), and fewer unfilled pauses in their L1 (23%) than in their L2 (29.1%). They
also produced more NL sounds in their L2 (11.6%) than in their L1 (7.3%). We can thus

find a number of crosslinguistic differences between the two groups: while American

119 Rates per hundred words can be found in Appendix 3, Table 53 for the French speakers, and Table
52 for the American speakers. Tables 13 and 14 of this section look at the proportion of fluencemes, to
get an idea of their frequency relative to one another in a specific language.

202



Chapter 3. Inter-(dis)fluency in native and non-native discourse

speakers produced a relatively high proportion of unfilled pauses in their L1 (37.9%)
it was not the case for French speakers (21.6%) (z = 5.48 ; p < 0.002) ; on the other
hand, French speakers produced significantly more filled pauses in their L1 (21.6%)

than American speakers (9.6%) (z = -5.50 ; p < 0.002).

Table 14. Proportion of fluencemes in L1 and L2 (French speakers)

L1 % (raw) L2 % (raw) Z score p value

Morpho-syntactic markers

lexical repair 1.6% (11) 0.6% (5) 1.94 0.05
morphological repair 1.6% (11) 3.1% (25) -1.72 0.08
syntactic repair 4.1% (27) 2.4% (20) -1.79 0.07
identical repetition 13.5% (88) 11.8% (95) 0.99 0.3
self-interruption 3.6% (24) 1.8% (15) 2.14 0.03*
truncated word 4.4% (29) 4.4% (36) -0.01 0.9

Vocal markers

filled pause 21.6% (141) 22.6% (182) -0.41 0.6
prolongation 18.6% (121) 12.1% (98) 3.41 0.0006*
unfilled pause 23% (150) 209.1% (235) -2.62 0.008*

Peripheral markers

NL sound 7.3% (48) 11.6% (94) -2.74 0.006*

The duration of the vocal markers was also analyzed for all speakers of both
groups. Results show that, despite differences between the two groups on average, a
great number of individual differences prevented the former from being statistically
significant (cf Table 54, 55, and 56 in Appendix 3 for more details). For the American
speakers, filled pauses were on average longer in their L1 (M = 658ms ; SD = 238ms)
than in their L2 (M = 514ms ; SD = 192,3ms ; p = 0.1), as well as unfilled pauses which
had a longer duration on average in their L1 (M = 754ms ; SD = 444ms) than in their
L2 (M = 683ms ; SD = 300ms ; p = 0.2). For the French speakers, it was quite the
opposite: their filled pauses were longer in L2 (M = 465ms ; SD = 190ms) than in L1
(M = 371ms ; SD = 214ms ; p = 0.1), and this was also the case for their prolongations
(M =383ms; SD =122msin L1; M = 459ms ; SD = 187ms in L2 ; p = 0.01) and unfilled
pauses (M = 629ms ; SD = 292ms in L1; M = 717ms ; SD = 443ms in L2 ; p = 0.4).

As the Shapiro-Wilk test revealed, neither filled pause, prolongation, nor
unfilled pause duration were normally distributed (W= 0.97 ; W =0.80 ; W = 0.86),
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so the duration values (aggregated per speaker) were submitted to a Wilcoxon test for
comparison of means (cf Chap. 2, section I1.2.3.1.). Given the lack of statistical
evidence (except for prolongations in French), hardly any conclusion regarding
duration can be reached at this point. This may suggest that duration is not necessarily
a reliable indicator of (dis)fluency, contrary to what previous studies have shown (e.g.
Kahng, 2014; Riazantseva, 2001). This is more in line with Cucchiarini et al. (2000)
who found that the difference between native and non-native speakers was more
determined by a greater number of pauses than a longer duration. These findings also
further suggest high individual variation, as shown in the boxplots in Figures 34 and
35 which give information about the variability and dispersion of the data. The lower
part of the box displays the first quartile, the higher part shows the third quartile, and
the line dividing them is the median (the middle value of the dataset). The upper and
lower whiskers represent scores outside the middle 50%, and the data points that are
located outside the whiskers show observations that are distant from the rest of the
data. In this case, the data shows a skewed distribution (where the median cuts the
box into two unequal pieces, e.g. prolongations in the French group), with some data
points that are located further outside the upper quartiles (e.g. for the unfilled pauses

for the French and American group).

Unfilled pause Filled pause Prolongation
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Figure 34. Duration of vocal markers in L1 and L2 (American group)
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Figure 35. Duration of vocal markers in L1 and L2 (French group)

Turning now to the form of the filled pauses (see Fig. 36), as either produced with a
central vowel (e)uh) or a nasalized one (e)um?2°0), results show that American speakers
produced more instances of “ums” in their L1 (N= 43/49) than in their L2 (N=62/193)
(z =7.017; p = <. 0002), but more “uhs” in their L2 (131/193) than in their L1 (6/49)
(z = -7.017 ; p = <. 0002). The French speakers, however, showed an opposite trend:
they produced more “euhs” in their L1 (N= 125/141) than in their L2 (N=115/182) (z =
5.195 ; p <. 0002), but more “eums” in their L2 (N = 67/182) than in their L1 (N =
16/141) (z = -5.195 ; p <. 0002). We may wonder whether this result may be linked to
language-specific features; while American speakers used “um” a lot in their first
language (88%), but French people rarely did (11%), the latter may have produced
more “ums” in their L2 to adapt their speech to “sound” more like the Americans, and
the other way around (i.e. Americans may have produced more “euhs” in their L2 to
adapt it to the French). This kind of phenomenon is known as phonetic adaptation
(Hwang et al., 2015), and refers to the production of L2-like sounds that are missing
in the L1 in order to adapt it to the target language. While this kind of hypothesis needs
to be further investigated by running a thorough acoustic and phonetic analysis of
filled pauses (which calls for a different type of investigation), it is still interesting to
note significant differences in form distribution between the two groups and between
L1 and L2.

120 Ag explained in Chapter 2, no acoustic differences were made between English-sounding uh/ums
and French-sounding euh/eums, so a bracket is used to avoid making a distinction in writing.
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Figure 36. Proportion of filled pause types in L1 and L2

As to the types of non-lexical sounds, three main categories emerged: (1) clicks, (2)
inbreaths, and (3) other. The latter includes various sounds and sound objects, i.e.
sigh, nasal vocalizations, laughter, coughs, creaks and the like. They were grouped
together because they did not often co-occur with fluencemes, as opposed to clicks and
inbreaths, but their exact distribution can be found in Tables 57 and 58 in Appendix
3. Figure 37 shows the proportion of non-lexical sounds in L1 and in L2. While
numerical values seem to suggest some differences (e.g. 27% of clicks in L1 versus 39%
in L2 for the Americans), none of them actually reached statistical significance, as

reported in Table 59 in Appendix 3 which shows the scores obtained with the z tests.

mdick minbreath mother

L1 L2 Ll L2
AMERICAMN SPEAKERS FRENCH SPEAKERS

Figure 37. Percentage distribution of NL sounds in L1 and L2

Unlike filled pauses, the differences between the two means in L1 and L2 were not

significant, and this may be interpreted as a sign that non-lexical sounds are not
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necessarily language-specific, as opposed to filled pauses. However, we should be
cautious when making this assumption, given the lack of statistical evidence. Once
more, these kinds of results call for further investigation in phonetic research, which
goes beyond the scope of the present study.

Before moving on to the sequence level of analysis in the following section, let
us briefly investigate the possible relationship between fluenceme rates and

proficiency levels, in line with previous research in SLA on fluency (see section 1.2).

Table 15. Self-evaluation scores and L2 fluenceme rate

Self-evaluation Self-eva}luati.on L2 rate
score (qral score (hsten.mg (phw)
production) comprehension)

Ao2 6/10 7/10 61.7
Ao3 6/10 7/10 45

Ao7 6/10 8/10 326
A09 7/10 8/10 56.8
A1lo 6/10 6/10 41.7
A1l 6/10 8/10 32.2
A13 7/10 7/10 52.6
Al5 7/10 8/10 41.7
A16 4/10 8/10 25.5
A17 6/10 7/10 81.6
A18 5/10 7/10 48.9
Foz2 7/10 8/10 24.8
Fo3 7/10 7/10 16.5
Fo7 7/10 7/10 23.3
Fog 7/10 7/10 58.7
F10 5/10 5/10 68.2
F11 6/10 6/10 31

F13 8/10 7/10 28.8
Fi5 7/10 7/10 39-4
F16 8/10 7/10 20.9
F17 8/10 7/10 26.9
F18 6/10 7/10 304

As explained in Chapter 2 (cf Chap. 2, section 1.1.2.3.) the students who took part in
the study assessed their own level of proficiency, by rating it on a scale from o to 10.

Even though these scores are very subjective and by no means provide a reliable

207



Chapter 3. Inter-(dis)fluency in native and non-native discourse

measure of L2 proficiency, it is still interesting to enquire into a potential relationship

between perceived proficiency and fluency.

Table 16. Pearson R scores and p values for the correlation tests

American speakers French speakers
Oral prod. score and L2 rate r=0.1315; p = 0.2 r=0.5779 ; p = 0.04
Listening comp. score and L2 r=-0.3956;p = 0.2 r=-0626;p = 0.05

rate

To that aim, a Pearson’s correlation (cf Chap. 2, section II. 2.3.2.) was conducted to
measure a possible correlation between fluenceme rates and self-assessed evaluation
scores. These values are given in Table 15, as a reminder. It is interesting to note, at
first glance, that the American speaker (A16) who was attributed the lowest self-
evaluation score for oral production (4/10) actually produced the lowest rate of
fluencemes in her group (25.5 phw). In the French group, on the other hand, the
French speaker (F10) who was attributed the lowest self-evaluation score for oral
production (5/10) produced the highest rate of fluencemes in her group (68.2 phw).
This brief look at the data already suggests individual and/or language-specific
differences. Indeed, none of the scores found in Table 16 yielded a substantial
significant correlation between the two means, according to the Pearson’s correlation

test. This is further discussed in Section II1.3.1.2.

So far, the findings reviewed above suggest that the most striking difference
regarding fluenceme distribution in native versus non-native productions is
frequency, as all the speakers from the two groups showed a tendency to produce
considerably more fluencemes in their L2 than in their L1, which was found to be
statistically significant. When it comes to the other features (i.e. duration, form,
proficiency), the differences between L1 and L2 patterns of behavior are not so
straightforward, as they largely depended on other variables, such as language
(English versus French) and individual variation. These differences will be further

discussed in section III.

2.1.2. Sequence level: type, length, position, and patterns of co-
occurrence

1567 sequences (i.e. isolated or combined markers, see Chap. 2, section I1.2.2.2.) were

identified in total, 821 for the American speakers, and 746 for the French speakers.
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Figure 38 reports the proportion of simple (isolated tokens) and complex (combined
markers) sequences in L1 and L2 for the two groups. Numbers show that the American
speakers produced more complex sequences in their L2 (N= 302/512) than in their L1

(N=133/309), which was found to be statistically significant (z = -4.435 ; p <. 0.0002).

mcomplex msimple

L1 L2 L1 L2
AMERICAN SPEAKERS FRENCH SPEAKERS

Figure 38. Proportion of complex and simple sequences in L1 and L2

For the French speakers, however, no significant difference was found between the
proportion of complex sequences in their L1 (N=173/347) and in L2 (N=206/399) (z
= -0.0177 ; p =0.6). Once again, these results may indicate that (dis)fluency behavior
is not necessarily determined by differences in proficiency, but may also be influenced
by language differences and/or individual preferences.

Turning now to the length of sequences, i.e. the number of markers found
within a complex sequence, Table 60 (in Appendix 3) gives information about
sequence length, i.e. average number of markers combined within a sequence. As the
Shapiro-Wilk test revealed, the values were not normally distributed, so a Wilcoxon
test was performed to measure differences between L1 and L2. As results showed,
American speakers combined 1.7 markers on average in their L1, versus 2.4 in their
L2, which was statistically significant (p = 0.005), but French speakers produced 1.9
markers per sequence in their L1 versus 2 in their L2 on average, which does not show
significance (p = 0.5). However, the standard deviation values are rather high in L2
for both the American and French speakers, which suggests a large amount of variation

within the two groups. This is further illustrated in the boxplots below.
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Figure 39. Range of markers combined in L1 and L2

The number of markers combined ranged from 2 to 8 in L1 versus 2 to 11 for the
Americans, and from 2 to 7 in L1 versus 2 to 14 for the French. Some speakers, such as
F13, combined up to 3 markers in her L1, versus 14 in her L2, and on average combined
a higher number in her L2 as well (1.6 in L1 versus 2.2 in L2), others, such as F11,
combined up to 5 markers in her L1, as opposed to 10 in her L2, but combined roughly
the same amount on average (2.3 in L1 vs 2.4 in L2). Similarly, A17 combined up to 10
different markers in her L2, as opposed to 3 in her L1, while Ao3 combined up to 8
markers in her L1, and 10 in her L2. These different patterns of behavior largely reflect
how spread out the data is, but it may also suggest individual preferences, which are
not directly observable in overall measures of frequency or tendency. This further
justifies the need to illustrate specific instances of the data through qualitative
analyses (see section 2.2.).

Tables 17 and 18 show the different sequence configurations (cf Chap. 2, section
2.2.2.) and their distribution in L1 and L2 for the American and French speakers. Once
more, the differences are more significant within the American group, as nearly half
of their sequences (48%) are made of vocal markers and morphosyntactic markers
(VOC+MS) in their L2 as opposed to 29% in their Li. By contrast, 35% of their
sequences consisted in combinations of vocal markers (VOC+VOC) in their L1, as
opposed to 20% in their L2. In short, these findings suggest that the American
speakers made use of mainly two different patterns of co-occurrence in their L1 and
their L2, with a slight preference for stalling strategies in their L1 (VOC+VOC) as

opposed to a mixture of stalling and repair mechanisms (VOC+MS) in their L2.
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Table 17. Sequence configurations (American group)

Seq. Conf. L1 % (raw) L2 % (raw) Z score p value
MIX 2% (2) 2% (6) N/A
MS+MS 14% (18) 4% (11) 3.821 < 0.0002%
MS+NL 1% (€))] 1% (3) N/A
VOC+MS 29% (38) 48% (145) -3.757 < 0.002%
VOC+MS+NL 7% (9) 9% (27) -0.749 0.4
VOC+NL 14% (19) 17% (50) -0.584 0.5
VOC+VOC 35% (46) 20% (61) 3.229 0.001*

For the French speakers, however, the differences are not so clear-cut, given the
lack of statistical significance between the two proportions. Only one pattern
(VOC+MS) reached a significant statistical score (p = 0.01), and shows differences

between L1 and L2, with a higher rate in L1 (49%) than in L2 (36%).

Table 18. Sequence configurations (French group)

Seq. Conf. L1 % (raw) L2 % (raw) Z score p value
MIX 1% (2) 3% () N/A
MS+MS 10% (18) 9% (19) 0.432 0.6
MS+NL 1% (1) 2% (5) N/A
NL+NL 1% (1) 1% (3) N/A
VOC+MS 49% (85) 36% (76) 2.516 0.01*
VOC+MS+NL 8% (13) 6% (12) 0.697 0.4
VOC+NL 10% (18) 17% (36) -0.06 0.05
VOC+VOC 20% (35) 24% (51) -0.9 0.3

One major difference is also found between the French and American groups. While
the French group used the VOC+MS pattern 49% of the time in their L1, the American
group only produced it 29% (t = -3.637 ; p < 0.0002), and the two groups showed an
opposite tendency in their L2 (fewer VOC+MS combinations in the L2 for the French,
as opposed to a higher proportion in the L2 for the Americans). Lastly, the American
speakers used the VOC+VOC pattern in their L1 more frequently (35%) than the
French speakers (20%), although this difference did not reach much significance (¢ =
-2.822 ; p = 0.04).

The last variable analyzed at the sequence level is utterance position, and this
time the two groups showed similar patterns of behavior. Results are reported in

Tables 19 and 20 below. As the statistical scores reveal, not many differences were
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found between L1 and L2 in both groups, except for medial and final positions:
American speakers produced more fluenceme sequences in medial position in their L2
(57%) than in their L1 (48%), and French speakers produced slighly more fluencemes
in final position in their L1 (12%) than in their L2 (9%).

Table 19. Sequence position (American group)

Seq. Position L1 % (raw) L2% (raw) Z score p value
final 12% (38) 10% (50) 1.136 0.2
interrupted 2% (5) 3% (13) -0.873 0.3
initial 37% (115) 30% (155) 2.052 0.04*
medial 48% (147) 57% (290) -2.253 0.01*
standalone 1% (4) 1% (4) N/A

Table 20. Sequence position (French group)

Seq. Position L1 % (raw) L2 % (raw) Z score p value
final 14% (48) 9% (34) 2.313 0.02*
interrupted 1% (5) 2% (7) -0.339 0.7
initial 30% (105) 33% (131) -0.025 0.4
medial 53% (185) 54% (216) -0.0082 0.8
standalone 1% (4) 3% (11) N/A

Overall, the distributions appear to be largely similar in the two speaker groups and in
the two languages, which may suggest that language proficiency has little effect on the
position of fluencemes in our data.

So far, our findings have exclusively focused on the verbal and vocal level of
native and non-native fluency, analyzing different temporal variables, such as rate,
distribution, sequence configuration, position, among others. We shall now move to
our third level of analysis (above fluenceme and sequence) involving visible bodily

behavior.

2.1.3. Visuo-gestural level: gesture production and gaze behavior

In this section, we will review the distribution of gestures during fluencemes (“fluent”
stretches of speech) and outside fluencemes (“disfluent” stretches) in L1 and in L2, in
English and in French, in order to investigate the temporal relationship between
(dis)fluency and gesture production, in line with Graziano & Gullberg (2018). We will

first examine the co-occurrence of fluencemes and phases of gestural action (cf Chap.
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1, section III. 3.3.4), measure the rate of gestures that occurred during fluent and
disfluent stretches of speech, and finish with the analysis of gaze behavior.

Tables 21 and 22 report the proportion of gesture phases during fluenceme
sequences in L1 and in L2, for the American and French groups. As the Tables show,

two main differences can be observed between L1 and L2 in the two groups.

Table 21. Proportion of gesture phases during fluenceme sequences (American group)

L1 % (raw) L2 % (raw) Z score p value
stroke 18% (55) 21% (107) -1.081 0.2
hold 9% (28) 18% (92) -3.5 0.0005*
preparation 5% (15) 8% (40) -1.643 0.1
rest position 64% (197) 48% (244) 4.482 < 0.0002*
retraction 5% (14) 6% (29) -0.706 0.4

Table 22. Proportion of gesture phases during fluenceme sequences (French group)

L1 % (raw) L2 % (raw) Z score p value
stroke 16% (57) 24% (94) -2.418 0.01*
hold 9% (32) 15% (61) -2.502 0.01%*
preparation 6% (20) 8% (31) -1.1083 0.2
rest position 62% (216) 46% (185) 4.34 < 0.0002*
retraction 6% (22) 7% (28) -0.369 0.7

First, both American and French speakers kept their hands in rest position more
frequently in their L1 (64% for the Americans, and 62% for the French) than in their
L2 (48% for the Americans and 46% for the French). This suggests a higher gestural
activity in L2 than in L1, but these findings will be further confirmed when we compare
gestural rates during fluent and disfluent stretches of speech. Interestingly, the two
groups also showed a tendency to hold their hands in a static position more frequently
during fluencemes in L2 (18% for the Americans, 15% for the French) than in L1 (9%
for the Americans and the French). This finding is further elaborated in Chapter 5.
Overall, these results show that gestures rarely co-occur with fluencemes, in line with
previous work (cf Chap. 1, section III. 3.3.4, and section 1.3. of this chapter), but a
larger proportion of them are produced in non-native productions. This leads us to the

analysis of gesture production during fluent and disfluent cycles of speech.
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Figure 40 reports the rate of gesture strokes per hundred words in native and
non-native productions for the American and French speakers2t. Numbers indicate
that American speakers produced 16 gestures phw in their L2 (INV = 376), versus 11 in
their L1 (N = 336), which was found to be statistically significant (LL = 27.91 ; p <
0.0001). The same applies to the French speakers, who produced 10 gestures phw in
their L1 (IV = 375), as opposed to 15 in their L2 (N = 275; LL = 34.34 ; p < 0.0001).
These findings confirm our earlier prediction that speakers produce more gestures in
their L2 than in their L1 overall. Despite significant differences between L1 and L2
overall, a few exceptions can be noted. For instance, A03 produced more gestures in
her L1 (21) than in her L2 (15), as well as F11 (24 in her L1 and 18 in her L2). Some
speakers also showed a tendency to gesture a lot in their L2 (e.g. A10 and F11) while

others gestured very little in comparison (e.g. A15 and F18).
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Figure 40. Rate of gestures (phw) in L1 and L2

Figure 41 shows the proportion of gestures in fluent versus disfluent stretches of
speech (during fluencemes and outside fluencemes). Results show that gestures
predominantly occurred without fluencemes, which supports previous work (cf Chap.
1, section III. 3.3.4). This was found to be true for the two groups and in L1 and L2, as
the American speakers produced 84% of their gestures (N= 282/336) during fluent
stretches of speech, as opposed to 16% (N= 54/336) during disfluent o