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Abstract

The French national agency for radioactive waste management (ANDRA) is studying the
feasibility of a radioactive waste burial project in the Callovo-Oxfordian clay formation
(COx). To carry out its studies, ANDRA has supervised the construction of an underground
laboratory (URL) at Bure (Meuse/ Haute Marne, France). In the framework of the study
presented here, we are particularly interested in the convergence measurements of these
galleries, and in the effect of the fracturing zone, induced by the excavation of the tunnels.
The instrumentation of the URL tunnels revealed two types of drifts in terms of fractured
zones and convergences depending on whether the tunnels are excavated in the direction of
the major principal horizontal stress or the minor principal horizontal stress. In the first case,
the state of stress in a section is almost isotropic and the horizontal convergence is greater
than the vertical convergence, while in the other type of gallery, where the horizontal stress
is greater than the vertical stress, the vertical convergence is greater than the horizontal
convergence. In the scientific literature, there is a lot of work on modeling these two types
of galleries. Many approaches have been considered to try to model the anisotropy of
both the convergence and the convergence rate measured in these two types of galleries.
In the work presented here we have assumed that the long-term behavior is governed by
viscous slip on shear fractures present in the fractured zones around the drifts. In a first
approach we model the environment in which the galleries are excavated by a continuous
homogeneous transverse isotropic material. The model used is already available in the
FEM code Disroc under the name ANELVIP [35]. The anisotropy (elastic-plastic and
viscous) represents the fracture behavior, and the direction of the isotropy plane corresponds,
in a simplified way, to the direction of the main shear fractures present in the fractured
zone. The different anisotropy parameters are numerically calibrated on the convergence
measurements of the URL galleries. The convergence and convergence rates of the two
types of galleries are thus modeled, keeping the same parameters of the elasto-visco plastic
laws, simply by changing the orientation of the isotropy plane between the two models and
the anisotropy parameters. However, the link between the anisotropy parameters and the
behavior that a fracture would exhibit is not clear and the physical understanding of the
anisotropy parameters is the subject of the second part of this numerical modeling work.
We set up an experimental device to study the creep of a fracture. The purpose of this study
is to measure experimentally the physical parameters describing the creep along the fracture
and then to introduce the fracture behavior in numerical models. This experimental protocol
allows a detailed understanding of fracture behavior thanks to Digital Image Correlation.
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We have linked, by homogenization techniques, the anisotropy parameters of the ANELVIP
model to physical parameters of the fractures. A coring campaign around the ANDRA
galleries provided us with the statistical data necessary to propose a description of the
fractured zone around the two types of URL galleries, in terms of fracture density and
orientation. All this allowed us to make new simulations with a medium divided into several
zones, first the healthy rock supposed to be isotropic, then the anisotropic fractured zone,
itself subdivided into 3 zones of different orientation and fracture density.

Abstract (different language)
L’agence nationale pour la gestion des déchets radioactifs (ANDRA) étudie la faisabilité
d’un projet d’enfouissement de déchets radioactifs dans la formation argileuse de Callovo-
Oxfordien (COx). Pour mener à bien ses études, l’ANDRA a supervisé la construction d’un
laboratoire souterrain (URL) à Bure (Meuse/ Haute Marne). Les galeries constituant le
laboratoire font l’objet de nombreuses expérimentations. Dans le cadre des travaux présentés
ici, nous nous sommes plus particulièrement intéressés aux mesures de convergences sur ces
galeries, ainsi que l’effet de la zone de fracturation, induite par l’excavation des tunnels sur
la convergence de ces galeries. L’instrumentation des galeries de l’URL a mis en évidence
deux types de galerie en terme de zone fracturée et de convergences selon si les galeries sont
excavées dans la direction de la contrainte principale majeure ou de la contrainte principale
mineure. Dans le premier cas, l’état de contrainte dans une section est quasiment isotrope
et la convergence horizontale est plus grande que la convergence verticale, alors que dans
l’autre type de galerie, où la contrainte horizontale est supérieure à la contrainte verticale,
c’est la convergence verticale qui est supérieure à la convergence horizontale. On trouve dans
la littérature scientifique beaucoup de travaux de modélisation de ces deux types de galerie.
En effet, beaucoup d’approches ont été envisagés pour essayer de modéliser l’anisotropie à
la fois du taux de convergence et de convergence mesurées dans ces deux types de galeries.
Dans les travaux présentés ici nous choisissons une approche un peu différente, en supposant
que le comportement à long terme est régi par le glissement visqueux sur les fractures en
cisaillement présent dans les zones fracturées autour des galeries. Dans une première
approche nous modélisons le milieu dans lequel les galeries sont excavées par un matériau
continu homogène transverse isotrope. Le modèle utilisé est présent dans le code Disroc sous
le nom d’ANELVIP [35]. L’idée étant que l’anisotropie (élastique-plastique et visqueuse)
représente le comportement des fractures, faisant ainsi correspondre, de façon simplifié, la
direction du plan d’anisotropie, à celles des frprincipales fractures en cisaillement présentes
dans la zone fracturée. Les différents paramètres d’anisotropie sont calibrés numériquement
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sur les mesures de convergence des galeries de l’URL. On parvient ainsi à reproduire les
convergence et taux de convergence des deux types de galeries, en modifiant l’orientation du
plan d’isotropie entre les deux modèles et les paramètres d’anisotropie, tout en conservant
les mêmes paramètres des lois élasto-visco plastique. Toutefois, le lien entre les paramètres
d’anisotropie et le comportement qu’aurait une fracture n’est pas clair et la compréhension
physique des paramètres d’anisotropie fait l’objet de la deuxième partie de ce travail de
modélisation numérique. En effet, dans la mesure où l’hypothèse de ce travail est que le
comportement dominant les déformations à long terme autour des galeries excavées dans
le COx est le glissement visqueux des fractures, nous avons mis en place un dispositif
expérimental pour étudier précisément le fluage d’une fracture dans le COx. L’objet de cette
étude est de mesurer les paramètres physiques décrivant le glissement élasto-visco plastique
le long de la fracture pour pouvoir ensuite introduire le comportement des fractures dans
les modèles macroscopiques de convergences des galeries. Cette campagne expérimentale
s’appuie sur la Corrélation Numérique d’Image pour obtenir une vue détaillée de ce qui se
passe le long de la fracture. Enfin, nous avons lié les paramètres d’anisotropie du modèle
ANELVIP à des paramètres physique des fractures par techniques d’homogénéisation.
Une campagne de carottage autour des galeries de l’ANDRA nous a fourni les données
statistiques nécessaires pour proposer une description de la zone fracturée autour des deux
types de galeries de l’URL, en terme de densité et d’orientation des fractures. Tout cela
nous a permis de faire de nouvelles simulations avec un milieu découpé en plusieurs zones:
d’une part la roche saine supposé isotrope, puis la zone fracturée anisotrope, elle-même
subdivisée en 3 zones d’orientation et de densité de fractures différentes.
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Introduction 1
Background

In France, nuclear power is the leading source of electricity production, representing 70% of
the energy mix. It comes from 56 reactors of different power plants spread throughout the
country. At a time when European countries have decided to achieve carbon neutrality by
2050, when reliance on Russian gas is a concern, and when energy prices are skyrocketing,
nuclear energy represents a crucial asset. Moreover, in the current context of global warming,
nuclear energy is positioned as an interesting option as it is a low carbon energy, which
is why the European Commission has decided to consider nuclear energy as a transitional
energy. Furthermore, regardless of the politicians’ position on nuclear energy, a solution
must be found for the already existing nuclear waste. The waste produced by the nuclear
industry is not recyclable and in France the decision has been taken to store the waste.
This is already the case for 90% of the waste, which is qualified as Low- and Intermediate-
Level, Short-Lived wastes, and Very Low-Level wastes which are stored in sub-surficial
locations. Nevertheless, the 10% of waste qualified as High-Level and Intermediate-Level,
Long-Lived wastes, which represents more than 90% of the total radionuclide emissions,
is the main problem [84]. France, as some other countries, is considering using deep
disposal facilities for radioactive waste. The deep geological repository is based on the
identification of favorable geologic formations characterized by structural, hydromechanical,
and geochemical properties able to efficiently isolate radionuclide dispersal and ensure the
construction and operation of storage facilities. These types of formations are identified
as host rocks because of their geologic characteristics (e.g., salt, clays and shales). In
France, it the responsibility of the French national radioactive waste management agency,
ANDRA (Agence Nationale pour la gestion de déchets radioactifs) to identify a host rock and
supervise the feasibility studies for a deep geological repository. Because of characteristics
such as very low permeability and reduced molecular diffusion, Callovo-Oxfordian (COx)
claystone is currently being studied as a potential candidate host rock [5, 28]. The mission
of ANDRA is to design a geological repository and to ensure its safety for millions of years
after its closure. Moreover a medium-term reversibility for about 100 years is also required.
To carry out its mission, ANDRA has designed the Cigéo project (Centre Industriel de
Stockage Géologique, which stands for Industrial center for geological disposal). The
main level of the disposal will be divided into two main zones depending on the type of
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waste (Intermediate level long lived waste or high level waste) and the type of excavation
method.

Objectives of the work

Clay formations seem to present, in their natural undisturbed state, a very favorable envi-
ronment for nuclear waste disposal due to their confinement properties: low permeability,
low diffusion coefficients and good retention capacity for radionuclides. Nevertheless,
the excavation of the galleries induces a stress redistribution which generally leads to the
creation of a damaged zone. This damaged zone has different mechanical and hydraulic
properties compared to the undisturbed rock and its effects on the global behavior of the
rock formation around the drifts needs to be taken into account.

The fracturing pattern that is induced by the excavation of drifts in clay rock formation
is a complex problem to study by itself. Theoretically it is expected that in any bedded
rock exhibiting an anisotropic (transversely isotropic) behavior, a circular hole is deformed
into an overall oval shaped hole, with its principal axes parallel and orthogonal to the
bedding planes, even if the far field stress would be isotropic [47]. The difficulty is that
when observations are made in two different bedded rocks (Opalinus Clay and Boom Clay),
for the same mechanical conditions, the damaged zone is developing in reverse direction.
This observation seems to indicate two different modes of failure in these two clays. Shear
failure along conjugated planes seems, in the plastic Boom Clay, to result in a damaged zone
extending in the horizontal direction, while bedding plane splitting and buckling occur in
the indurated Opalinus Clay resulting in a damaged zone extending in the vertical direction
[47]. Moreover, when it comes to the COx claystone, which is the rock investigated in this
work, even though it is a hard and indurated rock more like Opalinus Clay, a fracture pattern
similar to that observed in Boom Clay is observed for drifts and micro-tunnels parallel to the
major horizontal stress (e.g. GCS drift) [4]. This shows the complexity of the mechanisms
leading to the fracture pattern in the excavation damaged zone.

In-situ observations at the Meuse/Haute-Marne Underground Research Laboratory (MHM
URL) provide valuable data regarding the impact of excavation rate, excavation techniques
and support types on the convergence of the drifts. They show that the mechanical response
of the COx claystone to the excavation of the drifts depends on different features such as the
in-situ stress state, the orientation of the drift with respect to the principal horizontal stresses,
the excavation method, and the intrinsic anisotropy of the rock. Continuous monitoring
of the drifts’ convergences and the excavation zones has shown a progressive anisotropic
convergence and the development of an asymmetrical fractured zone around the drifts,
with extensional and shear fractures [4]. It seems that the convergence anisotropy can
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be explained by the geometry of the fractured zone. The directions of the convergence
anisotropy and the geometry of the fractured zone depend on the direction of the drift with
respect to the principal horizontal stresses, as will be explained in more details in the first
chapter.

The aim of this work is to model the mechanical behavior of the rock formation containing
the fractured zone around different drifts in the MHM URL, and mainly its viscous behavior
observed during the convergence monitoring of the drifts post-excavation. The modeling of
the viscous behavior of the rock mass around the drifts is important to ensure the long-term
integrity and performances of the linings. The development of the fractured zone around
the drifts during the excavation process is beyond the scope of this work and we will focus
on providing a time-dependent model reproducing the displacement measured at the wall
of the two types of tunnels of the URL. This will provide an efficient tool to design the
supports, which takes into account the long term rock/lining interaction. As a matter of
fact, the convergences of the drifts have to be well reproduced and extrapolated to long time
periods in order to estimate the pressures applied by the drift convergence on the lining. The
objective is to propose an effective model and sufficiently simple model which can be used
for design of the drifts linings, as well as for the reliability analysis [30]. The mechanisms
of fracturing are not explicitly modeled, but their effects are taken into account. We focus on
reproducing the long term anisotropic convergences resulting from the anisotropic viscous
behavior of the fractured zone with its specific directions. It should be noted that the
undisturbed COx claystone has also its proper anisotropy due to its bedded microstructure.
The directions of this anisotropy are the same for all the galleries, whereas the direction of
the induced anisotropy is different in drifts excavated in different directions. In all along the
work the focus is on the viscous behavior of the fractures in the fractured zone. In addition,
the sole anisotropy under consideration is the one related to the effect of the fractures. In
other words, the intrisic anisotropy of the bedded rock is assumed to be negligible with
respect to the anisotropy induced by the fractures.

Structure of the manuscript

The present manuscript is organized in five chapters, separated in numerical and experimen-
tal parts, and preceded by an introduction and completed by a conclusion. Eventually, two
chapters are dedicated to numerical simulations at the scale of the drifts, followed by two
other chapters dedicated to the setting up of an original experimental device to study the
creeping behavior of a fracture in COx claystone.

After the introduction, chapter two is a general presentation of the context of this research.
The Underground Research Laboratory is first presented along with the main features of the
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COx claystone. A brief section is devoted to rock discontinuities. Finally, some mechanical
features helpful to the full understanding of the work are recalled.

Chapter three presents a first approach to numerical simulations of the long term conver-
gences of drifts of the URL. Continuous transverse isotropic models are used to reproduce
the convergences of the two types of drifts excavated in the URL. The approach chosen in
this work is focused on the viscous anisotropy of the COx claystone induced by the fractures.
The models presented in this chapter are the most simplified way to take this anisotropy into
account.

Chapter four presents another approach to numerical simulations. In a way, the models
presented in this chapter are a deepening of the models presented in the previous chapter. But
above all, it consists of numerical models that make the bridge between the numerical part
and the experimental part of this thesis. Therefore, an explicit link between the anisotropy
parameters and the behavior of the fractures is established in this chapter.

Chapter five is dedicated to the presentation of the experimental set up design to study the
viscous slip of a fracture in COx claystone. First, the device is described, its objectives
are presented and the experimental protocol is given. The second part of the chapter is
dedicated to the presentation of Digital Image Correlation used to track the displacement
along the interfaces.

Chapter six presents the experimental results. First, numerical simulations of the experience
are conducted to provide a key to reading the experiments. The rest of the chapter mostly
focuses on two tests. First one in which several increasing shear stresses are applied (referred
to as the multilevel test) and another one with only one, larger, loading level (so-called
single level test). The chapter ends by proposing an improved experimental protocol to fully
succeed in characterizing the viscous slip of a fracture.

Chapter seven is a synthesis of the different conclusions drawn from the different chapters
as well as the perspectives opened by the work presented in the manuscript.

4 Chapter 1 Introduction



Preliminary considerations 2
In this first chapter, the background of this thesis work is given. The objective is to model
the long-term behavior of the URL tunnels, which are excavated in the COx claystone.
Since the excavation of these tunnels causes the creation of a fractured zone and that the
measured convergences seem to be correlated to it, it was assumed that the viscous behavior
of the fractured rock is the key element controlling the long-term behavior of the tunnels.
Thus, the work presented in this manuscript is articulated at two scales: at the structural
scale, we are interested in the time-dependent behavior of the drifts. And, at the fracture
scale, we are interested in the viscous slip along a discontinuity in the COx claystone. The
idea is to eventually combine these two studies by proposing a tunnel convergence model in
which the fracture behavior would be introduced.

The numerical simulations in the next two chapters are performed at the tunnel scale (a
few meters), while all the work related to the characterization of the fracture behavior was
carried out at the laboratory sample scale (a few centimeters). With respect to the work at the
tunnel scale, a description of the underground research laboratory is presented. Particular
attention is given to two galleries, as most of the in situ observations and measurements
mentioned throughout the manuscript relate to them. A general description of the COx
claystone is provided since all the work presented in the manuscript is related to this specific
material. The first half of the manuscript being devoted to the time-dependent modeling
of drift, the relevant theoretical framework is recalled. The second part of the manuscript
is placed at the scale of a fracture. Thus, the classical approach to study and describe the
behavior of a fracture is presented.

2.1 The Underground Research Laboratory

2.1.1 Drifts network

The feasibility phase of the Cigeo project is supported by the Underground Research
Laboratory (URL), found between 420 and 550m below the ground level, which has started
to be constructed in 2000 in Meuse/Haute-Marne. It consists of a network of main drifts,
service galleries, micro-tunnels and two access shafts to enable the access from the surface
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Fig. 2.1.: Map of the drifts at the Meuse/Haute-Marne Underground Research Laboratory

facilities. The different drifts have different diameter extensions, from 1 meter for the
micro-tunnels, to 4 to 9 meters for the other drifts. The laboratory, represented in Figure
2.1, has been built to test and demonstrate the feasibility of the geological repository. The
laboratory is designed as a real-scale experiment to characterize the response of the rock.
The monitoring of the drifts of the URL provides valuable data regarding the impact of
excavation rate, excavation techniques and support types on the convergence of the drifts.
They show that the mechanical response of the COx claystone to the excavation of the drifts
depends on different features such as the in situ stress state, the orientation of the drift
with respect to the principal horizontal stresses, the excavation method, and the intrinsic
anisotropy of the rock.

The in situ stress state in MHM URL is anisotropic with σv ≈ −12.7 MPa, σh ≈ −12.4
MPa and σH ≈ −16 MPa [91]. Consequently, depending on its orientation, a drift may
be subjected to an isotropic or anisotropic stress state in its cross sections. Drifts of the
URL have been horizontally excavated, and they follow, in most cases, the direction of the
two principal horizontal stress components σh and σH [5, 4, 28]. Throughout the work
presented here, we will only consider these two types of drifts and most of the time we
will use the data related to the GCS drift to account for the behavior of drifts excavated
in the direction of the major principal horizontal stress σH , and the data related to the
GED drift to account for the behavior of drifts excavated in the direction of the minor
principal horizontal stress σh. The two drifts are circled in red in Figure 2.1. The GCS
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drift is subjected to a rather isotropic stress state (σh , σv) in its cross section, while the
GED drift is subjected to an anisotropic stress state (σH , σv). The excavation of the drifts in
the COx claystone have shown to create a fractured zone in the vicinity of the tunnels wall.
Since fractured rock can affect the overall behavior of drifts, extensive surveys have been
conducted to investigate the fractured zone. 3D map of the excavation induced fractured
zone, in the front and sides of the drifts, was obtained by a scan procedure. The analysis of

Fig. 2.2.: 3D scan analysis around the inside of the drifts [4] a) interpretation of the scan for the
GED drift, b) interpretation of the scan for the GCS drift.

the scans is presented in Figure 2.2. Besides, resin-injections tests have been carried out
before core were drilled around the drifts as presented in Figure 2.3. This procedure consists
in injecting resin into a small diameter borehole and then come over-core around this first
borehole to visualize the network of fractures that has been impregnated. Further discussion
on the description of fractured zones will be conducted in section 4.2 of Chapter 3.
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Fig. 2.3.: a) and b) Procedure of resin injection before operating an over-excavation, c) analysis of
the core with UV light to reveal the fractures.

GED drift

The GED drift was excavated in 2008 along the minor principal horizontal stress at -490 m,
which corresponds to the main level of the laboratory. The state of stress in its cross section
is anisotropic, with the horizontal stress being about 30% larger than the vertical one. The
drift has a horse shoe section with a radius of approximately 2.3m. Convergence has been
measured in six sections and two sections of extensometers have been emplaced [5]. A
great number of boreholes have been drilled and cored to analyze the excavation induced
fractured zone. It expands mainly in the vertical direction by 0.6 to 0.8 times the diameter of
the excavation (Figure 2.4) [4]. Its extension is more limited in the horizontal direction and
reaches only about 0.1 diameter. Inside the fractured zone, there is the connected fractured
zone where both extensional and shear fractures coexist. The extent of this zone is about 0.3
to 0.4 diameter from the drift wall in the vertical direction. Beyond the connected fractured
zone, there are only shear fractures.

Figure 2.4 presents the convergence measurements at six instrumented sections. The
observations show a clear anisotropic time-dependent behavior both in terms of magnitude
and rate. The ratio between vertical and horizontal convergences is about 4 after the
first three months. The horizontal convergence seems to stabilize after six months while
the vertical convergence increases with a strain rate of about 10−12s−1 one year after the
excavation.
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Fig. 2.4.: Conceptual model of GED: Figure taken from [4]. a) Schematic representation of the
extension of the fractured zone, b) vertical and horizontal convergences measured on
different cross-sections of the GED drift.
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Fig. 2.5.: Conceptual model of GCS: Figure taken from [4]. a) Schematic representation of the
extension of the fractured zone, b) horizontal and vertical convergences measured on
different cross-sections of the GCS drift.

GCS drift

The GCS drift was excavated along the major principal horizontal stress at the main level of
the MHM URL. The state of stress in its cross section is rather isotropic with σv =−12.7
MPa and σh = −12.4 MPa. The drift was excavated with a road header, and its sections
are circular with a 2.6 meters radius. The fractured zone expands mainly in the horizontal
direction by 0.9 times the diameter of the excavation (Figure 2.5) [4]. Its extension is
more limited in the vertical direction, and reaches less than 0.1 diameter. Similarly to the
fractured zone around the GED drift, inside it, there is a connected fractured zone where
both extensional and shear fractures coexist. The extent of this zone is about 0.3 diameter
from the drift wall in the horizontal direction. Beyond the connected fracture zone, there are
only shear fractures. Figure 2.5 presents the convergence measurements at six instrumented
sections, showing a bigger horizontal convergence than the vertical one.

For more than 10 years, modeling the hydro-mechanical responses to the excavation of both
above described drifts of the MHM URL (GED and GCS drifts) has been the center of
interest of several numerical research teams. A benchmark exercise supervised by ANDRA
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provides an overall view of the modeling results aiming at reproducing the field observations
[75]. Many different approaches have been proposed to try to reproduce the extension of
the fractured zone: Modeling based on discrete elements as shown in Figure 2.6 [95], as

Fig. 2.6.: Simulations of the extension of the fractured zones in both types of drifts using a rigid
body spring model with hydromechanical couplings and with anisotropy in the strength
resistance [95].

well as continuum mechanics approaches have been considered [55, 62, 61, 78, 83]. In
Figure 2.7, simulations of the extension of the fractured zone have been reproduced with
softening damage. Isotropic elasto-visco-plastic models have been adapted to reproduce

Fig. 2.7.: Simulations of the extension of the fractured zones in both types of drifts using a softening
damage model [83].

satisfactorily the observations around the GED drift but failed in the case of the GCS drift
[78, 26]. Inherent anisotropy in plasticity or the introduction of weakness planes were often
required to model the anisotropic responses both in the excavation damage zone, and in
the convergence [55, 62, 61, 79, 80]. Moreover, in order to succeed in modeling the in situ
observed convergences and damaged zones, the hydro-mechanical coupling and advanced
numerical models had to be introduced, such as non-local constitutive models shown in
Figure 2.8 [58, 56, 57], second gradient regularization [61], or phase-field type models for
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fractures [96, 97], allowing to improve the results. However, some in situ observations

Fig. 2.8.: Simulations of the extension of the fractured zones in both types of drifts introducing
non-local plasticity modeling of strain localization [58].

seem to be out of reach for such approaches, among which one can particularly mention the
anisotropic time-dependent convergences of the GED drift in terms of its vertical/horizontal
convergence ratio and rate. As mentioned earlier, while this drift is under an anisotropic
stress state in its cross section, with the horizontal stress bigger than the vertical one, the
vertical convergence is four times bigger than the horizontal one. While elasto-plastic
models are rather easily able to predict a bigger vertical convergence than the horizontal one,
they generally fail to reproduce the magnitude of the vertical/horizontal convergence rate
ratio. However, looking at the convergence curves of the GED drift (see Figure 2.4), one
can notice that the vertical convergence is evolving with a higher rate than the horizontal
one for more than four years after the excavation. In other words, the in situ measurements
in the GED drift show a progressive increase of the vertical/horizontal convergence ratio
with time. This observation, which is also highlighted by [42], clearly shows the need for
an anisotropic time-dependent model to reproduce the measured convergence in the GED
drift. Moreover, the GCS drift also presents an anisotropic convergence, despite its quasi
isotropic stress state in its cross section. However, the anisotropy in viscosity has not been
taken into account in the above mentioned constitutive models.

2.1.2 The Callovo-Oxfordian claystone

Argillaceous rocks have been extensively studied for more than 20 years. The Callovo-
Oxfordian claystone is one of the well-known soft rock/hard soil formations, such as Boom
Clay in Belgium and Opalinus Clay in Switzerland, which are widely studied for European
nuclear waste disposal projects [11, 47]. The mineralogical composition of the COx includes
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mainly illite and smectite clay minerals, quartz and carbonate [70]. Microstructural analysis
reveals a mean pore diameter of about 20 nm [73], which leads to very low permeability
values. The average claystone porosity is equal to 18±1% and natural water contents of
core samples is between 5 and 8% [40]. Callovo-Oxfordian clay is a sedimentary rock, and
because of its layered structure, it exhibits anisotropic behavior. In fact, it has a double
anisotropy, both in the hydromechanical properties and in the in situ stress state [91].
Different Young’s moduli are measured when the direction of the uniaxial loading changes
from parallel to perpendicular to the horizontal bedding planes [19, 98]. Compressive
strength of the material also depends on the loading orientation regarding to the bedding
planes as presented in Figure 2.9. The minimum peak deviatoric stress is reached at about
45°. Figure 2.11 provides a summary of the basic properties of the COx claystone according

Fig. 2.9.: Peak deviatoric stress as a function of loading orientation with respect to the bedding
planes during triaxial tests at different confinements [3].

to some databases in the literature. The stress-strain relation and failure of the COx-

Fig. 2.10.: Summary of the average properties of the COx claystone from[5, 19, 24, 37, 73, 74, 84,
90]

claystone, including its coupled thermal and hydraulic phenomena, have been extensively
studied at the material point scale as well as at the drift’s scale (e.g. [19, 10, 5]). Based on
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Fig. 2.11.: Triaxial tests under different confining stress a) in compression, b) in extension [6].

the laboratory studies’ one can describe the COx behavior by: (a) a non-linear stress-strain
behavior with a yield limit at about 50% of the maximum deviatoric stress (preceded by a
short linear elastic phase under low deviatoric stresses), (b) a change in failure type upon
increase in confining stress, going from brittle towards ductile, with a softening post-peak
behavior [6].

Time-dependent behavior of the COx claystone

Many experimental campaigns have been dedicated to the investigation of the time-dependent
behavior of the COx claystone, starting in 1996 with multi-stage creep and relaxation tests in
undrained conditions under 10 MPa confinement by Ghoreychi [38]. Already in 2011, Yang
et al. were interested in the time-dependent behavior of the Cox claystone [94]. They used
DIC to observe the shrinkage, swelling and creep of a sample under uniaxial compression.
They were particularly interested in the effect of hydration and dehydration on the response
of the sample. They showed that the strain rate increases when the moisture increased: it
is one order of magnitude larger at a relative humidity of 75% than at a dry state (relative
humidity =25%). A few years later, the experimental campaigns have been further pursued
and Liu et al. [52] have been interested in the influence of deviatoric stress and anisotropy
on the creep of the COx claystone under compressive stress. They have shown that creep
strains are bigger when the load is applied perpendicular to the bedding plane than when
it is applied parallel to the bedding planes. Increasing strain rates are observed for higher
deviatoric stresses as shown in Figure 2.12. Zhang et al., have more particularly focused on
investigating the anisotropy of the mechanical properties of the COx claystone [98]. While
they have observed significant time effects on the deformation and strength of the rock, they
concluded that no significant anisotropic effect on creep is observed. They proposed two
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Fig. 2.12.: Triaxial creep tests under different confining stress [6].

different creep mechanisms depending on whether the rock is subjected to low or high stress.
More recently, Shi et al., have analyzed the local creep strain field and cracking process
in the COx claystone with micro-tomography [77]. They performed uniaxial compression
tests, and they noticed a very heterogeneous strain field correlated to material heterogeneity.
Due to the difference in elastic properties between a soft clay matrix and stiff inclusions, a
strong stress concentration occurs at the inclusion-matrix interfaces under the applied axial
stress, leading to important strain concentration in those zones. The creep deformation in the
clay matrix tends to progressively relax the stress concentration and eventually the whole
strain field becomes more uniform. In this experimental campaign the intrinsic anisotropy
of the rock has not been further investigated.

2.1.3 Some theoretical framework

Time-dependent behavior of geomaterials

When a solid is subjected to a certain stress, an instantaneous deformation first occurs,
which can be followed by a delayed response. In particular, when the applied load is kept
constant, this delayed response measures the creep properties of the material. The total
measured strain is usually separated into the time-independent and time-dependent strain
and whether it is stress dependent or not. Another categorization is related to whether the
strain is irreversible or not. Irreversible strain remains even when the material is unloaded.
Time-independent reversible strain is referred to as elastic strain, while time-independent
irreversible strain is referred to as plastic strain, and time-dependent strain is called viscous
strain. The manifestation of delayed strain depends not only on the material itself but also on
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the conditions in which the stress is applied. For instance, the time-dependent mechanical
response of rocks depends on both the rock itself (mineralogy, porosity, water content)
and the test conditions (applied stress, strain rate, temperature, relative humidity). The
mechanical response of geomaterials in time is often studied in the framework of creep tests
(under uniaxial or triaxial conditions). The principle is to apply a constant, usually deviatoric
stress on a sample which is also in a controlled environment in terms of temperature and
relative humidity. The viscous strain is determined by subtracting the elastic strain to the
measured total strain. Note that the separation of the time-independent response from the
time-dependent might not be straightforward and is particularly debatable when the loading
time is not negligible compared to the total duration of the experience. During a creep test,
three phases may be observed, as shown in Figure 2.13. At the beginning of the experiment,

Fig. 2.13.: Three creep phases possibly observed in a sample submitted to constant stress.

primary creep phase, also called transient creep phase, corresponds to a decrease in creep
rate. It is followed by secondary phase during which the creep rate remains constant. Finally,
tertiary creep phase, characterized by an increase in the strain rate due to the appearance of
progressive damage, ultimately leading to failure.

A law describing the time-dependent behavior of a material is an equation that relates at
every instant t the stress tensor to the strain tensor. When formulating such a law, three
general principles need to be verified [23]:

– Principle of determinism. It states that the stress state of a body is determined by its motion
history.
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– Principle of objectivity. This principle imposes that a physical quantity is independent of
the chosen coordinate system. This principle is commonly respected as only the stress and
strain tensors and their invariants are involved.

– Principle of local action. It means that the stress tensor at some point in a continuum
medium only depends on the history of the local strain at this same point.

Different kinds of models have been developed and studied to describe the time-dependent
behavior of rock. The most widely used models for geomaterials can be divided into two
categories: the analogical approaches and the models based on general overstress theory.

Rheological models are often used to describe the unidimensional time-dependent behavior
of materials by assembling analogical elements in parallel, in series, or by mixing them.
Elements in parallel have the same deformation and elements in series have the same stress.
Two simple rheological models, the Kelvin model and the Maxwell model, are commonly

Fig. 2.14.: Analogical representation of the three visco-elastic rheological models.

used to describe the visco-elastic behavior. They are created by coupling an elastic spring
with a dashpot, in parallel in the case of Kelvin model and in series in the case of Maxwell
model. The Kelvin model allows to model the primary stage of creep with decreasing strain
rate with time, and Maxwell model allows to model the secondary stage of creep with
linear strain-time behavior. More complicated visco-elastic models, which have a better
performance in modeling the various behaviors of rocks, can eventually be constructed
with the aforementioned models. The Burgers model, by combining the Maxwell model
in series with the Kelvin model allows to capture both the primary creep (short-term) and
the secondary creep (long-term). The analogical representation of the different models
is presented in Figure 2.14. Plasticity can be introduced by another analogical element:
the slider. The Bingham model, composed of a slider in parallel with a damper, helps to
describe the tertiary creep stage of a rock. By adding the Bingham model to other elements,
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visco-plastic models can be produced to model different rock behaviors. For instance, the
model proposed by Lombardi using two Bingham elements and a linear elastic spring in
series, allowed the authors to reproduce the convergence data of the Saint Gothard tunnel
[53]. Finally, the passage from these 1D rheological models to tensor relations is often done
using stress invariants (assuming isotropic behavior).

The overstress theory sometimes referred to as the Perzyna theory [65] is a viscoplasic
theory first developed for metals but which was later adopted to model the viscoplastic
behaviors of geomaterials. The overstress theory is based on a static yield surface in the
stress domain assuming that the current stress state can cross the yield surface during loading.
Contrary to the classical elasto-plastic constitutive relations, here the yield function f can
assume positive or negative values, and the consistency conditions of the classical theory
of elasto-plasticity are not satisfied. In the space of principal stresses, a point representing
the stress state, belongs in a yield surface which is a function of the norm of the strain rate
|| ˙εvp||. The yield function splits the stress space into two different areas.

– An elastic domain inside the yield surface ( f < 0, || ˙εvp||= 0), where deformation incre-
ments are elastic and can be determined using Hooke’s law.

– An elasto-visco-plastic one beyond the yield surface ( f > 0, || ˙εvp|| > 0), where the
deformation increment, given in equation 2.1 is elasto-visco-plastic and the strain rate can
be divided into an elastic component and a visco-plastic component.

Thus Perzyna proposed a model based on the strain rate as principal parameter. The total
strain rate is the sum of the elastic and the viscoplastic strain rates:

ε̇i j = ε̇
e
i j + ε̇

vp
i j (2.1)

Assuming that F = 0 defines a reference loading surface, with no viscosity in the elastic
domain: Thus the following definition of the loading surface is given by Perzyna:

F(σ ,ε) =
f (σ)

κ(εvp)
−1 (2.2)

With f the yield function depending on the stress state and κ a hardening function. Assuming
that the loading surface F = 0 is continuous and convex, the visco-plastic component
proposed by Perzyna ε̇

vp
i j can be evaluated by the following flow rule:

ε̇
vp
i j = γ〈Φ(F)〉 ∂F

∂σi j
(2.3)
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With γ a fluidity parameter, Φ(F) the viscous nucleus, F the loading function, and σi j the
considered state of stress.

〈Φ(F)〉=

{
0 if F ≤ 0

Φ(F) if F > 0
(2.4)

Different variants of Perzyna’s theory have appeared over the years to model the behavior
of geomaterials. They are based on the behavior of soils and rocks, and in particular they
often use non-associated laws in order to better take into account the dilatant character
of geomaterials. The main variants of the viscoplastic laws with potential are based on
the adaptation of the flow law Φ(F), which directly conditions the long-term behavior.
Thus Lemaitre (1996) [50] proposed a viscous law with strain hardening. He considered a
power-type Φ(F) flow law:

Φ(F) = (
F
F0

)n (2.5)

Where n is a constant value greater than 1 and F0 = 1 MPa corresponds to the reference unit.
He assumed that creep depends on the deviatoric stress state of the material and not on the
overstress defined by Perzyna. The loading function F is of the following form:

F(σi j,ε
vp
kl ) =

f (σi j)

κ(εvp
kl )

(2.6)

where f is a function only depending on the stress state. Lemaitre has chosen in particular f
according to Von Mises type, in other words f = q, with q the second stress invariant. This
means that only the deviatoric part of the stress tensor will be responsible for the creep. Note
that a stress threshold σs may be introduced in the f function. κ is a function of hardening,
it has the form of a power law:

κ(εvp) = ε
−m

n
vp (2.7)

Where m is a constant value verifying 1−n < m < 0, and εvp is the second strain invariant.
The rheological model representing the viscoplastic law of Lemaitre can be represented as
in Figure 2.15. The conical damper reflects the non-linearity of the viscosity γ in parallel

Fig. 2.15.: Rheological model representing the viscoplastic law of Lemaitre [14].
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with a stress threshold σs. The flow law for positive isotropic hardening simplifies into:

˙ε
vp
i j =

3
2

˙εvp

q
si j (2.8)

with ˙εvp = γ(q−σs

ε
−m

n
vp

)n = γ(q−σs)
nεm

vp. With ˙εvp the equivalent viscoplastic deformation

rate.

A further description of Lemaitre’s creep, as used in our numerical simulations, is provided
in section 3.2.4. Finally, a brief reminder of the mechanical behavior of rocks and stress
fields around a 2D excavation is given. The stress solution around the drift is useful to know
in order to determine a first order of magnitude of normal and shear stresses involved in
our problem. In appendix A.1 we present simple models of theses stresses for the cases of
elastic and elastoplastic behavior.

2.2 Fractures

Interfaces can be either naturally present or result from the contact between the structure
and the hosting rock or soil. Some of the most destructive natural disasters of recent history
are correlated with geological hazard such as landslides and seisms. Considering that the
behavior of fractured rock mass, seismology, slopes stability, and soil structure interaction
clearly comes down to studying the behavior of interfaces, more and more research teams
are nowadays studying the behavior of rock discontinuities. Insofar as fractures in the rock
mass are very difficult to access, or even totally inaccessible, the understanding of their
behavior requires laboratory experimental campaign. The first experiments investigating
the behavior of a rock joint date back to the 1960’s, and were conducted under direct shear
test, and aimed at establishing a relationship between the shear strength and the normal
stress, [63, 48]. Barton [9] was the first to establish a criteria linking the shear stress and
the normal stress through the introduction of a new coefficient, taking the morphology of
the rock surfaces into account, the JRC (Joint Roughness Coefficient). The time-dependent
behavior of the fracture was beyond the scope of the experiments conducted on rock joints.
Today, one can find more and more experimental setups in the literature designed to study
rock joints under constant shear stress, mostly in the context of studying earthquakes, for
example, one can name the pioneer work of Dieterich [29]. More recently, in the context
of the project of nuclear waste storage [81], Stavropoulou has investigated the long-term
behavior of the Callovo-Oxfordian claystone-concrete interface.
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2.2.1 Description of an interface

In rock mechanics, a discontinuity, which is nothing but a physical interruption of the rock
matrix, can be referred to as a fault, a crack, a joint or a fracture. The choice of one term
over another is often related to the scope of the problem being studied. In all cases, the
presence of discontinuities in a rock mass often greatly influences the overall behavior of
the rock, because if they are generally of small thickness (and thus contribute little to the
overall volume of the rock) they are characterized by a great deformability. The description
of a discontinuity involves the description of its morphology, which can be broken down
into several parameters as shown in Figure 2.16. In a rock mass an interface is subject to a

Fig. 2.16.: Schematic representation of an interface in contact and in relative movement under the
effect of applied stresses.

certain state of stress characterized by a stress normal to the faces σN , and a shear stress
τ . In Figure 2.16, uN measures the interlocking of the two sides of the interface and ut the
relative slip between the two sides of the interface. The description of the surfaces in contact
gives the roughness of the discontinuity. Often part of the roughness has been broken by the
loading history experienced by the interface which creates a filler material present in the
fracture called gouge.

Four principal factors influencing the mechanical behavior of an interface are identified and
presented bellow:

– Fracture roughness. Experimental campaigns show the importance of the roughness on
the response of the joint. However, the precise characterization of the roughness remains
a great challenge. Moreover, the roughness is strongly correlated to other aspects of the
interface behavior such as scale effects, anisotropy, stress dependency, which make it even
more important to represent quantitatively the joint roughness.

– Scale effect. The scale effect observed in joint behavior is most likely a manifestation
of the scale dependency of the roughness. In fact, the larger the size of the discontinuity,
the smoother it appears. It is therefore the ratio of the average size of the roughness to the
length of the tested joint that is important. Bandis et al., [7] have shown that as the sample
size increases, the shear strength decreases.
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– Gouge materials.The joint behavior is affected by the production of gouge material during
the tests. This is due to damage to the asperities, and it is very difficult to know the amount of
gouge produced and its distribution along the joint. In general, the gouge tends to decrease
the shear strength of the joint.

– 3-D effects. In situ rock joint description is three-dimensional. Indeed, the orientation
of the joint surface in space, its roughness and dimension, as well as its state of stress are
simplified when moving to the shear tests which are two dimensional.

Mechanical quantities on a discontinuity

We consider a continuous body Ω, representing the rock matrix, and a discontinuity surface
Γ as represented in Figure 2.17. We are interested in the deformations and stresses in
the vicinity of the discontinuity. We represent our discontinuity, made of two surfaces in
contact, by a mathematical surface of zero thickness. The material is thus discontinuous
because the two parts of the body in contact on Γ can separate. We will note u+ and u− the
displacements on both sides of the discontinuity, which is oriented by the vector n. The

Fig. 2.17.: a) Model of a discontinuity Γ in a rock mass Ω, b) zoom on the stress state in x in the
discontinuity.

relative displacement vector is define by:

U = u+−u− (2.9)

The displacement U can be decomposed into a normal displacement: un = U .n, and a
tangential displacement: ut =U−Un.n.

Concerning the stress field in the vicinity of the Γ discontinuity, two cases can be distin-
guished. First, if the discontinuity is assumed to be empty, either the two surfaces are in
contact in which case the vector σ(x).n is continuous at the passage of Γ, or the two surfaces
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are not in contact, and so this vector is zero on the two sides Γ+ and Γ−, and of course also
in the void separating the two sides of the interface (which also comes to be continuous).
Else, the discontinuity is assumed to be filled with a thin layer of materials as represented in
Figure 2.17b). For every point x in the discontinuity:

– the vector σ .n is continuous going from the rock matrix to the material inside the
discontinuity through Γ−.

– the variation of σ .n remains negligible because the discontinuity is assumed to be of low
thickness and low stiffness.

– the vector σ .n is continuous going from the material inside the discontinuity to the rock
matrix through Γ+.

So if we make the thickness of the layer tend towards zero, in other word by confusing
Γ− and Γ+ in Γ, then at any point x of Γ we will have a unique stress vector σ(x).n which
will represent the stress at the passage of the two sides of the discontinuity as well as the
projection according to n of the stress in the filling material. This unique value of σ(x).n is
the stress vector σ .

σ(x) = σ
−(x).n(x) = σ

+(x).n(x) = σ(x).n(x) (2.10)

This vector can be decomposed into a normal stress: σN and a tangential stress (also called
shear stress): τ .

σN = σ .n (2.11)

τ = σN .n+ τ (2.12)

The normal stress given in equation 2.11 and the shear stress given in equation 2.12 are
represented in red in Figure 2.16. The behavior of a fracture is thus described by a relation
between the stress vector σ and the displacement vector U . The modeling of the behavior
of the discontinuity requires the expression of a law f which relates the stress vector and
the displacement vector: σ = f (U) In the case of an elastic behavior, a normal stiffness Kn

and a tangential stiffness Kt will be defined to link the stress to the displacement.

Note that the displacement U of the discontinuity can have a plastic and viscous part. In the
context of small deformations, we decompose the displacement into an elastic part and a
plastic part and a viscous part.

U =Ue +U p +Uv (2.13)
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The elastic displacement is related to the stress by the stiffness tensor R (defined by the
quantities Kt and Kn).

Ue = R−1
σ (2.14)

The plastic displacement is given by the flow rule defined from a yield criterion f and a
plastic potential g. The yield function depends on the stress tensor and it defines the range
of stress states for which the displacement is elastic f (σ) ≤ 0. The flow rules give the
expression of the plastic displacement increment by means of a function of the stress state
called plastic potential. In the following, an associated flow rule is considered thus g = g.
The flow rules are the following:

U̇ p
= λ

∂ f
∂σ

(2.15)

λ = 0 if f (σ)< 0 or if f = 0 and ∂ f
∂σ

.σ̇ < 0

λ ≥ 0 otherwise
(2.16)

With λ the plastic multiplier. The definition of ∂ f
∂σ

assumes that f is differentiable. The
derivative with respect to time σ̇ refers to a fictitious time (not physical time) which indicates
the direction of evolution of the physical process. In perfect plasticity, the condition f ≤ 0
remains always true, thus we must have ḟ ≤ 0 when f = 0.

More complicated behavior can be thought, including non linearity, viscosity. Therefore,
in order to choose a model adapted to the real behavior of the interfaces, and prior to the
determination of the relationship σ = f (U), experimental campaigns, as described in the
next subsection, enable to study the behavior of the interfaces.

2.2.2 Short-term behavior

Compression test

In a compression test, a normal stress is applied on the joint interface and the resulting
normal displacement is measured. The assumption that the shear stress and the shear
displacement are null during a compression test is generally reasonable. However, if the
joint is not smooth, dilatation or contracting phenomena can occur due to the asperities.
The simple compression behavior of a joint is shown in Figure 2.18. The initial phase,
which can be described as clamping, corresponds to the positioning of the two faces of
the interface. This phase is characterized by an increase in the normal stiffness Kn with
the increasing applied load. The stiffness increases up to that of the sound rock. The
first few cycles of unloading depend on the material under study. The hysteresis that
occurs during the cycles can be more or less important depending on the tested joint, in
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Fig. 2.18.: Simple compression test on a natural gneiss discontinuity. Test carried out at the LRPC
of Toulouse[49].

particular its initial opening, its interlocking and its possible filling. It should be noted that
improper placement of the faces of the interface will result in bigger deformability of the
joint. After unloading, a normal permanent closure will remain, it is noted e f in the Figure
2.18. Also, the measurement of the normal displacement must be done as close as possible
to the interface, otherwise one should keep in mind that the measurement also contains
the deformation of the rock matrix under the applied normal stress. The increase of the
normal stress increases the contact area, with possible development of plastic strain in some
areas. The normal stiffness depends on the size of the interface [7]: initial normal stiffness
decreases with the increase in the contact surface.

Shear test

A shear test consists in shearing at constant speed an interface which can in addition be
subjected to a normal stress or not. Usually, the normal stress σN is applied (for example
with weight) and the test is conducted by applying a tangential relative displacement ut

or a velocity u̇t ., while measuring the shear stress τ and the normal displacement un. The
response of the joint is highly dependent on its roughness. The response of an ideal smooth
joint would be relatively simple, with two distinct phases: first an increase in tangential
stress as a function of tangential displacement, then, when the limit value of friction is
reached, a relative displacement starts between the two faces of the interface, and the shear
stress remains constant, as shown in Figure 2.19 a). The Mohr-Coulomb criterion, which
is very commonly used as a first approximation, essentially reproduces the behavior of
smooth joints. Indeed, the main disadvantage of this criterion is that it does not explicitly
describe the dilatation of the joint and thus its roughness. It also tends to overestimate the
shear strength of the failure for low normal stresses. Between the smooth joint and the
complex natural discontinuity, the study of a regularly indented discontinuity provides a
better understanding of the effect of roughness on the joint response [63]. Compared to
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Fig. 2.19.: Different response of a joint to a shear test. a) response of a smooth joint: Evolution of
the shear stress as a function of the tangential displacement, b) simplified view of the
roughness: shearing of a discontinuity with regular indentation. Response of a natural
gneiss joint. Test carried out at the LRPC of Toulouse under 10 MPa normal stress and
on a sheared surface of 5500 mm2, c) evolution of the shear stress as a function of the
tangential displacement, d) dilatancy curve [49].

a smooth joint, the friction surface is considerably reduced because contact is only made
on part of the facets, which guides the displacement and induces separation at the other
asperities. This reduction of the contact surface induces stress concentrations that can cause
local damage on certain asperities. In general, the fact that some areas may be locally out
of contact during the test raises the question of the value of the average stress to be used,
because if the applied force is well known, the contact area varies.

The behavior of a natural discontinuity shown in Figure 2.19 c) and d) shows an example of
more complex response [49]. During this test, the shear stress increases progressively with
the tangential displacement until it reaches the peak strength τp then decreases progressively
to reach a plateau characterizing the residual strength τr. The values of the maximum and
residual strengths as well as the tangential stiffness depend on the applied normal stress and
the roughness of the joint. The non-linear part of the curve, before the peak, corresponds
to the damage of the asperities. Once the peak is passed, the degradation of the friction
surfaces can be observed. The curve representing the normal displacement as a function
of the tangential displacement, also called the dilatancy curve, allows to characterize the
opening of the joint (on the curve presented in Figure 2.19 d), a positive displacement jump
corresponds to an opening of the joint). This curve is characterized by a phase of contraction
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for small tangential displacements, followed by dilatancy. The dilatancy angle is defined by
the slope arctan(∆un

∆ut
) and is generally maximal for a tangential displacement close to the

peak of shear stress. The greater the normal stress applied to the joint, the more damage to
the asperities will result from tangential displacement. It is recalled that the response of the
joint depends on the factors mentioned at the beginning of this section.

The direct shear test (constant normal stress test) is the most commonly used test. However
in the literature other loading paths have been proposed as this test essentially represents the
sliding of a block under its own weight along a failure surface [49]. We mention the test
at controlled volume and the test at constant normal stiffness. In the first type of test, the
normal displacement is kept constant by varying the normal stress: it is increased in case of
dilatation and decreased in case of contraction. In the second type of test, the stiffness is
kept constant by an adequate control of the device. This ratio allows to represent the normal
stiffness of the mass surrounding the fracture which should not be confused with the normal
stiffness characteristic of the joint. The normal stress varies proportionally to the normal
displacement of the joint.

Finally we can also mention the existence of shear tests carried out in situ on natural joints.
Note that such tests are very rare because they are very expensive and if the conditions
represent perfectly the reality, the analysis is very complicated because the parameters and
conditions of the test are even less well mastered than in a simplified test carried out in
laboratory. Nevertheless, we can mention the test carried out during the construction of the
Varouglans dam [32]. In an existing gallery, an excavation was made around a pillar of 2×3
m, and the head of the pillar was suppressed in order to enclose the block to be sheared in a
reinforced concrete shell. The normal force was applied via two flat cylinders in series and
the shear force via four flat cylinders also in series. The tested joint area was 4.4 m2.

2.2.3 Long-term shear behavior

In this work, the time-dependent behavior of an interface is understood as the displacement
U defined in equation 2.9 that occurs when the interface is subjected to an average constant
normal and shear stress σ along its length. The time-dependent behavior of an interface, is
still a fairly new topic, the approaches are diverse between different studies. Some investi-
gations are conducted through numerical simulations [92, 88]others conduct experimental
campaign [89, 87]. All of them investigate to some extend the influence of joint roughness
in the time-dependent behavior of joints. In [89] the roughnesses are according to Barton’s
JRC classification, and in [87] the authors investigate shear and tensile fractures that were
induced in intact rock samples respectively in a modified shear device and Brazilian split
test. They have identified different type of viscous slip mechanisms between those two
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types of fractures. They have stated mostly, shear cutting of microasperities is the main
mechanisms in tensile fractured rock, while frictional shear of macroasperities is a main
mechanism in shear fractured rock. However, they also notice that the mechanisms tend
to differ in function of the different loading stage of the shear creep process. In all the
experimental campaigns mentioned herein, the viscous slip of the fracture is measured at the
scale of the sample with Linear Variable Displacement Transducers. Wang et al., [87] does,
however, have a local sense of what is going on, at least in terms of asperities degradation,
as they scan and analyze the surfaces being tested. Another work worth mentioning on
the long-term behavior of interfaces is the study done by Stavropoulou [81] on the COx
claystone /concrete interfaces in the context of nuclear waste storage. In her tests, she
showed that the long-term behavior of the interface is largely influenced by the exchange of
water between the COx claystone fresh concrete. In fact, the wetting of the COx claystone
results in the appearance of cracks at the interface. Tests conducted with dry concrete
showed that in that case there was no damage. An initial variability in the different test
results is also attributed to this damage as the interfacial zone is probably subjected to
closure of voids and/or breakage of asperities. The study also shows an evolution of the
interface with creep and a more complementary geometry, meaning a better interlocking
of the interfaces after creep. This study shows with creep tests conducted under the same
normal stress, that higher time-dependent shear strain and strain rate are measured for higher
applied shear stress. Lemaitre’s creep law, among other, was used to model the experimental
results.

2.3 Discussion

In the work presented in this manuscript, we are interested in the effect of fracture behavior
on the overall response of a tunnel over time. In particular, we focus on tunnels excavated
in the COx claystone and thus on the behavior of fractures in this same rock. The approach,
which consists of modeling the long-term behavior of URL drifts by focusing on the effect
of shear fractures, is quite different from the approaches proposed so far in the scientific
community. This approach is based on two separate studies, on the one hand the modeling of
the time-dependent behavior of URL tunnels, which is based on a macroscopic description
of the structures. On the other hand, the study of chevron fractures is based on a laboratory
scale description of the interfaces in the COx claystone.

The approach presented in this work is motivated by the idea of simplifying the problem
as much as possible, in order to retain only what seems to us to be the main cause of
the observations made in the underground laboratory: fractures. Indeed, all this work is
based on the hypothesis that it is the viscous slip on the chevron fractures that causes the
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anisotropic convergences of the structures. Part of the work presented therefore consists
of modeling the time-dependent behavior of the two tunnels presented in this chapter: the
GED and the GCS drifts belonging to the URL network of drifts. Indeed, these two tunnels
are considered here as models of behavior of drifts excavated respectively in the direction
of the principal minor and major horizontal stress.

The other important part of this work is based on the description of the long-term behavior
of a fracture in the COx claystone. A mechanical description of an interfaces is provided in
this chapter. We explicitly modeled fractures principally twice, once to establish expressions
for equivalent continuum models in Chapter 4, and another time, in Chapter 6, fractures are
explicitly introduced in a simulation of the experimental setup. Fracture modeling is based
on an experimental campaign designed to characterize viscous slip along an interface in
the COx claystone. The observation of viscous slip along fractures in this rock has never
been done before thus this study required the design of a new experimental setup. The
absence of any previous studies on the time-dependent response of COx/COx interfaces,
resulted to a literature research on the time-dependent behavior of the COx claystone, and
of the time-dependent behavior of interfaces in other geomaterials. Thus, the study of the
viscous slip of fractures could however be based on existing works describing the behavior
of fractures and works describing the time-dependent behavior of the COx claystone.

The numerical and experimental work carried out during this thesis in order to provide
an easy to handle but reliable model of the time-dependent behavior of the URL drifts
are presented in the following chapters. Indeed, the Cigéo project is an industrial project
and the engineering offices will have to dimension the structures that constitute it. It is
therefore important for ANDRA to have a functional model that faithfully reproduces the
displacements at the tunnel walls and thus allows an optimized design and the safety of the
structures.
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Numerical simulation of the
drifts convergence:
Continuous transverse
isotropic model

3

„All models are wrong, but some are useful

— George Box
Mathematician

In this chapter a presentation of the Finite Element code, Disroc [68] used for the numerical
simulations is provided. The three-fold anisotropic model ANEVLIP, already present in
Disroc, is presented for its general framework. A special attention is paid to the parameters
of anisotropy and their deviation from the isotropic behavior. The framework of the 2D
plane strain simulations of the drifts is presented as for their geometry, the mesh and
boundary conditions but also the detailed description of the excavation procedure and the
underlying assumptions. The attention, in this thesis, is focused on the viscous, or long-
term, behavior of fractures in order to provide a trustworthy simulation of the long-term
anisotropic convergences of the drifts of the URL. Nevertheless, the fracturing process and
its modeling represents a research topic in itself, which was actually addressed, among
other, by Trivellato et al., and Pardoen et al., [85, 61]. In this thesis, the assumption
is made that fracture deformation governs the long-term deformation of URL structures,
specifically viscous fracture slip. Furthermore, the distribution of fractures in fractured
zones induces anisotropy in the behavior of the excavated rock. Therefore, we work with
a triply anisotropic model, which means that the three constitutive laws: elastic, plastic
and viscous, are anisotropic with independent anisotropy parameters. While most of the
work consists in determining these anisotropy parameters, they always, in every different
approach presented in the manuscript, account for fracture behavior. It is true that the
bedded Callovo-Oxfordian claystone is inherently transverse isotropic, but its intrinsic
anisotropy is assumed to be negligible compared to the anisotropy induced by the fractures.
In this chapter the anisotropy parameters are numerically calibrated on in situ observations
and measurements operated on the drifts of the URL. For a better understanding of the
ANELVIP model, the choice has been made to present its theoretical framework here in
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the scope of its application to the first simulations. However, the ANELVIP model is also
used in the following chapter with a slightly different approach to the numerical simulations
of the drifts. Here, the values of the parameters of the model are determined to describe,
in a continuous equivalent way, the whole rock medium (the combination of intact rock
and fractured rock) with direction of anisotropy chosen following the direction of the main
fractures observed at the vicinity of GED or GCS drifts. The results of the simulations are
presented and discussed.

3.1 Description of the numerical tool

The numerical simulations presented throughout the manuscript were performed with the
2D Finite Element code (FEM) Disroc developed by the software company Fracsima [68].
Disroc is conceived to model coupled Thermo-Hydro-Mechanical (THM) and chemical
phenomena in fractured media. The software is designed for research studies with numerous
nonlinear constitutive laws already available. Moreover, subroutines can be implemented in
Fortran90 in order to bring changes to the code that are specific to the studied problem. For
instance, in this work, the time increment is automatically adapted to prevent convergence
problems due to the viscous part of the constitutive law. Another useful modification in the
user module allows to trace a specific contour plot for one or more state variables for the
GiD post-processing phase.

In this work, Disroc is employed as a processor to solve the FEM problem according to
the characteristics defined in the pre-processing phase. For every numerical simulation the
pre -processing phase, constituted by the definition of the materials, boundary conditions,
initial conditions and spatial 2D discretization (mesh), and the post-processing phase are
operated with the software GiD (https://www.gidhome.com/). One specificity of Disroc is
the possibility to introduce discontinuities in the FEM model (e.g. rock interfaces, fractures,
bolts) with hydro-mechanical couplings between the aforementioned discontinuities and the
matrix (continuous material). Thus Disroc is able to process a FEM mesh containing pre-
orientated or random discontinuities with joint elements. The discontinuities can either be
directly inserted in the geometry by tracing them as any line in the model, then after having
meshed the surfaces and the lines of the geometry, the mesh of the discontinuities are splitted
and transformed into joint element. It is also possible to transform the sides of whatever
number of surface elements into a network of discontinuities. For every nonlinear behavior
and dissipation (yielding) law f, and for each calculation increment, Disroc performs a local
check (with one Newton-Raphson iteration) in each Gauss point of each element (surface
or joint elements) of the mesh. This verification allows to check if the displacements
convergence and the failure criterion tolerance (according to the consistency law f = ḟ = 0)
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are respected. If the check is validated the calculus goes forward to the next calculation step,
otherwise the code has to locally execute a new Newton-Raphson iteration.

3.2 ANELVIP model

The equations defining the constitutive ANELVIP model, as presented in Disroc Catalog of
Materials [35], are described here for their general framework and in the following sections,
for their elastic, plastic and viscous deformation components. A sub-section is devoted
to the construction of the plastic and viscous anisotropies and their parameters. As it is
customary in infinitesimal strain constitutive models, the total strain rate is decomposed in
three, elastic, plastic and viscous components as follows:

ε̇ = ε̇e + ε̇v + ε̇p (3.1)

The mathematical expressions for the elastic, plastic and creep strains are given below:

ε̇
e = C−1 : σ̇ (3.2)

F(σ)≤ 0; ε̇
p = λ̇

∂G
∂σ

(3.3)

ε̇
v = ψ(σ ,ξ ) (3.4)

where C is the elastic tensor with transverse isotropy. F is the Mohr-Coulomb yield surface
(assumed to be perfectly plastic), G is the plastic potential which is chosen equal to F
assuming an associated flow rule and λ̇ is the plastic multiplier with the standard plastic
flow rule conditions: λ̇ ≥ 0 and λ̇ = 0 if F(σ)< 0 or if F(σ) = 0 and ∂F

∂σ
σ̇ < 0. The choice

of an associated flow rule and its implication in our modeling of the drifts convergence is
further discussed in section 3.2.3. The function ψ corresponds to an anisotropic Lemaitre
creep law with ξ the strain hardening parameter. The creep law is explained in details in
section 3.2.4.

3.2.1 Transverse isotropic elasticity

The general form of the elastic anisotropy is described by a constitutive law with 21
independent parameters. However, this number of parameters can be reduced by the
presence of planes of symmetry in the described material. We use here the transverse
isotropy, which describes the behavior of a material for which the properties are invariant
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by change of direction obtained by rotation around a privileged axis. In this case, any plane
passing through the privileged axis is plane of symmetry. This is for example the case of
stratified rocks. As a result, only 5 parameters are needed to describe the transverse isotropic
behavior: two Young’s moduli, two Poisson’s ratio and one shear modulus. In the case of
transverse isotropy around the y-axis, perpendicular to the plane of isotropy, we denote
Ey = Ev (perpendicular to the plane of isotropy) and the two Young’s moduli parallel to the
plane of isotropy become equal Ex = Ez = Eh.

εxx

εyy

εzz

γyz

γxz

γxy


=



1
Eh

−νhv
Ev
− νh

Eh
0 0 0

−νhv
Eh

1
Ev

−νhv
Eh

0 0 0

− νh
Eh
−νhv

Ev

1
Eh

0 0 0

0 0 0 1
Ghv

0 0

0 0 0 0 1
Gh

0

0 0 0 0 0 1
Ghv





σxx

σyy

σzz

τyz

τxz

τxy


(3.5)

3.2.2 Plastic and viscous anisotropies

The viscoplastic anisotropy in ANELVIP is built by replacing the stress tensor σ by a
modified tensor σ̃ obtained by a linear transformation of σ . This is a classical method of
defining anisotropic nonlinear materials used in plasticity first by [45] and more recently,
only for plasticity, by [8] and by [55]. This linear transformation is defined, in a specific
coordinates system, by the following relation:

σ̃ =

 σxx fT σxy 0
fT σxy fNσyy 0

0 0 σzz

 (3.6)

This makes the constitutive model anisotropic and the coefficients fN and fT are determined
in a way to obtain the desired anisotropy ratios. This relation is defined in a coordinate
system (X ,Y ) making an angle ω with the reference system of coordinates allowing to
specify the principal directions of anisotropy. The anisotropy ratio is then expressed
preferentially by two parameters aN and bT related to the coefficients fN and fT by:

fN = 1+aN (3.7)

fT =
√

fN +bT (3.8)

The parameters aN and bT express the deviation from the isotropy; aN = 0 and bT = 0
corresponding to the isotropic material. We define two pairs of parameters (ap

N , bp
T ) and
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(av
N , bv

T ) respectively for the anisotropy of the plastic and viscous behavior. Using this
method, we can transform an isotropic Mohr-Coulomb strength criterion to an anisotropic
one by replacing the stress σ by the transformed stress σ̃ . In this anisotropic model, one can
define the anisotropy function β p, for uniaxial loading, as the ratio of the UCS (Uniaxial
Compressive Strength) in any direction with respect to a reference direction, as can be seen
in equation 3.9. This function depends on the parameters ap

N and bp
T with the expressions

given by equation 3.11. Taking into account the symmetries of the material, this function
can be defined only for θ between 0◦ and 90◦.

β
p(θ) =

UCS(0◦)
UCS(θ)

(3.9)

θ = θ −ω (3.10)

β
p(θ) =


√

(1+ap
N sin2

θ)2 +4bp
T sin2

θ cos2 θ − (1+ap
N sin2

θ)sinφ

1− sinφ
if bT > 0

1
2(1+ap

N sin2
θ +

√
(1+ap

N sin2
θ)2 +4bp

T sin2
θ cos2 θ) if bT < 0

(3.11)
In the same way, one can transform a creep law for an isotropic material to an anisotropic
one by replacing the stress tensor σ by the transformed stress tensor σ̃ . Considering that the
creep law is based on the Von Mises equivalent stress, one can define a function β v (equation
3.12) as the ratio of the transformed Von Mises equivalent stress to the non-transformed one
for uniaxial stress in different directions. Note that σe =

√
3
2 Si jSi j with Si j = σi j− 1

3 σkkδi j.
The expression of the function β v depends on the parameters (av

N , bv
T ) and is given by

equation 3.12.

β
v(θ) =

σ̃e

σe
(in the case of uniaxial stress) (3.12)

β
v(θ) =

√
(1+av

N sin2
θ)2 +3bv

T sin2
θ cos2 θ (3.13)

Some examples of the anisotropy functions β p and β v are given in Figure 3.1 for different
value of aN and bT to demonstrate how different situations of anisotropy can be reproduced
by varying the values of these parameters. The functions β p and β v are always equal to 1
for the reference direction θ = 0. In order to determine the two parameters of anisotropy,
aN and bT , only to particular values in two different direction (other than the reference
direction) are needed. Their values for θ = 90◦ allow determining the parameters ap

N and
av

N easily from β (90◦) = 1+ aN . If both parameters aN and bT are set equal to zero, the
isotropic behavior is retrieved and the functions β describe a circle. A value of aN > 0
(respectively aN < 0) results in a value of β at θ = 90◦ greater (respectively smaller) than
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Fig. 3.1.: Examples of anisotropy functions β p and β v in the polar coordinate system for different
values of ap

N , bp
T , av

N and bv
T . The Figure illustrates the theoretical behavior of isotropic

transverse rock. Function β p is directly linked to the UCS, with UCS0 the uniaxial
compressive strength in the reference direction. Function β v is multiplied to parameter a
in the viscous strain law, hence it influences directly the viscous strain rate.

1. For the case of plasticity, a value of bp
T > 0 (respectively bp

T < 0) results in a maximum
(respectively minimum) value of the function β p at θ = 45◦.

3.2.3 Anisotropic Mohr-Coulomb Plasticity

Experimental investigations have shown that the yield criteria of material can also be
anisotropic. Thus the anisotropy in the elasto-plastic behavior can be modeled in different
ways [33]. It can either be managed by working on the strength parameters, fourth order
projection tensor or second order micro-structure tensor resulting in continuous approaches
[45, 76]. Or it can be introduced in the model by adding a plane of weakness [46] or patches
of weakness [34] which comes to adopt a discontinuous criterion.

In ANELVIP, an anisotropic Mohr-Coulomb perfectly plastic yield function is implemented.

F(σ̃) =
σ̃3− σ̃1

2
+

σ̃3 + σ̃1

2
sinφ −C cosφ ≤ 0 (3.14)

Where C and φ are the cohesion and friction angle respectively. σ̃1 and σ̃3 are the major and
minor principal stresses calculated from the transformed stress σ̃ , which is further described
in section 3.2.2.
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3.2.4 Anisotropic Lemaitre’s creep law

The expression of Lemaitre creep law [51] called also the strain hardening law for an
isotropic material under uniaxial stress is the following:

ε(t) = a〈σ −σc〉n tα (3.15)

The constitutive law depends on four parameters: a, n, σc and α . The parameter a is related
to the magnitude of viscous strain, n is making the viscous strain nonlinear as a function
of the stress, σc is the stress threshold for time-dependent deformations. To determine σc

by laboratory tests, small stresses must be applied to the sample to see below which limit
there is no more creep. Another way to assess this threshold is to consider that the in situ
stresses existing in the geological layers provide a lower bound of this threshold because it
can be assumed that these layers have remained in the same creep free state for millions
of years. By this reasoning, we get σc equal to the Mises equivalent stress for the in situ
stresses which is about 3.6 MPa at the MHM URL location. The parameter α indicates the
strain hardening in the creep law, with 0≤ α ≤ 1, as it can be seen in the equation 3.16, the
smaller it is, the smaller the viscous strain rate is going to be. For α = 1, the Norton-Hoff
model, the model without strain hardening is retrieved.

In the ANELVIP model, the general form of the viscous deformation rate is expressed by:

ε̇
v =

3
2

αξ
α−1

ξ̇
S̃v

σ̃ v
e

(3.16)

ξ̇ =
[
aβ

v
〈

σ̃
p
e −σc

〉n]1/α

(3.17)

The tilde is referring to the transformation operated on the stress tensor making the model
anisotropic, as explained in equation 3.6. We note σ̃ v

e = β vσe and σ̃
p
e = β pσe. The function

〈x〉 is defined as:

〈x〉=

{
0 if x < 0
x if x≥ 0

(3.18)

Besides, to avoid numerical problems near ξ = 0, this law is completed by: ε̇v =
3
2 αε

α−1
0 ξ̇

S̃
σ̃e

if ξ α ≤ ε0 where ε0 is a small valued parameter introduced to avoid er-
rors related to the division by zero. The transformed stresses in equation 3.16, σ̃e, S̃v and σ̃ v

e

are defined by a transformation with parameters (av
N ,b

v
T ) as explained in a previous section.

Two different β functions are related to the anisotropy of viscous strain: the anisotropy of
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viscous strains rate and the anisotropy of stress threshold, namely β v and β p respectively.
The equation 3.19 can thus be written, function of the non-transformed stress as:

ξ̇ =
[
aβ

v(θ)
〈
β

p(θ)σe−σc
〉n
]1/α

(3.19)

Going back to the viscous law considered in ANELVIP, if the uniaxial stress σ
θ

is applied
in a direction making an angle θ with respect to x1 (parallel to the fracture planes) then the
axial creep strain measured in this direction is given by:

ε
θ
(t) = aβ

v(θ)
〈
β

p(θ)σ
θ
−σc

〉n
tα (3.20)

3.3 Application to modeling the drifts of the URL

3.3.1 Continuous modeling of the drifts

As already stated, the idea in this work was to attribute the anisotropy of the behavior of the
rock mass to the fractures around the tunnels. The fractures are assumed to influence the
long-term convergences because they would be subjected to viscous slip, which is precisely
the object of the experimental campaign described in Chapter 5 and Chapter 6. This viscous
slip oriented along the fractures induces the anisotropic convergences and convergence rates
of the drifts of the URL. As consequence, it was thought that it is possible to model this
effect of fractures with an anisotropic viscous model. Thus in a first approach, the simplest
way to model the response of the drift and test this hypothesis is by modeling the excavation
of the drifts in a transverse isotropic medium. Also, the main difficulty in modeling URL
drifts is to propose a model capable of reproducing the behavior of both types of galleries.
The idea is, in order to account for the different orientations of the fractures in the two
fractured zones, to rotate the isotropy plane by 90 degrees between the two types of galleries
as shown by Figure 3.2. By proceeding as follows, the orientation of the isotropy plane
matches the dominant orientation of the chevron fractures in the modeled drift. However,
because the two fractured zones do not exhibit 90-degree rotational symmetry (in particular
the extension of the fractured zone is different), it is expected that the anisotropy parameters
will need to be slightly adjusted when switching from one gallery model to the other.

The viscous and plastic anisotropies in this work are related to the fracture anisotropy. In
other words, the direction of anisotropy (or plane of isotropy) is given by the main direction
of the fractures as shown in Figure 3.2, and therefor is not related to the intrinsic sedimentary
bedding structure of the COx claystone.
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Fig. 3.2.: In the simulations the viscoplastic model is related to the fracture anisotropy and the
whole medium is transverse isotropic with the plane of isotropy orientated in the direction
of the fractures.

Based on observations of the in situ fractured zones in GED and GCS drifts, we have
considered that the shear fractures are mainly horizontal in the case of GED drift, while
they are mainly vertical in the case of GCS drift. This is schematically presented in Figure
3.3. Of course, in reality the shear fractures are not plane, but in a first approximation,
we consider that their global effect can be represented by a fractured material with some
dominant direction of plane fractures. This assumption allows us to take into account the
effects of the fractures forming the damaged zone on the drifts convergence, only by using
a transverse isotropic model. In other words, the drifts are modeled in a medium crossed
by parallel horizontal or vertical fractures as schematized in Figure 3.3. The advantage of
this approach is its simplicity, permitting to reproduce the convergence of both drifts, GED
and GCS, only by changing the orientation of anisotropy: ω = 0◦ for the mostly horizontal
fractures around GED drift, and ω = 90◦ for the mostly vertical fractures around GCS drift.
The parameters of anisotropy are not the same for the two drifts since the density and the
extent of the fractured zones are not the same. We calibrate the four parameters ap

N , bp
T ,

av
N and bv

T on the convergence measurements of GCS and GED drifts. Knowing that the
COx claystone is a bedded rock, its intrinsic anisotropy resembles the anisotropy induced by
planes of parallel fractures. Experimental data obtained on sound rock samples were used
to get a first estimation of the anisotropy parameters, before the numerical calibration.

3.3 Application to modeling the drifts of the URL 39



Fig. 3.3.: Schematic representation of the direction of the fractures (black) and of the dominant
direction of fractures anisotropy (red) for GED and GCS drifts. The green arrows
represent the hoop stress at the vicinity of the drifts applied in the direction of reference.

3.3.2 ANELVIP model parameters for URL gallery modeling

Elastic parameters

The numerical values of the parameters have been evaluated from available experimental
results. As a matter of fact, [19] and [98] have shown that the anisotropy ratio between
vertical and horizontal Young’s moduli is between 1.6 and 1.8. The following numerical
values are considered: E‖ = Ex = 5000 MPa, E⊥ = Ey = 3000 MPa, νyx = 0.3, νxz = 0.2
and G = 1700 MPa. The shear modulus and the Poisson’s ratios have been taken from [41].
Actually, in the numerical simulations presented in this chapter, the anisotropy of the elastic
part does not account for the fracture behavior but the elastic parameters are those measured
in the laboratory experiments on COx claystone. As a consequence, the anisotropy of the
elastic part in this chapter stands for the effects of the bedding planes. In the next chapter
the coefficients of anisotropy are calculated to account for the fractures. Indeed, the elastic
anisotropy does not explain the anisotropy of convergence of the drifts. According to an
elastic simulation, GED drift tends to have a bigger horizontal convergence than vertical
convergence, because the horizontal stress in a cross section is bigger than the vertical stress
(16MPa vs. 12.7 MPa). It is the result of the development of irreversible plastic deformation
at the roof and bottom of the tunnel section that the vertical convergence is bigger than
the horizontal convergence. At the very beginning of the excavation, when the fractured
zone does not yet exist, the anisotropy of rock elasticity prevails, whereas at the end of the
excavation and after, the anisotropy of rock due to fractures is decisive for plasticity and
then visco-plasticity.
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Plastic parameters

More sophisticated plastic criteria than Mohr-Coulomb have been considered in other
works, but as the main objective of this work is to analyze the anisotropic time-dependent
effects, a simple plastic model was on purpose considered. However, the plastic behavior
of the material determines the state of stress immediately after excavation and in this way
influences the development of the viscous strain field. The UCS (given by equation 3.9)
depends on the direction in which the load is applied with respect to the fractures. Positive
values of parameter bp

T allow to take into account the fact that the UCS is minimum when
the load is applied at 45° to the fractures (the minimum is reached at 45° when aN = 0). The
lower material strength at 45°is qualitatively similar to the measurements done on sound
sample of COx, thus a first order of magnitude of the parameter bp

T is calculated with the
experimental data from research campaign supervised by ANDRA. The strength parameters,
cohesion and friction angle, have been taken according to the values stipulated in ANDRA’s
documents, with C = 5 MPa and φ = 24°.

The dilatancy angle is unknown, and there are no experimental data available to our knowl-
edge to determine it. Dilatancy may be described as the change in volume that is associated
with shear distortion of an element in the material. A suitable parameter for characterizing a
dilatant material is the dilatancy angle ψ . This angle represents the ratio of plastic volume
change over plastic shear strain. As the theory of plasticity established for metals began
to be applied to materials like soils, rocks or concrete, some research teams have started
to work on the meaning and manipulation of this parameter to describe geomaterials [1,
60]. Associated flow are clearly useful since the number of functions needed to model the
plastic response will be reduced by one (as it comes to assume that the failure criterion and
plastic potential forms are the same). However, some authors disregard associated flow rules
since, theoretically, these involve plastic deformation without energy dissipation, which is
inconceivable. Nevertheless, without experimental data, two simple hypothesis are possible:
the dilatancy can be considered equal to the friction angle or it can be set to zero. Assuming
that the dilatancy angle is equal to the friction angle comes to an overestimation of the
plastic volumetric strains. However, the angle of dilatancy cannot reasonably be set to zero
as the plastic behavior is identified during the excavation phase during which irreversible
volumetric strains develops for sure, at least due to the creation and opening of fractures
related to the deconfinement of the drift wall. Thus an associated flow rule is used in our
simulations. The plastic strain field is controlled by checking the short-term convergences.
As a matter of fact, Guayacan-Carrillo et al., [41] succeeded in separating the instantaneous
response to the excavation process from the time-dependent one, making it possible to
calibrate the elasto-plastic parameters of the constitutive law on the short-term response of
the claystone. They suppose that all displacement occurring during the front advancement
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time corresponds to the instantaneous behavior of the rock while the displacements which
occurred between the excavation steps (time to install the support system and the measure-
ments) corresponds to the time-dependent rock behavior. The front advancement does not
provoke any additional instantaneous displacement when the drift’s front is sufficiently far
(at about two diameters distance) from each section.

Viscous parameters

The six parameters governing the viscous behavior of the material, a, n, α , av
N , bv

T and σc are
first fitted on experimental data on the intact rock. The three parameters a, n, α of Lemaitre’s
creep law are fitted on a triaxial creep test provided by ANDRA. These parameters are fitted
supposing an isotropic viscous behavior of the rock. As a matter of fact, the anisotropy in
viscosity is carried by the functions β p and β v and not by the parameters a, n, α , and σc.
The tests are conducted under a confining pressure of 12 MPa, while applying 50%, 75%
and 90% of the peak stress, resulting in three curves giving axial strain evolution with time.
The calibration is done by performing a linear regression with multiple parameters after
linearizing Lemaitre creep law (equation 3.21), allowing to determine the time dependency
parameter α .

ln(ε) = ln(a)+n ln(σ −σc)+α ln(t) (3.21)

Indeed, the first linear regression gives ln(a)+n ln(σ −σc) and α for the three different
loading. The parameter α is taken as an average value supposing that it does not depends
on the stress. As we know the numerical value of ln(a)+ n ln(σ −σc) and ln(σ −σc),
performing another linear regression on loading’s to 50%, 75% and 90% of the peak stress,
allows to determine the two other parameters of the law, a and n. The theoretical curves
corresponding to the model with the parameters resulting from these linear regressions are
given in Figure 3.4. The parameters found are a = 1.5 10−4 MPa−1day−α , α = 0.215 and
n = 1.

3.4 Excavation modeling procedure

Modeling tunnel excavation is essentially a four dimensional problem, as it not only concerns
with the three spatial dimensions but also with a temporal dimension, which corresponds to
the advancing process of the tunnel face. Numerous works have been conducted to analyze
the stresses and displacements induced by the excavation (e.g. [13, 20, 54, 39]). In this
work, we did not focus on modeling the fracturing of the rock around the structures due
to excavation. Nevertheless, the elasto-plastic response following excavation of the model
has consequences on the stress and strain state of the tunnel and thus has some influence

42 Chapter 3 Numerical simulation of the drifts convergence: Continuous trans-
verse isotropic model



Fig. 3.4.: Axial viscoplastic strain for creep tests performed at 50, 75 and 90% of the peak strength.
Experimental and numerical results.

on the long-term convergences of the drifts. Moreover, as our objective is to compare
the results of numerical simulations with in situ measurements (e.g. with measurement
strings), the excavation has to be simulated such as the numerical convergences and are
actually comparable in situ measurement. This implies that the numerical simulations need
to represent, at least to some extent, the specific work schedule of the excavation of GED and
GCS drifts. This ensures that the numerical estimations of convergence actually correspond
to the way the convergences were measured in situ. First simulations have been performed
with the excavation option in Disroc which enable to calculate, the unloading of a 2D cavity.
Considering a long tunnel without deviations, the assumption of plane strains is commonly
used. This approach is then used in all drift simulations, both in this chapter and in the
following chapter. While it is well known that plane strain models are not able to completely
account for the actual stress history and tend to underestimate the deformations, Cantieni et
al., [21] have shown that for support completion close to the face and for flexible linings
(which is the case for GED and GCS drifts), the error in the results is not significant.

Disroc allows to easily model the excavation phase, as represented in Figure 3.5. Indeed, by
removing the mesh inside the tunnel, after the application of the geostatic state, it creates a
file containing the forces which balance the stresses in the rock mass. The geostatic stress
state σ can be anisotropic. Then we make these forces tend towards zero to model the
excavation. In order to take into account the viscous deformations that develop during the
excavation of the tunnel, the discharge of the forces on the drift wall is separated into two
parts, a time-independent part and a time-dependent part during which viscous deformations
develop. In fact, it would be possible to do the whole unloading as a function of time,
but this would considerably lengthen the calculation time. Moreover, the objective of our
numerical simulations being to reproduce the convergences of the instrumented tunnels at
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Fig. 3.5.: 1) Geostatic state, 2) time-independent unloading, 3) time-dependent unloading.

the URL, it is necessary to simulate only the phases actually measured, and a first phase of
the excavation is not measured (before the advancing front reaches the section) because it is
only once the advancing front has reached the section that the measuring instruments are
put in place.

In order to perform a time-based unloading is to set the unloading time corresponding to
the desired unloading rate. For example, a time of 1 corresponds to an unloading of 100%,
so to perform 50% of the unloading, we set the end time of the calculation to 0.5. Then,
to take into account the fact that this unloading of x% is done in t days, the parameter a of
the viscosity law, given in equation 3.16 of the model written aCOx is modified into ae, so
that the viscous deformation occurring after x days simulated, corresponds to the viscous
deformation after t days.

ae =
aCOxtα

xα
=

1.95×10−4×280.215

0.70.215 (3.22)

Equation 3.22 is the calculation of modification of parameter a assuming that we want to
simulate 70% excavation in 28 days. Knowing that the calibration of the viscosity law on
the creep tests on COx claystone gives that aCOx = 1.95 10−4 and α = 0.215.
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Fig. 3.6.: The geometry is meshed by quadrilateral elements with three different refinements.

3.4.1 Sensitivity analysis of the mesh

The sensitivity analysis of the mesh, that is used for the numerical simulations presented in
the following sections, has been made on the excavation procedure. Three different mesh
presented in Figure 3.6 have been compared for plastic isotropic excavations, as analytic
solutions allow to assess the numerical error. The mesh is constructed by subdividing
concentric circles around the tunnel into a number of divisions (depending on the refinement
required). The mesh is refined near the tunnel walls but has larger elements further away in
order to reduce the computation time [59]. The mesh which is actually used in the numerical
simulations is Mesh 2 in Figure 3.6. It has been validated by comparison with one more
refined (Mesh 3) and one mesh less refined (Mesh 1). The plastic radius that develops around
a tunnel is given by equation 3.23 and thus it enables to evaluate the quality of our mesh by
comparing the result obtained numerically with that expected theoretically.

Rp = R[
2

Kp +1
(Kp−1)σ0 +σc

(1−λ )(Kp−1)σ0 +σc
]

1
Kp−1 (3.23)

With Kp =
1+sinφ

1−sinφ
, σ0 = 12.4 MPa, the strength under compressive stress σc =

2Ccosφ

1−sinφ
. The

strength parameters of the COx claystone are used: C = 5 MPa and φ = 24◦. It is found
that theoretically Rp = 3.03 m, and the relative error is estimated as:

|rp(mesh)− rp(theoretical)|
rp(theoretical)

% (3.24)

The analysis presented in Figure 3.7, shows that the less refined mesh would not be
a reliable option. The adopted mesh (referred to as Mesh 2) constitutes an acceptable
numerical choice since the extension of the plastic radius and values are almost the same
as for the refined mesh. Another sensitivity analysis was conducted by taking the viscous
effect into consideration presented in Appendix A.3.
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Fig. 3.7.: Evaluation of the error due to the finite elements approximation. a) Plot of the plastic
strain norm in function of the distance from the wall of the drift. b) Evaluation of the
difference between the plastic radius determined by the finite element method and the
theoretical value.

Tab. 3.1.: Excavation Data for section C of GCS drift and section A of GED drift.

Drift / Section Step 1 Step 2 Step 3

GCS / C 14 days: λ = 30% 0 day: λ = 0% 28 days λ = 69%
GED / A 14 days: λ = 30% 1 day: λ = 18% 35 days λ = 51%

3.4.2 Modeling of the excavation of GED and GCS drifts

The correspondence between the actual excavation procedure of the drifts and the procedure
used in the numerical modeling of the excavation is presented in Figure 3.8. Note that the
time needed to complete the excavation of one section in a given drift is different between
the sections, which is why two specific sections have been considered (one for each drift:
section C for GCS drift and section A for GED drift). Thus the work schedule of those
two sections provided by [42] and [5] has been analyzed more precisely, and they are the
basis for the proposed tunnel excavation modeling. Those sections were chosen because
they correspond to the sections for which the data were the most trustworthy according
to ANDRA. The sections of interest of each drifts are treated in the same way only with
different values reported in Table 3.1. The excavation procedure in Figure 3.8 is explained
for the section A of GED drift.

As can be seen in Figure 3.8, at the initial equilibrium state, the section of interest in each
drift is submitted to the natural state of stress. Then as the drift front reaches the section
of interest, 30% of the initial stress has been removed. This first step is performed by a
time independent calculus in our model, as we are not able to assess the time-dependent
displacements that could have occurred in the section before the front drift reaches the
section. Then, based on ANDRA’s data, the measurements were installed in 1 day, which
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Fig. 3.8.: Description of the excavation modeling of section A of GED drift.

corresponds to 18% additional deconfinement according to the deconfinement rate curve
given by ANDRA [75]. This step is modeled by a transient simulation. At this point in
the model, by keeping the resulted stress field, the displacement field is set to zero since
the displacements correspond to the lost convergence. Finally, it has been considered that
the drift face has no more influences on the section deconfinement when it is 2 diameters
away from the section. Hence, the last 51% of the initial stress is deconfined in a transient
simulation. As a matter of fact, we leave 1% of the initial stress in order to take into account
the effect of the flexible support. The comparison between the displacements measured
in situ during the excavation and the predictions of the numerical models was plotted in
Figure 3.9. It is assumed that the short-term convergences are sufficiently well reproduced
to constitute the initial state to simulate the long-term convergence of the drifts.

3.5 Numerical model of the convergence

Studies conducted on URL tunnels have shown that the behavior tunnel convergences cannot
be represented without taking into account the fractures around the structures. In this work,
the approach considered to build the numerical models is based on the assumption that
the long-term behavior of the tunnels of the URL, i.e., after the fractured zone has been
created by excavation, can be represented by an anisotropic viscous model that accounts for
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Fig. 3.9.: Comparison between excavation displacements measured in situ and numerical model
predictions for a) GCS drift b) GED drift.
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viscous slip on the chevron fractures, anisotropy that is due to the non-isotropic distribution
of the fractures around the tunnels. In addition, one difficulty is to model the two types of
galleries, excavated according to the major or minor principal horizontal stress, with the
same constitutive model. Indeed, in both cases, the fractured zone develops in opposite
directions (in horizontal direction for one gallery and vertical for the other), which makes
modeling both types of galleries, although they are effectively excavated in the same material,
with a single model far from obvious. In this chapter we assume that the mechanical model
of the rock, in which GCS and GED drifts are excavated, can be represented by that of a
medium containing a family of parallel fractures. The continuous equivalent mechanical
behavior, understood as the macroscopic behavior of the rock and the fractures induced by
the excavation, of this fractured medium can then be reasonably represented by a transverse
isotropic behavior. The orientation of the fractures corresponds to the dominant orientation
in the fractured zone (Figure 3.3) which develops during the excavation of the drifts. Three
different anisotropies, elastic, plastic and viscous, are taken into account based on the
in situ convergence measurements and the available knowledge on the rock’s behavior.
Two different models were used for GCS drift and for GED drift. Figure 3.10 shows the

Fig. 3.10.: Geometry and mesh support to the numerical simulations. Both vertical and horizontal
convergence are respectively measured in points A and B.

mesh used for the simulation of GED and GCS drift. The only difference in the boundary
conditions of the two models is the horizontal stress, which is σh =−12.4 MPa for GCS
drift and σH =−16.2 MPa for GED drift.

3.5.1 Identification of anisotropy parameters

The isotropic model parameters for the elastic, plastic and viscous parts have been evaluated
based on the available experimental results on intact rocks and presented in sections 3.2.1
3.2.3 and 3.2.4 respectively.
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It is assumed that the anisotropy is induced mostly by the fractures, and the effect of
the intrinsic anisotropy of COx claystone (related to the bedding planes) is negligible
in comparison to the effect of the fractured zone. The anisotropy parameters related to
the plastic and the viscous deformations, av

N , bv
T , ap

N and bp
T , are obtained by numerical

calibration through a simulation of the drift’s convergence and comparison with in situ
measurements. In this way, the effect of the fractured zone around each drift will be
indirectly taken into account in the calibrated values of the parameters. The calibrated
model can then be used to extrapolate the drift’s convergence to longer time periods.

Before the numerical calibration of the parameters of anisotropy, first guesses are estimated
based on the available experimental results on intact rock samples. Even though, the effect
of the fractured zone on the anisotropy was assumed to be much more important than the
intrinsic anisotropy of the rock, however, the estimations based on experimental results
can be considered as starting points, probably lower bonds, of the calibration procedure,
especially in the case of the GED drift where the fractures and the bedding planes are in
the same direction (horizontal planes). Four anisotropic parameters need to be determined:
(ap

N ,b
p
T ) regarding the plastic behavior and (av

N ,b
v
T ) regarding the viscous behavior. Among

them, two parameters can easily be pre-determined with laboratory experiments on sound
rock. As a matter of fact, experimental campaign investigating the compressive strength of
COx claystone (triaxial tests) show that minimum strength is found for stress applied at 45◦

with respect to the bedding plane. These experimental results give a first order of magnitude
of parameter bp

T because it expresses the slip on the planes of weakness formed by the
bedding, eventually our objective is to account for a similar slip on the planes of weakness
formed this time by the fractures. Also, uniaxial creep tests performed under stress applied
parallel and perpendicular to the bedding planes give a first order of magnitude of parameter
av

N . The evaluation of parameters bp
T and av

N is described in appendix A.2, and gives that
bp

T = 0.8 and av
N = 0.43.

The numerical simulations are compared with field measurements with a configuration
schematically represented in Figure 3.11. The green line and dot line represent the two con-
vergence measurement strings that were installed during the drift excavation: (OHZ170_24,
OHZ170_36) in GCS drift and (OHZ120_24, OHZ120_36) in GED drift. Moreover, for
GCS drift, an extensometer has been emplaced from an adjacent drift (GAT) (see Figure
2.1) in order to measure the rock displacement not only at the drift wall, but also in the rock
at 0.78, 1.82, 3.38, 4.68, and 5.72 meters away from the drift wall, which are represented
by green crosses in Figure 3.11. The set of model parameters are presented in table 3.2 for
GCS drift and in table 3.3 for GED drift.

In the case of GCS drift, the identified anisotropy parameters for plasticity are ap
N =−0.25

and bp
T = 2.75. The negative value of ap

N ensures that for the fractured rock the value of UCS
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Fig. 3.11.: Schematic representation of the in situ measurements configuration in GCS and GED
drifts.

Tab. 3.2.: Numerical values of the parameters used for the simulation of GCS drift.

Elasticity Plasticity Viscosity Anisotropy

E‖ = 5000 MPa C = 5 MPa a = 1.95×10−4 MPa−1day−0.2 ω = 90◦

E⊥ = 3000 MPa φ = 24◦ n = 1 ap
N =−0.25

νxy = 0.3 ψ = 24◦ α = 0.215 bp
T = 2.75

νxz = 0.2 σc = 3.6 MPa av
N = 0.43

G= 1700 MPa bv
T =−0.3

Tab. 3.3.: Numerical values of the parameters used for the simulation of GED drift.

Elasticity Plasticity Viscosity Anisotropy

E‖ = 5000 MPa C = 5 MPa a = 1.95×10−4 MPa−1day−0.2 ω = 0◦

E⊥ = 3000 MPa φ = 24◦ n = 1 ap
N =−0.3

νxy = 0.3 ψ = 24◦ α = 0.215 bp
T = 1.3

νxz = 0.2 σc = 3.6 MPa av
N = 1

G= 1700 MPa bv
T = 0.9
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in direction perpendicular to the fractures is greater than its value in direction parallel to
the fractures, which is qualitatively consistent with the effect of bedding planes. Moreover,
as presented in section 3.2.4, the parameter ap

N also controls the viscous stress threshold.
For the anisotropy in viscous stress threshold, ap

N < 0 means that the viscous strains start to
develop for a smaller stress in the fractured rock than in the sound rock. With bp

T > ap
N , the

UCS of the fractured rock is minimum when the load is applied at about 45°of the fracture
plan. The calibrated functions β p for GCS and GED drift’s with their corresponding UCS
are presented in Figure 3.12.

Fig. 3.12.: Polar representations of the functions β p and UCS (the horizontal axis corresponds to
the bedding plane) for a) GCS drift with ap

N = -0.25 and bp
T = 2.75, b) GED drift with

ap
N = -0.3 and bp

T = 1.3

The calibrated functions β v for GCS and GED drifts are presented in Figure 3.13. The
numerical simulation results are presented in the next section and permit to verify the model
ability to reproduce the observed drift’s convergence and its anisotropy.
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Fig. 3.13.: Polar representation of the function β v for a) GCS drift with av
N = 0.43 and bv

T = -0.3, b)
GED drift with av

N = 1 and bv
T = 1.1

3.5.2 Results and discussion

After the application of the far field stress and modeling the drift’s excavation, according
to the procedure explained in section 3.4.2, the drifts viscous convergences are calculated
under constant applied loads for over 2500 days, which allows to compare the numerical
results with the field observations. Every simulation lasts at least a couple of hours (about
3 days for the simulations of GED and GCS drifts), with the duration of the simulation
increasing with the viscosity. As a matter of fact, the time increment must be small enough
to avoid numerical instabilities but not too small to limit the computation time. One can find
in the literature critical time increments for Lemaitre creep law [25, 14]. Indeed, a critical
time increment can be established knowing that the mechanical system has to always remain
in mechanical equilibrium, which means that the time-dependent stress increment cannot
become too big compared to the strain dependent stress increment. We have implemented
an automatically changing time increment which starts at dt = 10−19 day to reach at the end
of the simulation a total time = 2500 days with dt = 1 day. The time step dt is expressed as
a function of the current time given by equation 3.25.

dt =
A× tn

1+ tn +C (3.25)

Its expression is such that for the beginning of the calculation (t << 1), the time step varies
slowly, then when the time becomes large enough, which corresponds to smaller variation of
the viscous deformations, the time step is increased in order to decrease the total calculation
time. In equation 3.25, when t→ ∞: dt = A and when t→ 0: dt =C. In our simulations
A = 1, n = 1.43 and C = 10−19. When increasing viscosity it may be necessary to increase
parameter n and decrease parameter C.
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Fig. 3.14.: Convergences of GCS drift, comparison between field measurements and numerical
model.

GCS drift

First the simulated convergence for GCS drift are presented in Figure 3.14 using the
calibrated parameters as given in Table 3.2. The convergences obtained by numerical
simulation are plotted in bold: in red the horizontal convergence, in blue the vertical
convergence and in green the convergence at 45◦. The other curves correspond to the
horizontal and vertical convergences measured in different cross sections of the GCS gallery.
Because the numerical excavation was defined based on the excavation data for section
C, measurements related to this specific section are highlighted by solid triangle marks in
the graph. One can see that the drift’s convergence and its anisotropy show a quite good
compatibility with in situ measurements.

It is precisely because of the anisotropy of both plasticity and viscosity that the convergences
and convergence rates measured in situ can be reproduced. Indeed, Figure 3.15 shows a) the
convergence models if an isotropic viscoplastic law is considered. In that case the material
is isotropic and only the slight anisotropy in the state of stress is taken into account. With
no surprise, the results are not in agreement with the in situ measurements. In another
simulation, the results are a little bite improved by making the plasticity anisotropic as
shown in Figure 3.15 b). The results are already quite good just with plastic anisotropy
because, in the case of the GCS gallery, the convergence rates are not very anisotropic. In
fact, the average horizontal convergence rate between 500 and 2000 days is 0.0062 mm/day
and 0.0079 mm/day in the vertical direction. Eventually it is by taking into account the
viscoplastic anisotropy that we better fit the in situ convergences. Figure 3.16 presents
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Fig. 3.15.: Comparison between field measurements and numerical model of a) Convergences of
GCS drift with viscoplastic isotropic behavior, b) with plastic anisotropy and viscous
isotropy.
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Fig. 3.16.: a) Plastic strain norm after 2800 days around GCS drift with the optimum anisotropy
parameters (Table 3.2) b) As a) plastic strain norm but with the deformation magnified
×15 to stress the fact that horizontal convergence are bigger than vertical convergence.
c) Visco-plastic strain norm after 2800 days around GCS drift with the optimum
anisotropy parameters (Table 3.2).

the simulated plastic strain norm and visco-plastic strain norm which develops around the
drift. The deformed shape of the mesh, magnified fifteen times, shows a bigger convergence
in the horizontal direction than in the vertical direction. The objective of the model is to
reproduce the measured convergences of the tunnel, however we do not pretend to reproduce
the fractured zone with the deformation field.

Figure 3.17 shows a comparison between the displacement measured in the rock at 0.78,
1.82, 3.38, 4.68, and 5.72 meters away from the drift wall with an extensometer. Up to
3.6 m from the tunnel walls, the numerical model predicts the displacements in the rock
quite well. However, when leaving the fractured zone, as shown in the green curve, our
model overestimates the displacements. This is not surprising since in our model, the whole
rock mass is "fractured". This is not critical as only the displacements at the drift wall
are necessary to estimate the stresses in the linings. Our objective was not to model what
happens far from the tunnel wall, but to reproduce as simply as possible the convergences
measured at the wall.
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Fig. 3.17.: Horizontal displacement in the rock mass nearby GCS drift (at 0.78, 1.82, 3.38, 4.68,
and 5.72 meters away from the drift wall), comparison between field measurements and
numerical model.

GED drift

Fig. 3.18.: Convergences of GED drift, comparison between field measurements and numerical
model, with the parameters of anisotropy of GCS drift with just a 90◦ rotation of the
isotropy plane.

Before presenting similar results of parameters calibration for GED drift, it is interesting to
see if its convergence can be simulated only by a 90° rotation of the anisotropy direction in
the calibrated GCS model and of course by applying the far stress boundary conditions of
GED drift. Note that ω = 90◦ for GCS drift and ω = 0◦ for GED drift. The results, in Figure
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3.18, show that only by changing the orientation of the plane of anisotropy (corresponding
to the fracture planes), the GCS model can predict qualitatively the convergence anisotropy
in GED drift with vertical convergence bigger than the horizontal one. Nevertheless, the
vertical convergence is highly underestimated which is mainly due to the fact that the
fractured zone in GCS and GED drifts are not equivalent. Indeed, applying the anisotropy
parameters of the GCS gallery to the GED gallery simply by rotating the isotropy plane by
90 degrees is equivalent to assuming that the two fractured zones are symmetric by a 90
degree rotation. The study of the fractured zones, detailed in the following chapter, shows
that they do not have the same extension and that the density and orientation of the fractures
are not the same around the two types of drifts. The irreversible strain field, corresponding

Fig. 3.19.: a) Irreversible strain norm (with deformation ×17) that has developed after 2800 days
around GED drift with the parameters of anisotropy calibrated for GCS drift but with
ω = 0◦. b) Vertical Uy and horizontal Ux displacements in meters (with deformation
×17). c) Representation of the fracture zone around GED drift.

to the visco-plastic deformation, is presented in Figure 3.19, alongside with the vertical
and horizontal displacement. In this figure, we have represented alongside the results of
the numerical simulation a representation of the fractures around GED drift. The graph
represents a survey of the fractures counted around the galleries excavated in the same
direction as the GED gallery. We can relate the fractures that develop mainly in the vertical
direction but also the 45 degree behavior boxed in red in Figure 3.19 with the results of the
numerical simulations.

Though, the parameters of anisotropy need to be readjusted in order to obtain a better
compatibility between the simulation and measured drift convergence. The simulation
results with the calibrated parameters given in table 3.3 are presented in Figure 3.20 and
show a good compatibility between the measured and simulated convergence. The same
remarks, as for GCS drift, regarding the importance of the anisotropy in both viscosity
and plasticity, can be formulated for GED drift. Figure 3.21 shows that the results for
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Fig. 3.20.: Convergences of GED drift, comparison between field measurements and numerical
model with the anisotropy parameters presented in Table 3.3.

viscoplastic isotropy don’t even reproduce the fact that the vertical convergence are greater
than the horizontal convergence. Only, considering an anisotropic plastic behavior do
not really improve the results, nevertheless by adding the anisotropy in viscosity, a good
reproduction of the in situ measurements is achieved. The simulated irreversible strain
field, corresponding to the visco-plastic deformation, is presented in Figure 3.22, with the
deformed shape magnified fifteen times. A bigger convergence in the vertical direction than
in the horizontal direction is clearly shown by the deformed mesh.
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Fig. 3.21.: Comparison between field measurements and numerical model of a) Convergences of
GED drift with viscoplastic isotropic behavior, b) with plastic anisotropy but viscous
isotropic behavior.

3.6 Conclusion

As a reminder, the objective of the work presented in this chapter was to propose the
simplest possible model capable of reproducing the convergences of the two types of drifts
excavated at the URL. By the simplest, we mean the most easily applicable by the design
offices that are going to be in charge of the design of the drifts’ supports. Working with
a continuous model helps reducing the computation time compared to models in which
the discontinuities (fractures) are explicitly represented. Also the constitutive models used,
Mohr-Coulomb criterion and Lemaitre creep law are well known models in the community
of rock mechanics and well known by the engineers working in this field.

Numerical simulations have been used to reproduce the convergence of the drifts (GCS and
GED) of the MHM URL with a continuous and homogeneous but anisotropic model. The
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Fig. 3.22.: a) Irreversible (visco-plastic) strain field developed after 2800 days around GED drift
with the optimum anisotropic parameters (Table 3.3) (with deformation ×15). b)
Representation of the plastic strain norm.

effects of the fractured zone on the convergence are taken into account with a threefold,
elasto-visco-plastic, anisotropy. The anisotropy thus represents the global behavior of the
rock mass around the drifts, which is made of both sound rock and fractured rock. The
modeling approach presented allows the fractured zone to be considered in a fairly simple
manner. In particular, the construction of these models does not require precise knowledge
of the density or orientations of fractures in the fractured zones around the drifts to calibrate
the parameters. We simply considered vertical fractures in the case of the GCS drift and
horizontal fractures in the case of the GED drift. Finally, the models proposed as design
tool are two continuous, transverse isotropic models. The elasto-viscoplastic parameters
(Young’s moduli, Poisson’s ratios, cohesion, friction angle etc.) are characteristic values
of the Callovo-Oxfordian claystone provided by ANDRA plus four anisotropy parameters
for each gallery. Despite the overall simplicity of the model, it is thanks to the introduction
of both viscous strain rate and viscous stress threshold anisotropy in the creep law, which
allow us to get a more accurate response of the rock to the stress field for its viscous
deformation.

While the simplicity of the model does not permit to explain the initiation of the fractured
zone around the drifts itself, it enables a trustworthy reproduction of the vertical and
horizontal convergences and convergence rates, at the drifts wall, after the excavation. With
relevant reproduction of the convergences, we aim to provide a reliable tool for the design
of the linings. In fact, the model presented here will enable us to do a first approximation
of the long-term stresses in the support system. Moreover, as our viscous model takes into
account a stress threshold, the stresses in the linings predicted by our model should be more
realistic than the models considering the rock as a viscous fluid (without stress threshold).
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Nevertheless the main deficiency of these models is the understanding of the anisotropy
parameters. Indeed, the link between the anisotropy parameters and the fracture behavior is
not explicit and thus the calibration of the parameters is not obvious. One must be aware of
the complexity that is absorbed by these anisotropy parameters. As a matter of fact, when
we say that we neglect the intrinsic anisotropy of COx claystone and consider only the
anisotropy induced by the chevron fractures, this is true in our logic but in reality, when we
calibrate the anisotropy parameters on the in situ measurement data, our anisotropy param-
eters intrinsically contain the effects of the chevron fractures but also those of the tensile
fractures, the effects of the bedding planes and even the effects of the hydro mechanical
couplings. Eventually, the anisotropy parameters are a black box containing the complexity
of the fractured rock behavior. As a matter of fact, the presented models are applicable only
to model GED and GCS drift. In order to model other drifts the process of calibration of the
anisotropy parameters has to be done once again, which is quite time consuming. Therefore,
while keeping the general philosophy of the model, i.e. to represent the effect of fractures in
shear thanks to the viscoplastic anisotropy, we try in the following models to establish a
clear link between the behavior of the fractures and the anisotropy parameters. The idea is
also to launch an experimental campaign to study the viscous slip of an interface in the COx
claystone.
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Continuous equivalent model
of fractured rock

4

„La théorie, c’est quand on sait tout et que rien ne
fonctionne. La pratique, c’est quand tout
fonctionne et que personne ne sait pourquoi. Ici,
nous avons réuni théorie et pratique : Rien ne
fonctionne... et personne ne sait pourquoi !

— Albert Einstein

This chapter is still devoted to the finite element modeling of the URL tunnels. As we
had noted in the previous chapter, the link between the parameters of anisotropy and the
behavior of the fractures was not clear, to fill this gap, in this chapter we have been working
on linking the anisotropy parameters of the ANELVIP model to the parameters describing
the behavior of a fracture. Moreover, with this new modeling approach, one can feed the
numerical models from the experimental results. Even though the convergences were very
well reproduced by the first models, a more straightforward approach to determine the
parameters of anisotropy is presented in this chapter. The idea is to divide the fractured
zone into different zones, where in each zone a given orientation and density of fractures
is assumed. A transverse isotropic material modeled by the ANELVIP model (which was
presented in Chapter 3) is then affected to each zone. The parameters of anisotropy are
expressed as a function of the fracture geometry and constitutive parameters. The first
part is devoted to the calculation of the elastic, plastic and viscous macroscopic strain of a
representative elementary volume of a rock sample crossed by a fracture plane family, in
order to express the parameters of anisotropy in terms of the fracture deformation. Then we
present a suggested division of the fractured zone, based on core data provided by ANDRA.
One model for the drifts excavated along the major principal horizontal stress, and another
for those excavated along the minor principal horizontal stress are presented, and their
results are discussed.
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4.1 Continuous Equivalent Model

The ANELVIP model, already available in the code Disroc [68], is used as a continuous
equivalent model of the fractured COx claystone considered as a rock medium crossed by
a family of plane and infinite parallel fractures of spacing D. It is reminded that in the
model the anisotropy accounts for the behavior of the fractures. The ANELVIP model was
presented in the section 3.2 for its elastic, plastic and viscous constitutive laws.

Upscaling is a common method used to describe the mechanical behavior of a locally
heterogeneous material at a macroscopic level. The macroscopic behavior is deduced from
relationships between equivalent macroscopic strains and stresses defined in a Represen-
tative Elementary Volume (REV), as represented in Figure 4.1. As a matter of fact, in
continuum micro-mechanics a material is understood as a macro-homogeneous but micro-
heterogeneous body. A REV is defined to represent the material. A hypothesis of separation
of scales is formulated on the REV. Indeed, the heterogeneity have to be very small in front
of the REV dimension, which himself has to be sufficiently small compared to the structures
built up by the material, which comes to: d << l and l << L. With l the characteristic
length of the REV, d the characteristic length of the heterogeneity and L the characteristic
length of the geometry. The relation between homogeneous deformations acting on the
boundary of the REV and resulting stresses can be estimated from the mechanical behavior
of the aforementioned heterogeneity, their density in the REV, their geometry and their
interactions. Ultimately, the continuous equivalent mechanical behavior of the overall
material is deduced from the mechanical behavior of the REV. However, when it comes to
modeling the rock medium surrounding the drifts of the URL, which means defining a REV
containing a representative amount of the fractures of the fractured zone, the separation
of scale is not verified. In the approach presented in this chapter, we simply compare the
mechanical behavior of a REV described in Figure 4.1 to our equivalent continuous model.
We will verify that each of the individual responses, elastic, plastic, and viscous, of the
continuous model best reproduces the response of the fractured rock domain for the applied
load. Many assumptions have been made to simplify the models as much as possible, the
application to the modeling of the GED and GCS galleries will tell us the relevance of this
approach. In this chapter the parameters of anisotropy (ap

N and bp
T , for its plastic part and

av
N and bv

T , for its viscous part) are expressed as to take the behavior of the fractures into
account, in the plastic and viscous macroscopic deformations, alongside with their geometry
(fracture density and orientation).
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Fig. 4.1.: Representation of the considered REV

4.1.1 Elastic equivalent model

We assume that the geometry is constituted of parallel infinite plane fractures regularly
spaced, as presented in Figure 4.1. The continuous equivalent elastic behavior of the frac-
tured zone presents a transverse isotropy around the axis n and depends on five independent
parameters. According to Pouya et al., [67], by taking into account the fracture planes the
five parameters become:

1
E⊥

=
1

E0 +
1

KnD
(4.1)

1
E‖

=
1

E0 (4.2)

1
G

=
1

G0 +
1

KtD
(4.3)

With Kn and Kt the normal and tangent elastic stiffness of the fractures and D the fractures
spacing. E0 and G0 are respectively the Young modulus and the shear modulus of the sound
rock. The Poisson’s ratio remains the same as for the sound rock.

4.1.2 Plastic continuous equivalent model

The parameters of plastic anisotropy, which have been presented in the section 3.2.2, are
calibrated in order to approximate the Uniaxial Compressive Strength (UCS) of a rock
sample crossed by a fracture plane family inclined by an angle θ as represented in Figure
4.2. Assuming that a Mohr-Coulomb perfectly plastic yield function can be used to model
the yield function of the rock matrix and the fracture with respectively C the cohesion and
ϕ the friction angle for the rock matrix and C f and ϕ f the same parameters of the fracture.
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Fig. 4.2.: Representation of a REV containing parallel fractures with inclination θ .

The fractures are orientated by vectors n (normal to the fracture plane) and t (tangential to
the fracture plane), given by equations 4.4 and 4.5.

n =

(
−sinθ

cosθ

)
(4.4)

t =

(
−cosθ

−sinθ

)
(4.5)

The normal and shear stress in the fracture, for a constant stress σ applied in the direction y,
is given by equation 4.6 and equation 4.7.

τ = σ sinθ cosθ (4.6)

σn = σ cos2
θ (4.7)

The uniaxial compressive stress for which the yield function is reached in the fracture is
given by equation 4.8, and the UCS of the sound rock is given by equation 4.9.

For θ > ϕ
f and θ 6= 0 : σ f =

C f cosϕ f

cosθ sin(θ −ϕ f )
(4.8)

Rc(0) =
2C cosϕ

1− sinϕ
(4.9)

The UCS of the fractured rock represented in Figure 4.2, named UCSREV , is thus the
minimum between the UCS of the intact rock matrix and the critical stress for which the
yield limit is reached in the fractures given by equation 4.10.

UCSREV(θ) = Min[
2C cosϕ

1− sinϕ
;

C f cosϕ f

cos(θ)sin(θ −ϕ f )
] (4.10)
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The minimum of σ f in equation 4.8 is reached for an angle θ = π

4 + ϕ f

2 . The idea is to
calibrate the plastic anisotropy of the ANELVIP model, which is carried by the parameter
bp

T , such that the UCS of the continuous anisotropic model is as close as possible to the
UCS of the fractured rock. In ANELVIP model, the UCS for an uniaxial compressive stress
applied in a direction θ is given by equation 4.11 [35].

UCSANELVIP(θ) =
2C cosϕ√

1+4bT sinθ 2 cosθ 2− sinϕ
(4.11)

With C the cohesion and ϕ the friction angle of the rock and bT is the parameter of plastic
anisotropy.

bT =
1

4sinθ 2 cosθ 2 [(
2C cosϕ

UCSANELVIP(θ)
+ sinϕ)2−1] (4.12)

Considering that the minimum of the function UCSANELVIP is reached for θ = π

4 while
the minimum of the function UCSREV is reached for θ = π

4 +
ϕ f

2 , one can make different
hypothesis in order to determine the value of the parameter bT . Three different hypothesis
are presented in table 4.1. One can assume that the minimums of the two functions reached
for different angle must be equal, or it can be assumed that two functions should have the
same value at the angle θ = π

4 (corresponding to the value of θ for which the minimum of
the function UCSANELVIP is reached) or at the angle θ = π

4 +
ϕ f

2 (corresponding to the value
of θ for which the minimum of the function UCSREV is reached). These three assumptions
lead to three different values for the parameter bT . The three hypothesis are plotted in polar

Tab. 4.1.: Three different possible ANELVIP model

Hypothesis UCS ANELVIP UCS fractured rock

1 UCSANELVIP(
π

4 ) = UCSREV(
π

4 +
ϕ f

2 )
2 UCSANELVIP(

π

4 ) = UCSREV(
π

4 )

3 UCSANELVIP(
π

4 +
ϕ f

2 ) = UCSREV(
π

4 +
ϕ f

2 )

graph in Figure 4.3 alongside with the UCS of the fractured rock in blue. All the hypothesis
made for the ANELVIP model, tend to slightly overestimate the UCS for θ > 45◦. But
the ANELVIP model tend to underestimate the UCS for θ < 45◦, which is not such a
conservative hypothesis considering that in reality the fractured planes are not all perfectly
parallel, and the fracture planes might be crossed by few secondary fractures. Thus, the
parameter of plastic anisotropy depends only on the strength parameters C f and φ f of the
fracture, and does not depend on the fracture density considered. This means that the plastic
anisotropy parameter will be the same for the entire fractured zone. The numerical values
C f = 0.5 MPa and φ f = 27◦ were used to estimate parameter bp

T .

4.1 Continuous Equivalent Model 67



Fig. 4.3.: a) Polar representation of the function UCSREV compared to the UCS in the model
ANELVIP for three different hypothesis b) Zoom on the minimum of the functions

4.1.3 Viscous equivalent model: Identification of the anisotropic
viscous parameters of ANELVIP

General framework

Again the parameters of viscous anisotropy are determined by working on the viscous
strain of a REV constituted by N parallel fractures equally spaced by a distance D. The
macroscopic creep strain is expressed for a finite size heterogeneous domain Ω containing a
family of cracks which constitute discontinuities in the displacement field. In this case the
macroscopic strain tensor is given by:

ε =
1
V
[
∫

Ω

εdv+∑
k

∫
Γk

1
2
(U⊗n+n⊗U)ds] (4.13)

The first part of equation 4.13 is related to the viscous behavior of the rock matrix. Its
expression is given in the coordinates system attached to the axes (x,y) in equation 4.14.

ε
m =

1
V

(∫
Ω

εxxdv
∫

Ω
εxydv∫

Ω
εxydv

∫
Ω

εyydv

)
(4.14)
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The vector U the discontinuity in the displacement field and n the normal to the fracture
planes. In our case n is constant in the domain as the fractures all have the same orientation
in the coordinates system attached to the axes (t,n) we have:

U =

(
ut

un

)
(4.15)

n =

(
0
1

)
(4.16)

t =

(
1
0

)
(4.17)

The second part of equation 4.13 is related to the viscous behavior of the fractures, it can be
written in the system of axes (t,n):

ε
f =

N
V

(
0 1

2
∫

Γ
utds

1
2
∫

Γ
utds

∫
Γ

unds

)
(4.18)

We assume that the domain contains N fractures with the length of the fractures noted L. If
the viscous strains of the rock matrix are homogeneous in the domain Ω, and if the vector
discontinuity of displacement U is constant along the fractures, then equation 4.13 becomes
equation 4.19. As a matter of fact, the length of the REV is L (the length of the REV is
equal to the length of the fracture) and its width is equal to (N +1)D with D the distance
between two fractures. The integration of the vector discontinuity of displacement U on Γ

gives uL. There are N fractures in the REV and the expression is divided by the volume,
which is equal to (N +1)LD thus equation 4.18 becomes:

ε = ε
vm +

N
2(N +1)D

(uv⊗n+n⊗uv) (4.19)

Where εvm is the viscous deformation of the rock matrix and uv is the viscous displacement
in one fracture. The idea now is to apply simple loading (pure shear stress, uniaxial
compressive stress in the direction x, and uniaxial compressive stress in the direction y)
to the REV in order to identify the macroscopic viscous strain tensor. The principle of
homogenization is to go back to the macroscopic behavior i.e. when the size of the REV is
infinitely large compared to the size of the heterogeneity D thus we make N tend to infinity
in equation 4.19. Hence the macroscopic viscous strain as the addition of the viscous strain
of the sound rock matrix and the viscous slip of the fractures is given by equation 4.20.

ε = ε
vm +

1
2D

(uv⊗n+n⊗uv) (4.20)
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Parameters of viscous anisotropy

The expression of the parameters of anisotropy are determined by applying simple loading
to the REV. Under certain hypothesis the parameters of anisotropy can be expressed as a
function of the viscous slip of the fractures.

Considering a state of pure shear stress parallel to the fractures in the rock matrix, the
resulting stress tensor is:

σ = τ(n⊗ t + t⊗n) (4.21)

The deviatoric stress corresponding to such a state of stress is equal to the stress tensor,
S = σ . And the equivalent Von Mises stress is given by equation 4.22:

σe =
√

3|τ| (4.22)

Under constant stress the viscous deformation of the sound rock is given by equation 4.23,
which corresponds to the Lemaitre’s creep model, or also the strain hardening creep model
widely used for geomaterials including for COx claystone. This constitutive law is the creep
law in the ANELVIP model:

ε
vm =

3
2

aσ
n−1
e tαS (4.23)

This leads to the following expression for the shear creep strain under pure shear stress:

ε
vm
tn =

3
2

a(
√

3|τ|)n−1tα
τ (4.24)

It is assumed that the fractures are only creeping in the shear direction hence: uv
n = 0.

Besides, if we assume the same power of the stress n, and the same power of time α , for
rock joints (fractures) creep as for the rock matrix, the shear viscous displacement of the
rock joint is given by the following expression:

uv
t = b|τ|n−1tα

τ (4.25)

All the same by using equation 4.22, one can write equation 4.25, as follows:

uv
t = b

σe√
3

n−1
tαStn (4.26)

The contribution given by the fractures to the macroscopic viscous deformation is obtained
by introducing the expression of uv

t in equation 4.20

ε
v f
tn =

b
2D

σe√
3

n−1
tαStn (4.27)
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In ANELVIP the viscous deformation are given by:

ε
vA =

3
2

aβ
v
σ

n
e

S̃
σ̃e

tα (4.28)

With β v the coefficient of anisotropy and σ̃ the transformed stress tensor for anisotropy. By
definition, β v is, for uniaxial stress, given by equation 4.29:

β
v =

σ̃e

σe
(4.29)

As already explained in the previous chapter, the viscous anisotropy in ANELVIP is built by
replacing the stress tensor σ by a modified tensor σ̃ . The linear transformation is defined, in
the specific coordinates system attached to the fractures and specific anisotropy parameters
f v
N and f v

T , by the following relation:

σ̃ =

 σtt f v
T σtn 0

f v
T σtn f v

Nσnn 0
0 0 1

 (4.30)

Under pure shear stress equation 4.28 becomes:

ε
vA
tn =

3
2

a f v
T σ

n−1
e Stntα (4.31)

With σ̃e =
√

3 f v
T |τ|, hence β v = f v

T . The tangential component of the anisotropic deviatoric
stress tensor is S̃tn = f v

T Stn.

The macroscopic viscous deformation of the REV is given by equation 4.20. Considering
that the viscous deformation of the rock matrix εvm is given by the ANELVIP model and
that the viscous deformation under shear stress is given by equation 4.27, the macroscopic
viscous deformation of the REV under pure shear stress becomes:

ε
vH
tn =

3
2

a(1+
b

3aD
(

1√
3
)n−1)σn−1

e tαStn (4.32)

Under a unidirectional compressive test normal or perpendicular to the fractures the macro-
scopic viscous deformation is equal to the creep deformation of the rock matrix.

ε
vH
nn =

3
2

aσ
n−1
e tαSnn, ε

vH
tt =

3
2

aσ
n−1
e tαStt (4.33)
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This equation remains true for every uniaxial stress, which imposes that fN = 1. And by
identifying equation 4.32 to the shear deformation in equation 4.31 we obtain an expression
of the parameter fT :

fT = 1+
b

3aD
(

1√
3
)n−1 (4.34)

As expected, we find that in equation 4.34, if b = 0, i.e., if the fractures are not creeping,
or if D tend towards infinity (which means that the fractures are very far away one from
another and so the density of fracture tends to zero), then fT = 1 and the macroscopic
viscous deformation is equal to the viscous deformation of the sound rock. In the following
numerical simulations, the continuous equivalent creep behavior of the rock composed
by the sound rock and the fractures is described by the ANELVIP continuous transverse
isotropic model, with a the viscous parameter of the sound rock, fN = 1 and fT given by
equation 4.34. The parameters of viscous anisotropy are expressed in order to take the
viscous slip of the fractures into account in the description of the viscous deformations
of a REV represented in Figures 4.1 and 4.2 under simple stress state. The continuous
equivalent model is validated by comparing its viscous strain under compressive stress (the
direction x or y is not specified on the graph as the results are the same in both direction)
and under shear stress, to the viscous strain of a fractured REV. The fractured REV contains
parallel equally spaced fractured by D = 0.14m, either horizontal, or 55 degrees inclined.
The correspondence between the predicted viscous strain in the fractured model and in
the continuous equivalent model is respected as shown in figures 4.4 and 4.5. The small

Fig. 4.4.: Comparison between the fractured model containing explicit horizontal fractures and the
continuous equivalent model regarding the viscous deformations for two cases of shear
and compression tests.

difference between the viscous strain in the REV and in the equivalent ANELVIP model
under compressive stress in Figure 4.5 (curves yellow and red) is due to the fact that in the
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Fig. 4.5.: Comparison between the fractured model containing explicit inclined fractured by 55°
and the continuous equivalent model regarding the viscous deformations

numerical simulations a finite number of fractures is used, whereas in the equivalent model
the number of fractures is supposed to tend toward infinity.

4.2 Description of the fractured zone

In situ observations, as described in [4], have shown that depending on the direction in
which a drift is excavated, the fractured zone may develop mostly in the vertical direction
(e.g. GED drift, excavated along the minor principal horizontal stress) or mostly in the
horizontal direction (e.g. GCS drift, excavated along the major principal horizontal stress).
Recall that the in situ stress state in MHM URL is anisotropic with σv ≈ σh ≈−12 MPa
and σH ≈−16 MPa [91]. Deep underground excavations in argillaceous rocks result in the
creation of a fractured zone in the immediate vicinity of the tunnel wall. Fracture initiation
and propagation is a complex hydro mechanical problem, as evidenced by [47], nevertheless,
since the near-field deformations is controlled by fractures, it is a major topic of interest
among research teams. In order to use the continuous equivalent model presented in the
previous sections, the fractured zones of both types of galleries excavated in the URL, are
described in terms of fracture density and orientation. For this purpose, the coring data
around several excavated galleries, respectively in the major principal horizontal direction
and in the minor principal horizontal direction are used. Nearly 400 boreholes have been
drilled in the URL drifts, since 2005, with more than 4 000 excavation-induced fractures
counted [4]. Note that the shape of the fractured zone depends on the direction in which the
gallery is excavated, but does not depend on the size of the excavation. Figure 4.6 shows
the fractured zone around different excavation scales in the direction of the major principal
horizontal stress. The boreholes were drilled in the vertical, horizontal and oblique direction.
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Fig. 4.6.: Four different excavation in the direction of the major principal horizontal stress present
the same fractured zone.

Fig. 4.7.: a) Distribution of shear and tensile fractures around the drifts excavated in the direction
of the minor principal horizontal stress. b) Distribution of shear and tensile fractures
around the drifts excavated in the direction of the major principal horizontal stress.

All fractures are classified and counted according to two types: shear fracture or tensile
fracture, as shown in Figure 4.7. Figure 4.8 shows the average number of fractures counted
by interval of 20 cm moving radially from GCS drift’s wall. Tensile fractures are mostly
present at the drift wall while shear fractures extend more deeply in the rock mass.

In order to have a better estimation of the number of fractures around the drifts, the data are
collected from a core drilling campaign carried out on the drifts excavated according to the
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Fig. 4.8.: Estimation of the fractures density moving radially from GCS drift’s wall [4].

minor and major principal horizontal stress. From these data two models are constructed,
one for each types of drifts. Fractures are counted on boreholes drilled in vertical, oblique
and horizontal directions over a maximum distance of one diameter (corresponding to the
maximum extension of the fractured zone). The database is a list of every fracture found in
a core, with the following information: the type of fracture (shear or tensile), its position in
the core and its orientation. Note that regarding the identification of fracture type, depending

Fig. 4.9.: Picture of a core drilled around the drift of the URL. Fractures are located and identified
as tensile or shear fractures.

on the geologist’s experience, identification errors may be done. An example of core with
different fractures is presented in Figure 4.9. The fracture density is deduced from the
number of fractures counted at different distances from the drift wall. Note that with this
method, some fractures are possibly counted multiple times, because the same fracture may
cross several cores. For the sake of simplicity the models are constructed with only three
different zones constituting the fractured zone.
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4.2.1 Fractured zone of drifts in the direction of the major principal
horizontal stress

The model of fractured zone is based on the average number of fractures around the galleries
excavated in the direction of the major principal horizontal stress. The number of fracture is
an average value based on the number of fractures found in cores that are drilled around
different drifts excavated in the same direction. For example, in the horizontal direction,
55 cores around 6 different drifts are listed in the database. For each core in the horizontal
direction, the total number of fractures is divided into those located between the tunnel wall
and up to a radius distance, and those located farther at a distance between a radius and a
diameter of the drift wall. In the vertical direction, the fractures are all located between the
drift wall and half a radius. At 45◦ of the horizontal direction, the fractured zone extend
up to one radius from the drift wall. The average number of fractures counted in all three
directions is given in Table 4.2. The coring campaign allows us to estimate the fracture

Tab. 4.2.: Average number of fractures counted in the vertical direction, horizontal direction and
at 45◦ of the horizontal direction in drifts that are excavated in the direction of the
major principal horizontal stress. The average value is given alongside the maximal and
minimal number of fractures counted among all the core.

Direction Distance Average number of fractures

Vertical 0 - 0.5R 4 (max: 6; min: 1)
Horizontal 0 - 1R 8.4 (max: 23; min: 2)
Horizontal 1R - 1D 10.4 (max: 30; min: 0)
45◦ 0 - 1R 5.5 (max: 8; min: 3)

density along three distinct directions of the fractured zone. Given the quantity of available
data, as well as the standard deviation from the mean value, we felt that we could only
reasonably describe the fractured zone with 3 zones of different densities and orientations.
For each area, the average fracture spacing D and orientation are given in Figure 4.10. The
average fracture spacing D is the extension of the fractured zone in the considered direction
L, divided by the number of fractures n minus one: D = L

(n−1) .

4.2.2 Fractured zone of drifts in the direction of the minor principal
horizontal stress

In the same way as for drifts excavated in the direction of the major principal horizontal
stress, a description of the fractured zone around drifts excavated in the direction of the
minor principal horizontal stress is proposed based on the average number of fracture
counted during a coring campaign. Again, the number of fracture is an average value based
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Fig. 4.10.: a) Average number of fractures counted in the different cores. With R corresponding to
the drift radius and D to the drift diameter. b) Description of the fractured zone of drifts
excavated in the direction of the major principal horizontal stress in terms of fracture’s
density and orientation.

Tab. 4.3.: Average number of fractures counted in the vertical direction, horizontal direction and
at 45◦ of the horizontal direction in drifts that are excavated in the direction of the
minor principal horizontal stress. The average value is given alongside the maximal and
minimal number of fractures counted among all the core.

Direction Distance Average number of fractures

Horizontal 0 - 1R 2.4 (max: 8; min: 0)
Vertical 0 - 1R 6.5 (max: 12; min: 0)
Vertical 1R - 1D 3.2 (max: 6; min: 0)
45◦ 0 - 1R 7.4 (max: 12; min: 3)
45◦ 1R - 1D 1.8 (max: 4; min: 0)

on the number of fractures found in cores that are drilled around different drifts excavated
in the same direction. The database is summarized in Table 4.3. For each area, the average
fracture spacing D and orientation are given in Figure 4.11b).

4.3 Numerical Simulations

The theoretical expression of the anisotropy parameters has been established in the sections
4.1.2 and 4.1.3. The Figures 4.12and 4.14 represent the possible numerical values of the said
anisotropy parameters as a function of the values of the parameters describing the behavior
of the fracture. Although the numerical models presented in this chapter were designed to
be fed by the results of an experimental campaign to characterize the behavior of a fracture,
the calculations were performed before the results of the experimental measurements were
available; therefore, assumptions had to be made to select the values of the parameters of the
model. In Figure 4.12 three graphs are plotted in order to give the order of magnitude of the
parameter of plastic anisotropy bp

T , which depends on the fracture’s cohesion and friction
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Fig. 4.11.: a) Average number of fractures counted in the different cores. With R corresponding to
the drift radius and D to the drift diameter. b) Description of the fractured zone of drifts
excavated in the direction of the major principal horizontal stress in terms of fracture’s
density and orientation.

Fig. 4.12.: a) Values of parameter bp
T as a function of the fracture cohesion for φ = 27◦ b) Values

of parameter bp
T as a function of the fracture friction angle for C f = 0.5MPa c) Values

of parameter bp
T as a function of the fracture friction angle for C f = 1.5MPa.

angle. When the fracture’s cohesion tends toward zero the plastic anisotropy tends to infinity.
For a fracture’s cohesion of about 0.5 MPa depending on the friction angle, the order of
magnitude of bp

T is about 25, while it becomes around 2.5 for a fracture’s cohesion equal
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to 1.5 MPa. The strength parameters of a rock joint are measured during direct shear tests,
however the measured value, may be subject to discussion as shown by Rulliere et al., (2020)
[71]. In particular, for large values of normal stress on in situ joints, the apparent cohesion
may be higher than that measured in the laboratory. Nevertheless, caution should be taken,
as increasing the joint cohesion is not a conservative assumption and most recommendations
for engineers even suggest considering zero cohesion. Figure 4.13 illustrates the possible
difference between the measured cohesion and the apparent cohesion for higher normal
stresses. Note that the plastic anisotropy only depends on the strength parameters of both

Fig. 4.13.: Representation of the shear failure envelope. Discussion of the value of apparent
cohesion and apparent friction angle as a function of the range of normal stresses
considered.

the rock matrix and the fracture. For instance, it does not depend on the fracture’s density.
The order of magnitude of the viscous anisotropy bv

T is given in Figure 4.14, assuming three
different hypothesis regarding the relative viscous flow in the fracture in comparison with
the viscous flow in the rock matrix. Figure 4.14 shows that if the viscous flow in the fracture
is 10 times bigger than in the rock matrix, the parameter of viscous anisotropy is pretty
sensitive to the average distance between the fractures. As a matter of fact, bv

T = 538 for
D = 0.2 m and bv

T = 53 for D = 0.7 m. However, if the viscous flow in the fracture is 10
times smaller than in the rock matrix, bv

T only varies between 0.49 and 0.13 for D between
0.2 and 0.7 m.

In the numerical simulations presented in the next sections, four material zones are differen-
tiated: near the tunnel walls, three fractured rock zones with different parameters depending
on fracture orientation and density, and beyond the fractured zone, sound COx claystone is
considered. Two different types of models have been built to represent on the one hand the
tunnels excavated in the direction of the major principal horizontal stress and on the other
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Fig. 4.14.: Parameter bv
T as a function of the average distance between two fractures D. a) viscous

flow in the fracture bigger than the viscous flow in the rock matrix. b) viscous flow
in the fracture smaller than the viscous flow in the rock matrix. c) viscous flow in the
fracture is of the same order of magnitude as the viscous flow in the rock matrix.

hand those excavated in the direction of the minor principal horizontal stress. All the four
materials in the model are modeled with the ANELVIP model present in FEM code Disroc,
which was presented in section 3.2. For sake of simplicity, sound COx claystone is assumed
to be an isotropic elasto-viscoplastic material. The value of the parameters considered for
sound COx claystone are recalled in Table 4.4. ANELVIP is also used for the fractured
zones. The parameters are determined with the expression given in section 4.1.

It should be remembered that these models were calculated before the first experimental
results were obtained, so some assumptions had to be made regarding the behavior of

Tab. 4.4.: Numerical values of the parameters used for the simulation of GCS drift

Elasticity Plasticity Viscosity

E‖ = 5000 MPa C = 5 MPa a = 1.5×10−4MPa−1day−0.2

E⊥ = 5000 MPa φ = 24◦ n = 1
νxy = 0.3 ψ = 24◦ α = 0.215
νxz = 0.3 σc = 3.6 MPa
G= 1923 MPa
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fractures in the COx claystone. Without forgetting that the choice we made regarding the
way of modeling the fractured zone itself implies some assumptions or simplifications of
the reality. The first relates to the behavior of the fracture: As a matter of fact, by using
ANELVIP model it is assumed that the elasto-viscoplastic behavior of a fracture in COx
claystone can be represented by Mohr-Coulomb perfect plasticity and Lemaitre’s creep
law. Moreover, in order to establish the continuous equivalent model further assumptions
were made. Indeed, the continuous equivalent plastic model is not exactly identical to the
behavior of the fractured REV as shown in Figure 4.3. Similarly, regarding the viscous
model, in order to establish the expression of bv

T we had to make the assumption that in
Lemaitre’s model the power describing the dependence of viscous deformations with stress
and with time are parameters that will be identical for the behavior of the rock matrix and
for the fractures. In a second step, hypotheses are made concerning the fracture geometry
in the fractured zones. In the model, only shear fractures are considered, as it is generally
assumed in this work that viscous slip on fractures dominates long-term drift convergence.
In other words, tensile fractures are not counted, even though they necessarily have an effect,
at least on the short-term behavior and therefore on the elastoplastic part of the response.
The model is based on an idealized distribution of evenly spaced fractures in the same area,
all oriented in the same direction. It is worth noting that, the data used to calculate the
average fracture spacing are very scattered (Tables 4.2 and 4.3). In the following section,
the model is tested by using it to simulate the convergences of the two types of drifts of the
URL. A sensitivity study of the mesh is presented in the appendix A.4. As the geometries
of the two models are similar at a 90° rotation, we have performed the verification only on
the mesh of GCS gallery model.

4.3.1 Drifts in the direction of the major principal horizontal stress

Unlike the model presented in Chapter 2, here the anisotropy of the model is explicitly
related to the fracture behavior. Also to have a more reliable representation of the fractured
zone the description has to be based on a maximum of data, thus all the data collected
on the drifts excavated in the same direction have been considered. However, the results
of the numerical simulations are compared to the measurements made on GCS drift, and
it is the excavation procedure established in section 3.4.2 that has been used. The elastic
anisotropy is calculated with equations 4.1 and 4.3 assuming that the tangential stiffness of
the fracture is Kt = 21200 MPa/m, and the normal stiffness of the fracture is Kn = 42400
MPa/m. The tangential stiffness is obtained by a first experimental test conducted with the
experimental set up presented in the next chapter. The normal stiffness was deduced from
usual values of Kt

Kn
from Chalhoub’s work [22]. Thus, in the model, the intact rock zone

whose material parameters were given in Table 4.4 is separated from the three fractured
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Fig. 4.15.: a) global description of the mesh used for the simulations of drifts excavated along
the major horizontal stress, along with the boundary conditions. b) zoom on the three
different zones.

rock zones (see Figure 4.15). The elastic parameters in the fractured zones are fixed once

Fig. 4.16.: Elastic parameters in the three different zones constituted by fractured rock around
drifts excavated in the direction of major principal horizontal stress.

and for all and they are given in Figure 4.16. As in Chapter 2, the results of the numerical
simulations are evaluated by comparing the simulated wall displacements with the measured
convergence data from the URL tunnels. For the simulation of galleries excavated in the
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Tab. 4.5.: Numerical values of the plastic parameters used in the different fractured zones.

φ(◦) C (MPa) φ f (◦) C f (MPa) bp
T

24 6 27 0.5 32
24 6 27 1.3 5

direction of the major horizontal stress, data from the GCS drift are used to validate the
model. Furthermore, even if we had a perfect description of the fracture behavior, it may
still be necessary to adjust the anisotropy parameters in the macroscopic model since we
made simplifying assumptions about the fracture distribution in the fractured zone. Since
there is no experimental campaign describing the visco-plastic behavior of a fracture in the
Callovo-Oxfordian claystone, we have given ourselves a calibration margin for the plastic
and viscous model parameters in the fractured zones of the numerical simulations.

As explained in the section 4.1.2 in which the plastic equivalent model was explained, the
parameter of plastic anisotropy only depends on the fracture’s behavior and not on the
fracture’s density, thus the parameters describing the plastic behavior must be the same in
the three zones of fractured rock. The plastic anisotropy parameter bp

T is calculated within
the framework of assumption 2, i.e. UCSANELVIP(

π

4 ) =UCSREV(
π

4 ). Two hypotheses have
been tested regarding the plastic behavior. First numerical simulation is run assuming that
the fractures’ cohesion is equal to 0.5 MPa which corresponds to values measured in direct
shear tests presented in chapter 5. The second simulations are run assuming that the apparent
cohesion of the fracture is bigger in situ than under laboratory conditions, as the normal
stress in situ is bigger than in the experimental campaign, which comes to assume that
bp

T = 5. Figure 4.17a) shows the results of the two simulations, in the case where bp
T = 32

or bp
T = 5. The effect of plasticity plays an important role on the short-term convergence but

the long-term convergence rates are not affected much. For the rest of the models, bp
T = 5

is kept. Besides, we have greatly simplified the fracture orientations in the model, so it
is natural to wonder how sensitive the numerical simulation is to a small variation in the
fracture plane orientation. In the simulation presented in Figure 4.17b), the fracture planes
are tilted in all three zones by +3◦. It is mainly the horizontal convergence that is sensitive
to this variation because it is in zone 3 that the anisotropy parameters are the most important
and therefore the effect of the fractures on the rock behavior is the most important.

The work on viscosity is a bit more complicated because the viscous behavior of fractured
COx claystone is not described in the literature. It was assumed that the viscous behavior
could be modeled with Lemaitre’s creep law. Indeed, we know that Lemaitre’s model allows
to represent the viscous behavior of the intact COx claystone (see Figure 3.4). Concerning
the behavior of fractures, we can quote the pioneer work of Stavropoulou [81], which
concerned the study of the behavior of COx/concrete interfaces. In this work Lemaitre’s
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Fig. 4.17.: Plot of the convergences in vertical and horizontal direction obtained in numerical
simulation of drifts excavated in the direction of the major principal horizontal stress. a)
Comparison of the convergences obtained for two different simulations: one considering
bp

T = 5 in all three fractured zones (in light blue and red) and the other considering
bp

T = 32 in all three fractured zones (in dark blue and red). b) Comparison between the
convergences obtain for fractures’ orientation given by Figure 4.10 (in light blue and
red) and the convergences obtain for fractures’ orientation tilted in all three zones by
+3◦ (in dark blue and red).

model was proposed to model the behavior of the COx/concrete interfaces. In order to
assess qualitatively the effect of parameter bv

T , three numerical simulations were carried
out by assigning each time a value of bv

T 6= 0 in one of the zone and bv
T = 0 in the two

other zones. The results of those three simulations are presented in Figure 4.18. The
effect of the viscous slip on the fractures in zones 1 and 3, on the vertical and horizontal
displacements at the drift wall is shown by Figure 4.18a) and Figure 4.18c). As a matter of
fact, in Figure 4.18a) the fractures’ viscous slip is only taken into account in zone 1; which
result in a bigger vertical convergence than horizontal. On the contrary, if fractures’ viscous
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Fig. 4.18.: Comparison between the displacement at the drift wall in the numerical simulation and
the convergence measurements obtain in situ in the section C of GCS drift. a) bv

T = 7.8
in zone 1 and bv

T = 0 in zones 2 and 3. b) bv
T = 7.8 in zone 2 and bv

T = 0 in zones 1 and
3. c) bv

T = 7.8 in zone 3 and bv
T = 0 in zones 1 and 2.

Tab. 4.6.: Numerical values of the viscous parameters used in the different fractured zones for
drifts excavated in the direction of the major horizontal stress.

a MPa−1day−0.2 α n bv
T zone 1 bv

T zone 2 bv
T zone 3

0.4×10−4 0.215 1 0 0 350

slip is only taken into account in zone 3, the horizontal convergence become bigger than
the vertical convergence. Recall that, as shown in Figure 4.14, the order of magnitude of
parameter bv

T strongly depends on the relationship between the viscous behavior of intact
rock and the viscous behavior of a fracture b

aD . Finally, the viscosity parameters taken for
the fractured rock are given by Table 4.6. The resulting convergence are given in Figure
4.19. The horizontal convergence is perfectly reproduced, but the vertical convergence is
slightly overestimated. This can certainly be solved by working on the short-term part of the
response via the plastic model. On the other hand, it is rather the long-term behavior that
interests us and the convergence rate is well reproduced. The convergences rate measured in
section C of GCS drift are compared to the convergences rate predicted by the numerical
simulation in Figure 4.20. Finally, we present the strain fields in Figure 4.21. With the
viscous strain field in Figure 4.21 a) and the visco-plastic strain field in Figure 4.21 b).The

4.3 Numerical Simulations 85



Fig. 4.19.: Comparison between the simulated horizontal and vertical convergences and the mea-
surements in GCS drift. a) The results of the numerical simulation are compared to the
measurement of section C of GCS drift which is the section which is the section used to
define the excavation protocol. b) The results of the numerical simulation are compared
to the measurement in different sections of GCS drift.

deformation fields are not meant to reproduce the fractured zone, as the objective of our
study is not to explain and reproduce the fractured zone but just to propose a method that
can accurately reproduce the convergences of the URL tunnels. Especially since in the
model we imposed the geometry of the fractured zone as well as the effects of the fractures
by adjusting the anisotropy parameters in the three sub-parts of the fractured zone. We aim
to provide a method to extrapolate the long-term convergences and use these predictions
to size the supports. Finally, we represent the vertical and horizontal displacement fields
around the drifts in Figure 4.22. It is from these displacements at the drift wall that the
vertical and horizontal convergences are calculated.
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Fig. 4.20.: Comparison between the convergences rate measured in section C of GCS drift and the
convergences rate predicted by the numerical simulation.

Fig. 4.21.: Strain field around the drift excavated in the direction of the major principal horizontal
stress at 2700 days after the beginning of the excavation. a) Viscous strain, b) Visco-
plastic strain.

Fig. 4.22.: Displacement field around drift excavated in the direction of the major principal horizon-
tal stress at 2700 days after the beginning of the excavation. a) Horizontal displacement
field, b) vertical displacement field.

4.3.2 Drifts in the direction of the minor principal horizontal stress

In this section the convergence models for the drifts excavated in the direction of the minor
principal horizontal stress are presented. As a reminder, the state of stress in the cross
section of these drifts is anisotropic with σv =−12.7 MPa and σH =−16.2 MPa. As for
the convergence models of the drifts excavated in the direction of the minor horizontal
stress, in the models presented here four zones are differentiated: three zones of fractured
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rock with different densities and orientations of fractures and a zone of intact rock assumed
isotropic. A description of the mesh used for modeling the drift excavated along the minor

Fig. 4.23.: a) global description of the mesh used for the simulations of drifts excavated along
the minor horizontal stress, along with the boundary conditions. b) zoom on the three
different zones.

horizontal stress is given in Figure 4.23. The elastic anisotropic parameters only depends
on the fracture’s density, the tangential stiffness and normal stiffness of the fractures. The
tangential and normal stiffness are the same as in section 4.3.1. The parameters of elastic

Fig. 4.24.: Elastic parameters in the three different zones constituted by fractured rock around
drifts excavated in the direction of minor principal horizontal stress.

parameters in the fractured zone are given in Figure 4.24. As the parameters of plasticity do
not depend on the fractures’ density, the parameters are the same as those used in the models
in section 4.3.1 given in the second line of Table 4.5. As for the viscosity, since it depends
on the average distance between two fractures (parameter D in equation 4.34), the viscous
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Tab. 4.7.: Numerical values of the viscous parameters used in the different fractured zones for
drifts excavated in the direction of the major horizontal stress.

a (MPa−1day−0.2) α n bv
T zone 1 bv

T zone 2 bv
T zone 3

3.0×10−4 0.215 1 0 0 400

parameters in the fractured zone are readjusted to reproduce the convergences measured
in situ. The viscosity parameters adopted for the simulation of the drifts excavated in the
direction of the principal minor horizontal stress are given in Table 4.7. The comparison of

Fig. 4.25.: a) Comparison between the simulated convergences and the convergences measured
in situ on GED drift. b) Comparison between measured and simulated convergences’
rates. c) zoom on the convergence rates.

the simulated and measured in situ convergences and convergence rates is given in Figure
4.25. If there is a discrepancy between the measured and simulated convergences (see Figure
4.25 a)), they are underestimated for vertical convergence and overestimated for horizontal
convergence, the convergence rates are well reproduced (see Figure 4.25b) and c)). Indeed,
the difference between the simulated and measured convergences is not surprising. This
discrepancy can be explained by an insufficiently accurate modeling of the excavation phase,
i.e. the short-term response. It should be remembered that the excavation procedure was
calibrated on the field data of the excavation of the section A of GED drift. Moreover, it
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should be noted that our model does not take into account the presence of tensile fractures,
which probably play an important role on the short-term response.

Fig. 4.26.: Strain field around the drift excavated in the direction of the minor principal horizontal
stress at 2800 days after the beginning of the excavation. a) Viscous strain field, b)
Visco-plastic strain field.

Fig. 4.27.: Displacement field around drift excavated in the direction of the major principal horizon-
tal stress at 2800 days after the beginning of the excavation. a) Horizontal displacement,
b) vertical displacement.

The viscous and visco-plastic strain field are presented in Figure 4.26. The vertical and
horizontal displacement fields around the drifts are given in Figure 4.27. It is from these
displacements at the drift wall that the vertical and horizontal convergences are calculated.
Viscosity plays a much more important role for drifts excavated in the direction of minor
principal horizontal stress (e.g. GED drift) than for drifts excavated in the direction of
major principal horizontal stress (e.g. GCS drift). Indeed, we find that the anisotropy of the
convergence rate for tunnels parallel to GED drift is much larger than for tunnels parallel to
GCS drift. This may seem surprising because in our model the spacing between fractures in
zone 1 of tunnels parallel to GED drift is greater than the spacing between fractures in zone
3 of tunnels parallel to GCS drift: DGED = 0.52 m > DGCS = 0.29 m. The conditions are
not exactly symmetrical between the behavior of the fractures in zone 3 of GCS drift and the
fractures in zone 1 of GED drift. First, the stress state is different between the two galleries.
Also, in one case the fractures are vertically oriented and in the other case horizontally
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Fig. 4.28.: a) Diagram of the tunnels and their deformed shape. b) Result of viscous deformations,
viscoplastic deformations and horizontal and vertical displacements. The measurements
are made in the direction of maximum convergence in each drift (named point A).

oriented, while it is possible that the actual orientation of the fractures in the fractured zones
is more complex than in our models. This simplification of the fractures’ orientation could
have a great influence on the effect of the fracture slip, hence on the overall strain field
around the drifts.

4.4 Conclusion

To recall the objective of the models presented in this chapter: it is to reproduce the
convergence of the drifts of the URL with an anisotropic continuous equivalent model.
The objective here is basically the same as in chapter 3: with relevant reproduction of
the convergences, we aim to provide a reliable tool for the design of the linings. The
improvement of the model presented in this chapter compared to the previous model is
the explicit link established between the anisotropy parameters and the fracture behavior.
The material around the drifts excavation is divided into different zones, three zones of
fractured rock in the vicinity of the drift wall and sound rock further away. The threefold
elasto-visco-plastic anisotropy account for the effect of the fracture in the fractured zone.
Here, we made many assumptions about fracture behavior, but the idea was that these
assumptions would be superseded by the results of an experimental campaign conducted to
determine the viscous behavior of a fracture in a COx claystone.

The difference between the two types of numerical simulations presented in this work
(chapter 3 and 4) is not in the results or the accuracy of the results, but in their approach.
Indeed, the models presented in Chapter 3 reproduced very well the convergences measured
in the two types of drifts of the URL. The advantage of these first models is their simplicity,
since they use one unique continuous material to model a very complex fractured massif.
However, if we wanted to use this model for another tunnel, we would have to do all
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the numerical calibration work of the anisotropy parameters again, which is not simple
and time-consuming, as it requires running several simulations. This is where the models
presented in this chapter become very interesting, as they provide a method for modeling
fractured rock. Thus, this method can be applied to other tunnels than GCS and GED drifts.
Of course, this method is not applicable to any type of tunnel, it is still necessary to ensure
that the models really describe the behavior of the intact rock and fractures. Nevertheless, it
is reasonable to think of extending it to rocks similar to COx claystone, such as Boom clay
and Opalinus clay, used in radioactive waste storage projects in Belgium and Switzerland.
The calibration of the parameters is also long because it relies on both an experimental
campaign to characterize the behavior of the sound rock and the behavior of fractures in this
same rock. In addition, it is necessary to have a description of the fracturing of the rock.
Nevertheless, all radioactive waste disposal projects are accompanied by a characterization
of the behavior of the host rock and a study of the fractured zones around the tunnels, so it
is not unreasonable to offer a modeling method that requires this type of prior study. The
only novelty is the characterization of the viscous slip on the fractures. The elasto-plastic
parameters of fractures can be measured by conventional direct shear and compression tests,
but characterizing the viscous slip of a fracture is a new challenge. Thus, the following
two chapters are devoted to the development of an experimental device to characterize the
viscous slip on fractures in the Callovo-Oxfordian claystone.
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An original experimental
setup for the analysis of the
creep of an interface in COx
claystone

5

This chapter provides a detailed description of the design of the experimental setup used to
study viscous slip along a planar interface in the Callovo-Oxfordian claystone. Indeed, in
the previous chapter we have highlighted the need to characterize the viscous behavior of a
fracture to feed our numerical models. In fact, the whole approach of this work is based
on the role played by fractures in the rock mass and more precisely on their viscous slip.
This chapter marks a change of scale in the overall approach of this work. We abandon the
macroscopic scale of structures to focus on the study of the local behavior of an individual
fracture in rock. As the experimental work was carried out in parallel with the numerical
simulations, we have built a numerical model relying on an a priori assumption on the
behavior of the fractures. As a matter of fact, in our numerical simulations, the fractures’
viscous behavior is assumed to be represented by Lemaitre’s creep law. As a reminder,
the choice of this model is based on the behavior of the intact rock (see in Figure 3.4)
and on the work done by Stavropoulou [81], who has been working on the long-term
behavior of COx/concrete interfaces. However, to our best knowledge, no data exists on the
viscous behavior of a COx/COx interface, thus we are not sure that this interface behaves
according to Lemaitre’s model. In this work, we have chosen to approach the problem
from this point of view, as a first attempt. In a second stage it needs to be evaluated if it is
really reasonable to model the viscous behavior of chevron fracture in COx claystone like
that. The experimental campaign is conducted to answer a specific problematic, namely
to characterize the creep behavior of shear fractures in the Callovo-Oxfordian claystone
with the objective of modeling the long-term convergences of drifts excavated in this rock.
It is not intended to provide a general characterization of creep slip of any rock fractures.
Working in this context allowed us, in a first approach to the problem, to set many of the
parameters of the experiments (rock used, normal stress, surface roughness...). However,
one must be aware that in order to propose a real characterization of the viscous slip of these
fractures it would be necessary to further explore these parameters and their influence on
the fracture behavior. The experimental setup is coupled with Digital Image Correlation to
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get a local measurement of the slip along the fracture. The experimental device is described
as it is not a classical well known setup. The experimental method is explained from the
sample preparation to the experimental protocol itself. The setting up of Digital Image
Correlation, its basic principles and the software CMV [18] used to treat the images are
presented. More importantly, the general methodology leading to the particular choices
adopted for the optical setup (choice of camera and optics, image definition and resolution,
numerical aperture, image acquisition protocol) and the image processing options (DIC
parameters, post-processing methodology) are discussed.

For clarity, in the next two chapters, fractures artificially created for the study are referred
to as interfaces and the word fracture is left for discontinuities already present in the rock
sample or discontinuities that were unintentionally created during sample loading.

5.1 Objective of the experimental setup

The objective of this work in general is to reproduce and estimate the long-term convergences
of the drifts of the URL. As already explained in the first chapter, the convergences of the
drifts seem to be connected to the behavior of the fractured rock as a fractured zone develops
at the vicinity of the drifts’ wall, during the excavation. Two types of fractures are identified
in the fractured zone, first tensile fractures, located very closed to the drifts’ wall. Those
fractures are assumed to be mostly involved in the short-term response of the rock, thus
their behavior would be taken into account in the elasto-plasticity of the model. The other
fractures are shear fractures or chevron fractures, which develop deeper in the rock mass
than the tensile fractures (up to one diameter away from the drifts’ wall). They are assumed
to provoke additional deformation as they constitute surfaces of weakness in the rock mass,
and, we assume, are subject to viscous slip. The experimental setup is designed to study
the viscous slip of such a shear fracture. In this work, the time-dependent behavior of an
interface is understood as the displacement U defined in equation 2.9 that occurs when the
interface is subjected to an average constant normal and shear stress σ along its length. We
focus on the tangential component ut of the displacement U vector which develops under
constant stress σ along the interface. The time-dependent normal displacement is assumed
to be zero. Thus the experimental device presented in this chapter is design to measure ut

understood as a 1D quantity. These assumptions are summarized in Figure 5.1.

However, as it is the deformation of the fractured rock mass that are relevant at the scale of
the drifts, it has been decided to design a setup able to measure the coupled deformation
of both the bulk rock and the fractures. If the viscous behavior observed to follow a power
law such as Lemaitre’s creep law, then the measurements need to enable to measure and
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Fig. 5.1.: Scheme of the time-dependent behavior of an interface, a) representation of a planar
interface in the (x,y,z) coordinate system, the viscous displacement is assumed to be the
response to constant stress σ . b) and c) Simplification of the problem: schematic view of
the measurement made during the experiment. The time-dependent displacement in the
normal direction is assumed to be zero. The tangential displacement is measured between
two subsets: b) Local value measured at the scale of the subset (further explained in
Chapter 6), c) average value along the interface.

calibrate the parameters of such a model. In other words, the experimental protocol must
allow to study the time dependence of the viscous slip, but also the stress dependence and
the possible existence of a stress threshold below which nothing happens. In the numerical
simulations the elasto-plastic parameters of the fractures are taken into account with a
Mohr-Coulomb yield criterion. Thus, the setup must first allow to verify that such a law
is relevant to describe the instantaneous response of a real interface, then to determine its
parameters (the normal and tangential stiffness and the cohesion and friction angle).

Fig. 5.2.: Scheme of the specifications of the experimental setup.

The specifications of the experimental setup, shown in Figure 5.2 can be summarized as
follows. We want a sample with a planar interface. We must be able to impose a controlled
normal stress and a controlled tangential stress on this interface. We want to measure the
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relative displacement between the two sides of the interface, the strain fields over the entire
sample, and the global displacements.

5.2 Description of the experimental device

As there is no standard experimental setup dedicated to the study of the viscous behavior
of a fracture, an experimental setup has been designed specifically for the needs of this
work. Some experimental devices, intended to study the behavior of fractures or faults, are
described in the literature [29, 86]. Most of the existing works are realized in the context
of the study of earthquake behavior. The design of our experimental device, as well as the
experimental protocol itself, were largely oriented towards the specificity of the context of
the storage of nuclear waste in the COx claystone, by the choice of the studied rock and
the conditions in which the study was carried out (load, surface condition, ...). Besides, to
our knowledge, no other experimental setup integrates in the measurements Digital Image
Correlation (DIC). In fact, this way of making measurements had design implications, which
are presented in the following sections of this chapter.

5.2.1 Experimental setup and instrumentation

Figure 5.3 shows an overview of the experimental setup. In this chapter both the mechanical
part and the instrumentation part are described. The mechanical part of the experimental
setup is composed of a dead load loading frame used to hold the interfaces under constant
normal stress and an electromechanical linear screw actuator controlled by a Labview
software that will prescribe the shear force. The mounting frame of the sample onto the
loading system was designed to allow a clear view of the sample and to be able to image it
with a digital camera during the experiments. A camera is installed in front of the sample on
two motorized micrometric linear stages, which are controlled by another Labview program.
The control of the camera motions will be described with more details later. The whole
set (camera + linear stages) is mounted on a metallic tripod to ensure the stability of the
camera, and to reduce vibrations during the recording of images. The whole experimental
device is installed in a room with controlled temperature and humidity, all the instruments
being remotely controlled so that the room can be kept closed during the test in order to
limit temperature and humidity variations. In addition to the camera, three sensors are
used. A force transducer is placed in the actuator rod and the movement of the actuator
is controlled so that a constant force is applied. To measure the displacement, two Linear
Variable Displacement Transducers (LVDTs) are placed on either side of the sheared block
as shown in Figure 5.4. From the camera’s point of view, one LVDT is on the right side
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Fig. 5.3.: Image of the experimental setup. a) Overview of the experimental setup with camera
for DIC, the dead load loading frame and the actuator. b) zoom on the sample with the
LVDTs on both sides of the middle block.

of the middle block, i.e. on the side where the displacement is prescribed and it will be
referred to as the right LVDT and the other one, which is on the side where the middle
block is free is called left LVDT. The right LVDT is placed between the piston and the
frame measuring the displacement of the right face of the sheared block with respect to
the frame, as shown in Figure 5.4. Together the measurements of both LVDTs provide the
average displacement of the middle block with respect to the frame. In addition, although
with these measurements it is not possible to separate the rock bulk deformation from the
interface slip, the measurements on each side of the sheared block provides information
on the relative importance of the viscous deformations of the rock bulk versus the viscous
slip of the interface. This will be further discussed in the next chapter. Temperature and
humidity sensors are installed in the room to control their stability during the test.
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Studying the viscous behavior of a fracture comes to investigate the slip of the interface,
between two blocks, under constant shear stress. In order to avoid the contact between
the rock and the frame of the device, the choice was made to use three blocks of rock. In
the following, the three blocks, cut in a core of COx claystone, and used in an experiment
are referred to as a sample. The middle block is sheared with respect to the two others

Fig. 5.4.: schematic views of the experimental setup. One view from the top, and underneath a
view from the side.

by being pushed by the piston on its right face, while the two upper and below blocks,
are blocked against the frame at their left ends. For global comprehension, a scheme of
the experimental device is provided in Figure 5.4, where the essential elements of the
experiment are indicated: Two linear variable displacement transducers (LVDT), the sample,
the load cell and the actuator.

In order to study the viscous slip of the interfaces, the idea is to impose a constant shear
stress on the interfaces in order to work under creep conditions. Obviously, it is not possible
to directly measure the shear stress along the interface. Nevertheless, in the following,
average shear stress is imposed along the interfaces and it is kept constant by holding
constant the force by which the middle block is set in motion. Therefore, the movement of
the actuator is controlled, with a Labview program, so that the force measured by the sensor
located in the actuator rod remains constant. In fact, the actuator is ordered to move forward
as long as the force to be prescribed is not reached. When the prescribed force is reached,
the actuator stops, which causes the sample to relax. Once the stress has fallen below a
tolerance level, the actuator is restarted to move forward, and the stress is kept constant in
that way throughout the test. Obviously, the tolerance level is chosen to be small enough
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so that the sample experiences an almost constant force and does not undergo load/unload
cycles. In practice a tolerance of plus or minus 0.1 kN is set.

The stress normal to the interfaces σN is generated by a system of lever arms and dead
weights, which presents the advantage of being totally stable in time. The lever arm system
allows to increase the force applied in relation to the number of weights used. Here the lever
arm allows to multiply the weight by 50, which comes to impose a normal stress of 7.6 MPa
on a surface of 2625 mm2 with 40 kg. Given the size of the sample we imposed an average
normal stress of 7.6 MPa during the tests presented in the next chapter. It is worth discussing
the relevance of this value to the problem we propose to reproduce. The normal stress
which needed to be applied on the interfaces, in order to work under conditions similar to
those experienced by the fractures in situ can be estimated with a simple elastic calculation
under certain assumptions. The calculus is detailed in appendix A.5 and gives an estimated
normal stress on the chevron fracture of 10 MPa. Nevertheless, in reality we are looking
for the normal stress acting on a fracture, which is itself surrounded by other fractures,
so a relaxation of the stress, not taken into account by the elastic calculations, must take
place in reality. Indeed, a redistribution of stresses can take place in the fractured medium
compared to the elastic calculation. Since the global loading is always the same, the elastic
calculation may overestimate the stress at some locations and underestimate it at others.
The dependence of the shear creep of the interface on the intensity of the normal stress on
the interface has not been investigated in detail in this work. This is, however an interesting
question that will be part of its perspectives. Note that in some models, it is supposed that
the normal compressive stress decreases the slip rate, similar to frictional effects. The effect
of normal stress can be considered in the model as a stress which is added to the stress
threshold which leads to a reduction in viscous slip as the normal stress at the interface
increases. Thus, the normal stress on the fractures around the tunnels must be estimated
more accurately. This can be done quite easily by numerical simulations, assuming however
that one has a fairly good idea of the geometry of the fracture distribution in the fractured
zone.

5.2.2 Preparation of the samples and experimental protocol

The samples consist of two interfaces created artificially by the superposition of three blocks
of COx claystone. However there are also fractures in the sample that are not intentionally
introduced. They are either already present in the rock, or they are caused by the loading of
the sample. To clarify our message, we recall that hereafter we will refer only to fractures
for unwanted discontinuities inside the blocks and refer to interfaces to speak of the artificial
fractures of which we want to quantify the delayed slip.

5.2 Description of the experimental device 99



Fig. 5.5.: a) Scheme of the cross section of a core of COx claystone in which the sample are cut.
The sample is represented in orange. b) global dimensions of the three blocks constituting
one sample.

Geometry and cutting of the sample

The global dimensions of the samples are fixed by the dimensions of the cores provided by
ANDRA. Indeed, the cores are cylinders of 8 cm in diameter, so the three blocks can be
cut in a rectangular section of 6 cm × 3.5 cm. Furthermore, Tzortzopoulos et al., [86] have
showed that, in order to have the optimal stress distribution along the interfaces, i.e. the
most homogeneous stress possible along the interface, the two outer blocks should be half
as wide as the central block. They have simulated the shear of an interface between two
blocks under constant normal stress, and they have looked at the relative error on normal
stress for different block thicknesses. The relative error is calculated from the difference
between the measured normal stress and the imposed normal stress of 0.5 MPa: e = σn−0.5

0.5 .
Figure 5.6 presents their results: the difference between the applied normal stress and the
measured normal stress is minimal for an outer block that is half as thick as the center block.

Fig. 5.6.: a) Scheme of the numerical simulation with the boundary conditions b) relative error on
the normal stress along the interface for different block thickness. The error along the
interface (given by 1

L
∫
|e|dy) is minimum for an outer block half as wide as the central

block [86].
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Fig. 5.7.: Green lines represent the bedding planes in the cross section of a core and in the sample.
Schematic representation of the proper orientation of the interfaces with respect to the
bedding planes naturally present in the rock.

The middle block is 1.5 cm longer than the two other blocks in order to keep the sheared
surfaces of constant area during the experiment. The three COx blocks are cut with a wire
saw to the dimensions shown in Figure 5.6. Note that COx claystone is a bedded rock.
Therefore one could wonder how to cut the sample in the core regarding to the bedding
planes. However, in all this work, both for the numerical and the experimental part, the
anisotropy induced by the bedding planes is neglected next to the anisotropy due to the
fractures: The way the interfaces are oriented in the sample with respect to the bedding
planes was initially considered of minor importance. This all the more that the shape of
the chevron fracture is such that the orientation of the fractures with respect to the bedding
planes is neither trivial nor constant. For the sake of simplicity, the orientation of the
bedding planes in the sample was thus disregarded. However, another problem arose during
the preparation of the samples. It has been noticed that, in order to assure a better integrity
of the samples during the tests, the interfaces have to be cut parallel to the bedding planes.
It actually turned out that, for other orientation of the interfaces with regard to the bedding
planes, the blocks are weakened and may collapse either during preparation (cutting or
polishing) or at the very beginning of the test, during the application of the normal stress, as
shown in the image in Figure 5.7.

Preparation of the surfaces and of the sheared interfaces

After cutting the blocks, the preparation of the samples ends with the polishing of some of
the surfaces. The four surfaces sheared in the experiment are polished so that the roughness
of these faces is as close as possible to the roughness of the shear fractures present around
the URL structures. The comparison between the surface roughness of the samples and the
roughness of the chevron fractures found in situ was performed by the company named
Tortoise. This company has developed a quantitative fractography technique allowing
to determine local values of mechanical properties of a material from a non-destructive
analysis of its fracture surface based on Ponson’s work [66]. In the context of this study, we
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called upon Tortoise to analyze the surface of our samples and compare it to the roughness
of the fractures in situ, which allowed us to define a protocol for preparing the surfaces
to be sheared. Thus the protocol to prepare the sheared surfaces has been decided by
comparing the polished surfaces to the surfaces of the chevron fractures found in the COx
claystone with their technique. Two different protocol of polishing have been compared.
The protocols were first proposed by trying to reproduce the roughness of the chevron
fractures by touch. The surfaces are either polished only with P40 sandpaper or, in the
second protocol, they are also post-polished with P60 sandpaper. Several surfaces are
analyzed to check the repeatability of the polishing. In addition, in order to verify the
uniformity of the polishing on the entire surface, each surface of 9×3.5 cm was analyzed in
six different locations. A fractured surface has roughness at different scales, from millimeter

Fig. 5.8.: a) Location of the six different surfaces analyzed, b) example of an analyze of the surface
roughness (area 2 polished only with P40 sandpaper).

to micrometer. Qualitative differences exist between the polished surface and the in situ
chevron fracture. A roughness of the order of hundreds of microns (in other words a 10
micrometer deep crack) is highlighted on the polished surfaces whereas these patterns are
not present on the in situ fractures. The result of the analyze are presented in appendix A.6,
and it concludes that polishing with P40 sandpaper provides a roughness closer to the in situ
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roughness than the other protocol. Therefore, this polishing protocol was chosen, however,
the analysis also shows that the roughness values measured are more scattered than when
the surfaces are post-polished with P60 sandpaper.

The last step of sample preparation is the polishing of the photographed faces. As a matter
of fact, to use DIC, the faces that are photographed need to be polished to bring out the
microstructure of the rock to create a natural speckle. Thus three faces of the samples were
mechanically polished (on a turntable of a polishing machine) with four different sandpaper
from grade 500 to grade 4000 [93]. The usefulness and concept of good speckle will be
further discussed at the end of this chapter. Indeed, it is essential to have a good speckle to
be able to use DIC. Moreover, as we want to avoid any alteration of the claystone the choice
was made to use the natural speckle of the rock by revealing its microstructure, instead of
using paint for example.

Figure 5.9 represents the different steps of the sample preparation from the core to the
three resulting blocks that will be sheared. To summarize, the preparation of the samples

Fig. 5.9.: Preparation of the sample from the core to the resulting three blocks. a) T1 cell provided
by ANDRA, b) core of COx claystone with the black line indicating the bedding planes
c) and d) cut of the block with the wire saw e) polishing of the faces, f) sample used in
the tests.

is as follows. The core sample sent by ANDRA must first be unsealed and the blocks
are immediately cut with a wire saw. Using the wire saw, it is quite easy to ensure the
parallelism of the faces. Ensuring flatness of the surfaces is essential to facilitate the use of
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the DIC. Three samples can be cut from one core. However, it often happens that during the
preparation of the sample one of the blocks breaks, hence it is very rare that three complete
samples are extracted from the same core. Then, the surfaces that will be photographed are
mechanically polished with great care to ensure that when the three blocks are superimposed
their three faces remain in the same plane. We say that we proceed with great care because
we have no mechanical technique to ensure the planarity of the surfaces. Each block is
polished, one after the other, by hand on a turntable of a polishing machine. During the
process, it is regularly checked that no facets have been created and that the three surfaces
remains in the same plane. Occasionally we have had to discard flawed blocks. Four
different grains of sandpaper are used to properly bring out the microstructure of the rock.
Finally, the samples are stored under vacuum and wrapped in wax paper before being used.
Prepared samples are not stored for long periods of time. It is usually only just before
testing that the four sheared faces are polished with P40 paper. This last procedure is very
fast compared to the other preparation steps. Indeed the cutting of the samples with the wire
saw takes between one and a half and two days. One sample at a time is cut and the rest of
the core is always repacked (under vacuum and wrapped in wax paper) while waiting to be
cut to avoid the drying of the samples.

Monitoring of the relative humidity of the sample

The relative humidity or suction of the sample varies throughout the preparation process,
as the different processes tend to dry out the sample. A device, the dew point hygrometer,
is used to measure the suction of a rock sample. The measurement is made from some
fragments of the rock sample placed in the machine. This measurement is done at the
opening of the core, after cutting with the wire saw and finally after polishing which is just
before using the sample. Kelvin’s law (given in Equation 5.1) is then used to relate the
suction measurement to the relative humidity of the rock being tested.

s =−ρwRT
mw

ln(
HR%
100

) (5.1)

The suction in kPa in given by Equation 5.1, with the universal gas constant: R = 8.31432
J/molK, the absolute temperature T = 273.16+ t (with t the temperature in °C), the molecu-
lar weight of water vapor Mw = 18.016 g/mol, and the volumic mass of water ρw = 1000
kg/m3. The different values are given in Table 5.1.
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Tab. 5.1.: Evolution of the suction and relative humidity in the COx sample after the different
preparation steps of the sample.

Preparation step Temperature (°C) suction (MPa) Relative humidity (%)

Opening of the core 21.3 -18.35 87.3
Cutting of the blocks 21.2 -37.98 75.5
Polishing 21.1 -57.1 65.6

Loading protocol

The experimental device is placed in a relative humidity (70%) and temperature (17◦C)
controlled room of size (3×3×3 m). The relative humidity is set to 70% because it is
the highest relative humidity that can be controlled in our chamber. The temperature was
chosen accordingly as it is the most stable temperature with 70% relative humidity. The
sample is carefully placed on the loading frame, ensuring that the lateral surfaces of the
three blocks are aligned in a single plane. Next, the weights are put in place to apply the
normal force to the interfaces. This operation must be done carefully because the three
blocks are only constrained by the application of this force. The blocks might be rotated
during this operation. The left end of the upper and lower blocks rests on the frame, while
the left end of the middle block passes through a hole in the in the loading structure, see on
the lateral view of scheme Figure 5.4. Once the normal force at the interfaces is applied,
a camera autofocus procedure is initiated to make an initial estimate of the position the
camera should have during the test. Then, the image capture procedure is started. The image
capture procedure is further explained in the section 5.4.1. The actuator is then moved
at a constant speed of 0.01 mm/min until the maximum force is reached. We notice that
each time the maximum force is reached, a plateau is reached, and not a peak followed
by a softening phenomenon. It is from this maximum force that we define the prescribed
force which will be maintained constant during the test. Finally, the actuator is controlled
to maintain a constant force throughout the test. As far as image taking is concerned, each
image is preceded by an auto-focusing procedure described in section 5.4.1.

5.3 Digital Image Correlation (2D)

5.3.1 Principle of DIC

Digital Image Correlation is a field measurement technique that dates back to the early
1980’s [16]. The general principle of DIC, represented in Figure 5.10, is to acquire a couples
of digital images, at different stages of loading, of the same area of the tested specimen, then
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proceed to the search for homologous points between the reference image and the deformed
image based on the similarity of their vicinity, and finally deduce the displacement field,
and then, by derivation, the deformation field, or some average strains or other kinematic
information over some areas of interest. The technique requests that the studied surface
presents a so-called speckle pattern. In fact it is necessary that the grey level differences,
or contrast, from some elementary unit, or pixel, to its near neighbors, are strong enough
to ensure the sensitivity of the technique to small displacement. DIC works from the gray
levels of the reference image, noted f and of the deformed image, noted g. To every point
X in the reference image, correspond a point x in the deformed image related by equation
5.2.

x = φ(X) (5.2)

With φ the 2D (apparent) mechanical transformation between the two images. If the gray

Fig. 5.10.: One point in the reference image is found in the deformed image based on the similarity
of their vicinity.

levels are perfectly consistent between the two images (perfect conservation of grey levels)
one can write:

g(φ(X)) = f (X) (5.3)

In practice, gray levels are never perfectly preserved and an often adopted relaxed version
of equation 5.3 is:

g(φ(X)) = c. f (X)+b+g′ (5.4)

with c the contrast variation, b the brightness variation and g′ noise which might have
various origins. The problem is to determine the unknown mechanical transformation φ

by locating the homologous points from the knowledge of the discrete gray levels f and g
of the recorded images. In fact, this inverse problem is ill-posed because the objective is
to determine a 2D vector field (the displacement field) from a scalar information (the gray
level). Thus we look for an approximation φ0 of the transformation φ over some domain D
around a point X0 in the reference image, the so-called correlation window. The similarity
between the grey level distribution f (X) in the domain D in the reference image and grey
level distribution in the deformed image, back convected according to the transformation φ0,
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namely g(φ0(X)) is measured by the correlation coefficient C(φ0). In the CMV software
used here, the correlation coefficient is defined by [31].

C(φ0) = 1− ∑i∈D( f (Xi)− f̄ )(g(xi)− ḡ)√
∑i∈D( f (xi)− f̄ )2

√
∑i∈D(g(xi)− ḡ)2

(5.5)

where f̄ and ḡ are the average gray levels over respectively the correlation domain D, and in
its transformation by φ0. This correlation coefficient varies between 0 (in the case of a perfect
match) and 2 (in the case of a perfect contrast inversion). It is insensitive to global variations
in brightness b and contrast c in the correlation domain between both configurations, and
thus it is only sensitive to the local contrast between the two configurations, which is
assumed to be the signature of the material point X0 (i.e. this contrast is assumed to follow
the mechanical transformation). The minimization of φ0 gives an estimate of φ on a domain
D.

φD = argminφ0
C(φ0) (5.6)

More precisely, this minimization with respect to φ0 is performed with respect to a limited
set of scalar parameters that fully describe the transformation φ0 over the window D. The
definition of the correlation coefficient, the setting of φ0 and the method of solving the
optimization problem vary between the different correlation methods. The interpolation
methods allowing the passage from discrete gray level information (pixel) to continuous
information required to evaluate g(φ0(X)) for any subpixel position φ0(X). Once the
transformation φD established, the displacement field over a set (Xi, i = 1,N) of N points
distributed over some region of interest in the reference image (and usually distributed over
a regular grid of correlation points) is estimated by:

ui = xi−Xi = φD(Xi)−Xi (5.7)

The strain field is according to the theory of continuum mechanics obtained by spatial
derivation of the displacement field. The gradient of the mechanical transformation is given
by:

F =
∂x
∂X

(5.8)

The Green-Lagrange strain tensor is given by:

E =
1
2
(tFF− I) (5.9)

However, in practice, the φ transformation is only known in a discrete way at the different
correlation points. Thus, the gradient of the transformation cannot be computed by continu-
ously differentiating the displacement field. The deformation tensor is calculated from the
average of the gradients of the transformation F over an integration domain of finite size Ω
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delimited in practice by some neighboring points, see [2] for details. The average of the
gradients of the transformation is calculated by an integral on the contour of the domain
Ω considered, assuming linearity of displacement between neighboring points. Different
integration schemes, defined by [2], implemented in the CMV software and presented in
Figure 5.11, corresponding to the choice of the used contour which allows to determine the
level of accuracy of the calculation of the deformation but also its spatial resolution. Indeed,
the wider the scheme, the more precise the deformation will be, but the less local it will be.
The Green-Lagrange strain tensor on the domain Ω is given by equation 5.10, and which is

Fig. 5.11.: Different integration schemes for the calculation of the strain tensor with DIC [2]

linearized in case of small deformations to become equation 5.11.

E
Ω
=

1
2
(t 〈F〉

Ω

〈
F
〉

Ω
− I) (5.10)

E
Ω
=

1
2
(t 〈F〉

Ω
+
〈
F
〉

Ω
)− I (5.11)

In the context of this work the software used to do DIC was the 2D version of CMV.
This software was developed by Michel Bornert and co-authors, from the laboratoire de
Mécanique des Solides (LMS) at Ecole Polytechnique and the laboratoire Navier at l’Ecole
des Ponts Paritech [18]. The process of work with this software basically can be divided
into three principal steps.

First the images of the sequence are loaded. Each creep sequence contains a lot of images
(about 1000) and the images being quite heavy (about 150 Mb per image), we proceed to a
sorting of the images to have to process only a part of them. We manage to process about
100 images at a time. It is also more interesting to have more images from the beginning
of the test, when the largest displacement increments occurs, and fewer images from the
last hour, when the deformation rate is smaller. Therefore, each image taken is mapped
to the displacements measured by the right LVDT, and only those images for which a
constant increase in displacement has occurred are retained. In other words, the images,
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instead of being taken at regular intervals of time, are taken at regular intervals of LVDT
displacement.

The second step consists in finding in the deformed image the homologous points to the
points defined in the reference image. The points defined in the reference image are first
placed on the edges of the interfaces in order to calculate the slip along the interfaces. It is
important to ensure that the correlation window borders run along the edges of the interfaces
without crossing them. Then, once the points are placed on either side of the interfaces, the
other correlation windows are placed to grid the entire image. The initialization of the search
for homologous points in the deformed image is done either automatically or manually if
the displacement is too important. This is particularly the case in the first images close to
the fractures that are closing.

The last step consists in the the post treatment. It is during this last step that the strain field
maps and other quantities of interest are computed, as a function of either time or space.

5.3.2 Quantification of displacement jumps

We find in the literature several different approaches used with DIC algorithms to quantify
a displacement jump on a discontinuity. In our case, since we are working on relatively
straight and well-identified interfaces, we have simply placed the correlation windows on
either side of the interfaces, then subtracted the coordinates in the x-direction (horizontal
direction) from two windows above and below the interface. It is assumed that the camera
is well aligned with the sample and that the interfaces are well aligned with the horizontal.
Thus, we can assume at the first order of analysis that the slip is along the x-direction and
that even the effect of asperities (or effect of dilatancy) does not significantly deviate the
slip from the x-direction. This method gives the slip at the correlation window scale, and
then by averaging these displacements along the interface we get the average slip of the
interface.

Other people have used similar methods, i.e. placing correlation windows on either side
of the discontinuity, to quantify the displacement jumps around a discontinuity. We can
cite the work of Rupin who worked on two-phase metals and used similar approach to
quantify the interphase slip [72]. As a matter of fact, when quantifying the deformation of
a continuous medium, the average gradient of the transformation is given by

〈
F
〉
. If the

continuous medium consists of several phases,
〈
F
〉

can be written as follows:

〈
F
〉
= cα

〈
F
〉

α
+ cγ

〈
F
〉

γ
(5.12)
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with cα and cγ the volume fraction of the phases. The presence of a discontinuity leads to an
additional contribution noted ∆F. Thus the average gradient of the transformation becomes:

〈
F
〉
= cα

〈
F
〉

α
+ cγ

〈
F
〉

γ
+∆F (5.13)

Eventually, ∆F can be estimated by knowing
〈
F
〉
,
〈
F
〉

α
and

〈
F
〉

γ
. These different terms can

be calculated using contour integrals. Figure 5.12a) shows the application of this method in
[72].

Fig. 5.12.: a) Interphase slip quantification method by Rupin [72], b) grid of point in the grain and
on the interfaces [36].

Another method was used by Gaye to quantify the grain boundary sliding in halite rock [36].
As they noticed that the discretisation of the grains interface with a regular DIC grid led to
error in the estimation of the slip, they proposed a new formulation. Their method, which
also use contour integrals consists in positioning the points on the grain interfaces and then
split the correlation in two by attributing two distinct displacements to it.

We can also mention the methods of enrichment of the transformation with discontinuities
inside the correlation windows. Réthoré et al., have introduced an extended correlation
technique to capture, in images, shear-band like discontinuities [69], which is operated
on a correlation algorithm which rely on continuous displacement field basis with a finite
element shape functions [12]. Let us recall that the correlation algorithms mentioned so far
are based on the local analysis of correlation windows subjected to different kinematics and
gray level interpolations [82].

Another DIC technique used to study the deformation of cracked medium is an improvement
of Heaviside-based DIC (H-DIC) algorithm [43]. This method enables to quantify the
opening, shearing and orientation of a discontinuity in the correlation windows. More
recently this H-DIC has been applied to study the mixed-mode behavior of desiccation
cracks in a clayey rock. This technique allowed the authors to observe the behavior of
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fractures (opening and sliding) under desaturation and saturation paths of the rock mass
[44].

5.3.3 Sources of DIC errors and their quantification

Like in all measurement techniques, the measurement given by DIC is subject to some error,
which must be evaluated. The errors of displacement field measurements with 2D DIC can
be divided into two principal types:

– The errors extrinsic to the DIC errors, that is to say the errors that are not directly related
to the process of image correlation, but arise from the image acquisition.

– The errors intrinsic to the DIC which are directly related to the image processing
technique.

Extrinsic errors

DIC 2D only enable the measurements of displacements and strain in a plane, or more
precisely the components of the 3D mechanical transformation that is parallel to the plane
of the 2D optical projection. The out-of-plane motion of the sample and the eventual bad
re-positioning of the camera with respect to the sample (for example if the optical axis of
the camera and the analyzed plane are not well perpendicular and when this misalignment
evolves during the experiment) induce parasitic apparent deformations. This occurs however
only when displacements are large, which is not the case in our experiment.

The geometrical defects of the optical devices can induce a bad positioning of the pixels
coordinates which finally introduce an error on the measured deformations.

Finally, there is the intrinsic noise of the images. Indeed, two images acquired under the
same conditions do not always have the same gray level. We must try to minimize this noise
by choosing a highly contrasted texture, which will improve the signal to noise ratio of the
images, and by choosing a correlation window size large enough to reduce the sensitivity to
noise. Effect of noise, window size and image characteristics are for instance discussed in
[15] as well as later in this chapter for our specific experimental conditions.
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Intrinsic errors

Errors intrinsic to the DIC are related to:

The description of the φ function. Indeed, the φ transformation is approximated by a φ0

function which is defined by a set of shape functions. If these shape functions are not
adapted to describe the real transformation undergone by the analyzed sample, then the
measurement of the displacement will necessarily be marred by errors. For more details on
this type of error the reader can refer to the work of Bornert et al., [15].

Interpolation of the correlation coefficient for non-integer values of displacements. Indeed,
the gray level of the non-integer coordinate points (expressed in pixels) is determined by
interpolation on the gray levels of the neighboring pixels. The higher the order of the
interpolation, the better the continuity of the correlation coefficient, but on the other hand,
the longer the calculation time will be. Due to this interpolation, the displacement will be
overestimated or underestimated, in some systematic way, which depends however on the
properties of the image contrast and image noise, see in [15].

5.4 Experimental setup regarding DIC

An important part of the development of the experimental setup was the setting up of the
tools needed to use DIC. For this it was necessary to define the optical system to be used,
including the choice of the camera and associated optics and the configuration in which
to use it (magnification, aperture size, optical setup...). Note that three assumptions are
commonly made when using 2D-DIC to estimate the motion of an object. First the observed
surface of the object is assumed to be planar. Second, the plane of study of the sample is
assumed to be parallel to the plane of the camera sensor. Third, the out-of-plane component
of the displacement and its gradients in the observation plane are small with respect to the
gradient of the in-plane components of the displacements.

In this section we will describe the implementation of DIC in our experimental setup. The
use of DIC implies the setting up of an optical system. The optical details are beyond the
scope of this work and our experimental setup is determined assuming a simple optical
system. Nonetheless, the setting up of the optical device deserves to be discussed because
the position of the few elements (sensor, lens, diaphragm, and object) has an influence on
the quality of the images. The distance between the sensor and the object and the focal
distance of the lens are used to define the magnification and thus the effective size of the
pixels. The aperture of the lens (or its diaphragm) defines both the size of the Airy dots on
the sensor, due to diffraction effect, and the depth of field and thus has a consequence on the
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blur of the image. The depth of field is the distance in front of and beyond the object that
appears to be in focus, the smaller the aperture, the greater the depth of field and the smaller
the out-of-focus blur when the object in not perfectly focused. Conversely, the larger the
aperture, the smaller the Airy dots, and the sharper the image.

In this section the implementation of DIC in our experimental setup is described. The
implementation of DIC is based on three different choices:

– The camera.

– The conditions of the experiment (magnification, aperture,...).

– The correlation parameters (size of the subset, interpolation function).

These different choices are made on the basis of an error analysis. In general, the more we
try to make a local measurement, the more the error is important. The idea is to choose the
configuration that allows the best compromise between a sufficiently local measurement
and the most accurate measurement possible, knowing that we want to measure a priori
very small displacement of the order of micrometers and even below, with a good accuracy.
This requires displacement errors to be significantly small. The errors were evaluated in
the configuration chosen for our experiments. A last point is dedicated to the automatic
focusing procedure used during the test.

Note that since we are handling Callovo-Oxfordian claystone in our tests, we will have to
use the microstructure of the rock as a natural speckle (as the use of any additional product,
such as paint, may alter the mechanical properties of the rock). Indeed, the rock is composed
of a clay matrix with mineral particles, which is perfectly suitable as speckle [17]. The
microstructure is mainly composed of Si02 and CaCO3 particles. The typical size of these
particles is 20 µm, and their distribution is approximately of 1 µm to 100 µm. Assuming that
the polishing is done well enough to correctly reveal the microstructure, we have no further
control over the quality of the speckle. As a matter of fact, the ideal surface texture should
be isotropic, i.e. without a preferred orientation. A good speckle pattern should on the one
hand have a high content of information which makes the pattern matching more efficient.
Therefore, a good speckle enables to consider a relative small neighborhood around a point,
which corresponds to a small subset or correlation window, and thus a high spatial resolution
of the DIC measurement. However, on the other hand, the speckle pattern should not get
too small with respect to the pixel size, in order that subpixel accuracy can be reached
without to large artifact due to the systematic errors induced by grey level interpolation, as
already discussed above. As a matter of fact, the choice of magnification and other optical
parameters will be the result of a compromise, which need to be optimized by a reliable
evaluation of the DIC errors for all possible combinations of options. The method used
in this work to perform this optimization is an extension of the one described in [93]. It
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requires first a simple way to quantify accurately DIC errors (both random errors induced
by image noise and systematic error associated with subpixel grey level interpolations).

The evaluation of errors due to DIC consists in determining the difference between, the
measured displacement with DIC, and the actual displacement. The technique employed
here to study the errors has already been used by several authors [93, 27]. The principle of
this technique is to impose an isotropic deformation to the whole image by slightly varying
the magnification of the camera. This modification of the magnification was achieved by
using a stage on which the camera is fixed and which allows a translation of the camera
along its optical axis. The correlation of the image, after the camera movement with the one
before the movement allows to evaluate the measurement errors. The statistical treatment of
errors makes it possible to distinguish systematic errors from random errors. The systematic
errors are mainly related to the gray level interpolation method and correspond to the
average of the differences between the measured and theoretical displacements for all
points with the same interpolation errors. The random errors are induced by the image noise
and represent the standard deviations between the real and measured displacements.
Figure 5.13 shows the random error as a function of the normal displacement of the camera
for two different apertures of the used lens, and two optical magnifications. It shows that in
the configuration with D8 aperture, and a camera translation of less than 70 µm the errors
are stable (black symbols in the Figure 5.13), while for a wider opening (open symbols
in the Figure 5.13) the error increases drastically for a camera translation higher than 150
mum.

Fig. 5.13.: Standard deviation of the fluctuations a) of the x component of the displacement and b)
of the y ones, with respect to a homogeneous transformation (random errors) in function
of the normal displacement of the camera in µm and for two apertures of the used lens
(4.5 open symbols, and 8, black symbols) and two optical magnifications (effective
pixel size of 4.2, triangles, and 6 micrometers, squares).

A preliminary study of systematic and random errors was performed for different effective
pixel sizes with a provisional camera, in order to choose the camera (sensor size and number
of pixels) to acquire for the actual experiments. The provisional camera and optical lens
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are a JAI Spark, SP-12000M-CXP4 monochrome camera, with a 12 million-pixel sensor
(4096×3072 pixels) with a sensor size 22.5×16.9 (thus a pixel size of 5.5 µm) and a Macro
Varon 85 mm optical lens. The idea is to choose the configuration that allows the best
compromise between a sufficiently local measurement and the most accurate measurement
possible. The random and systematic error curves obtained for optical configurations giving
4.2 µm, 5.3 µm, 6.4 µm and 7.5 µm of effective pixel size, allow to simulate the use
of 4 cameras with different sensor sizes and number of pixels. For each pixel size, the
error analysis is performed for two different apertures. The two different aperture sizes
correspond to a D4.5 diaphragm and a D8 diaphragm. The D8 aperture corresponds to a
smaller aperture and therefore a greater depth of field, in other words, a larger range over
which the image remains focused. The curves of systematic errors (Average X and Average
Y) are characterized by an S shape. Note that, in all the Figures 5.14, 5.15, 5.16 and

Fig. 5.14.: Systematic (Average) and random (Standard deviation) errors on horizontal X and
vertical Y displacement determined with CMV for an effective pixel size of 4.2 µm a)
with a D8 diaphragm b) with a D4.5 diaphragm

Fig. 5.15.: Systematic (Average) and random (Standard deviation) errors on horizontal X and
vertical Y displacement determined with CMV for an effective pixel size of 5.3 µm a)
with a D8 diaphragm b) with a D4.5 diaphragm

5.17 the random error is always bigger than the systematic error. Moreover, the error is
globally reduced by using a smaller aperture. Finally, since the error for the D8 aperture
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Fig. 5.16.: Systematic (Average) and random (Standard deviation) errors on horizontal X and
vertical Y displacement determined with CMV for an effective pixel size of 6.4 µm a)
with a D8 diaphragm b) with a D4.5 diaphragm

Fig. 5.17.: Systematic (Average) and random (Standard deviation) errors on horizontal X and
vertical Y displacement determined with CMV for an effective pixel size of 7.5 µm a)
with a D8 diaphragm b) with a D4.5 diaphragm

presented in Figure 5.14a) gives an error comparable to the error for a larger effective pixel,
we retain the camera that provides the best resolution and the smallest effective pixel size (4
µm). Note in Figure 5.13 a difference between the random error in the x component of the
displacement and of the y one. We have no explanation for this, but we notice that the error
is twice as large in the y-direction when expressed in pixels, and is of the same order of
magnitude as the other magnifications when expressed in micrometers. Thus, for the same
field of view, the random error in the y component of the displacement is overall at least as
good as for other magnifications and even better in the x direction. Consequently, we will
use a Vieworks monochrome camera with a 151 million-pixel sensor (14192×10640 pixels
of 3.76×3.76µm2) and a Macro Varon 85 mm optical lens mounted such as to obtain an
effective pixel size of about 4 µm to acquire images.

A new error study was conducted with this Vieworks monochrome camera and with a D8
lens aperture, by testing two effective pixel sizes which correspond to taking one image of
the whole sample (then the effective pixel size is 6.4 µm) or to divide the sample surface
into two images (then the effective pixel size is 4.2 µm). One is not the double of the other
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because in the case where we take two images, the two images partially overlap, and also
because in that case the camera and therefore also the sensor are turned. The ideal ratio
of pixel sizes is

√
2 so that the area ratio is 2 (

√
2× 4.2 = 5.9 which is almost equal to

6.4). Indeed, working with an effective pixel size of 4.2 µm will give better accuracy, but
we have to make sure that the actual measurement error does not get larger than with only
one image. Figure 5.18 shows the systematic and random errors in different configuration

Fig. 5.18.: Systematic and random errors on horizontal X and vertical Y displacement determined
with CMV, with bilinear interpolation for a) an effective pixel size of 6.4µm and a cor-
relation windows size of 70 pixels b) an effective pixel size of 6.4µm and a correlation
windows size of 20 pixels c) an effective pixel size of 4.2µm and a correlation windows
size of 70 pixels d) an effective pixel size of 4.2µm and a correlation windows size of
20 pixels.

of effective pixel size and correlation windows size. It is normal that the error is larger
for a smaller correlation window size as a more local measurement is more affected by
error than a global measurement. As mentioned in the previous paragraph, the size of the
correlation window has an effect on the errors induced by the intrinsic noise of the images
on the measured displacement. Increasing the size of the correlation window minimizes
the effect of this noise, but at the cost of a lower spatial resolution of the displacement
field. It is therefore necessary to find a compromise. It is less obvious for the effect of the
effective pixel size, according to the results presented in Figure 5.18, it seems that the error
is larger for smaller pixel size, however, the error depends on various parameters: type of
marking, optical performance of the lens, surface preparation, focus precision, aperture...
Nevertheless, the maximum error in the worst case configuration (see Figure 5.18d)) is
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not disproportionately large either. The maximum values of the worst-case systematic and
random errors with the smallest correlation window size and smallest pixel size are 0.067
and 0.09 pixels. An analysis of the variation of the random error only as a function of the

Fig. 5.19.: Average random error in pixel in function of the size of the subset for different effective
pixel size.

subset size is given in Figure 5.19 for the two different effective pixel size. As the error is
not disproportionately large by using an effective pixel size of 4.2µm this configuration will
be used in the experiments. Also, to reduce the error to a minimum, subsets of 58 pixels
are retained. Finally, we examined the effect of the interpolation function on the systematic

Fig. 5.20.: Systematic and random errors on horizontal X and vertical Y displacement determined
with CMV, with biquintic interpolation and a correlation windows size of 20 pixels for
a) an effective pixel size of 6.4µm b) an effective pixel size of 4.2µm

error. Figure 5.20 shows that considering biquintic interpolation with an effective pixel size
of 4.2µm does not really reduce (it essentially modifies the shape of the error curve, not its
amplitude) the systematic error but is more expensive in terms of computation time, that is
why in the following we have used a bilinear interpolation.
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The error on the displacement propagates to the calculation of the strain tensor. The standard
deviation σ(EXX) of the error on the global deformations in the X direction is given by
Dautriat et al., [27].

σ(EXX) =

√
2
N

σ(uX)

L
(5.14)

Where σ(EX) is the standard deviation on the global strain in the X direction, N is the
number of lines in the measurement grid and L is the distance in pixels between the first and
the last column. We apply this calculation of the error on the local component X, calculated
on the basis of a 2× 2 neighborhood with a step of 58 pixels and σ(uX) = 0.025 from
Figure 5.19 assuming that the systematic error is smaller.

σ(EXX) =

√
2
2

0.025
2×58

= 2×10−4 (5.15)

The error on the global component X on a vertical domain of 12000×9000 pixels (the
studied area is smaller than the size of the image) which corresponds to about 205×155
correlation windows:

σ(EXX) =

√
2

205
0.025

155×58
= 3×10−7 (5.16)

This comes to a very small error which will certainly be dominated by other sources of
error, notably extrinsic error (for example, the variation of the zoom due to the uncontrolled
movement of the camera).

5.4.1 Autofocus procedure

A Vieworks monochrome camera with a 151 million-pixel sensor (14192×10640 pixels of
3.76×3.76µm2) and a Macro Varon 85 mm optical lens were used to acquire images. To
avoid taking blurry images, the camera movements, whether to focus or to move it along
the sample, are driven by two Newport motorized displacement stages with an accuracy of
+/-2 µm, as shown on the left image, underneath the camera, in Figure 5.3. These stages are
setup on an aluminum tripod structure that supports the weight of the system and reduces
vibrations during the displacement of the camera. In order to maximize the resolution, two
images are taken, instead of one image of the whole sample. Thus one stage is used to
move the camera parallel to the sample to go from the left to the right side of the sample.
Another technical difficulty was that during the test the out-of-plane displacement could
be such that the sample goes out of the depth of field making the image too blurred and
therefore impossible to analyze. In addition, such motions induce magnification variations
which superimpose with extrinsic errors on the DIC measurements. Indeed a global relative
out-of-plane motion ∆Z of the camera with respect to the sample surface, induces a spurious
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Fig. 5.21.: Variance of gray levels normalized by its mean value as a function of camera movement
towards the sample

isotropic strain of ∆Z
Z0

, where Z0 is the distance between the sample and the optical center of
the lens (which is about 170 mm in our setup). An accuracy of better than 10−5 ( ∆Z

Z0
< 10−5)

would thus require to control out of plane motions ∆Z with an accuracy of 1.7 µm. Therefore,
the other stage is used to move the camera in the direction perpendicular to the sample and
focus accurately the image. The stages are entirely driven by a Labview software which
controls both the acquisition of the images of the tested sample, with a magnification and
a resolution respectively equal to 1.09 and 4.1µm, and an automated focusing. The focus
is optimized by analyzing the variance of the grey level of the pixels in some region of
interest normalized by its mean value while the camera is moved forward with an increment
of 10 µm (one image per second is recorded). This analysis is made for four regions of
interest (size 500×500 pixels) selected on each corner of the middle block. Note that the
focus procedure is only performed relative to the middle block, thus, the upper and lower
blocks are not taken into account in the process. An example of the curves obtained for
the automated focus is shown in Figure 5.21. The curves have a Gaussian form with a
maximum corresponding to a sharp image in accordance with the focus of the camera [64].
If the maximum value of each of the four curves are too different, it means that the sample
is no longer parallel to the camera. The parallelism between the sample and the camera
is considered to be good enough if the biggest difference between the maximums of the
four curves is less than the depth of field, because in that case the image of the whole
sample is sharp. Before each new image is recorded for the DIC analysis, the camera is
moved to the average position of these optimal positions. As shown in Figure 5.21, the
focusing accuracy is of the order of 100 µm so that the absolute accuracy on the diagonal
strain components is of the order of 10−3. This extrinsic errors is the main limitation of the
accuracy of the technique. Local heterogeneities are however not affected by this global,
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essentially uniform offset. In addition, deviatoric strains are not sensitive to this error (i.e.
εxy and εxx− εyy components). As emphasized later, slip discontinuities are not sensitive to
such errors either.

5.5 Conclusion

In this chapter, a complete description of the experimental setup is provided. First of all,
the objectives of this experimental setup were given. The different components of the setup
are described, as well as how to prepare the sample and finally the experimental protocol.
The last two sections were devoted to the DIC technique. First a brief presentation of the
principle of DIC was made, then the implementation of this measurement technique is
described in the context of our experimental setup. The different choices of parameters
were presented and argued by evaluating the resulting errors. The analysis presented in this
chapter allowed us to retain the following DIC parameters: 4 µm of effective pixel size
with a subset of 58 pixels (60 pixels spacing between two subset) and bilinear interpolation,
which will then be used in the following chapter which deals, strictly speaking, with the
experimental campaign.

Regarding the autofocus, a new procedure is currently under development in the laboratory.
Indeed, the problem with the current procedure is that it cannot do anything if the three
samples are not well placed, in other words if their three faces are not in the same plane.
Moreover, since the procedure is based on the analysis of the middle block only, it does not
notice if one of the upper or lower block is out of the plane. The idea would be to perform
the focusing from several reference images taken at different distances from the sample.
Then the correlation would be optimized on all the images which would allow to chose the
optimum correlation coefficient in different planes. This work raised a point to keep in mind
in view of the work presented in this chapter: regarding the autofocus it would seem that
working with a more open diaphragm and therefore a smaller depth of field would actually
improve the results because it is easier to eliminate a clearly blurred image compared to the
sharp image. An idea could be to take a larger aperture to facilitate the autofocus procedure,
and then switch back to the smaller aperture defined optimal for the DIC in the plane.

5.5 Conclusion 121





Analysis and discussion of the
experimental results

6

„A picture is worth a thousand words. An interface
is worth a thousand pictures.

— Ben Shneiderman
(Professor for Computer Science)

After having presented the experimental setup in chapter 5, we present in this chapter
the results of the experimental campaign. Here, local DIC measurements of viscous slip
along the fractures are compared to global estimates of the motion of the whole blocks
obtained with the LVDTs. A preliminary section is devoted to the numerical modeling
of the experiments followed by a discussion to clarify what was measured and how. The
preliminary experimental results, which were produced before the complete implementation
of the DIC technique, are briefly presented. Then the results of the two creep tests are
described along with an analysis and discussion. The two tests are of about the same
duration, but one was conducted under constant load and the second under different load
levels. The interfaces are subjected to a viscous flow the physical nature of which is
potentially different from that of the viscous flow of the rock bulk and this behavior is
likely to affect the overall response of the repository structure. The characterization of the
underlying flow law is important for a better knowledge of the material, but also to perform
numerical simulations at relevant time scales for nuclear waste storage.

6.1 Numerical simulations of the experiment

Considering that the sample is not subjected to homogeneous loading conditions during the
test, the measurements correspond to the response of a structure, rather than to the behavior
of a material point. Preliminary numerical simulations allow to get a rough idea of the
stresses and strains actually experienced by the sample. The 2-D numerical simulations
are run with the Finite Element code Disroc, under plane stress conditions. To simplify
the calculations, the loading steps are made time-independent, which comes to consider
that the loading is fast enough compared to the duration of the test (which also means that
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Fig. 6.1.: Schematic representation of the two models used for the numerical simulations. a) The
model without interfaces, b) the model that takes into account the interfaces and the steel
block through which the normal load is applied.

this calculus is purely elastic). A final step is run in order to simulate the strain field in the
sample under constant load after a certain time of creep. The objective of these numerical
simulations is to obtain a qualitative idea of the stress and strain fields likely to develop
in our sample, given the boundary conditions imposed in our experimental setup. Two
simulations, shown in Figure 6.1, are presented in this section. The first one is the most
simplified description of the experiment and considers that the three blocks of isotropic
COx claystone are perfectly bonded, i.e. ignores the presence of fractures, as illustrated
by the scheme in Figure 6.1 a). This model allows us to evaluate the delayed behavior of
the sample due to the sole creep behavior of the bulk material. The second more complex
model integrates the presence of interfaces, and corresponds to the scheme Figure 6.1 b),
This more elaborated model also takes into account the fact that the normal stress is applied
through a deformable metal piece which distributes the punctual force over the surface, the
steel/COx interface.

6.1.1 Model used in the simulations

In the model, COx claystone is considered as a viscoelasto-plastic isotropic material. The
total strain rate is decomposed into the elastic and viscous components:

ε̇ = ε̇
e + ε̇

v (6.1)

124 Chapter 6 Analysis and discussion of the experimental results



The viscous strain rate is modeled by Lemaitre’s creep law:

ε̇
v =

3
2

αξ
α−1

ξ̇
S
σe

(6.2)

with S the deviatoric stress tensor, σe the Von Mises equivalent stress and ξ̇ = (aσn
e )

1/α . For
uniaxial creep, with a stress σ prescribed from time t=0 on an unstrained sample, the viscous
deformation is directly given by εv(t) = aσntα . The numerical values of the parameters

Tab. 6.1.: Numerical values of the parameters of COx claystone

Elasticity Viscosity

E = 5000 MPa a = 1.5×10−4MPa−1day−0.2

ν = 0.3 α = 0.215
n = 1

considered for the modeling of the rock bulk are given in Table 6.1. The interfaces follow a
similar elastic-visco-plastic constitutive relation which relates the normal σn and tangential
τ stresses to the normal un and tangential ut displacement jumps, already implemented in
FEM code Disroc. The total displacement jump rate is given by:

u̇ = u̇v + u̇e (6.3)

The displacement vector are related to the stress vector by the joint stiffness rock bulk K.

σ = K(u−uv) (6.4)

(
τ

σn

)
=

(
Kt Ktn

Knt Kn

)(
ut −uv

t

un−uv
n

)
(6.5)

with Kn and Kt the normal and tangential stiffness of the joint. Parameters Knt = Ktn allow
to account for coupled dilatancy effects; in the following they are assumed to be equal to
zero. A Lemaitre’s creep model is also considered to account for the tangential viscous slip
of the joint:

u̇v
t = αξ

α j−1
t ξ̇t (6.6)

with ξ̇t = (bt 〈|τ|− τc〉q)1/α j . The stress threshold τc of the creep law is assumed to be equal
to zero here but its existence or not will be further discussed later in the chapter. The values
of the parameters of the interfaces are given in Table 6.2. The values used to describe the
behavior of the fractures in the numerical simulations have no real physical reality in the
sense that they do not result from any calibration on experimental results, but they are a first
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Tab. 6.2.: Numerical values of the parameters of COx/COx interface and COx/steel interface

COx/COx interface COx/steel interface

bT = 5.8×10−6MPa−1day−0.3m Kt = 0 MPa/m
q = 1 Kn very large
α j = 0.3
Kt = 21200 MPa/m
Kn = 23100 MPa/m

order of magnitude used to explore qualitatively the state of stress and strain that can be
expected during our tests.

6.1.2 Boundary conditions

The loading steps are simulated independently of time, thus only elastic without development
of viscous deformations, then a step of calculation under constant loads by activating the
viscosity makes it possible to obtain the strain fields further discussed in the following
subsections. The normal stress is applied on the upper face of the top block. In the numerical
simulations, a uniform normal stress is applied on the top border, while in the real test the
normal stress is generated by a system of lever arms and weight that applies a concentrated
force on the upper steel plate which is then transmitted to the sample, and might turn into
uniform stresses. This situation is approached in the second loading case. The punctual
force is simulated by applying a normal stress equivalent of the 8 MPa normal stress applied
over the whole top edge of the sample, only on the sides of two triangular elements located
in the middle of the top edge of the steel block. Another normal stress is imposed to the
right face of the middle block to provoke the shearing of the interfaces. Again in the real
test it is a displacement condition that is actually imposed. The boundary conditions used in
the simulations without interfaces are drawn in Figure 6.1a), and the boundary conditions
used in the simulations with interfaces are drawn in Figure 6.1b). A vertical compressive
stress of σyy = 8 MPa, and a horizontal compressive stress of σxx = 4 MPa are applied. The
vertical displacements are constrained on the bottom edge of the models and the horizontal
displacements are constrained on the left edges of the top and bottom blocks.

6.1.3 Simulations without interfaces

Insofar as the behavior of the fractures is a priori unknown, we have decided to start
the analysis without their presence, by modeling perfectly bonded blocks. Thus, the first
simulations regard the most simplified version of the experiment by considering three blocks
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Fig. 6.2.: Simulation of the stress field after 100 days of creep in a sample of COx claystone
without interfaces but under the same boundary conditions as the experiment a) σxx b)
σyy c) σxy.

Fig. 6.3.: Simulation of the strain field after 100 days of creep in a sample of COx claystone
without interfaces but under the same boundary conditions as the experiment a) εxx b) εyy
c) εxy.

of isotropic COx claystone perfectly bonded subject to similar boundary conditions as in our
experimental setup. Figures 6.2 and 6.3 gives the three components of the stress and strain
tensor in the sample. The stress field is globally heterogeneous, especially on σxx and σxy

components, mainly due to the complex loading mode which is non-uniform on the lateral
face. The spatial distribution of the strain field is very close to that of the stress field, due to
the isotropic behavior adopted. We have globally a top/bottom and left/right symmetry, but
it is not perfect, because of the mixture between kinematic and static boundary conditions.
For example, mixed conditions were applied on the upper and lower blocks: free surface
on their right edges and constrained horizontal displacement on their left edges. Similarly,
for the top block: Stress is imposed on its top edge while for the bottom block, it is the uy

displacement that is constrained. These small asymmetries induce that the y component
also fluctuates around its mean value imposed by the uniform axial loading imposed on the
top, and that these fluctuations are not perfectly symmetrical. As a matter of fact, the εyy

strain field shows that even if we put aside the problems of sample placement and contact
with the interface, the expected response is not symmetrical. The right side of the sample
is slightly more compressed than the left side as shown by the εyy field measurement in
Figure 6.3b). The shear deformation field, however, is rather symmetrical. The εxx strain
field shows a gradient of the deformation, with contraction on the right side of the middle
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block and extension on the left side as a consequence of the heterogeneity of the σxx stress
due to the complex loading and the Poisson effect associated with the axial load.

6.1.4 Simulations with interfaces

Secondly, a more complex model that integrates the presence of interfaces is run. In this
simulation it has also been taken into account the fact that the normal stress is applied
through a metal piece to distribute the force on the surface of the sample. The COx/steel
interface is introduced to further investigate whether our experimental boundary conditions
achieve the desired stress state in the interfaces or not, the objective being to obtain a stress
state as homogeneous as possible in both interfaces. However, a rotation of the rigid metal
block may exist. The COx/steel interface is therefore modeled as a perfectly sliding interface
(no normal jump and no interfacial shear stress) assuming a perfectly rigid normal stiffness
but no tangential stiffness. The bottom contact between the sample and the frame is also
in reality a steel/COx contact. However, since the lower block is placed against the frame
edge, we consider that this block is sufficiently constrained by the mechanical system, so
that it does not rotate. The adopted boundary conditions (uy= 0 and free ux) describe then a
perfectly sliding steel/COx interface. With this second type of model we have investigated
two extreme cases: what happens if the viscous flow of the rock bulk is very important
compared to the viscous flow of the interfaces a = 1000× bt , or on the contrary if the
viscous flow of the interfaces is very important compared to the viscous flow of the rock
bulk bt = 1000×a. In the first case, the interfaces can slip during elastic loading, but they
almost do not slip during creep phase, and the results are very similar to those obtained
with the model without interfaces. In this case, the displacements measured at the two ends
of the central block are not equal. Numerical simulations in Figure 6.4 show that if the

Fig. 6.4.: Numerical simulation, map of the strain field εxx after 4 days of creep in a sample of
COx claystone with interfaces, a) interfaces’ viscous flow bigger than rock bulk viscous
flow (deformation ×100) b) rock bulk viscous flow bigger than interfaces’ viscous flow
(deformation ×100).

128 Chapter 6 Analysis and discussion of the experimental results



Fig. 6.5.: Displacement measured in both ends of the middle block. Qualitative comparison of
the measured displacement depending on whether the interfaces’ flow the most or the
rock bulk, a) interfaces’ viscous flow bigger than rock viscous flow, b) rock viscous flow
bigger than interface viscous flow.

interfaces viscous flow is very large compared to the rock bulk viscous flow, then the relative
displacement of the lateral faces of the central block due to its distributed deformation in
the bulk is negligible with respect to the overall slip of this central block with respect to the
upper and lower ones, so that the displacements measured at each of its extremities, shown
in Figure 6.5a), are almost the same. However, if the rock bulk has a larger viscous flow
than the interfaces, a different displacement is measured on each side of the middle block.
Note that these numerical simulations show qualitative trends, as the material parameters
are not realistic, the corresponding numerical values have no real physical meaning. The
real situation is likely to be in between these two limit cases but the study of the differences
between the two LVDTs signals should inform us about the dominance of the interface or
the rock bulk creep.

Besides, the stress state and the viscous slip in the interfaces are analyzed considering
viscous parameters of the same order of magnitude for the rock bulk and for the interfaces
as given in Table 6.1 and in Table 6.2. The shear stress and the viscous slip in the interfaces
are presented in the Figures 6.6 and 6.7. Figure 6.6 shows that the shear stress in both
top and bottom interfaces is almost identical. The top interface is on one side a little more
sheared than the lower one, which may be due to different boundary conditions on the upper
and lower edges of the sample. However, it is not quite constant along the interface. The
normal stress is qualitatively similar to the shear stress. A part of the left side is slightly
unloaded compared to the rest of the interface, which may be due to a slight rotation when
the normal stress is applied. Note that the state of stress in both interfaces is almost identical,
which suggest that both interfaces are submitted to a similar loading history. Indeed, the
simulated viscous slip is the same in both interfaces of the numerical simulation, thus only
the results on the bottom interface is plotted in Figure 6.7. The slip is not uniform along the
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Fig. 6.6.: Simulation of the evolution of the shear stress along the interfaces at 10 and 90 days.
a) Shear stress in the top and bottom interfaces, b) Normal stresses in top and bottom
interfaces at 90 days.

Fig. 6.7.: Viscous slip in the interface resulting from the numerical simulation. a) Graph of the
viscous slip along the interface at 2 days, 50 days and 100 days. b) Evolution of the
viscous slip during 100 days at both ends of the interface and in the middle.

interface, but it is maximal on the side where the shear stress is maximal, and it is minimal
close to the middle of the interface. With DIC, we will be able to measure the viscous slip
profile along the interface and see if we observe the same type of kinematics in reality on
the interfaces in the COx claystone as in those numerical simulations. The viscous slip does
not seem to become more homogeneous over time, quite on the contrary: the viscous slip
profile after two days of creep is more homogeneous than after 100 days of creep. However,
the viscous slip rate shown in Figure 6.8, becomes uniform along the interface over time,
while it was not in the early stage of creep.

130 Chapter 6 Analysis and discussion of the experimental results



Fig. 6.8.: Plot of the viscous slip rate in the interface in function of the time. The slip rate becomes
homogeneous along the interface in time.

6.1.5 Expected strain field

One of the main difficulties in the analysis of the experimental results is related to the
understanding of the test sequence in terms of stress and strain in the specimen, as we are
dealing with a structure subjected to different loads and asymmetrical boundary conditions.
In addition, there are several interfaces that allow or prevent displacements: two steel/COx
contacts on the upper and lower faces of the sample, and the two COx/COx interfaces.

Fig. 6.9.: Schematic representation of the boundary conditions and the loading steps.

Thus, on the basis of the results of the numerical simulations, which provided a qualitative
idea of the stress and strain fields experienced by the sample, and doing a thought exercise
on what could happen in terms of deformation, a brief summary of the expected strain field
in the samples is discussed. In order to help the reading of the experimental results, we have
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Fig. 6.10.: Simplified scheme of the expected strain field εxx and εyy a) after first applying the
stress normal to the fractures and b) with the adding effect of shearing the middle block

Fig. 6.11.: Simplified scheme of the expected shear stress on the interfaces. The left scheme
represents the shear of the interfaces if the central block has a leftward motion as
expected while the right scheme represent the shear of the interfaces in the case of more
complicated local strain in the different blocks.

represented the deformations likely to develop during the loading (under stress normal to
the interface planes and under the shear of the interface). Figure 6.9 recalls the boundary
conditions and loading steps experienced by the sample. Obviously, this is only a starting
point from which to analyze the real data provided by the experience. Figures 6.10 and
6.11 are only thought to provide a framework to analyze complex experimental results.
Regarding the strains that the loading may cause in the specimen, Figure 6.10 illustrates the
following possible features:

First under the normal load, due to Poisson’s effect, the blocks may expand, along the
x-direction. Opening of fractures under the effect of the normal load can also disturb the
strain field. In the y-direction the blocks are assumed to be globally in compression.

Second, the horizontal constant stress is applied to shear the interfaces. This loading
will probably induce a compression on the right side of the middle block, which will be
transmitted to the supports (at the left ends of the upper and lower blocks) through the
interfaces. The expected shear strain is represented in Figure 6.11. Globally if the central
block is moving to the left with respect to the upper and lower blocks, a positive average
shear strain εxy is expected in the upper block and top interface, and negative in the lower
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block and bottom interface. The middle block should undergo an average zero shear strain.
As will be shown later in the analysis of the experimental results, the reality may be more
complicated than that, especially due to local heterogeneities near the interfaces (existing
or apparent cracks, or non-uniform sliding), the distribution of sliding and shear strain on
both sides of the interface may be more complex, with even sign inversions with respect
to the expected mean value, as shown in Figure 6.11. As represented in Figure 6.11 it is
quite conceivable that, if the interfaces are not properly in place, or if a local dilation or
compaction happens in the blocks (due to opening or closing of fractures for example),
locally the relative movement of the middle block with respect to the upper and lower block
will not be leftward.

6.2 Methodology for the analysis of the experimental
results

The experimental protocol used for the creep tests and the preparation of the samples have
been presented in the previous chapter. Two different sets of experimental results: One
creep test under constant normal and shear loads at a same normal load on the one hand,
and a test under different levels of shear loads on the other hand, for which the protocol
followed allows to draw some conclusions on the viscous behavior of an interface.

The tests will be analyzed by DIC. We recall that at regular time intervals, two images are
recorded of the sample surface. Indeed, we explained in the previous chapter that by taking
two images, the size of a pixel is 4µm, and the precision of the measured displacement is
of the order of a tenth of µm. The principle of DIC was explained in the previous chapter.
As a reminder, starting from the definition of reference points, it consists in tracking the
homologous points in the successive deformed images based on the recognition of their
neighboring pixels (Figure 5.10). The tracking of points from one image to another allows
then to deduce the displacement field and then, after post-treatment, the deformation field.
Thus, it is possible, in particular, to estimate the slip developed along an interface from the
relative displacement between the correlation windows (the size of a correlation window is
58 ×58 pixels) carefully positioned on the two sides of the interface. In the previous chapter
our method to quantify the displacement jump was explained alongside with other method
existing in the literature. The perfect positioning of the correlation windows on the two
edges of the interface prevents a subset from overlapping two blocks, which would result in
a false slip value measurement. Figure 6.12 shows the calculation of the interface slip as
well as the sign of the displacement corresponding to a movement of the middle block to the
left. In the same way, the compaction of the interfaces will be calculated by measuring the
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Fig. 6.12.: The slip of the interfaces is calculated from the correlation windows placed above and
below the interfaces.

relative displacement in the vertical direction between the two lines of correlation windows
located above and below the interface.

Fig. 6.13.: a) Image of one sample with the two red frames corresponding to the two images taken
along the test b) Each image is covered by a grid of correlation windows in support of
the DIC technique c) the resolution used for our experiment is such as displacement of
the 0.1µm can be tracked.

The use of two images of the sample instead of one provides an improved spatial resolution
with a pixel size corresponding to 4 µm on the image and displacements measured at a
precision smaller than a tenth of micrometer, however, it must be admitted that it makes
the results quite overwhelming. As a matter of fact, for each tested sample the results are
divided in four measurements (Figure 6.13): the left and right images, and on each image
the top and bottom interfaces. Each image is analyzed with a grid of correlation windows
(58×58 pixels, and 60 pixels spacing between two points, which means that two pixels are
left between the subset to avoid any overlap), showed in Figure 6.13 b). The top interface
is defined by the separation between the blue phase and the green phase, and the bottom
interface is defined by the separation between the green phase and the yellow phase. The
question of a good contact between the COx blocks also arises, especially at the beginning
of the test. In fact, by good contact we mean the ideal situation in which the two sides of
the interface overlap perfectly and the forces are transmitted as uniformly as possible over
the entire interface. A bad contact between the interfaces can possibly oppose the sliding
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of the interfaces and induce local compression. By bad contact, we mean a contact that is
not homogeneous along the interface and thus would induce non-homogeneous normal and
shear stress along the studied interface. This bad contact can come from a bad positioning
of the blocks, a bad flatness of the sheared interfaces (we remind that the treatment of the
roughness of these interfaces is done by hand), or possibly because of the cracks which cross
the blocks and which can loosen a part of the interface by leverage effect. In the Figure 6.14

Fig. 6.14.: From left to right: reminder of the dimensions of the samples, boundary conditions and
different measurement points on the samples.

three schemes are drawn, from left to right, first the dimensions of the samples are recalled,
then the boundary conditions and the different measurement points are represented with the
two LVDTs on each side of the middle block, the gauges and the four different slip provided
by DIC measurement. With the DIC, we are able to measure very small displacements.
Indeed, the LVDT measured in the preliminary tests displacements of the order of ten µm,
but we are interested here in displacements which will be even smaller than that (because
we want to measure the slip of the interface without the contribution of the deformation
of the rock bulk). In our experimental setup, LVDTs measure the coupling between the
strain of the rock bulk and the slip of the interfaces, but with DIC we can separate the two
quantities. Since DIC allows the measurement of very small displacements, we hope to
be able to accurately determine the viscous slip threshold. The results are presented in the
following way, first we focus on the global behavior of the sample by looking at the average
strain fields of the three blocks of the left and right images, to finally focus the analysis
more specifically on the interfaces.

6.3 Results and discussion of the preliminary tests
performed with LVDTs only

A first series of tests was carried out with LVDTs only, i.e. without digital image correlation.
Direct shear tests have been carried out in order to determine the normal Kn and tangential Kt

stiffness of the interfaces, but also the cohesion C and friction angle ϕ . The displacements

6.3 Results and discussion of the preliminary tests performed with
LVDTs only
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measured by the LVDTs placed on the edges of the blocks also encompass the influence
of the deformation of the rock bulk. However, these first values give us a first order of
magnitude of the fracture parameters and a point of comparison with the values provided
by DIC. Those preliminary tests were performed on sample and sheared surfaces prepared
according to the protocol described in the previous chapter. The cohesion and friction

Fig. 6.15.: a) Results of multiple direct shear test conducted under different load to estimate the
interface cohesion and friction angle. b) Reminder of Mohr-Coulomb strength criteria

Fig. 6.16.: Estimation of the tangential stiffness of an interface in COx claystone with the horizontal
displacement measured with a LVDT placed on the right face of the central block. The
displacements measured by the LVDT are 1.5 cm before the beginning of the interface,
so the displacement measurement is therefore flawed by the measurement of some
deformation of the rock that can be estimated by a quick calculation represented by c).
This calculation allows to calculate the deformation of a block in simple compression.
Nevertheless, the boundary conditions assumed by the theoretical calculation are not
the same as the real boundary conditions (embedding) so our calculation overestimates
the error.

angle are measured equal to C = 0.4 MPa and φ = 27◦ as shown in Figure 6.15. A direct
shear test was performed after a 7-day creep test (under σN = 4.3 MPa and τ = 1.2 MPa )
to determine the evolution of these parameters. A first series of direct shear test was done
directly after creep test, resulting in C = 0.06 MPa and φ = 27.4◦. Another series was
conducted after having removed the gouge layer formed during the shearing of the interface
and gave: C = 0.15 MPa and φ = 27◦.
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The normal stiffness was measured by applying increasing weight to the sample while
measuring the displacement with a LVDT on top of the sample. The deformation of the rock
bulk is however included in the measurements. As such, the data need to be corrected by
subtracting for every increment in normal stress ∆σNL

E with ∆σN the load increment, L the
height of the sample and E the Young’s modulus of the COx claystone. Bandis et al., (1981)
have proposed a hyperbolic law to relate joint closure to applied normal stress (equation
6.7).

σn =
k0un

1+un/e
(6.7)

When un tends to zero the slope of the fit between the normal stress and normal displacement
measurements gives the normal stiffness k0. The slope of the fit between the measurements
of normal stress and normal displacement (when un tends to infinity), crosses the x-axis,
which gives the maximum closure of the interface e. As there are two interfaces in the
sample, we find Kn = 7600 MPa/m. The tangential stiffness was calculated as the average
stiffness under different shear load as shown in Figure 6.16. The fits are made on each
slope as the shear stress increases with the tangent displacement (see Figure 6.16a)). Indeed,
this measurement also contains the displacement in the x-direction of the rock bulk. The
displacement increment due to the 1.5 cm protruding from the middle block is calculated
assuming that its behavior can be assimilated to that of a 1.5 cm high block in simple
compression. In reality, this calculation overestimates the error because the condition
of support at the base of the block in a simple compression test is a simple support (the
displacement in the direction of the applied load is inhibited), but here the base of the
block is embedded in the continuation of the middle block (Figure 6.16). For a normal
stress maximum equal to 20 MPa the induced error in displacement ∆L = σL

E = 20×0.015
5000 is

of 6×10−5 m for a measured displacement of 10−2 m. Thus, the error is assumed to be
negligible. The tangential stiffness is estimated at 21 200 MPa/m.

6.4 Multilevel creep test

The choice was made to perform a multi-level stress test in order to obtain information on
the dependence of the creep behavior on the shear stress level. By going through different
stress levels, the test can also assess the existence of a creep threshold.

6.4.1 Description of the different creep stages

The multilevel test was performed under a 40 kg load on the interfaces, which is equivalent
to a normal stress of 7.6 MPa through the lever arm system. The sample is subjected to
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constant shear stress in several steps over time, each step, corresponding to a certain level
of shear stress, was held for at least three days, after which the piston was set to the next
step. The creep test is preceded by a direct shear test in order to determine the value of the
peak shear stress of the sheared surfaces (which is equal to 21 kN of force applied by the
piston which corresponds to 4.6 MPa shear stress), subsequently, the following shear steps
were applied to the sample: 20% of peak stress, 40% of peak stress, 60% of peak stress
and 80% of peak stress, then again 60% of peak stress and 40% of peak stress. During
the phases of decreasing shear stress, the creep of the interface is preceded by a stress
relief. The measurements of the LVDTs located on both sides of the sheared block, and the
stress path followed during the experiment are presented in Figure 6.17. Each stress level
will be analyzed separately from the other. This approach is chosen only to facilitate the
DIC analysis, without forgetting that the steps preceding the analyzed step have a certain
influence on the displacement and the deformations then measured. Figure 6.17 shows the

Fig. 6.17.: Graphs of the displacements measured by the LVDTs on each sides of the sheared block
and stress path. The analyze of the test is principally focused on the steps during which
the interfaces have the most stable behavior (40%, 60% and 80%).

macroscopic displacement measurements obtain with the left and right LVDTs. Note that
the left LVDT measures very small displacements compared to the right LVDT, suggesting
that the interfaces have slipped only slightly but the rock bulk has deformed significantly.
DIC only measures the differences in displacement between two images, so the choice of
the reference image conditions the measured physical phenomena. For the analysis of the
results, the slip and strains measured by DIC are plotted under two different assumptions.
(1) In one case, the beginning of the loading phase is taken as reference, i.e. the shearing of
the blocks until the prescribed force is reached is included in the measurement. In the other
case, the measurement start once the prescribed force is reached. (2) The second hypothesis
comes to analyze the fracture behavior under creep hypothesis (under constant loading).
It is under the second assumption that we have calibrated the parameters of the viscous
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law. Practically the images are taken every 10 minutes so to measure the total slip, which
means including the loading phase, the image that was taken the closest to the change of
loading (before or after) was set as reference. The idea is to measure all the loading phase,
which only lasts about 20 minutes for the first stress level and only about 10 minutes for
the following stress level, by moving the actuator at 0.01mm per minute. In the other case,
where the focus is chosen on the viscous displacement, the image set as reference is the first
image taken after reaching the prescribed stress level for. The important thing in this case is
to take an image recorded after the prescribed force has been reached, as a reference image.
The two hypotheses are illustrated in the Figure 6.18 as well as the times corresponding

Fig. 6.18.: Definition of the two different hypothesis considered to analyze the slip of the fractures.

to the recording of the images. The time schedules show that the first loading step last 20
minutes while the three other stress step were reached in 10 minutes. Bear in mind that
there is a 5-minute delay between the data collected on the left side of the sample and the
data collected on the right side of the sample.

The sample is analyzed at different scales. LVDTs give macroscopic measurements at
the whole sample scale, while DIC gives microscopic information at the interface scale.
As a matter of fact, while the LVDTs on each side of the sheared block gives an idea of
the average strain of the block coupled with the slip of the interfaces, DIC provides both
global strain field on the whole sample, and more local information such as the slip of the
interfaces. In other words, LVDTs give a mixed measurement of bulk strains and fracture
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slip, while DIC enables to separate the two physical quantities. Image are taken every 10
minutes in each side of the sample. This comes to make about 1000 images from each
stress level, and each image is worth 150 Mb. Each image is analyzed by 33600 correlation
windows and we remind that each analysis must be done twice, once with the left images
and once with the right images. Analyzing so many images would take too much time,
especially since the analysis is partly done manually. When the displacements are too large,
the software is not always able to place the correlation windows and it is necessary to place
the correlation window manually. The high resolution camera allows access to an incredible
amount of information, but the computer management of such images quickly becomes a
real challenge. Nevertheless, the Navier laboratory teams are used to working with heavy
data, as they work with a tomograph. In order to enable the treatment of the images, the
number of actually treated image needs to be reduced. Hence, for each stress step, the
images are picked so that each image corresponds to an equal increase in the displacement
measured by the right LVDT. We use the right LVDT because it is the one that measures
the largest displacement. With such a procedure, we end up with about 100 images that
describe best both the loading stage and the creep phase. The results of the multistage test
are presented in the following section. Different curves and strain maps are highlighted in
this section to support our arguments, but to avoid making the section too heavy all the data
are not systematically shown for each stress level. The DIC produces local displacement
measurements. Indeed, we have seen in the previous chapter that sub-pixel measurements
can measure displacements smaller than the tenth of a micrometer. However, what we are
interested in here is the behavior of the whole interface, so we can return to a more global
information by aggregating the correlation windows and thus analyze the average slip along
the interface. The Figures 6.19, 6.20, 6.21 and 6.22 show the macroscopic displacements

Fig. 6.19.: Left and right displacement measured with the LVDTs at each end of the sheared block
under 20% of peak stress a) with the shearing phase before reaching a constant shear
stress b) displacement from the point where constant shear stress is reached.

measured on both sides of the middle block by the two LVDTs for all loading levels. The
difference in the measurements of the two LVDTs suggests a significant amount of rock
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Fig. 6.20.: Left and right displacement measured with the LVDTs at each end of the sheared block
under 40% of peak stress a) with the shearing phase before reaching a constant shear
stress b) displacement from the point where constant shear stress is reached.

Fig. 6.21.: Left and right displacement measured with the LVDTs at each end of the sheared block
under 60% of peak stress a) with the shearing phase before reaching a constant shear
stress b) displacement from the point where constant shear stress is reached.

Fig. 6.22.: Left and right displacement measured with the LVDTs at each end of the sheared block
under 80% of peak stress a) with the shearing phase before reaching a constant shear
stress b) displacement from the point where constant shear stress is reached.
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bulk creep in the experiment, and little or no slip along the interface during loading. It is
again the rock bulk that undergoes the deformation, but we see that this is less true at higher
stress level: the displacement measured by the left LVDT increases with the increase in
shear stress. Strain gauges were placed on one side of the central block to measure the

Fig. 6.23.: a) Plot of the total axial strain εxx measured by three gauges, for the duration of the
experience. Negative values show a compression. b) Location of the gauges on the
central block.

horizontal deformation. The exact position of the gauges is shown in Figure 6.23. Overall,
the gauges show that the central block is in compression during the test, as shown in Figure
6.23. This compression is not uniform, the gauges measure a gradient of the deformation
εxx, with a more important compression at the top of the block and on the side where the
force is applied. The measurements of the gauges can be compared to the average strain
measured by the LVDTs by the end of each loading steps. The average strain of the block is
given by:

εxx =
∆u
L

=
LVDTright−LVDTleft

L
(6.8)

The average strain at the end of each stage is calculated from the displacements measured by
the LVDTs (Equation 6.8). It is found that ε20%

xx = 0.0043, ε40%
xx = 0.0013, ε60%

xx = 0.0011
and ε80%

xx = 0.0012 which is consistent with the measurements provided by the gauges.

20% of peak stress stage

The first loading stage is the most difficult to analyze, since we suspect that the interfaces
were not perfectly in contact yet. It is this stage that is most susceptible to manual placement
errors. Moreover, the overall response of the rock bulk and the interfaces is disturbed by
the opening of fractures under the vertical loading of the sample followed by the closing of
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those same fractures by the displacement of the actuator. Thus, probably many mechanisms
are at work which may mask the viscosity that is assumed to be very low at these load levels,
making it difficult to draw any conclusions regarding the general behavior of the interface.

Fig. 6.24.: a) Plot of the compaction along the top interface on the right side of the sample b) Total
deformation εxx plotted at the end of the first stress level of 20% of peak stress, showing
the closure of a fracture in the sample

Fig. 6.25.: Profile of the total slip in the top interface during the first stress level of 20% of peak
stress.

In Figure 6.24, the image of the right side of the sample shows that the global behavior of
the sample is disturbed by the closure of a fracture (in green) that crosses the whole surface
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Fig. 6.26.: Displacement during the 20% of peak stress stage measured by left LVDT.

of the sample, note that this fracture is only on the surface and does not completely cross the
blocks. Besides the compaction of the top interface also plotted in the Figure 6.24 shows
a local decompression framed in red (the black lines in the profile of compression). This
is evidence that the normal load is not correctly transmitted to part of the upper interface
located on the right of the top interface. Moreover, the total slip profile along the top
interface in Figure 6.25 shows a negative slip along the part of the interface that is located at
the left of the vertical fracture. This can be due to the fact that the horizontal force would not
be completely transmitted to the part of the middle block located after the vertical fracture,
certainly absorbed by the closing of this fracture. The acceleration of the interface slip at the
fracture is explained by a relative leftward displacement of the middle block with respect
to the upper block due to the closure of the fracture in the middle block. The fact that the
top interface appears to slip in the wrong direction (negative slip indicates that the relative
motion of the middle block compared to the top block is to the right) is confirmed by the
total shear strain at the end of the loading step being negative in Figure 6.25. This can be
explained by a slight unloading of the interface causing the interface to relax or by a more
complex mechanism in the sample resulting in a relative displacement of the middle block
compared to the top block toward the right. Note that Figure 6.26 shows that left LVDT also
measures a displacement of the central block that goes to the right and not to the left, which
indicates that it is not only a problem of bad contact of the interface, but it is in fact at the
scale of the whole middle block that a movement towards the right is observed, while we
recall that the actuator prescribes a movement towards the left. The Poisson effect (related
to the creep) could explain the relative movement of the middle block compared to the top
block towards the right. However, the block is globally in compression and not in expansion.

Figure 6.27 shows that the strain field, especially around the top interface, is much more
complex than expected. The viscous strain field εyy is rather homogeneous in the center of
the middle block, but discontinuous at the vicinity of the interfaces. As an explanation for
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Fig. 6.27.: a) Map of the viscous εyy strain field at the end of the 20% of peak stress stage. b) Map
of the viscous εxy strain field at the end of the 20% of peak stress stage. It is the viscous
strain field as the reference image is the image taken as the force has been reached.
Points of continuity of viscous deformation εyy are circled in black which seem to be
related to cross patterns of viscous deformation εxy framed in black.

these discontinuities on the bottom interface, one can mention a phenomenon of dilation
caused by the sliding on this interface. It is possible that the contact between the lower COx
block and the frame prevents the deformation of this lower block, however, deformation that
becomes possible again at the passage of the bottom interface: Hence the discontinuity. What
happens around the top interface is again more difficult to interpret. Points of continuity of
viscous deformation εyy are circled in black in the Figure 6.27 a) which seem to be related
to cross patterns of viscous deformation εxy framed in black in the Figure 6.27 b). The
deformation continuity can be seen as slip-free contact points with shear stress concentration
(proportional to εxy). In view of these uncertainties, it has been decided, for the rest of the
analysis, to leave aside the data brought by this loading stage considering that we are not
able to separate in the measurements the different mechanisms that took place.

6.4.2 Analysis of stress level 40%, 60% and 80% of the peak stress

Before going further into the details of each of the three loading levels, Figure 6.28 shows
that globally the viscous behavior of the interfaces tends to become more homogeneous,
during the test. Which means that the left and right part of the top and bottom interfaces
almost equal viscous slip. Finally, the four part of the interfaces have an almost uniform
response of the interfaces for the 80% stress level. It is rather the proof of the good progress
of the test. Note also that the order of magnitude of viscous slip remains the same under the
different loads. The viscous slip is much smaller than the displacement measured by the
LVDTs, about 1 µm measured by DIC by the end of the stress step, while the displacement
measured by the right LVDT is about 50 µm. The difference between the LVDTs and DIC
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Fig. 6.28.: Average viscous slip measured in the top and bottom interfaces from left and right
images in the three stress level a) 40% of the peak stress b) 60% of the peak stress c)
80% of the peak stress.

Fig. 6.29.: Calculation of the bulk slip at the vicinity of both interfaces. The slip of the interface
is compared to the slip that would be measured between any two lines of correlations
windows in the rock bulk. Indeed, the relative displacement of the blocks between two
correlation window lines corresponds to a slip which is related to the elastic deformation
of the blocks. The larger the correlation windows, the more important this apparent
strain-induced slip is. Thus, the slip measured at the interfaces corresponds to the sum
of this apparent strain-induced slip and the real slip along the interface. The calculus is
done with the two lines of correlation windows, above and below the interfaces.
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measurements is not at all surprising. Indeed, one expects to measure a larger displacement
with LVDTs than with DIC because LVDTs actually measure the addition of the slip on
interfaces and the deformation of the rock bulk, whereas with DIC one isolates the former.
Furthermore, based on the numerical models presented at the beginning of the chapter, we
infer from the difference in measurements between the right and left LVDTs that the creep
of the rock bulk is not negligible compared to the viscous slip along the interfaces.

Fig. 6.30.: Apparent strain-induced slip calculated on the rows of correlation windows located
above and below the two interfaces in the left image. a) For the 40% stress level, b) for
the 60% stress level, c) for the 80% stress level

However, we measure very small viscous slip. Thus, one could start by wondering if the
measured slip is not an apparent strain-induced slip coming from the deformation of the rock
bulk. Indeed, the relative displacement of the blocks between two correlation window lines
corresponds to a slip which is related to the elastic deformation of the blocks. The larger
the correlation windows, the more important this apparent strain-induced slip is. Thus,
the slip measured at the interfaces corresponds to the sum of this apparent strain-induced
slip and the real slip along the interface. However, it is possible to estimate this apparent
strain-induced slip. This displacement has therefore been calculated according to the scheme
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Fig. 6.31.: Apparent strain-induced slip calculated on the rows of correlation windows located
above and below the two interfaces in the right image. a) For the 40% stress level, b)
for the 60% stress level, c) for the 80% stress level

presented in Figure 6.29. The results are plotted in Figure 6.30 for the left images and in
Figure 6.31 for the right images. This apparent strain-induced slip has the shape of noise,
and is indeed smaller than the viscous slip.

40% of peak stress stage

Figure 6.28a) shows that the left side of the top interface behaves differently than the right
side of the top interface, which itself behaves similarly to the left and right sides of the
bottom interface. We try to see if the overall behavior of the specimen can provide an
explanation for this difference in viscous slip on the upper interface. Figure 6.32 shows that
the average total strain, is rather constant over time. At least, this shows that the viscous
behavior of the rock bulk has stabilized. Moreover, the total strain εxy plotted in Figure
6.32c) is rather symmetrical between the upper and lower blocks of the two images. There
is just an oddly large shear strain on the right side of the middle block. However, the viscous
strain εxy presented in Figure 6.33 shows that the top interface and more particularly its
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Fig. 6.32.: Average total strain field in the three blocks of left and right images for the 40% stress
level a) εxx b)εyy and c) εxy

Fig. 6.33.: a) Average value of the creep strain εxy in each block at the end of the 40% of peak
stress step, b) map of the creep strain εxy obtained with DIC.

left part does not have a homogeneous strain at all, indicating perhaps that it is not yet
completely set in place. As a matter of fact, if the shear strain would have been homogeneous
along the interface, the top interface framed in black in Figure 6.33 would have been a red
line.
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60% of peak stress stage

Fig. 6.34.: Plot of the slip profil along the top interface under 60% of peak stress. a) Total slip, b)
Viscous slip

Regarding the next stage, loaded at 60 percent of the τ peak, the top interface of the sample
seems to have a more stabilized behavior than in the previous stress level. By more stabilized
we mean that it is less affected by the closure of other fractures and thus the interface has
a more homogeneous behavior. As a matter of fact, by comparing the profile of the total
slip and the viscous slip in the top interface (which are respectively presented in Figure
6.34a) and Figure 6.34b)), it can be noticed that the two fractures framed in black in Figure
6.25 that were disturbing the slip of the top interface, seem to have a weaker and weaker
effect during the different stages of loading. Comparison of the two slip profiles in Figure
?? shows that it is mainly the loading phase, which corresponds to the total slip, that is
disturbed by the closure of the fractures mentioned above. Note that the black lines in the
profile of the viscous slip, with negative values, have to be ignored as they correspond to the
slip during the loading phase, hence before the reference image. We recall that when we are
interested in the viscous behavior, we choose as reference image the first image for which
the prescribed force has been reached. This means that some images were actually taken
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before the reference image, therefore have been taken before the arbitrarily defined zero
time used in the analysis of the results.

80% of peak stress stage

In this last phase of stress increment, the interfaces have reached a satisfying homogeneous
behavior along their length as shown by Figure 6.28, which emphasizes the importance of
starting the tests with a phase of setting the interfaces and closing the fractures. One may
wonder if the uniformity of the response under 80 percent peak stress shows that far from
the static friction threshold, the shear behavior is more dominated by heterogeneities than
by the kinematics imposed by the loading, because indeed the behavior under 20 percent
peak stress was much less uniform. The question would then be, if the stress were reduced
to 20 percent, would the response of the interfaces become less uniform again? Also it can
be noticed that the amount of slip does not vary much with the applied stress. In fact, for
the three loading levels a viscous slip of about 1 µm is measured. Note that between each
stage a constant increment of 20% of the peak stress has been applied. Finally, a sudden
increase in the creep rate is noticed in Figures 6.22. This led us to look at the evolution of
the relative humidity and temperature in the room during the test.

Influences of relative humidity on the viscous slip

Figure 6.35 shows an acceleration in viscous slip at the end of the step of 80% of peak
stress, which seems to be directly correlated to a decrease in the relative humidity in the
experimental room. We recall that the tests are performed in a closed room, maintained
at a constant temperature (17◦C) and relative humidity (70%). This acceleration is caught
not only at the scale of the sample with displacement measured by the LVDTs in Figure
6.35c) but also in the viscous slip measured by DIC, as shown in Figure 6.35d). A closer
look at the LVDTs measurements of the three loading stages shows that changes in viscous
slip velocity can be directly related to changes in relative humidity. It seems that a decrease
in relative humidity induces an acceleration of the displacement, whereas an increase in
relative humidity decrease the displacement rate. Figure 6.35 shows that the effect of relative
humidity can actually be noticed on all the stress level, always consistent with what has been
deduced on the 80% peak stress level: a decrease in relative humidity induces an acceleration
of the displacement, whereas an increase in relative humidity decreases the displacement
rate. Several explanations can be proposed to link the variation in relative humidity content
ant the variation in viscous slip velocity. Indeed, an increase in relative humidity content
may cause a dilation of the material and thus an increase in internal stresses. Increasing
the normal stress on the interface would decrease the viscous slip rate. Alternatively, the

6.4 Multilevel creep test 151



Fig. 6.35.: Plot of the displacement measured by the LVDTs along with the percent of relative
humidity in the experimental room. The decrease and increase in relative humidity have
a direct influence on the measured displacement. a) stress level 40% b) stress level 60%
c) stress level 80% d) viscous slip during the stress level 80% measured with DIC.

increase in relative humidity content may induce an increase in the apparent cohesion of the
interface and thus prevent slip. Otherwise, one could argue that the temperature could be the
cause of the increase in viscous slip rate, as well as on the relative humidity level. Indeed,
one could imagine that changes in temperature would induce rapid responses, while relative
humidity would need more time to induce an effect on the rock. Therefore, the temperature
evolution presented in Figure 6.36 during the test has been checked. However, the variation
in temperature seems not to be relevant, which would confirm that the relative humidity
level has a great influence on our experimental results. From this, it can be concluded that it
is very important to ensure that the humidity level does not vary during the experiment in
order to characterize the creep of an interface in the COx claystone.
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Fig. 6.36.: Evolution of the temperature in the experimental room under a) 40%, b) 60% and c)
80% peak stress

6.5 Analysis and discussion of the results

It has been shown previously that the results of the first loading step of the multilevel
test are more complex than the subsequent steps, and therefore it is quite difficult to draw
conclusions from it about the viscous slip of an interface. For this reason, it has been decided
to focus the study of interface creep on the 40, 60 and 80 percent loading stages.

6.5.1 Identification of the elastic parameters: normal and tangential
stiffness of the fracture

Tangential stiffness

The elastic parameters of the interfaces can be determined from the loading phases measured
under the hypotheses consisting in taking the beginning of the shearing phase as reference.
However, it should be remembered that this loading phase, regarding the tangential behavior,
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only contains a small number of measurement points, as it only lasts about ten minutes
between steps. The displacement related to the increase in shear stress provides the

Fig. 6.37.: Calibration of the tangential stiffness of the top interface Kt . Data from the images of a)
the left and b) right side of the sample.

Fig. 6.38.: Calibration of the tangential stiffness of the bottom interface Kt . Data from the images
of a) the left and b) right side of the sample.

tangential stiffness of the interface. The fact that the values are slightly different between
the top and bottom interfaces is not surprising as the surfaces of both interfaces might be
a little bit different, as the polishing of the sheared faces is not perfectly repeatable. The
actual stress state in the interface may also differ from one interface to another. Also, the
closure of the fractures at the vicinity of the interfaces (fractures that are not symmetrically
distributed between the two interfaces) necessarily have an influence on the average slip
used to determine the parameter Kt . The top interface has a Kt between 0.8×106 MPa/m
and 0.6×106 MPa/m. The fact that Kright

t < Kleft
t is consistent with the fact that an important

fracture perturbed the slip of the right side of the top interface. The bottom interface has a
higher Kt between 1×106 MPa/m and 2×106 MPa/m. The parameters measured with DIC
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are significantly larger than those measured with the LVDTs. This is consistent with the fact
that DIC measure more accurate displacements, hence smaller displacement, as the LVDTs
which measure a coupled slip of the fracture and strain of the rock bulk.

Normal stiffness

Fig. 6.39.: Calibration of the normal stiffness Kn of both interfaces. Data from the images of a) the
left and b) right side of the sample.

Figure 6.39 shows the calibration of the normal stiffness of the interfaces. The images
used to determine the normal stiffness of the interfaces were made after the multilevel test
while the weights applying the normal load are gradually removed. The advantage of doing
this measurement at the end of the test is that the interfaces have the most stable behavior
(with the least amount of artifacts related to the surface preparation). The disadvantage is
that in studying the normal loading phase that way, it does not account for the response of
the sample to the first loading and the possible loading defects. The results are consistent
between the left and right images, and the top interface has a smaller normal stiffness than
the bottom interface: Kleft

n = 0.88× 106 MPa/m and Kright
n = 0.85× 106 MPa/m for the

top interface and Kleft
n = 1.53×106 MPa/m and Kright

n = 1.51×106 MPa/m for the bottom
interface. Again, the results provided by the DIC are larger than those estimated based on
the measurements provided by the LVDTs.

6.5 Analysis and discussion of the results 155



6.5.2 Calibration of the viscous model

For the sake of simplicity, we have chosen to study and calibrate the viscous slip of interfaces
using Lemaitre’s power law. The proper method to calibrate the parameters of the model
used in the numerical simulations chapters 3 and 4, with a multilevel creep test, is described
in appendix A.7. However, the actual application of this method raises other practical
problems and requires making certain assumptions, which is why we have used a simplified
method here. The following equation has been assumed to describe the viscous slip of the
interface and thus the parameter A and α have been calibrated on the data of the 40%, 60%
and 80% levels considering the top and bottom interfaces (with no separation of the right
and left data).

u̇v(t) = A(t− t f )
α−1; A = aτ

n (6.9)

Assuming that the shear stress is constant, one can write A = aτn. The idea is to calibrate
the parameters of the viscous law, assuming that some viscous and elastic deformations
have already happened during the previous steps. Let us assume that t f is the time when
the appointed force is reach. Thus, for t > t f the stress is constant, and the total measured
displacement can be expressed by:

utot(t) = A(t− t f )
α +utot(t f ) (6.10)

with utot(t f ) the viscous and elastic displacement from the previous step. Which then gives
the following expression of the displacement measured by DIC which is the equation that
we used to calibrate the parameters A and α .

∆uDIC = utot(t)−utot(t0) = A(t− t f )
α −A(t0− t f )

α (6.11)

t0 corresponds to the time when the reference image is taken. In this context t0 is considered
as the time for which the viscous slip, in the considered stress level, is starting. At t0, the
stress is constant: t0 > t f . Different calibrations have been tested. On the concatenated
data from left and right images or on the data of the left images on the one hand, and on
the data from the right images on the other hand. It has also been tested to fit directly
equation 6.11 or after application of the log to the equation. As a matter of fact, this allows
to choose whether to give more importance to the short-term values (with log) or to the
long-term values (without log). It is reminded that the data obtained by DIC are not all
used in the analysis, since about 1000 images of 150 Mb each were too long to deal with.
Thus, a selection of the image was made to only keep the images corresponding to an equal
increase in displacement. This has for a consequence that more data are treated at the
beginning of the step than in the long-term, because the displacement increase faster at the
beginning of the step than at the end. An example of the different calibration tested done
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on the data of 80% τ peak stage is provided in Figure 6.40. The parameters obtain for the

Fig. 6.40.: Calibration of the parameters of the viscous slip of the interface.

calibration with log on the concatenated values of the left and right images of the bottom
image were used to calibrate the power of the dependency in shear stress of the viscous
slip. The data obtained for the three different level of shear stress are plotted (ln(A) in
function of ln(τ)) in Figure 6.41 and a value of almost one is found. The final values of
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Fig. 6.41.: Calibration of the parameter n, describing the stress dependency, of the viscous slip of
the interface.

Fig. 6.42.: Calibration of the parameters of the viscous slip of the left side of both interfaces under
a) 40% of peak stress b) 60% of peak stress c) 80% of peak stress.

the parameters are a = 0.09×10−6 m MPa−1h−0.3, α = 0.3 and n = 1. In Figures 6.42 and
6.43 the comparison between the experimental data and the model is presented. The model
reproduces quite well the viscous slip under 60% and 80% of the peak stress. As for the
behavior at 40% the model largely underestimates the viscous slip. Further tests are needed
to explore the relationship between the load and the viscous response of the interface.
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Fig. 6.43.: Calibration of the parameters of the viscous slip of the right side of both interfaces
under a) 40% of peak stress b) 60% of peak stress c) 80% of peak stress.

6.6 Single level creep test

A two-week test was conducted under a single loading level. This test was actually performed
before the multistage test, so the experimental protocol is similar to the protocol used for the
multistage test. However, as this test was then analyzed with the same protocol of analysis
as the previous test, in particular with regard to the hypotheses on the reference images, it
has been chosen to present it in a second time. The conditions under which this test was
conducted were as follows: the normal stress applied to the interface planes was of 8 MPa.
The central block is pushed with a prescribed force equal to 22 kN corresponding to an
interface shear of 4.8 MPa, for 14 days. The loading phase of the interfaces lasted about
2 hours, which allowed fourteen images to be recorded of each side of the sample. The
measurements of the LVDTs are presented in Figure 6.44. Again, different displacements
on both sides of the middle block is evidence that the rock bulk viscous flow is relatively
important compared to the viscous flow in the interfaces. The εxx horizontal strain measured
with gauges in four different points of the middle block are presented in Figure 6.45. The
order of magnitude of the measurements of the LVDTs and gauges are consistent with the
same measurements during the first loading of the multilevel test.
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Fig. 6.44.: a) Measurement of the displacement at the right and left ends of the middle block with
the LVDT, b) relative humidity variation during the single-level test.

Fig. 6.45.: a) Plot of the total εxx strain measured by three gauges, for the duration of the experience.
b) Location of the gauges on the central block.

6.6.1 Loading phase

First the loading phase is analyzed to get a better overall understanding of the experiments.
During this phase 14 images were taken. The actuator was moving at 0.01 mm/min to
reach a force of 22 kN (which corresponds to an average shear stress in the interfaces
of 4.8 MPa). The reference image is the first image taken while the normal stress has
already been applied but no shear is applied to the sample yet. In Figures 6.46, 6.47 and
6.48 the three components of the strain field are plotted at the end of the loading phase.
The local discontinuities are highlighted on the images presented in the above-mentioned
Figures. Under each image, the average total strains in the three blocks (for the left and
respectively the right image) are plotted during the shearing of the interfaces. The average
strains correspond to the strain induced in the sample, after the application of the normal
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Fig. 6.46.: a) Map of the of the εxx strain tensor at the end of the shear loading phase. Plot of the
average εxx strain of the top block, the middle block and the bottom block. Results for
b) the left images and c) the right images.

load. Figure 6.46 represents the εxx total strain. The right extremity of the middle block is in
compression while the left extremity is slightly dilating, certainly under the Poisson’s effect
due to the creep induced by the normal load. On average, the blocks are in compression,
a compression that concentrated on the closure of the fractures which cross the blocks in
pink in the image Figure 6.46. Figure 6.47 shows that the sample is globally in vertical
compression state. Note that, the left end of the sample has locally unloaded at the end
of the loading phase. This unloading is shown in the white frame in the Figure 6.47: left
extremities of both interfaces are red (when all the rest of the interfaces are in pink, which
corresponds to compression) and the rock bulk is slightly yellow, corresponding to positive
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Fig. 6.47.: a) Map of the of the εyy strain tensor at the end of the shear loading phase. Plot of the
average εyy strain of the top block, the middle block and the bottom block. Results for
b) the left images and c) the right images.

values of εyy (dilation). The unloading is also evidence in the εyy component of the average
strain measured in the left image (framed in black in Figure 6.47). As a matter of fact, the
numerical simulations at the beginning of the chapter showed in Figure 6.3 that a gradient in
vertical strain would exist due to unsymmetrical boundary conditions. The vertical load is
applied in a point, then transmitted to the sample through a metal block that is not restrained
other than by the point of application of the force and its own weight, thus it is possible that
rotations appear on the top of the sample to balance the applied forces. Figure 6.48 shows a
rather good symmetrical distribution of total shear strains, positive for the upper block and
upper interface, and negative for the lower block and lower interface. In Figure 6.49 the
compaction profile along the two interfaces is plotted over the duration of the experiment,
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Fig. 6.48.: a) Map of the εxy strain tensor at the end of the shear loading phase. Plot of the average
εxy strain of the top block, the middle block and the bottom block. Results for b) the
left images and c) the right images.

beyond the loading phase. The discontinuities are due to the presence of fractures in the
sample. Most of them have a very small influence on the global behavior of the interfaces,
except the fracture on the left part of the upper interface, which induces a less good contact
of the upper interface compared to the bottom interface. There is a slight asymmetry between
the right and left sides of the sample, the right side is more compressed than the left side,
which is consistent with the numerical simulations and the other observations. In the same
way as for the compaction, the slip profile of the interfaces is presented in Figure 6.50.
A larger slip is measured by DIC on the right of the interface, which is shown in Figure
6.50. This can be related to a larger stress at the same location in the numerical simulation
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Fig. 6.49.: a) Evolution of the average total compaction of the interfaces in time. Compaction
profile along the b) top and c) bottom interfaces.

Fig. 6.50.: a) Evolution of the average total slip of the interfaces in time. Slip profile along the b)
top and c) bottom interfaces.

shown in Figure 6.6. The slip profiles show also clearly discontinuities that can be related to
fractures in the sample. The top interface seems to be much more disturbed than the lower
one. However, this is mainly a scale effect due to the fact that the slip on the top interface is
much smaller than on the bottom interface. The disturbances are of the order of 5 pixels on
both slip profiles.
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Remember that the slip profiles are measured as discontinuity jump on either side of the
interface. Thus, for the top interface, a positive slip means that the displacement of the
middle block near the interface is more to the left than the movement of the top block. So
if we take a closer look at the behavior of the top interface, a first acceleration of the slip
is probably due to the closing of a fracture in the middle block framed in black in Figure
6.46. The closing of the fracture locally accelerate the leftward movement of the middle
block compared to the movement of the top block. The deceleration of the slip is therefore
certainly due to a better contact of the interface faces and thus to a decrease of the relative
motion between the two blocks. Finally, the last acceleration of the slip might be due to the
fracture at the left end of the upper block which detaches the left end of the block from the
rest of the sample, which result in this part of the top block being less subject to the stresses
imposed on the sample, hence the middle block again moves more to the left than the top
block.

6.6.2 Creep phase

In this subsection, the reference image is the last image taken after the completion of the
loading phase, i.e. when the prescribed force was reached. Figure 6.51 shows an almost

Fig. 6.51.: a) Average value of the shear creep strain εxy in each block taken at the end of the
experiment, b) map of the shear viscous strain field obtained with DIC.

uniform shear strain field in the sample, consistent with what was observed in the numerical
simulations. The top and bottom blocks have a symmetrical behavior, positive on the top
and negative on the bottom. The middle block should have an average zero shear strain,
which is not completely true probably because of some local heterogeneities. We place
ourselves under creep conditions to analyze in more detail the viscous slip of the interfaces.
The observations made in the previous section invite us to pay particular attention to the
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bottom interface which seems to have a more homogeneous behavior than the top interface.
Figure 6.52 shows the viscous slip measured during the test. The bottom interface has a

Fig. 6.52.: a) Average creep slip of both left and right sides of top and bottom interfaces. Slip
profiles b) of top interface and c) bottom interface.

larger slip than the top interface, which is probably due to the fact that the bottom interface
seems to have a more homogeneous stress state than the top interface. In addition, it is
possible that the boundary condition on the top edge of the sample allows more movement
than might be desired. Thus this could enable some joined movement of the top block and
the middle block, resulting in less slip on the top interface than on the bottom interface. The
slip profiles show that the viscous slip (in Figure 6.52) of the interfaces are less disturbed by
the fractures in the sample than the total slip which includes the loading phase (in Figure
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6.50). Note that the black lines in the profile, with negative values, have to be ignored as
they correspond to the slip during the loading phase, hence before the reference image.
Again, the apparent strain-induced slip between the correlation windows above and below

Fig. 6.53.: Apparent strain-induced slip between the correlation windows above and below the
interfaces. a) in the left image, b) in the right image.

the interfaces is measured to verify that it remains small compared to the calculated viscous
slip.

It is not quite clear why in this experiment the measured viscous slip was so much bigger
than in the multilevel test. Though, one can mention some hypotheses that could help
explaining the difference between the two slips measured in the two different tests. Indeed,
the difference in the behavior of the interfaces can come from the preparation of the sheared
surfaces, as our interface preparation protocol was not very repeatable (a large standard
deviation from the mean roughness is measured). Also, the COx claystone is very sensitive
to changes in relative humidity, and the relative humidity evolution was not the same during
the two different tests. As a matter of fact, the change of viscous slip rate apparently
correlated to relative humidity happened for variation of about 25% of relative humidity
(during the multilevel test shown in Figure 6.35), while the relative humidity during the
single-level test was stable between 72% and 65% (see Figure 6.44).

However, the difference between the two measured viscous slip mentioned here is two orders
of magnitude, so another rational explanation would be the existence of at least two slip
mechanisms involved in the viscous slip of an interface in COx claystone. This would imply
that during the multilevel test, even if there was indeed sliding, the load remained under
the threshold of the sliding mechanism demonstrated in the single-level test. It is clear that
the parameters calibrated on the multilevel experiment will not be adapted to the behavior
measured during this experiment, so a new calibration must be proposed. The curves in
Figure 6.54 show two distinct slopes, one at times smaller than 54 hours and another beyond
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Fig. 6.54.: Plot of the log-log viscous slip of the bottom fracture a) left side of the bottom interface
b) right side of the bottom interface.

that time. This suggests that the mechanism involved in this viscous slip may not be modeled
by a power law. Figure 6.55 shows the difference between the classical measure provided

Fig. 6.55.: Comparison between the displacement measured by DIC and the macroscopic displace-
ment measured by the LVDTs.

by LVDTs and the viscous slip measured with DIC. Again the displacements measured
with the LVDTs are bigger than the viscous slip along the interfaces measured with DIC.
Moreover, the viscous slip on the bottom interface is significantly bigger than the viscous
slip on the top interface. It is believed that this is due to the boundary conditions on the
upper edge of the sample which allowed a more or less grouped displacement of the upper
block and the central block on the bottom interface.
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Fig. 6.56.: a) Viscous deformation εyy in the first stage of the multilevel test and b) viscous
deformation εyy in the single level creep test.

Fig. 6.57.: a) Viscous deformation εyy in the 40% of peak stress stage of the multilevel test and b)
viscous deformation εyy in the 80% of peak stress stage of the multilevel test.

6.7 Comparison of the experimental results

In both tests the displacements measured with LVDTs on the right side of the sample is much
larger than the displacement measured on the left side. According to numerical simulations,
this proves that rock bulk creep has a major contribution in the coupled viscous deformation
of the fractured COx claystone.

6.7 Comparison of the experimental results 169



Also, in both tests the behavior of the bottom interface is much homogeneous than the top
interface. In the multilevel test, however, the behavior of the two interfaces seems to become
more and more homogeneous during the different stress stages, as the average viscous slips
measured in the top - bottom - left and right become almost equal. In the single stress
level test, it seems that because the contact above the top interface is freer than the contact
between the bottom of the specimen and the frame (the top block is only hold by the point
of application of the normal load and the weight of the steel block), the boundary conditions
are highly asymmetrical between the top and bottom interfaces. It appears that the bottom
interface slips over about 100 µm, while the top interface slips less (over only about 10
µm), which let us believe that the two upper blocks had a joint movement and that they
have more or less slipped, together as one block, on the bottom interface.

Overall, the horizontal strains measured by the gauges in the two tests are coherent (Figures
6.23 and 6.45). The middle block is globally in compression, the orders of magnitude
of the horizontal strain εxx are also consistent, with a certain gradient, we measure more
compression on the side where the horizontal effort is applied than in the center of the block.

Fig. 6.58.: Plot of profiles of the viscous slip in the top interface in the single level creep test.
The extension of the dilation zone is not constant along the interface. Moreover, the
minimum extension framed in red is correlated to the maximum viscous slip also framed
in red in the profiles. The black lines correspond to images taken before the reference
image.
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A phenomenon of dilation at the interfaces is also observed in a very repeatable way. Indeed,
framed in white on the Figures 6.56 and 6.57, we observe an increase in the y component of
the strain. In fact, the samples are globally in compression, rather uniform if we ignore the
heterogeneities, but at the interfaces, the sample is less compressed, as if it was expanding.
This phenomenon is shown in Figure 6.56 for the single stress level test (on the left) and
for the first stage of the multilevel test, and in Figure 6.57 for the 40% and 80% peak stress
of the multilevel test. What is strange, however, is that this phenomenon does not seem to
correlate with discontinuities in other components of the strain tensor. It can be seen from
Figures 6.56 and 6.57 that the intensity of the phenomenon is not constant in the 8 examples
framed in white. By intensity, it is the extension of the dilatancy into the sample beyond
the interface that is understood. The Figure 6.58 also shows that it is not directly related
to the amount of slip as the intensity of the phenomena is the smallest for the biggest slip
(framed in red in Figure 6.58). It is difficult to relate the points of non-expansion found on
the top interface with any other physical quantity. Yet, this expansion effect reminds us of
the phenomena observed in rock salt creep tests. Because of fretting, the base of the sample
cannot deform and just above it, it expands. It would be interesting to measure and follow
over time the evolution of this dilatation zone.

6.8 Discussion and proposal of a new experimental
protocol

Fig. 6.59.: a) Stress level and duration of the single-level test. b) Stress level and duration of the
multilevel test.

In this chapter, we have presented the experimental results of two tests. Figure 6.59
recalls the different conditions under which the two tests were conducted. The presented
experimental data provide a first understanding to model the viscous slip of fractures
in Callovo-Oxfordian claystone. However, the quantity of results obtained during this
experimental campaign is not statistically representative, and therefore further data are
required for a comprehensive characterization of the behavior of the fractures. Nevertheless,
the scrupulous analysis of the experimental results allowed us to identify the main practical

6.8 Discussion and proposal of a new experimental protocol 171



challenges of this experiment and to some improvement to the experimental protocol.
Eventually, this new protocol will allow to carry out an efficient experimental campaign
with the objective to characterize the creep of a fracture in Callovo-Oxfordian claystone.

We were interested in the global response of the interfaces, i.e. the slip as a function of
time. But we also looked at the stress dependence with the multilevel test, which also
allowed us to explore the question of the existence of a possible creep threshold. In terms of
strain fields, the two tests are rather consistent. Better yet, they correspond quite well to the
expectations provided by the numerical simulations. There is a gradient in the horizontal
component of the deformation with more compression on the right side of the central block
(where the force is applied) than on the left side, while the compression is transmitted to
the left ends of the upper and lower block (corresponding to the supports), through the
interfaces. The shear strain field is mostly as expected: positive shear deformation field on
the upper block and interface and a negative one on the lower interface and block. However,
there is a dilation phenomenon observed on the vertical component of the strain field that is
not yet very clear.

In terms of interface slip, bigger slip is measured on the right of the interface than on the left,
which is consistent with the prediction of the numerical simulation. Nonetheless, the slip
tends to become more homogeneous along the interface by the end of the tests. Nevertheless,
a question remains, why two orders of magnitude difference between the bottom interface
slip in the multilevel test and in the single level test were measured.

The level of shear stress applied in the single-level test was determined based on the C
and φ coefficients calculated in the preliminary tests (Figure 6.15). The interfaces in this
single-level test were sheared to 90% of peak stress, while the maximum stress level for the
multilevel test was 80% of peak stress. Actually, the 80% of peak stress in the multilevel
test was measured experimentally before the creep test. Indeed, a direct shear test was
conducted before the multilevel test. The middle block was sheared at 0.01 mm/min up
to the saturation of the measured force, established to be the 100% peak stress. In order
to compare the stress level in the multilevel test with the stress applied in the single-level
test, the peak stress defined by the C and φ coefficients (Figure 6.15) is calculated and
74% of τpeak is found. Hence, the difference in applied shear stress is 90% of τpeak for the
single-level test and 74% of τpeak for the maximum shear stress in the multilevel stress.
Thus, the difference in viscous slip measured in the two tests might be explained by a creep
threshold located between 74 and 90% of τpeak. However, even if the viscous slip during
the multilevel test was low, there was indeed a viscous slip measured, hence our conclusion
lean more in favor of at least two different slip mechanisms. In the case of the multilevel
test, we would have stayed below the threshold of the slip mechanism observed in the single
level test. Note that this definition of the maximum shear stress (100% of the maximum
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stress) assumes a Mohr-Coulomb failure criterion for the interfaces. Regarding viscosity, it
is possible that the response depends on the slip velocity that is imposed by the velocity of
the actuator displacement during the experiment. It may be interesting in future tests that
aim to explore this threshold issue to work with higher shear stresses by working at a higher
actuator displacement speed.

Also when it comes to calibrating the parameters of the viscous model, we can ask ourselves
at what time scale and under what stresses we need to calibrate our model. Indeed, this is
all the more important as it seems that we have raised the possibility of several viscous slip
mechanisms. Our numerical simulations of the drifts are especially thought to reproduce
the long-term behavior of the drifts. Nevertheless, even if we wish to calibrate our model in
the long-term, it is totally unthinkable to perform a creep test over a time comparable to
the characteristic time of radioactive waste, which is about 100 000 years. The time of the
experiment can therefore reasonably be set as the time after which the slip increment is no
longer measured by DIC. A simple elastic calculation allowed us to estimate the shear stress
on the chevron fractures to be 2 MPa (see section 5.2.1), which corresponds approximately
to the 60% peak shear stress of the multilevel test (τ60% = 2.8 MPa). We therefore rely on
the model of viscous slip obtain after calibration in section 6.5.2 (see Figure 6.42b)) to do
the following estimation. We can assume that DIC enables to measure a displacement of
about 0.05 µm. Thus we obtain that after four days we measure in one day a displacement
lower than 0.05 µm. This means that after four days of test, we have to wait for more than
one day to measure any displacement. If we consider that we have a little more time and
that we can look at the displacement measured in one week, the calculation gives us that
the displacement measured in 1 week becomes lower than 0.1µm after 5 weeks and lower
than 0.05µm after 15 weeks. Thus it is reasonable to make loading stages of about 4 days.
For a longer experiment less data can be processed because a significant displacement only
happens in a week.

The fact that we observe almost equal values of viscous slip for the three loading levels
(40%, 60% and 80% of the peak stress) raises questions about the fact that the interface
would have seen the load increments and not the total load. Finally, considering that only
two proper experimental results were obtained, more tests have to be conducted in order to
be able to draw proper conclusions.

New experimental protocol

The improved protocol regards minor aspects of the experiment, mostly to make the mea-
surements more accurate or to have access to additional measurements. However, the
philosophy of the device is not modified. As a matter of fact, when the experimental was
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thought, the viscous slip on the interface was imagined to be dominant in comparison with
the viscous flow of the rock matrix. The results presented in this chapter shows that on the
contrary, the behavior of the rock bulk take a great part in the global viscous behavior of the
fractured COx claystone.

First, regarding the experimental protocol itself, the previous tests have shown the impor-
tance of properly setting up the interface before starting the test. By setting the interface,
it is understood that the contact between the interfaces is as homogeneous as possible and
that the fractures which would have appeared during the loading phase have been closed
in such a way as to disturb the sliding of the interfaces as little as possible. This is done
by initially submitting each sample for a few days only to compressive stress (normal to
the interface). The application of the shear load is thus applied afterwards when the rate
of delayed axial strain has decreased. As a matter of fact, it has been shown that if the
mechanical response of the sample subjected to 20% of the peak stress was complicated to
analyze as various competing phenomena were masking the viscous effect, the behavior of
both interfaces for the 80% peak stress of the multilevel test is quite homogeneous. However,
this might also be due to the fact that for low shear load the slip mechanism could be driven
by the heterogeneities in the sample. Concerning the conduct of the test itself, it would be
interesting to further investigate the question of viscous threshold. In particular, to find out
for which stress ranges a slip of the order of 1µm is measured and in which case it can
increase to 100 µm. In view of the results presented in this chapter, it would be interesting
to explore higher stresses than those presented in this chapter.

Specifically, the new experimental protocol is as follows: We start by applying the normal
stress on the sample which is then left to creep for a day. Next, an initial creep stage is
performed at 30-40% of the peak shear stress for two to three days. This step is only done
to set up the interfaces and create the gouge. Then we reduce the shear stress to 10% of the
peak shear stress, to set up the sample before applying increasing shear steps. The different
level of stress are applied during five days. The steps are 20%, 40%, 60%, 80%, 85%, 90%,
95%, 100% of peak shear stress up to the point of failure. A buffer step of 10% of peak
shear stress is done before repeating multilevel test. By repeating the loading procedure
twice, and by comparing the results of the two 20% stress step, we are willing to analyze
the importance of the interfaces set up on the mechanical response. In particular, we can ask
ourselves if at low load it is not the heterogeneities that dominate the kinematics of viscous
slip on the interfaces.

The second improvement regards the shape of the sample. In order to be able to do
numerical simulations that better reflects the experiment and for instance with the same
boundary conditions than in the experience, the whole sample, including the borders need
to be photographed and then analyzed with DIC. Thus, in order to take an image of the
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whole sample without changing the magnification and the whole experimental set up, the
dimensions of the sample need to be reduced. As a consequence, the sample can be
photographed at once, which make the process of image recording way easier because the
movement of the camera won’t need to be managed anymore. One image of the whole
sample will also enable to choose any interval of time between two images, as the camera
doesn’t need the time to move from one side of the sample to another. For instance, we want
to increase the acquisition rate during the loading phase and decrease it at the end of the test
when the viscous strain rate becomes very small. The new dimensions of the sample were
calculated and are given in appendix A.8. One downside of using a smaller sample though
would be that the effect of unwanted fractures may disturb more the slip of the interfaces and
the strain field in the rock than for samples of current dimensions. However, the multilevel
experiment has shown that even though some fractures are created by the stress conditions,
little by little the fracture are being closed and the global behavior of the sample stabilizes.
The question of the boundary condition of the upper limit of the sample also deserves more
attention. Maybe it would be better to clamp the steel block and or the COx upper block to
allow the top interface to have a more stable behavior like the bottom interface.
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Conclusion 7
The objective of this thesis, sponsored by ANDRA, was to model the time-dependent
behavior of the underground disposal structures excavated in the COx claystone. If many
research teams have been working on modeling the convergence of those drifts over the past
few years, in this work our goal was to propose a new modeling approach that can be used as
a design tool for engineering companies that will design the structures of the Cigéo project.
In situ measurements led us to postulate that viscous slip on chevron fractures controls the
anisotropic convergences and convergence rates of the URL structures. Two studies were
carried out in parallel: numerical simulations of two characteristic drifts of the URL on the
one hand, and on the other hand an experimental campaign aiming at studying the viscous
slip along an interface in the COx claystone.

7.1 Numerical modeling

Two different types of model are presented in this work. A transverse isotropic continuous
model in chapter 3 and a continuous equivalent model of the fractured zone in chapter 4.
2D plane strain simulations are performed with the objective to faithfully reproduce the
convergences measured on the URL drifts. Two tunnels, designated as the GED drift and the
GCS drift, were used as case studies and allowed us to evaluate the quality of the numerical
simulations by comparing the numerical results to the in situ convergences. In the following
we will refer to those two drifts as the characteristic drifts. The GED drift represents the
behavior of tunnels excavated in the direction of the minor principal horizontal stress, and
the GCS drift represents the behavior of tunnels excavated in the direction of the major
principal horizontal stress.

Numerical models presented in Chapter 3 have shown that with a transverse isotropic viscous
model, one can reproduce the long-term behavior of the characteristic drifts. Successfully
reproducing both behaviors with a single model is a real challenge. Here, these results
were obtained by matching the direction of the main chevron fractures with the direction of
transverse isotropy. The parameters of the elasto-viscoplastic model remain identical for the
numerical simulations of the two galleries and only a simple rotation of 90° of the transverse
isotropy plane is operated between the simulations of GCS and GED drifts. The anisotropy
parameters are first pre-determined from laboratory tests on the intrinsic anisotropy of COx
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claystone. They are then numerically calibrated on the in situ convergence data. Finally,
the calibration of these four parameters of anisotropy allowed us to faithfully reproduce the
horizontal and vertical convergences of the two the characteristic drifts.

The aim of models presented in Chapter 4 was to transform our hypothesis into a systematic
method that can be used by engineers to model the long-term behavior of drifts excavated in
rock that present a similar behavior as COx claystone. Therefore, a continuous equivalent
model of the fractured zone is presented in Chapter 4. Assuming a simplified representation
of the fracture distribution in the fractured zone, we identify the anisotropy parameters with
the fracture behavior, so that the equivalent continuous model has the same macroscopic
behavior as a rock specimen fractured by equidistant parallel fracture planes. These new
models establish a systematic method for building tunnel simulation models taking into
account the existence of a fractured zone, assuming a certain behavior of the rock and a
certain geometry of the fractures.

7.2 Experimental study

In parallel with the work on the numerical models at the tunnel scale, an original experi-
mental setup was designed in order to characterize the viscous slip of fracture in the COx
claystone. A whole new device was set up in the laboratory to study the viscous behavior
of the chevron fractures developing in COx claystone. The coupling of the DIC technique
with the shear box allowed to measure local viscous slip along the interfaces and the global
strain field. In order to measure viscous displacements in the micrometer range along the
interfaces, we first had to make sure that the resolution of the images was high enough
to actually measure such small slips. Two tests were analyzed in detail and allowed to
observe viscous slip along two interfaces in COx claystone. The DIC provides a lot of
information that had to be sorted out beforehand in order to make the process of analyzing
the experimental results easier. and Then the data were systematically processed in order to
provide a description of the measured viscous slip along the interfaces. The viscous slips
measured in the different stress step of the multilevel test show a very good correlation with
a power law model. However, the viscous slip measured in the sign level test was of greater
magnitude and did not appear to be able to be modeled by a power law. Thus, it is possible
that several mechanisms are involved to explain the viscous slip of an interface in the COx
claystone. The results allowed us to improve our experimental protocol in order to better
characterize the interface creep behavior in COx claystone.
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7.3 Perspectives and future work

It is worth mentioning the new questions that emerged during the development of the studies
presented in this manuscript, as they could not be addressed immediately but could lead to
new insights.

Numerical modeling

Concerning the numerical models, further work could be done to improve the short-term
response. Indeed, in our models we have put aside two important elements that influence
the short-term behavior of the convergence of the drifts: the hydraulic phenomena and the
existence of tensile fractures. Many models manage to explain the shape of the fractured
zones by taking into account the hydro-mechanical couplings. Also, the tensile fractures
that develops directly at the tunnel wall are responsible for a great deal of the short-term
displacement happening at the drift wall. Our modeling of short-term behavior was not
too penalizing in that the plastic anisotropy parameters finally adjusted on the in situ
measurements intrinsically allowed to represent both hydro-mechanical couplings and
tensile fracture behavior. Nevertheless, a better description of the short-term behavior would
make it easier to adjust the anisotropy parameters.

Another improvement could be done with a better description of the fractured zones. As
a matter of fact, the data used were very scattered and the counting method can only give
a first order of magnitude of the fracture density. One can indeed imagine proposing a
more complex model of fracture orientation and finally sorting the data by retaining only
the fractures that have an orientation such that they will contribute the most to the global
deformation of the fractured rock. This sorting can be done on the basis of experimental
results. Indeed, if fracture creep is characterized under several stress states, it may be that in
some cases creep is negligible next to the viscous slip of a differently loaded fracture.

Finally, strong hypothesis have been made regarding the definition of the continuous equiva-
lent model of viscosity. Further experimental investigations may disprove the assumption
that the viscous behavior of fracture and rock have the same time and stress dependency.
It may even be that the viscous slip mechanism of the fracture is not so well modeled
by a Lemaitre-type creep law. In this case, we could consider establishing the equivalent
continuous models by zones by performing a numerical homogenization.
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Experimental campaign

First, there are immediate prospects, which are underway in the laboratory. In particular,
we are thinking of carrying out a test campaign according to the new protocol presented at
the end of Chapter 6. This new test requires us to resize the samples so that we can take
an image of the entire sample, including the edges. The use of smaller samples will allow
us to measure with DIC the real boundary conditions undergone by the sample and thus
enable us to make numerical simulations closer to the test conditions than what we have
been able to do so far. Moreover, with numerical simulations closer to reality, we will be
able to explore the behavior of fractures over the very long-term (this will allow us, for
example, to numerically simulate a test lasting several years). Resizing the samples requires
resizing the test box, something that we are currently doing. Indeed, for the moment we
have designed wedges in order to resize the box and to be able to work with new smaller
samples under the same DIC conditions (effective pixel size) as those presented in chapter
5.

We have also pointed out the effect of relative humidity on the behavior of the interfaces.
Thus it would be interesting to change the relative humidity in the test room according to
different cycles in order to analyze in detail the link between relative humidity and slip rate.
Indeed, it had previously been shown that an increase in relative humidity tends to increase
the deformation rates of COx claystone under a uniaxial compression test [94].

In the longer term, with an initial idea of the fracture behavior, one can consider running
numerical simulations in which chevron fractures are explicitly introduced, which would
allow a more accurate estimate of the in situ stress state experienced by the fractures. This
would therefore allow the experimental conditions to be more precisely defined so as to
better reproduce the in situ conditions. Also a more repeatable protocol of preparation of
the sheared surfaces should be established, which would make the data from different tests
easier to compare.
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Appendix A
A.1 Appendix: 2D stress solution around drift in case of

elasticity and in case of elastoplasticity

The description of the state of stress around an excavation, in elasticity and elasto- perfect
plasticity, is well known in geomechanics, and is therefore briefly recalled below.

Assuming a circular excavation in an isotropic linear elastic medium, while neglecting the
body forces, the analytical solution for the calculation of the stress field around a circular
borehole exists. For the sake of simplicity cylindrical coordinates are used, the cross-section
of the tunnel is in the (r,θ) plane and the tunnel is assumed to be excavated along the
z-direction. Figure A.1 gives the plane of reference for the analysis of stress-strain field in
a cross section of the tunnel. The stress field around a circular borehole is deduced from

Fig. A.1.: a) Representation of a circular borehole cross section in the (r,θ) coordinate system. b)
Evolution of the radial and hoop stresses moving radially away from the drift wall, c)
radial displacement moving radially away from the drift wall (with G the shear modulus
of the rock mass). Dot curves in b) and c) show the stress state and radial displacement
if the excavation is not completed i.e. for 0 < λ < 1.
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the equilibrium equation, material behavior and boundary conditions. Its expression in
cylindrical coordinates is given in equation A.1 for its general expression, and in the r and θ

directions in equation A.2, assuming the absence of body forces and plane strain conditions
(i.e. εzz = 0, and σ = σ(r,θ)).

∇σ = 0 (A.1)

∂σrr

∂ r
+

σrr−σθθ

r
= 0 ;

1
r

σθθ

∂θ
+

∂σrθ

∂ r
+2

σrθ

r
= 0 (A.2)

We assume that the tunnel radius is r = R. We place ourselves in the case of a tunnel
excavated in an isotropic elastic medium and supported by a lining applying a pressure p0

on its wall. The fictive pressure of the lining can be expressed as a function of the excavation
rate is p0 = (1−λ )σ0, with p0 = σ0 before the beginning of the excavation and p0 = 0
without support (λ = 1). The tensor describing an isotropic in situ stress state for every
point of the undisturbed (before the excavation) medium is given by equation A.3.

σ = σ0I(3×3) (A.3)

with I(3×3) the identity matrix. The solution of the stress components is given by applying
the boundary conditions corresponding to the far field conditions (r→ ∞) and to the gallery
perimeter (r→ R) to equations A.2. Thus the radial and orthoradial stress components is
given by equations A.4 and A.17.

σrr = σ0− (σ0− p0)
R2

r2 (A.4)

σθθ = σ0 +(σ0− p0)
R2

r2 (A.5)

if we assume that the excavation is complete and that the tunnel is not supported, we obtain
the following stress state at the tunnel wall (i.e. for r = R):

σrr = 0 and σθθ = 2σ0 (A.6)

As we move radially away from the tunnel walls, the stresses σrr and σθθ tend in 1
r2 towards

the infinite stress σ0 (see in Figure A.1 b) ). Whatever increment of one stress component
corresponds to an equal decreasing of the other:

∀r ; ∆σrr =−∆σθθ (A.7)

Under all those hypothesis, the excavation of a circular tunnel induces an increase in the
deviatoric part of the stress. The increment of the volumetric part of the stress tensor is
null because the sum of the components of the stress tensor is equal to zero (see equation
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A.7). Thus, the material is subjected only to distortional deformations, without volumic
deformations. The out-of-plane component of the stress tensor σzz is given by the plane
strain condition.

εzz =
σzz

E
− ν

E
(σrr +σθθ ) = 0 → σzz = ν(σrr +σθθ ) (A.8)

E is the Young’s modulus and ν the Poisson ratio. Thus one as: ∆σzz = 0. As in the
different numerical simulations presented in the manuscript, Mohr-Coulomb’s yield criteria
is considered, the out-of-plane stress is calculated, under the assumption of equation A.8 to
verify that it is indeed an intermediate stress.

In the manuscript, in all the numerical simulations related to the drifts excavated along the
minor principal horizontal stress, the stress state in the tunnel cross-section is anisotropic
thus it is convenient to have an idea of the hoop stress in two points A and B (because it
corresponds to the points of interest when looking at the vertical and horizontal convergences
of the drift) shown in Figure A.1. Thus assuming that the initial stress state is anisotropic:

σ0 =

(
σxx0 0

0 σyy0

)
(A.9)

Assuming that σxx0 < σyy0, and that the drift is not supported p0 = 0, then the hoop stress in
point A and in point B are given by:

σθθ (A) = 3σyy0−σxx0 (A.10)

σθθ (B) =−σyy0 +3σxx0 (A.11)

Thus σθθ (A) > σθθ (B). Recall that these equations are true for an elastic isotropic
medium.

Assuming a linear elastic with perfect yielding medium, it is possible to determine the
extension of the plastic radius Rp as well as the stress tensor in every point of the medium.
The quality of the mesh of the numerical simulations is checked by comparing the analytical
value of the plastic radius with the numerically obtained plastic radius. The same coordinate
system is assumed as in the elastic calculation. We assume perfect plasticity, and an isotropic
stress state σ0 under plane strain conditions. The yield criterion F(σ1,σ3) = 0 is Mohr-
Coulomb’s criterion. The principal stresses are written σ1 and σ3, while σzz is assumed to
be an intermediate stress. Mohr-Coulomb criteria is given by:

σθθ −Kpσrr−σc = 0 with Kp =
1+ sinφ

1− sinφ
; σc =

2Ccosφ

1− sinφ
(A.12)

A.1 Appendix: 2D stress solution around drift in case of elasticity and
in case of elastoplasticity
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The equilibrium equations A.1 and A.2 still holds. At the drift wall the stress state is given
by:

σrr = (1−λ )σ0 and σθθ = (1+λ )σ0 (A.13)

The yield criterion is reached at the wall for a deconfinement rate λe which is such that
F((1+λe)σ0,(1−λe)σ0) = 0. The deconfinement rate for which plasticity occurs is given
by:

(1−λe)σ0 = Kp(1+λe)σ0 +σc → λe =
1

Kp +1
(1+Kp +

σc

σ0
) (A.14)

The boundary conditions at the drift wall and at the plastic radius are the following:

σrr(r = R) = (1−λ )σ0 (A.15)

σrr(r = Rp) = (1−λe)σ0 (A.16)

At failure the hoop stress must respect the equation:

σθθ = Kpσrr +σc (A.17)

Thus the radial equilibrium (equation A.2) becomes:

∂σrr

∂ r
+

σrr

r
(1−Kp) =

σc

r
(A.18)

The solution is:
σrr =

1
1−Kp

σc +ArKp−1 (A.19)

Constant A is determined by applying the boundary condition equation A.15 to equation
A.19. Thus:

A =
1

RKp−1 ((1−λ )σ0−
1

1+Kp
σc) (A.20)

Thus the radial and hoop stresses in the plastic zones, for R≤ r ≤ Rp are:

σrr =
σc

Kp−1
[(

r
R
)Kp−1−1]+ (1−λ )σ0(

r
R
)Kp−1 (A.21)

σθθ =
σc

Kp−1
[Kp(

r
R
)Kp−1−1]+Kp(1−λ )σ0(

r
R
)Kp−1 (A.22)

The plastic radius is given by evaluating the radial stress (given by equation A.21) in r = Rp

knowing that the radial stress is also given by equation A.16.

Rp = [
2

Kp +1
(Kp−1)σ0 +σc

(1−λ )(Kp−1)σ0 +σc
]

1
Kp−1 (A.23)
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Tab. A.1.: Data for σ0 with confining pressure pc = 12MPa with different inclinations and approx-
imately the same initial water content

ω[◦] q[MPa] (pc = 12MPa)

0 40.9
12 38.4
45 26.0
50 41.0
75 39.6
77 35.3

A.2 Appendix: Estimation of parameters bp
T and av

N

A.2.1 Parameter bp
T

A first order of magnitude of parameter bp
T is calculated based on the results of an ex-

perimental campaign supervised by ANDRA [74]. The available data for failure of COx
specimens, sampled with different orientations and derived from triaxial tests confined at 12
MPa showed that the minimum resistance is found for ω = 45◦. Table A.1 reports the over
mentioned data in terms of deviator q at failure. Assuming the strength criterion of Mohr
Coulomb with φ = 24◦ and C = 4MPa.

σ1 = Rc +Kpσ3 (A.24)

With Kp =
1+sinφ

1−sinφ
. Rc is determined with the results obtain for ω = 0◦. Parameter bp

T is
determined with the results obtain for ω = 45◦. In that case σ1 = 38MPa and σ3 = 12MPa.

σ =

12 0 0
0 12 0
0 0 12

+26 n⊗n =

25 13 0
13 25 0
0 0 12

 (A.25)

The strength criterion is applied to the modified stress tensor:

σ =

 25 fT 13 0
fT 13 fN25 0

0 0 12

 (A.26)

This matrix must be diagonalized, knowing that λ = 12 is eigenvalue. The characteristic
polynomial is given by equation A.27. For sake of simplicity we assume that fN = 1.

625−50λ +λ2−169 f 2
T = 0 (A.27)

A.2 Appendix: Estimation of parameters bp
T and av
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∆ = 676 f 2
T and the two other eigenvalues are λ1 =

50+
√

∆

2 and λ2 =
50−
√

∆

2 . Assuming that
λ1 > λ2, an expression of fT is deduced from the Mohr-Coulomb criterion.

λ1 = Rc +Kpλ2 (A.28)

√
∆ =

2Rc +50Kp−50
1+Kp

= 26 fT (A.29)

This gives that fT = 1.34. The eigenvalues corresponding to the principal stress are λ1 =

42.4MPa and λ2 = 7.6MPa, giving that λ = 12MPa is the intermediate principal stress.
Parameters bp

T = f 2
T −1 = 0.8.

A.2.2 Parameter av
N

[52] have studied the structural anisotropy on compressive creep behavior of COx claystone.

Fig. A.2.: Plot of the viscous strain under stress applied perpendicular and parallel to the bedding
planes [52].

ε‖

ε⊥
= 1+av

N =
1.95
2.79

(A.30)

Finally, it results in an initial estimate of av
N = 0.43.
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A.3 Appendix: Mesh sensitivity analysis with viscosity

Mesh analysis performed in elasto-plasticity showed that mesh 2 is sufficiently refined, so
numerical simulations were conducted with this mesh. Nevertheless, a final examination
was performed by introducing the viscous behavior in the last phase of excavation of the
drift. This check was only carried out retrospectively because the computation time is
considerably increased by the addition of the viscosity in the models with mesh 3. The
computation time becomes about three times longer than with mesh 2, knowing that with
this mesh the computation time is already about 2 days. Moreover, it was expected that the
viscosity has a favorable effect on the convergence of the mesh. However, the comparison of
the 3 meshes for an elasto-viscoplastic excavation presented in Figure A.4 shows that mesh
2 is not sufficiently refined. Thus in the further work, the refinement of the mesh should be
reconsidered. It can be judicious to think of solutions of refinement of the mesh during the
calculations in order to reduce at most the time of calculations. However this raises a lot of
questions, if only about the choice between triangular or quadrangular elements, because in
this case the handling of triangular elements would be easier. Maybe further development
on the discretization of the time step ∆t would be helpful. Increasing the viscosity in the
model seems to make it necessary to refined more the mesh than for what predicted with the
plastic calculation.
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Fig. A.3.: Plot of the plastic strain norm in function of the distance from the wall of the drift for
three different mesh. Mesh 1 is the less refined, Mesh 2 is the mesh used in the numerical
simulations, and Mesh 3 is the more refined mesh. a) Mesh sensitivity without viscosity
b) mesh sensitivity with little viscosity c) mesh sensitivity with viscosity parameter a
ten times bigger than in plot b).

A.4 Appendix: Mesh sensitivity analysis

A mesh verification was done by comparing the used mesh Mesh 2 to a coarser mesh Mesh
1 and a more refined mesh Mesh 3. The element sizes for the three different meshes are
given in Figure A.5b). The plastic radii obtained for the three meshes are then compared.
Figure A.5 gives the norm of the plastic strain as one moves radially away from the tunnel
wall. The theoretical plastic radius is the same as calculated in chapter 3, namely Rp = 3.03
m. The error is estimated by comparing the theoretical plastic radius with those obtained in
the different numerical simulations. It is found that an error of 63% is made with Mesh 1,
6% with Mesh 2 and 4% with Mesh 3.

|rp(mesh)− rp(theoretical)|
rp(theoretical)

% (A.31)
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Fig. A.4.: Evaluation of the error due to the finite elements approximation. Plot of the plastic strain
norm in function of the distance from the wall of the drift for three different mesh.

Fig. A.5.: Plot of the norm of the plastic strain as one moves radially away from the tunnel wall for
the three different meshes.
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Figure A.6 gives the norm of the plastic strain obtained for the three meshes. Mesh 2 is

Fig. A.6.: Map of the norm of the plastic strain for a) Mesh 1, b) Mesh 2, c) Mesh 3.

retained for the numerical simulations presented in chapter 4, because the error is almost
the same as for Mesh 3 and the calculation time is much lower.
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A.5 Appendix: Estimation of the normal stress on
chevron fracture

Fig. A.7.: Estimation of the normal stress applied on the chevron fractures assuming an elastic
behavior of the rock mass.

We estimate the normal stress on a chevron fracture, its orientation is as shown in Figure
A.7. Let us assume that the drift is a circular hole in an infinite elastic isotropic medium
subjected to a state of stress (σ1,σ2) very far away from the tunnel. The components of the
stress tensor are then given by :

σrr = σ1 cos2(θ)+σ2 sin2(θ)− (σ1 +σ2)R2

2r2 +
σ1−σ2

2
(4− 3R2

r2 )
R2

r2 cos(2θ)− p
R2

r2
(A.32)

σθθ = σ1 cos2(θ)+σ2 sin2(θ)+
(σ1 +σ2)R2

2r2 +
3(σ1−σ2)

2
R4

r4 cos(2θ)+ p
R2

r2 (A.33)

σrθ =
σ1−σ2

2
(1+(2− 3R2

r2 )
R2

r2 ),sin(2θ) (A.34)

with R = 2.6 m the radius of the drift. The drift is assumed not to be supported: p = 0 MPa.
The horizontal stress σ1 =−16 MPa and the vertical stress σ2 =−13 MPa. Assuming that
the fracture is at about one radius of the drift wall, r = 5.2 m and θ = 45◦, we then get:(

σrr σrθ

σrθ σθθ

)
=

(
−10.9 2

2 −17.9

)
(MPa) (A.35)

Equation A.35 gives the stress state at the point located at R = 5.2m from the center of the
drift and θ = 45◦. Assuming that the fracture is turned by 15◦ from the axis eθ the normal
stress applied on the fracture is about −10 MPa.
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A.6 Appendix: Analyze of surfaces’ roughness

Two different protocol of polishing have been compared by the company called Tortoise.
The surfaces are polished by hand either only with P40 sandpaper or, in the second protocol,
they are also post-polished with P60 sandpaper. Several surfaces are analyzed to check the
repeatability of the polishing. In addition, in order to verify the uniformity of the polishing
on the entire surface, each surface was studied in six different locations. The results of

Fig. A.8.: Results of the roughness measured in different locations of the sample.

the analyze are presented in Figure A.8. The analysis shows that the roughness of the
sample only polished with P40 sandpaper is closer to the in situ roughness than for the other
protocol. However, the measurements are very scattered.
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A.7 Appendix: Calibration of the viscous law with
multilevel stress path

Fig. A.9.: Representation of the total slip (green curve) under multilevel stress

uv
t (t) = aτ

ntα (A.36)

Assuming that the viscous behavior of our interface can be described by equation A.36, and
that we want to fit the parameters a, n and α of the law, the procedure to operate would be
the following: Supposing that at t = 0, uv

t (t) = 0, the difficulty consists in estimating uv for
t > t1 (for t < t1 the viscous deformation is directly given by equation A.36). As a matter of
fact, the measured slip contain the slip due to the first stress level uv

t (t1) plus the elastic slip
due to the stress increment (τ2− τ1) plus of course the viscous slip developing under the
current stress τ2 during (t− t1).

Therefore we put, ξ (t) = (uv
t )

1/α , which varies linearly with time, and to simplify the
writing of the following equations A = a1/α and n

α
= m.

Now for t > t1:
ξ̇ = Aτ

m
2 (A.37)

ξ (t) = ξ (t1)+ ξ̇ (t− t1) (A.38)

The total slip that can be measured during this second stress level τ2 for (t1 < t < t2) is
given by:

ut(t) = ut(t+1 )+ξ (t)α = ut(t+1 )+ [ξ (t1)+ ξ̇ (t− t1)]α (A.39)

A.7 Appendix: Calibration of the viscous law with multilevel stress
path
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ut(t) = ut(t+1 )+ [ξ (t1)+Aτ2(t− t1)]α (A.40)

With ut(t+1 ) the contribution from the previous stress level. ξ (t1) is a constant equal to
Aτm

1 t1. In our experiment we come to measure what we call the viscous slip ut(t)−ut(t+1 ).
We therefore seek to minimize the function:

f (t) = B1[(1+B2(t− t1))α −1] (A.41)

With the following constant : B1 = (Aτm
1 t1)α and B2 =

Aτm
2

(Aτm
1 t1)α

D = ∑ [
ti

f (ti)−uv(ti))]2.ρi (A.42)

Using the viscous slip measurements uv(ti) under several loading levels and using the
method of least squares we can determine the constants B1 and B2, by solving:

∂D

∂B1
= 0 (A.43)

∂D

∂B2
= 0 (A.44)

By possibly granting different weights ρi to part of the data. B2 being very non-linear it is
easier to start from the equation obtained by deriving D with respect to B1 to express it as a
function of B2 and α . The calculation of the derivative of D with respect to B1 allows us to
express the constant B1 as a function of B2 and α , given by the equation A.45.

B1 =

∑ [
ti
(1+B2(t− t1))α −1]uv(ti)ρi

∑ [
ti
(1+B2(ti− t1))α −1]2ρi

(A.45)

From some reasonable values of alpha, knowing that 0 < α < 1 (e.g. estimated on a first
loading level), D can be plotted as a function of B2. B2 can be varied from 0 to reasonably
large values. The value of B2 is chosen to minimize D(α,B2). This minimum is denoted
D(α) as it depends on the value of α , and α is chosen such as to minimize D(α). If the
function D has several local minima for the same α value, in this case the choice of the
value of B2 deserves further discussion. For instance by returning to the definition of B2,
values that do not make physical sense can be eliminated.
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A.8 Appendix: New dimension of the samples

Fig. A.10.: Current dimensions of the samples and new dimensions.

First L′ is chosen in order to keep image with 4µm size of effective pixel (as we have already
established that for this spatial resolution we are able to measure viscous slip). Thus:

L′ = 4×14192 = 56.8mm (A.46)

Then two conditions are made on H ′. It has to fit the frame of the structure so that the whole
sample is capture by one image:

2×H ′1 = 46−2 = 22mm (A.47)

And to keep the same proportion that with the current dimension:

H ′2 =
56.8×30

80
= 21mm (A.48)

The minimum value between H ′1 and H ′2 is 21mm, thus finally H ′= 21 mm; L′ = 21×80
30 = 56

mm; h′ = 10.5 mm an l′ = 51 mm.
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