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Abstract

With the ever-increasing consumption of audio-visual media on the internet, video understanding has become an important problem in order to provide users with the right content. Compared to more traditional media, the video signal is inherently multi-modal, its information is scattered across several modalities such as speech, audio or vision. This thesis aims at designing and training deep learning models that exploit those different modalities to automatically understand video content.

While the community has developed high performance deep-learning models for uni-modal problems, processing multi-modal inputs such as video has received less attention. In the first part of this thesis, we introduce a transformer-based architecture that leverages pre-extracted uni-modal features obtained at different moments in the video and fuses them into a single video representation. Taking advantage of the attention mechanism, we show that our model processes the video signal across both modalities and time. We couple our video encoder with a caption encoder into a cross-modal architecture and obtain state-of-the-art results for the text-to-video retrieval task on three datasets.

Training such a model unfortunately requires a large amount of manually captioned videos. In order to leverage the billions of unlabelled videos on the internet, the common approach has been to use the accompanying speech as supervision to pretrain a video encoder on the other modalities. While the resulting encoder is capable of processing visual information and sound, it has not been trained to attend the spoken language in videos. In the second part of this thesis, we propose a method to pretrain a multi-modal encoder on all video modalities, including speech. At each training batch, we completely mask out a different modality from the video encoder input and use it as supervision. We finetune our model on the task of text-to-video retrieval and show that our approach is particularly suitable for datasets where user queries relate to the spoken content in the video.

Extracting spoken language from the audio signal can be challenging, particularly when the audio is noisy. In the case of audio-visual media, the visual modality can provide precious cues to better extract speech from videos. In the third part of this thesis we introduce an encoder-decoder architecture as well as a pretraining strategy to not only train a speech recognition model on the audio signal but also on the visual signal. We evaluate the contribution of our approach on a challenging test set which demonstrates the contribution of the visual modality under challenging audio conditions.
Keywords: video, multi-modal, audio-visual, video retrieval, speech recognition, computer vision, deep learning, artificial intelligence.
Résumé

Avec la consommation toujours croissante de contenu audiovisuel sur Internet, la compréhension automatique de vidéos est devenue un problème important afin de proposer aux utilisateurs le contenu qui correspond à leurs attentes. Comparé aux médias plus traditionnels, le signal vidéo est intrinsèquement multimodal, ses informations sont réparties entre plusieurs modalités telles que la parole, l’audio ou la vision. Cette thèse vise à concevoir et entraîner des modèles d’apprentissage profond capables d’exploiter ces différentes modalités pour comprendre automatiquement le contenu vidéo.

Bien que des modèles d’apprentissage particulièrement performants aient été développés pour les problèmes unimodaux, le traitement des données multimodales telles que la vidéo a reçu comparativement moins d’attention. Dans la première partie de ce manuscrit, nous introduisons une architecture basée sur un transformer qui exploite des descripteurs unimodaux pré-extrats à différents moments de la vidéo et les fusionne en une unique représentation. Bénéficiant du mécanisme d’attention, nous montrons que notre modèle est capable de traiter le signal vidéo à travers ses différentes modalités ainsi que temporellement. Nous couplons notre encodeur vidéo avec un encodeur de texte dans une architecture intermodale et établissons un nouvel état de l’art pour la tâche de recherche texte-vidéo sur trois jeux de données.

L’entraînement d’un tel modèle nécessite cependant une grande quantité de vidéos manuellement annotées. Afin de tirer parti des milliards de vidéos non annotées disponibles sur Internet, l’approche courante a été d’utiliser les mots prononcés dans la séquence comme supervision pour pré-entraîner un encodeur vidéo sur les autres modalités. Bien que l’encodeur résultant soit capable de traiter les informations visuelles et sonores, il n’a pas été entraîné à exploiter le discours oral des vidéos. Dans la deuxième partie de ce manuscrit, nous proposons une méthode pour pré-entraîner un encodeur multimodal sur toutes les modalités vidéo, y compris la parole. A chaque étape d’entraînement, nous masquons entièrement une modalité différente de l’entrée de l’encodeur et l’utilisons comme supervision. Nous affinons notre modèle sur la tâche de recherche de vidéos et montrons que notre approche est particulièrement adaptée aux jeux de données où les requêtes des utilisateurs concernent le discours prononcé dans la vidéo.

Extraire la transcription du signal audio peut être difficile, en particulier lorsqu’il est bruité. Dans le cas d’un contenu audiovisuel, la modalité visuelle peut fournir des indices précieux pour mieux extraire...
la parole des vidéos. Dans la troisième partie de ce manuscrit, nous introduisons une architecture encodeur-décodeur ainsi qu’une stratégie de pré-apprentissage pour entraîner un modèle de reconnaissance vocale non seulement sur le signal audio, mais également sur le signal visuel. Nous évaluons la contribution de notre approche sur un jeu de données de test qui démontre la contribution de la modalité visuelle pour la reconnaissance de la parole dans des conditions audio difficiles.

**Mots-clés:** vidéo, multi-modal, audio-visuel, recherche de vidéos, reconnaissance automatique de la parole, vision par ordinateur, apprentissage profond, intelligence artificielle.
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Chapter 1

Introduction

Our society is increasingly becoming digitized. We communicate through e-mails, read e-books and buy on e-commerce platforms. Digital content usage is not restricted to large desktop computers anymore, it is now accessible everywhere through ‘smartphones’ that keep us connected to the entire world.

These smartphones we own do not only allow us to consume more digital content, they also empower us as content creators. Thanks to the embedded digital camera and microphone we carry in our pocket at all times, anybody can grab a scene they find important, be it a private family moment or an event to be shared with the whole world. As a result, more than 500 hours of video are now uploaded to the internet every minute.

Some of these videos are potentially undesirable (violence, privacy violation, pornography...), and therefore need to be moderated before being made publicly available. Unless efficiently searchable, videos are also effectively worthless: they have to be properly indexed to be retrievable among billions of other videos at sub-second latency. At such a scale and time constraints, these operations cannot be performed manually. In order to automate these tasks, algorithms require low-dimensional representations of videos that accurately summarize their content.

These video representations used to be primarily based on the keywords uploaded by the content creators. As malicious uses have become increasingly common on the internet, we cannot trust such information anymore. For example, a user uploading a promotional video could deliberately describe it with wrong keywords just to draw more viewers to it. Objective descriptors are therefore required to accurately describe video content.

The machine learning community has proposed many techniques to compute compact representations of data, but they have so far mostly focused on uni-modal problems: designing image descriptors, extracting speech from audio, learning language representations, performing audio classification, etc.

Video data, however, gathers information coming from several sources. A video scene is captured using two different but synchronized hardware: a microphone and a camera. While the signals captured by these two sensors both have a temporal dimension, their structure is very different. Once digitized, a monophonic audio signal is composed of one value per timestep, but thousands timesteps per second. On the contrary, a standard camera captures about 30 frames per second, but these are high dimensional and organized in a 2D structure.

Within those visual and audio signals comes information of very different types. In the visual signal, information can be extracted from the appearance of objects, characters and backgrounds. Luminosity can give hints about the time of the day at which a scene has been captured. There might be readable words or symbols from the scene itself or embedded as overlaid text. The relative motion of the subjects between frames tell us about the actions being performed and at which speed. In the audio signal, noises can indicate the use of specific tools or materials. Sounds of animals can be heard, different types of music can be played. The analysis of spoken language opens up a whole new dimension of information as it tells us about the characters opinions, feelings or future plans. And there is not only meaning in what is said but also how it is said (prosody).

In this manuscript, we refer to these different information sources in the video as ‘modalities’. We consider as modalities all the possible representations of the video signal. Since there are as many modalities as approaches to extract video semantics, there are many possible ways to decompose the video signal into modalities. We present a possible decomposition in figure 1.1.

In this thesis, we will study how to best combine these modalities information to obtain a multi-modal representation of a video. We will show that the meaning of a video is more than the concatenation of these modalities semantics and that there are also valuable cross-modal cues lying at their intersection (Fig. 1.2).
Figure 1.1: Example of a hierarchical decomposition of the video modalities. Other decompositions are possible depending on the approaches chosen to extract each modality representation.

1.1 Goals and Challenges

In this thesis, we aim at designing and training deep learning models capable of multi-modal video understanding. For instance, when provided with both the sequence of visual frames and the audio track of a video, we would like to automatically extract the semantics of the video, i.e., which information in the video would be valuable for a human if they were to describe it. Given a video, our model should therefore be able to understand what actions are being performed, in which order, what is being said, what is the source of the sounds, where is the scene taking place, what emotions are expressed by the characters, why it is funny, etc.

We will evaluate the video understanding capabilities of our models on two tasks: text-to-video retrieval and audio-visual speech recognition. In the remainder of this section, we will introduce these tasks and their associated challenges.

1.1.1 Text-to-video retrieval

Text-to-video retrieval is the task of matching a text query with its most relevant candidates in a video collection. It is a typical task of a video search engine where a user enters a text query to retrieve relevant videos. More precisely, for a given query, the task consists in estimating the similarity between the query and all the videos of the dataset, and then ranking the videos according to their similarity with the query. The evaluation of a
model’s performance at text-to-video retrieval is typically performed on a dataset of videos that have been manually annotated with one or more captions (Fig. 1.3).

One of the first challenges for video retrieval is scale. The video collection to retrieve from may contain billions of videos while the best video candidates should be provided to the user in less than a second. Such a constraint forbids similarity computation from scratch on raw video signal for each user query but instead pushes for offline computation of video representations that could be re-used for each query. Mapping text and video to a joint embedding space allows computation of a similarity score via a single dot product but gives up retrieval accuracy for retrieval speed [101].

A challenging specificity of video media lies in its multi-modal nature: There is information in the spoken sentences, the sounds heard, the visible objects, the actions performed, the face expressions, the words appearing on screen, etc. All those sources of information complement each other and we should therefore not only encode information from those individual video modalities but also information that lies at their intersection.

Another challenging aspect of video is its temporality. It is important to pay attention to the relative order of the events in a video to understand a scene. Videos can also vary greatly in duration. It is necessary to encode videos of variable durations into a fixed-size representation without discarding the temporal information.
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Even if highly dissimilar in nature, both text queries and video candidates need to be encoded in a common embedding space in order to efficiently perform text-to-video retrieval. But jointly training a query encoder and a video encoder on this task requires a large dataset of video-caption pairs which is both difficult and expensive to annotate. Self-supervised approaches [7, 102, 104] have proposed to leverage the massive amount of unannotated videos available on the internet to pretrain encoders by using the speech information in videos as ‘pseudo captions’. However, the video in that case is stripped from the audio and only the visual signal is provided to the video encoder. This results in the inability of the video encoder to process the audio modality.

1.1.2 Audio-visual speech recognition

The second problem studied in this dissertation is audio-visual automatic speech recognition (AV-ASR), the task of extracting spoken language from
Chapter 1. Introduction

a video. Automatically producing speech transcriptions from video media has a wide range of applications, the most obvious one certainly being accessibility to people with hearing deficiencies. Speech transcript estimation is also often used as an intermediate step [15] or a support task [83] for speech translation, which in the case of video aims at automatically producing subtitles [134]. Furthermore, as we will show in Chapter 4, speech is an essential modality to exploit for video understanding, its proper estimation from the audio-visual signal is therefore paramount. AV-ASR methods build on the large amount of work on automatic speech recognition (ASR), the task of speech recognition on audio-only signal. Most recent approaches to speech recognition [160,169] obtain word error rates (WER) of less than 2% on Librispeech, a popular audiobooks dataset. On more "in the wild" datasets such as How2 [134], the performance is much worse, which shows that ASR is still far from being solved.

One of the first possible issues when performing speech recognition is the quality of the audio signal itself, recorded using a low quality microphone or an analog format for example. Audio noise may also come from the recording environment: The audio scene could be happening near noisy machines, wind could be blowing in the microphone or the speaker could be so far from the microphone that ambient noise is exacerbated. Music or baby cries can also overlap with the speech to be transcribed.

The variability in speaker elocution itself is another challenging aspect. Speakers are sometimes submerged with emotions and difficult to understand. Some speak so fast to the point of being incomprehensible. Many languages feature strong regional variations where the same word can be pronounced in different ways. There are thousands of languages and an infinite number of words, rarely used words combinations can be easily mistaken with more common ones of similar pronunciation. This is especially true for proper nouns, which can be the name of a particular person, place, thing, or even a brand.

Fortunately, there is an opportunity to overcome some of the previously mentioned challenges using cues from different modalities in the visual signal. The lip movements of the speaker can reveal the phonemes that they are articulating. Persons, places, objects, actions or brands that the speaker is referring to might be visually recognisable on screen, therefore helping their correct transcription. Text can be present in the scene, or might even be overlaid on the image, and provide the correct spelling of some words (Fig. 1.4).

It is certainly easier to understand what is being talked about if we are provided with more context. It is true for the spoken context, i.e., what has
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Figure 1.4: The visual modality can provide strong cues to better recognize speech in videos.

been said previously, but also for the visual context, i.e., what is being seen in the video. Unfortunately, the spoken context is often limited by the acceptable input size of a model and the video duration. On the contrary, the visual context is temporally aligned with the speech, and therefore always accessible.

But using the visual modality to improve speech recognition comes with its own challenges. Visual information comes in different forms that require specialized models for their extraction. Processing speakers lip movements requires a high framerate over a small zone of the image (the speakers lips) that therefore needs to be high resolution. Recognising backgrounds and actions can be performed at a lower frame rate but needs to be run on the whole image. Leveraging text in the image requires optical character recognition and natural language processing to understand its semantics.

It is unclear how this visual information coming from multiple modalities should be merged with the audio signal itself to extract cross-modal semantics. The ASR task is dominated by the audio modality and it is challenging for an AV-ASR model to learn from the visual signal when the audio signal only is sufficient for most examples.

Finally, the high computational cost of video processing constitutes a challenge to AV-ASR. Both audio and visual raw signals are very high dimensional and therefore difficult to process jointly.
1.2 Contributions

1.2.1 Modality fusion with the multi-modal transformer

Most of the existing methods for the text-to-video retrieval problem do not fully exploit cross-modal cues present in video. Furthermore, they aggregate per-frame visual features with limited or no temporal information. Our first contribution is a multi-modal transformer to jointly encode the different modalities in video, which allows each of them to attend to the others. We also leverage the transformer architecture to encode and model the temporal information. On the natural language side, we investigate the best practices to jointly optimize a caption encoder together with the multi-modal transformer (Fig. 1.5). This novel framework allows us to establish state-of-the-art results for video retrieval on three datasets. We also obtained the first place at the CVPR 2020 video pentathlon challenge [8]. We present the details of this cross-modal architecture in Chapter 3.

Figure 1.5: Our cross-modal framework for text-video similarity estimation. We use our Multi-modal Transformer (MMT, right) to encode video, and BERT (left) for text.

1.2.2 Multi-modal pretraining of a video encoder

Pretraining on large-scale unlabelled datasets has shown impressive performance improvements in the fields of computer vision and natural language processing. Given the advent of large-scale instructional video
datasets, a common strategy for pretraining video encoders is to use the accompanying speech as weak supervision. However, as speech is used to supervise the pretraining, it is never seen by the video encoder, which does not learn to process that modality. We address this drawback of current pretraining methods, which fail to exploit the rich cues in spoken language. The second contribution of this thesis is a self-supervised approach to pretrain a video encoder using three different video modalities as supervision, namely, appearance, sound, and transcribed speech. At each training batch, we mask an entire modality in the input and predict it using the other two modalities (Fig 1.6). This encourages each modality to collaborate with the others, and our video encoder learns to process appearance and audio as well as speech. We show the superior performance of our ‘modality masking’ pretraining approach for video retrieval on the How2R, YouCook2 and Condensed Movies datasets. We give the details of our approach in Chapter 4.

Figure 1.6: A common paradigm in learning from instructional videos is use transcribed speech (from ASR) (projected here using an encoder Φ) to supervise a video encoder Ψ (left). Instead, we train our video encoder Ψ with three inputs – RGB, audio and transcribed speech (ASR), and alternate between masking and predicting an entire modality at a time (middle). At the time of finetuning (right), our video encoder has been pretrained to use all video modalities.
1.2.3 Visual context for improved speech recognition

Unlike AV-ASR works that simply focus on the lip motion, we investigate the contribution of entire visual frames (visual actions, objects, background etc.). This is particularly useful for unconstrained videos, where the speaker is not necessarily visible. To solve this task, we propose a new sequence-to-sequence AudioVisual ASR TrAnsformer (AVATAR) which is trained end-to-end from spectrograms and full-frame RGB (Fig. 1.7). To prevent the audio stream from dominating training, we propose different word-masking strategies, thereby encouraging our model to pay attention to the visual stream. We demonstrate the contribution of the visual modality on the How2 AV-ASR benchmark, especially in the presence of simulated noise, and show that our model outperforms all other prior work by a large margin. Finally, we also create a new, real-world test bed for AV-ASR called VisSpeech, which demonstrates the contribution of the visual modality under challenging audio conditions. We explain the details of our approach in Chapter 5.

Figure 1.7: AVATAR: We propose a Seq2Seq architecture for audio-visual speech recognition. Our model is trained end-to-end from RGB pixels and audio spectrograms to estimate the speech in a video.
1.3 Publications

This manuscript is based on material published in the following papers:

- [50]: Valentin Gabeur, Chen Sun, Karteek Alahari and Cordelia Schmid. *Multi-modal Transformer for Video Retrieval*. ECCV 2020 (Spotlight) - Chapter 3

- [47]: Valentin Gabeur, Arsha Nagrani, Chen Sun, Karteek Alahari and Cordelia Schmid. *Masking Modalities for Cross-modal Video Retrieval*. WACV 2022 - Chapter 4


Our Multi-modal Transformer for Video Retrieval won the first place at the CVPR 2020 video pentathlon challenge [8]:


This manuscript does not include material published by the author in the following paper:

1.4 Software and datasets

The work conducted in this thesis has led to the following software and datasets:

- Multi-modal Transformer. Source code of the cross-modal architecture for video retrieval used in chapters 3 & 4. [https://github.com/gabeur/mmt](https://github.com/gabeur/mmt)

- Pre-extracted features. Motion, audio, object, faces, scene, speech and OCR features extracted from the MSR-VTT, ActivityNet and LSMDC datasets. The features are used to reproduce the results reported in chapter 3. [http://thoth.inrialpes.fr/research/video-features/](http://thoth.inrialpes.fr/research/video-features/)

- VisSpeech dataset. A challenging AV-ASR test benchmark used to evaluate the performance of our AVATAR model in chapter 5. [https://gabeur.github.io/avatar-visspeech](https://gabeur.github.io/avatar-visspeech)
Chapter 2

Background

As this thesis tackles video understanding, it builds on numerous works that have investigated how to individually process the different modalities that compose a video. These modalities are indeed not specific to video and often constitute a media by themselves, with its own tasks of interest. For example, speech and sounds are also present in the radio media, still images also contain visual information, text documents are written language, etc. Another reason why video modalities have been independently studied is that some video tasks are by nature uni-modal and do not benefit from cross-modal queues. For example, human pose estimation is a visual task that would probably not benefit much from the audio modality.

In this chapter, we will provide the reader with some background on how to separately process the different modalities that constitute the video signal. We will focus on three main modalities:

- Vision, i.e. what is visible in the video.
- Audio, i.e. the sounds that can be heard.
- Language, either spoken or written.

More closely related to the contributions of this thesis, we will introduce in the next chapters the previous works that have looked into *jointly* processing these modalities to obtain multi-modal video representations. We will present related works on multi-modal fusion in Chapter 3, video and language pretraining in Chapter 4, and audio-visual speech recognition in Chapter 5.
Chapter 2. Background

2.1 Visual signal processing

Sight is one of the most important human senses as it allows us to perceive our 3D environment, recognize familiar faces and distant objects. Cameras are the tools we use to capture visual information from the environment and digitize it into pixel grids. In this section, we will describe how to automatically process this visual information.

2.1.1 Image representation

Image information fundamentally lies in the gradient of pixel intensity which is highest at corner, edges and high contrast zones of the 2D pixel grid. In order to capture the semantics of images into a higher level representation, the traditional approach has been to hand-design visual descriptors. The histogram of oriented gradients (HOG) [38] is a widely used visual descriptor. After computing the intensity gradient for each pixel of the image, the image is divided into blocks and an histogram of gradient directions is computed for each block. The final representation consists in the concatenation of the histograms of all blocks. The Scale Invariant Feature Transform (SIFT) [91, 92] is another popular descriptor. It computes difference of Gaussians at several scales to detect keypoints in the image. A feature is then associated to each keypoint based on gradient histograms of neighboring pixels.

In order to perform image classification, these image descriptors then need to be processed through a classifier. The k-nearest neighbors algorithm (k-NN) [36] is a non-parametric method to classify a sample by simply looking at the labels of its closest neighbors in feature space. While simple and intuitive, this method can become computationally inefficient on large datasets as it requires calculating the distance to all samples and keep them in memory. The Support Vector Machine (SVM) [35] has been another popular classification algorithm for computer vision. It leverages kernel methods to map an input space to an implicit high dimensional feature space where linear models can be trained. The SVM algorithm selects a set of support vectors to find a decision boundary with large margin in feature space.

After remaining ignored during many years as they require large training datasets and compute power, artificial neural networks (NNs) have recently received renewed interest. Inspired by biological neural networks, artificial neural networks were first introduced by Rosenblatt in 1958 with the Perceptron model [131]. The Perceptron, originally implemented as a
single layer, consisted in a linear transformation of its inputs followed by
an activation function. Multilayer perceptrons [71] were later introduced
as stacked perceptron layers. They were shown to be universal approx-
imators, i.e., capable to approximate any function, under certain condi-
tions [37]. The multilayer perceptron is considered to be the first deep
learning architecture as its multiple layers progressively extract higher-
level semantics from the input. In the case of image processing, convolu-
tionnal neural networks (CNNs) have brought multiple advantages com-
pared to standard NNs. The convolution operation allows for a reduction
in model parameters while enforcing equivariance to input transforma-
tion. The first convolutional network was introduced by Fukushima in
1980 with the Neocognitron [45].

Theorized by Kelley in 1960, the back-propagation technique [77] was
only popularized in 1986 by Rumelhart to train NNs [132]. By applying
the chain rule, the prediction error is back-propagated through the model
to obtain the gradient of the error relative to the parameters. The model pa-
rameters can then be iteratively optimized by gradient descent. Combining
these advances in model architecture and training, Le Cun et al. released
LeNet [84], a CNN designed to recognize handwritten digits. CNNs are
trained end-to-end, meaning that all model weights are optimized using
back-propagation, leaving only the architecture design as a manual task.
Compared to handcrafted descriptors, CNNs find the optimal filters au-
tomatically. In a multilayer CNN, the first layers typically learn to iden-
tify low-level features such as edges so that the following layers can learn
higher semantics such as recognizing a human face (Fig. 2.1).

Starting 2010, the advent of large scale datasets made room for deep
learning approaches. The popularization of ImageNet [39] as the standard
benchmark helped compare methods against each other on common
ground. The 2012 ImageNet large scale visual recognition challenge
(ILSVRC) [133] has seen a turning point in computer vision with the
introduction of AlexNet [81], the first deep learning model surpassing
traditional approaches on image classification. AlexNet was one of the
first implementation of a neural network to leverage parallel computation
on graphics processing units (GPUs). The CNNs were made deeper by
stacking more layers [144] and introducing skip connections in residual
blocks [64]. Since then, the computer vision field has been dominated by
deep learning approaches.

As an alternative to CNNs, the Transformer architecture, originally de-
signed for language processing, has recently been adapted to computer
vision. It takes as input a set of embeddings and progressively contextualize them by letting each embedding attend to all the others. Because it uses self-attention (global operation) instead of convolutions (local operations), the transformer model has less inductive biases than CNNs. We explain the details of the transformer architecture in section 2.3.2. Diverse strategies have been used to have a transformer process pixels directly with a reasonable computational cost: Diverse strategies have been adopted to process pixels with Transformer at a reasonable computational cost: With the Vision Transformer (ViT) [42], the image is split into patches and each patch is linearly transformed into an input embedding. The Perceiver [72] is able to directly cross-attend pixels by iteratively refining a limited number of latent embeddings.

As models capacity has continuously increased, as well has the need for annotated data. But annotating large image datasets is expensive and difficult, especially for specialized content like medical images or satellite images. Researchers have therefore tried to leverage large unlabeled image collections to learn meaningful visual representations in a self-supervised way, meaning that both the inputs and labels are derived from an unannotated dataset. Several pretext tasks have been proposed to obtain the pseudo labels, for example rotation prediction [53], image
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2.1.1 Colorization or context prediction [41]. Pseudo labels have also been obtained iteratively through clustering [24] and online using learned prototypes [25]. Enforcing invariance of representation to image augmentations (e.g., cropping, rotation, color jittering) is key to many image self-supervised approaches, building on this objective, self-supervised contrastive methods have recently shown great success to learn visual representations [31, 63]. They consist in pulling together in embedding space representations of a same image (positive pairs) and pushing away from each other the representations of different images (negative pairs). Some recent methods [19, 32, 59] differ from contrastive learning as they only rely on positive pairs to learn an image representation but require enforcing additional constraints to avoid collapse (i.e., when the encoder outputs a constant vector, independent of the inputs).

2.1.2 Video representation

In this section, we describe methods for obtaining a representation from visual-only video media, i.e., a sequence of images. We will particularly focus on the action recognition task as it is the main benchmark for video models evaluation.

Because of the similarity between images and videos, video processing methods have been greatly inspired by image representation works introduced in the previous section and have followed the same evolution, from manually designed descriptors to end-to-end trained CNNs.

Compared to static images, videos provide additional information by adding a temporal dimension, therefore providing short term motion information as well as longer term scene transitions. Processing video is also much more computationally expensive than processing static frames, as it is composed of many of them. The video signal is also highly redundant, with neighboring frames often being very similar to each other.

In order to process the additional temporal dimension, 2D image CNNs have been extended to 3D video CNNs [74]. This computationally expensive approach has been called "Slow fusion" in subsequent work [76] as temporal and spatial information are progressively fused at each CNN layer of the model. Karpathy et al. [76] make the surprising observation that on the action recognition task, spatio-temporal approaches only provide modest performance improvement compared to a single frame CNN. The authors hypothesize that motion information is either not critical or difficult to learn and process by the model.
To ease its processing, motion information can be explicitly provided to a model through optical flow. Optical flow is the apparent motion of objects in a visual scene. Computed from two consecutive video frames, it is encoded as a motion vector for each pixel. Simonyan and Zisserman [143] leverage optical flow to explicitly provide motion information to a two stream CNN. One stream extracts spatial information from RGB input while the other stream computes temporal information from multi-frame optical flow. Ng et al. [114] extend this approach to process long videos (up to two minutes). To do so, they propose to only process one RGB frame per second and encode the motion through optical flow. They employ a recurrent network to model the dynamics of the video. Carreira and Zisserman [26] compare the previously proposed video encoder architectures and propose a two-stream 3D CNN. Their model processes sequences of optical flow and rgb frames separately and then merge the predictions. They demonstrate the advantage of inflating the 2D filters of image-pretrained 2D CNN to initialize the filters of both 3D CNNs.

SlowFast Networks [44] also feature two parallel streams, but do not use optical flow as only RGB frames are provided as input. One heavyweight stream operates at a low frame rate to capture spatial semantics while another lightweight stream operates at high frame rate to capture motion. Both streams exchange information through cross-streams connections. To reduce the computational burden of 3D convolutions, the S3D network [156] introduces the separable 3D convolution as a 2D spatial convolution followed by a 1D temporal convolution.

Similar to image processing, the transformer architecture has successfully been applied to video processing. With VideoBert [148] and CBT [147], short range video features are first extracted using S3D and then provided as input to a transformer to extract their long-range temporal evolution. The transformer architecture has also been applied end-to-end to video voxels with ViViT [11] which leverages the pretrained weights of image transformers [42] to initialize the video transformer and employs 3D Tubelet embeddings (Fig. 2.2) as an extension to 2D embeddings.

While large image dataset annotation is already difficult and expensive, the added temporal dataset dimension makes video dataset annotation even more challenging. Researchers have therefore looked at exploiting the vast amount of unannotated videos available on the internet through self-supervised learning. Similar to still-image self-supervised approaches, Patrick et al. [121] tackle video representation learning by enforcing invariance to random spatial cropping augmentations, which
are performed in feature space to reduce memory cost. Considering audio-visual content, the audio track accompanying a video constitutes a possible self-supervision to train a video model. Asano et al. [12] have successfully exploited this modality for unsupervised video dataset labelling and video representation learning. In addition to mere audio sounds, the spoken language potentially present in the audio track itself can contain high level semantics for representation learning. Compared to image self-supervised approaches that typically rely on augmentations of a same image to obtain positive pairs, pseudo labels for video can be extracted from the speech itself without relying on artificial visual augmentations. But these freely available pseudo-labels are also very noisy as what is said does not necessarily correspond to what is seen in the video.

Instructional videos is one of the video category where the speech modality correlates the most with the visual modality. As their intent is to explain a complex task, the instructional video creators often explicitly describe their actions and the objects they are manipulating. This has led several works to explore the use of instructional videos for tasks like action steps alignment [96], task steps discovery [5], action segmentation [129] or audio-visual speech recognition [134]. But it is only with the open release of the HowTo100M dataset [104] that instructional videos have been used at massive scale for self-supervised learning. The original HowTo100M
pretraining approach consists in jointly training a visual model and a language model to embed videos and narrations in a common embedding space. The similarity between videos and narrations is maximized if issued from the same clip and minimized if sampled from different clips. Various contrastive objectives have been experimented to optimize the weights of video-language models such as triplet loss \cite{104} or variants of the noise contrastive loss \cite{7, 102}.

2.2 Audio signal processing

Sound is a vibration that propagates as a longitudinal wave in a medium, usually air. Captured by a microphone, this change in air pressure is converted to an electrical signal that can be exploited as-is (analog) or discretized (numeric).

Sampled at 16kHz, one second of raw audio signal waveform consists in 16 thousand values. Observed independently, each of these do not carry any meaning. It is only when looking at hundred of these values together that we start to notice the ondulations of the waveform that characterize possible noises or frequencies. Digital audio in its raw form is therefore challenging to exploit by a learning algorithm, it is usually first preprocessed using human-designed representations that capture its essential features before being used for sound classification or speech recognition.

2.2.1 Audio representation

Audio signal representation has historically been approached using a set of manually designed low level descriptors (LLDs). The Zero-Crossing Rate (ZCR) is one of the simplest, it corresponds to the rate of sign-changes of the signal during an audio clip and can be interpreted as a measure of the noisiness of a signal. The energy contour is another popular LLD. It is obtained by summing the squared samples of an audio segment. Because of the poor representation power of those LLDs and the high temporal variability of the audio signal, the second order statistics of the LLDs were shown to provide better representations that the LLDs themselves \cite{136}.

More advanced audio representations have built on the spectral representation of sound and its decomposition into sine waves, varying in amplitude, frequency and phase. While it has been shown that the human ear is almost insensible to variations in phase \cite{65}, the amplitude (loudness) and frequency (pitch) are of high importance to the human perception of sound.
2.2. Audio signal processing

Mathematically, the decomposition of raw audio signal can be achieved through Fourier analysis. The Fourier Transform is used to decompose a waveform into a set of sine waves, characterized by their amplitude and frequency (Fig. 2.3). Because of the temporal variability of the audio signal, the Fourier transform is applied to short overlapping segments of audio. Those segments are smoothed with a Hamming window to avoid Gibbs phenomenon oscillations caused by signal discontinuities. The Fourier transform transfers the audio information from the time domain to the frequency domain. It produces a frequency spectrum for each audio segment. Building on this spectral representation of the audio signal, researchers have designed frequency-based LLDs such as spectral centroid [136], signal bandwidth and pitch [99].

![Decomposition of a waveform into a set of sine waves with different amplitudes and frequencies.](image)

While the previously introduced low-level descriptors can be successfully used to discriminate different types of audio signal, their representation power is limited in the case of more complex tasks such as speech recognition. Speech is a highly dynamic signal at the macro level, the succession between consonants and vowels forms a sequence of phonemes carrying the semantics of a speaker’s message. But if observed at a lower level, for the duration of a phoneme, the sound appears static. At sub-second scales, the speech signal usually varies slow enough that its acoustic features can be considered constant. Nakajima et al. [113] showed that
speech cut into short static segments was almost perfectly intelligible with a temporal resolution of 40 ms or less, which allows audio signal representation as a sequence of regularly extracted audio features.

Inspired by the physiological mechanism for sound perception, mel filterbanks are a popular method for computation of such audio features. They aim at discretizing the continuous frequency spectrums into a compact representation. The frequency spectrum is processed through mel-spaced triangular filters. The log-power of the filtered signal is calculated to obtain a value for each mel-frequency, hence transforming the frequency spectrum of a short segment into a feature vector. The 1D audio waveform becomes a 2D audio spectrogram (Figure 2.4).

Figure 2.4: A raw audio waveform (a), and its corresponding spectrogram of mel filterbanks features (b). (Image courtesy of McCowan et al. [98]).

More recent approaches have experimented with learning an audio frontend competitive with mel filterbanks [164] or learning directly from raw audio waveform [4] but obtain limited gain compared to using mel filterbanks.

2.2.2 Sound recognition

Sound recognition is the task of identifying the different categories of an audio segment, e.g. music, speech, noise. It can be performed at different hierarchical levels of detail, e.g. what kind of music is played, by what instrument, what is the noise origin.

One of the first application of audio classification has been to discriminate between speech and music, two of the most common content in audio. In [135], short segments of broadcast FM radio are classified between music
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and commercials. The author uses the variations in the zero-crossing rate as well as the energy contour for features, a multivariate Gaussian classifier is then used to discriminate between speech and music. In [136], Scheirer and Slaney combine 13 different low-level descriptors for audio representation and investigate the performance of different classifiers (Gaussian mixture model, k-d trees spatial partitioning, and KNNs) for music and speech classification. While the choice of classifier has limited impact on the performance, they show that feature selection is important with the LLDs variance being a better choice than the LLDs themselves.

As audio datasets grew larger, deep learning architectures became applicable to the task of sound recognition. With more than 2 million human-annotated audio clips extracted from YouTube Videos, AudioSet [51] is one such dataset. The ontology features 527 audio classes that range from generic noise categories, e.g. vibrations, to the different voice levels, e.g. whispering, and even includes dedicated categories for animal sounds like rodents noises. The VGG-Sound dataset [30] is also composed of YouTube audio-visual segments, but contrary to AudioSet, VGG-Sound ensures audio-visual correspondence such that the source of sound is visually evident. To leverage such large scale datasets, researchers have adapted the successful computer vision CNN architectures for audio processing. Mel filterbanks spectrograms being equivalent to 2D images, they can be provided directly as input to CNNs to obtain state-of-the-art results on audio classification [66]. Arandjelovic and Zisserman [10] leverage unlabeled video data to train in parallel an audio model and an image model. Provided with the output of each model, a classifier is tasked with predicting if the image and the audio are from the same video or not. More recently, the transformer architecture have shown to improve audio classification performance [112]. Chen et al. [29] also leverage this architecture to tackle the task of audio-visual synchronisation in videos. We explain the transformer architecture in detail in section 2.3.2.

2.2.3 Speech recognition

Spoken language is the most ancient medium for human communication. While modern telecommunications have eased written language communication, speech conversation remains faster and more natural.

Automatic speech recognition (ASR) deals with the automatic extraction of language from the audio signal. Because of all its possible applications, e.g. transcription, dictation, virtual assistants, etc., ASR has attracted considerable interest in recent years.
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Traditional approaches to ASR [73, 127] were phoneme-based and required components for the pronunciation, acoustic, and language model to be trained separately. The pronunciation model, associating words with their corresponding sequence of phonemes was manually designed by linguists. The most popular choices for acoustic modeling were hidden markov model while language models were usually n-grams models.

Modern approaches instead tackle ASR end-to-end, using Mel filterbank spectrograms as input and predicting symbols (characters or words) sequences directly. Recurrent networks (RNN), particularly their long short-term memory (LSTM) [67] variant have been the most popular models for that task. The transformer architecture [153] has recently replaced RNN networks thanks to its parallelization and long term dependency processing. Transformers have been augmented with convolutions to model both local and global dependencies more efficiently [60].

In order to train these models, two training approaches dominate the field: CTC and Seq2Seq. The Connectionist Temporal Classification approach (CTC) [57] was the first attempt at end-to-end ASR. The main contribution of CTC is to remove the need for pre-segmented transcript-aligned training data. It is done by interpreting the model outputs as a probability distribution over all possible label sequences alignments. CTC allows learning pronunciation and acoustic modeling end-to-end within a single network. It is however incapable of learning language modeling directly as the model outputs are conditionally independent. Graves et al. [58] revisit CTC and make the network deeper by stacking several bi-directional LSTM layers. A language model is used to decode the model outputs by adapting the transducer architecture [56].

A more recent approach to end-to-end ASR is the sequence-to-sequence model (Seq2Seq) [33, 149]. Contrary to CTC, Seq2Seq does not explicitly align audio and transcript but instead uses a decoder to auto-regressively generate symbols one by one from the encoder outputs, therefore integrating language modeling. The model is trained using cross-entropy loss on each generated symbol. The Seq2Seq approach has been applied to ASR in Listen, Attend and Spell (LAS) [27] and later been derived multiple times [150,160].

More recently, researchers have worked to leverage the large amount of unannotated speech data available on the internet to pretrain their models in a self-supervised fashion. The wav2vec pretraining [14,137] trains a model to learn the structure of speech from raw audio. Similar to the Bidirectional Encoder Representations from Transformers (BERT) [40], wav2vec is trained to recover masked speech units by exploiting their
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Text, either extracted from speech or produced directly in written form, is made of a sequence of symbols. It has historically been the media of choice to store information, which explains why so much textual data is available. Compared to vision or audio which are natural and continuous signals, text is artificial and discrete.

2.3.1 Language representation

Text typically consists of a long sequence of characters or graphemes (e.g., letters of the alphabet). The first step to obtain a representation from text is to break it down into smaller pieces, i.e. tokens. Word-level tokenization has traditionally been employed to decompose text into semantic units (words). However, because the number of words in a language is very large (potentially infinite), it suffers from a major drawback: out-of-vocabulary words. Subword-level tokenization [82, 138, 139, 155] has been proposed as a middle ground between word-level and character-level tokenization. Similarly to character-level tokenization, text can be decomposed into a finite set of tokens without out-of-vocabulary words. Similarly to word-level tokenization, the tokens obtained with subword-level tokenization carry semantics and are close to morphemes (smallest meaningful lexical item in a language). Once tokenized, a piece of text becomes a sequence of tokens that can be used to extract text-level or token-level representations (Fig. 2.5).
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Figure 2.5: Token-level representations of an input text through tokenization. Subword-level tokenization allows the decomposition of words into semantic pieces while avoiding out-of-vocabulary issues. A lookup table can then be used to associate each token of the vocabulary to a vector representation.

One of the earliest and simplest ways to obtain a representation from a textpiece is Bag of Words (BOW) [97, 168]. It consists in counting the occurrence frequency of each token in the text to obtain an histogram. That histogram can then be used as a text-level representation to calculate similarities between documents or as input to a classifier. The simplicity of BOW is counterbalanced by several drawbacks, mainly sparsity and insensitivity to word order.

Word embeddings have been developed to obtain text representations at the word level instead of at the text level. Word embeddings associate each word with a vector that encodes its semantics such that relative similarity between embeddings in vector space correlate with words semantic similarity (Fig. 2.6). An unsupervised approach to learn word embeddings from unlabeled text was introduced by Mikolov et al. in 2013 with Word2Vec [105]. Leveraging the skip-gram architecture, Word2Vec embeddings are randomly initialized and iteratively optimized using the representation of a given word to predict its context words.

Using word embeddings, a text can then be transformed to a sequence of vectors to be processed by a language model to obtain a text-level representation. Word embeddings have been used both directly as input features to a language model (frozen features) or as initialization of its first layer lookup table (finetuned features). Prior to 2017, the model of choice
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Figure 2.6: Two-dimensional PCA projection of word2vec embeddings of countries and their capital cities. This figure illustrates how the word2vec model managed to position words in vector space in a way that concepts such as ‘city = capital(country)’ approximately correspond to a vector addition. (Image courtesy of Mikolov et al. [106])

for language modeling were recurrent neural networks. RNNs sequentially process variable length sequences of inputs and use an internal memory to store information from previous inputs. Because of their recurrent architecture, RNNs however suffer from several drawbacks such as sequential processing and limited contextual range. The introduction of long short-term memory (LSTM) [67] allows RNNs to learn longer term dependencies and reduces the vanishing gradient problem. The sequential computation of RNNs however remains an issue for parallelization, which is required for training on long sentences. The introduction of the Transformer architecture solved this parallelization issue, as we will explain in the next section.

2.3.2 Transformers

Introduced in 2017, the transformer [153] is a recurrence-free architecture capable of processing long sequences of inputs in parallel. It is also convolution-free and leverages the self-attention mechanism to let any input attend to all the others, independently of their position in the sequence. The transformer actually processes the input sequence as a set of embeddings, without ordering, it is therefore desirable to provide information about the relative position of the vectors in the sequence. This
position information is additively encoded in the input sequence using either sinusoidal encodings or learned positional embeddings.

The transformer encoder consists of a stack of $N$ identical transformer layers (Fig. 2.7, right), each composed of two sublayers: a multi-head self-attention layer (MHA) and a fully connected feed-forward network (FFN). The transformation of a sequence $X$ by a transformer layer $T_L$ is given by:

$$T_L(X) = f(g(X))$$

with $f(X) = LN(X + FFN(X))$

and $g(X) = LN(X + MHA(X))$

where $T_L$ is the transformer layer transformation, $X \in \mathbb{R}^{n \times d_{model}}$ is the input sequence of $n$ embeddings, $LN$ is layer normalization [13], $FFN$ is a fully connected feed-forward network and $MHA$ is a multi-head self-attention layer which will be detailed in the following paragraph.

![Scaled Dot-Product Attention](Image)

![Multi-Head Attention](Image)

Figure 2.7: The scaled dot-product attention mechanism employed in the transformer lets each input embedding attend to all the others (left). Attention is performed in parallel over multiple heads to increase the width the network (middle). The inputs are embedded, position-encoded and then processed by the $N$ layers of the transformer encoder (right). (Image courtesy of Vaswani et al. [153])

The attention mechanism processes each embedding in the input sequence by first linearly transforming it into three vectors: a query, a key and a value. Similarities are then computed between the query and all
keys using the dot product. This lets each embedding attend to all other embeddings in the sequence and find which ones are most semantically relevant to the query. Finally, a softmax operation is applied to the similarities to obtain attention weights and the result is computed as the weighted sum of all values (Fig. 2.7, left).

In practice, the attention function is computed in vectorized form:

$$\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{T}\right)V$$

(2.2)

Where $Q$, $K$ and $V$ are the matrices of queries, keys and values of the input embeddings, and $T$ the softmax temperature.

To increase the width of the model, attention is performed in parallel over multiple attention heads. Each attention head transforms the input $X$ into queries, keys and values using its own projection matrices $W^Q_i$, $W^K_i$ and $W^V_i$. The outputs from the different heads are concatenated and linearly projected with the $W^O$ matrix to $d_{\text{model}}$ dimension as shown in figure 2.7 (middle):

$$\text{MHA}(X) = \text{Concat}(\text{head}_1, ..., \text{head}_h)W^O$$

where $\text{head}_i = \text{Attention}(XW^Q_i, XW^K_i, XW^V_i)$

At the output of the transformer encoder, we obtain the same number of embeddings and with the same dimension as in the input, but these have been contextualized. By letting each embedding attend to all the others, the transformer has allowed information to flow between the original vectors of the sequence. In addition to text, the transformer has also become a popular model for vision and audio processing. In the following section, we will see how to train such a model to contextualize its inputs.

### 2.3.3 Masked language modeling

Similar to computer vision and audio processing, natural language processing has been restrained by the limited availability of large annotated datasets. Annotated text datasets are usually small scale and target a single task, e.g. named entity recognition, text classification, sentiment analysis.
BERT pretraining [40] is designed to leverage the large amount of unannotated textual data available on the internet for language understanding. Its main contribution is the introduction of masked language modeling (MLM) to pretrain a transformer encoder in a self-supervised fashion. MLM consists in randomly corrupting some words in the input sentence and training a model to recover the original words (Fig. 2.8).

![Figure 2.8: Masked language modeling. Randomly selected tokens (yellow) are either masked, kept the same, or replaced by a random token. Cross-entropy loss is applied to the corresponding output embeddings (blue) after linear transformation and softmax.]

The MLM objective forces the model to learn some level of language understanding to find out what were the masked tokens. It also learns to contextualize each of the input tokens to determine whether a token is correct or if it has been randomly replaced. MLM pretraining obtains large gains on a variety of NLP tasks after finetuning of the model and has been adapted and extended to computer vision [18] and audio processing [14].

With the notable introduction of Transformer and MLM, we have observed in recent years a convergence of architectures and training strategies to process the different modalities that are language, audio and vision. In the next chapters, we build on these techniques and go one step further to target the extraction of cross-modal semantics by jointly processing the different video modalities.
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Fusing video modalities

Video is one of the most popular forms of media due to its ability to capture dynamic events and its natural appeal to our visual and auditory senses. Online video platforms are playing a major role in promoting this form of media. However, the billions of hours of video available on such platforms are unusable if we cannot access them effectively, for example, by retrieving relevant content through queries.

In this chapter, we tackle the tasks of caption-to-video and video-to-caption retrieval. In the first task of caption-to-video retrieval, we are given a query in the form of a caption (e.g., “How to build a house”) and the goal is to retrieve the videos best described by it (i.e., videos explaining how to build a house). In practice, given a test set of caption-video pairs, our aim is to provide, for each caption query, a ranking of all the video candidates such that the video associated with the caption query is ranked as high as possible. On the other hand, the task of video-to-caption retrieval focuses on finding among a collection of caption candidates the ones that best describe the query video.

A common approach for the retrieval problem is similarity learning [157], where we learn a function of two elements (a query and a candidate) that best describes their similarity. All the candidates can then be ranked according to their similarity with the query. In order to perform this ranking, the captions as well as the videos are represented in a common multi-dimensional embedding space, wherein similarities can be computed as a dot product of their corresponding representations. The critical question here is how to learn accurate representations of both caption and video to base our similarity estimation on.

The problem of learning representation of text has been extensively studied, leading to various methods [40, 67, 105, 153, 168], which can be used to encode text captions. In contrast to these advances, learning effective video representation continues to be a challenge, and forms the focus of our work. This is in part due to the multimodal and temporal nature of
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Figure 3.1: When matching a text query with videos, the inherent cross-modal and temporal information in videos needs to be leveraged effectively, for example, with a video encoder that handles all the constituent modalities (appearance, audio, speech) jointly across the entire duration of the video. In this example, a video encoder will be able to distinguish between “someone walking to” and “someone walking away” only if it exploits the temporal information of events occurring in the video (red arrows). Also, in order to understand that a “motorbike failed to start”, it needs to use cross-modal information (e.g., absence of noise after someone tried to start the engine, orange arrow).

Recent work on video retrieval does not fully exploit such cross-modal high-level semantics. They either ignore the multi-modal signal [102], treat modalities separately [103], or only use a gating mechanism to modulate certain modality dimensions [90]. Another challenge in representing video is its temporality. Due to the difficulty in handling variable duration of video. Video data not only varies in terms of appearance, but also in possible motion, audio, overlaid text, speech, etc. Leveraging cross-modal relations thus forms a key to building effective video representations. As illustrated in Fig. 3.1, cues jointly extracted from all the constituent modalities are more informative than handling each modality independently. Hearing a motor sound right after seeing someone starting a bike tells us that the running bike is the visible one and not a background one. Another example is the case of a video of “a crowd listening to a talk”, neither of the modalities “appearance” or “audio” can fully describe the scene, but when processed together, higher level semantics can be obtained.
videos, current approaches [90, 103] discard long-term temporal information by aggregating descriptors extracted at different moments in the video. We argue that this temporal information can be important to the task of video retrieval. As shown in Fig. 3.1, a video of “someone walking to an object” and “someone walking away from an object” will have the same representation once pooled temporally, however, the movement of the person relative to the object is potentially important in the query.

We address the temporal and multi-modal challenges posed in video data by introducing our multi-modal transformer. It performs the task of processing features extracted from different modalities at different moments in video and aggregates them in a compact representation. Building on the transformer architecture [153], our multi-modal transformer exploits the self-attention mechanism to gather valuable cross-modal and temporal cues about events occurring in a video. We integrate our multi-modal transformer in a cross-modal framework, as illustrated in Fig. 3.2, which leverages both captions and videos, and estimates their similarity.

**Contributions.** In this chapter, we make the following three contributions: (i) First, we introduce a novel video encoder architecture for retrieval: Our multi-modal transformer processes effectively multiple modality features extracted at different times. (ii) We thoroughly investigate different architectures for language embedding, and show the
superiority of the BERT model for the task of video retrieval. (iii) By leveraging our novel cross-modal framework we outperform prior state of the art for the task of video retrieval on MSRVTT [159], ActivityNet [80] and LSMDC [130] datasets. Our approach is also the winning solution in the CVPR 2020 Video Pentathlon Challenge [49].

3.1 Related work

In this section we present previous work on visual-language retrieval as well as on fusion of pre-computed video features.

**Visual-language retrieval.** Harwath et al. [62] perform image and audio-caption retrieval by embedding audio segments and image regions in the same space and requiring high similarity between each audio segment and its corresponding image region. The method presented in [85] takes a similar approach for image-text retrieval by embedding images regions and words in a joint space. A high similarity is obtained for images that have matching words and image regions. Burns et al. [22] perform an analysis of the different word embeddings and language models (Word2Vec [105], LSTM [67], BERT [40], etc.) used for image-text retrieval and other vision-language tasks. They show that the pretrained and frozen BERT model performs relatively poorly compared to a LSTM or even a simpler average embedding model. In this work, we find that a pretrained BERT outperforms other language models, but it needs to be finetuned.

For videos, JSFusion [162] estimates video-caption similarity through dense pairwise comparisons between each word of the caption and each frame of the video. In this work, we instead estimate both a video embedding and a caption embedding and then compute the similarity between them. In [54], the authors propose a two-branches architecture that models the interactions between different levels of granularity in both the visual modality and the text modality. Zhang et al. [166] perform paragraph-to-video retrieval by assuming a hierarchical decomposition of the video and paragraph. Our method does not assume that the video can be decomposed into clips that align with sentences of the caption. A recent alternative is creating separate embedding spaces for different parts of speech (e.g., noun or verb) [154]. In contrast to this method, we do not pre-process the sentences but encode them directly through BERT. Another work [104] leverages the large number of instructional videos in the HowTo100M dataset, but does not fully exploit the temporal relations. The approach presented in this chapter instead relies on longer
segments extracted from HowTo100M videos in order to learn temporal dependencies and address the problem of misalignment between speech and visual features.

**Fusion of pre-computed video features.** Because of the small scale of manually annotated text-to-video retrieval datasets as well as the high computational cost of processing pixels and raw audio signal directly, a popular approach for video retrieval has been to use pre-computed features from ‘expert’ models. These models are trained for diverse tasks and on multiple modalities such as face [120], scene [170] and object recognition, action classification [26] and sound classification [51].

Mithun et al. [107, 108] use three experts (Object, Activity and Place) to compute three corresponding text-video similarities. These experts however do not collaborate together as their respective similarities are simply summed together. A related approach [103] uses pre-computed features from experts for text to video retrieval, where the overall similarity is obtained as a weighted sum of each expert’s similarity. A recent extension [90] to this mixture of experts model uses a collaborative gating mechanism for modulating each expert feature according to the other experts. However, this collaborative gating mechanism only strengthens (or weakens) some dimensions of the input signal in a single step, and is therefore not able to capture high level inter-modality information. Our multi-modal transformer overcomes this limitation by attending to all available modalities over multiple self-attention layers. More recently, several works [43, 125] have shown the superiority of using the CLIP [128] model to extract appearance features, therefore leveraging the 400 million (image, caption) pairs it was trained on.

### 3.2 Methodology

Our overall method relies on learning a function \( s \) to compute the similarity between two elements: text and video, as shown in Fig. 3.2. We then rank all the videos (or captions) in the dataset, according to their similarity with the query caption (or video) in the case of text-to-video (or video-to-text) retrieval. In other words, given a dataset of \( n \) video-caption pairs \( \{(v_1, c_1), ..., (v_n, c_n)\} \), the goal of the learnt similarity function \( s(v_i, c_j) \), between video \( v_i \) and caption \( c_j \), is to provide a high value if \( i = j \), and a low one if \( i \neq j \). Estimating this similarity (described in Section 3.2.3) requires accurate representations for the video as well as the caption. Fig. 3.2 shows
the two parts focused on producing these representations (presented in Sections 3.2.1 and 3.2.2 respectively) in our cross-modal framework.

### 3.2.1 Video representation

The video-level representation is computed by our proposed multi-modal transformer (MMT). MMT follows the architecture of the transformer encoder presented in [153]. It consists of stacked self-attention layers and fully collected layers. MMT’s input $\Omega(v)$ is a set of embeddings, all of the same dimension $d_{\text{model}}$. Each of them embeds the semantics of a feature, its modality, and the time in the video when the feature was extracted. This input is given by:

$$\Omega(v) = F(v) + E(v) + T(v),$$  \hspace{1cm} (3.1)

In the following, we describe those three components.

**Features $F$.** In order to learn an effective representation from different modalities inherent in video data, we begin with video feature extractors called “experts” [90, 103, 107, 162]. In contrast to previous methods, we learn a joint representation leveraging both cross-modal and long-term temporal relationships among the experts. We use $N$ pretrained experts $\{F_n\}_{n=1}^{N}$. Each expert is a model trained for a particular task that is then used to extract features from video. For a video $v$, each expert extracts a sequence $F_n(v) = [F^n_1, ..., F^n_K]$ of $K$ features.

The features extracted by our experts encode the semantics of the video. Each expert $F^n$ outputs features in $\mathbb{R}^{d_n}$. In order to project the different expert features into a common dimension $d_{\text{model}}$, we learn $N$ linear layers (one per expert) to project all the features into $\mathbb{R}^{d_{\text{model}}}$.

A transformer encoder produces an embedding for each of its feature inputs, resulting in several embeddings for an expert. In order to obtain a unique embedding for each expert, we define an aggregated embedding $F^n_{\text{agg}}$ that will collect and contextualize the expert’s information. We initialize this embedding with a max pooling aggregation of all the corresponding expert’s features as $F^n_{\text{agg}} = \text{maxpool}(\{F^n_k\}_{k=1}^K)$. The sequence of input features to our video encoder then takes the form:

$$F(v) = [F^n_{\text{agg}}, F^1_1, ..., F^n_K, ..., F^N_{\text{agg}}, F^1_1, ..., F^N_K].$$  \hspace{1cm} (3.2)

**Expert embeddings $E$.** In order to process cross-modality information, our MMT needs to identify which expert it is attending to. We learn $N$ embeddings $\{E_1, ..., E_N\}$ of dimension $d_{\text{model}}$ to distinguish between embeddings of different experts. Thus, the sequence of expert embeddings to our video
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encoder takes the form:

\[ E(v) = [E^1, E^1, ..., E^1, ..., E^N, E^N, ..., E^N]. \]  \hspace{1cm} (3.3)

**Temporal embeddings** \( T \). They provide temporal information about the time in the video where each feature was extracted to our multi-modal transformer. Considering videos of a maximum duration of \( t_{\text{max}} \) seconds, we learn \( D = |t_{\text{max}}| \) embeddings \( \{T_1, ..., T_D\} \) of dimension \( d_{\text{model}} \). Each expert feature that has been extracted in the time range \( [t, t+1) \) will be temporally embedded with \( T_{t+1} \). For example, a feature extracted at 7.4s in the video will be temporally encoded with temporal embedding \( T_8 \). We learn two additional temporal embeddings \( T_{\text{agg}} \) and \( T_{\text{unk}} \), which encode aggregated features and unknown temporal information features (for experts whose temporal information is unknown), respectively. The sequence of temporal embeddings of our video encoder then takes the form:

\[ T(v) = [T_{\text{agg}}, T_1, ..., T_D, ..., T_{\text{agg}}, T_1, ..., T_D]. \]  \hspace{1cm} (3.4)

**Multi-modal Transformer.** The video embeddings \( \Omega(v) \) defined as the sum of features, expert and temporal embeddings in (3.1), as shown in Fig. 3.3, are input to the transformer. They are given by:

\[ \Omega(v) = F(v) + E(v) + T(v) = [\omega^1_{\text{agg}}, \omega^1_1, ..., \omega^1_K, ..., \omega^N_{\text{agg}}, \omega^N_1, ..., \omega^K_N]. \]

MMT contextualises its input \( \Omega(v) \) and produces the video representation \( \Psi_{\text{agg}}(v) \). As illustrated in Fig. 3.2, we only keep the aggregated embedding per expert. Thus, our video representation \( \Psi_{\text{agg}}(v) \) consists of the output embeddings corresponding to the aggregated features, i.e.,

\[ \Psi_{\text{agg}}(v) = \text{MMT}(\Omega(v)) = [\psi^1_{\text{agg}}, ..., \psi^N_{\text{agg}}]. \]  \hspace{1cm} (3.5)

The advantage of our MMT over the state-of-the-art collaborative gating mechanism [90] is two-fold: First, the input embeddings are not simply modulated in a single step but iteratively refined through several layers featuring multiple attention heads. Second, we do not limit our video encoder with a temporally aggregated feature for each expert, but provide all the extracted features instead, along with a temporal encoding describing at what moment of the video they were extracted from. Thanks to its self-attention modules, each layer of our multi-modal transformer is able to attend to all its input embeddings, thus extracting semantics of events occurring in the video over several modalities.
Figure 3.3: Multi-modal transformer inputs and outputs. We combine feature semantics $F$, expert information $E$, and temporal cues $T$ to form our video embeddings $\Omega(v)$, which are input to MMT to obtain the video representation $\Psi_{agg}(v)$.

3.2.2 Caption representation

We compute our caption representation $\Phi(c)$ in two stages: first, we obtain an embedding $h(c)$ of the caption, and then project it with a function $g$ into $N$ different spaces as $\Phi = g \circ h$. For the embedding function $h$, we use a pretrained BERT model [40]. Specifically, we extract our single caption embedding $h(c)$ from the [CLS] output of BERT. In order to match the size of this caption representation with that of video, we learn for function $g$ as many gated embedding modules [103] as there are video experts. Our caption representation then consists of $N$ embeddings, represented by $\Phi(c) = \{\phi^i\}_{i=1}^N$.

3.2.3 Similarity estimation

We compute our final video-caption similarity $s$, as a weighted sum of each expert $i$’s video-caption similarity $\langle \phi^i, \psi_{agg}^i \rangle$. It is given by:

$$s(v, c) = \sum_{i=1}^{N} w_i(c) \langle \phi^i, \psi_{agg}^i \rangle,$$

where $w_i(c)$ represents the weight for the $i$th expert. To obtain these mixture weights, we follow [103] and process our caption representation $h(c)$.
through a linear layer and then perform a softmax operation, i.e.,

\[ w_i(c) = \frac{e^{h(c)^\top a_i}}{\sum_{j=1}^N e^{h(c)^\top a_j}}, \quad (3.7) \]

where \((a_1, ..., a_N)\) are the weights of the linear layer. The intuition behind using a weighted sum is that a caption may not describe all the inherent modalities in video uniformly. For example, in the case of a video with a person in a red dress singing opera, the caption “a person in a red dress” provides no information relevant for audio. On the contrary, the caption “someone is singing” should focus on the audio modality for computing similarity. Note that \(w_i(c), \phi^i\) and \(\psi_{agg}^i\) can all be precomputed offline for each caption and for each video, and therefore the retrieval operation only involves dot product operations.

### 3.2.4 Training

We train our model with the bi-directional max-margin ranking loss [75]:

\[ \mathcal{L} = \frac{1}{B} \sum_{i=1}^B \sum_{j \neq i} \left[ \max(0, s_{ij} - s_{ii} + m) + \max(0, s_{ji} - s_{ii} + m) \right], \quad (3.8) \]

where \(B\) is the batch size, \(s_{ij} = s(v_i, c_j)\), the similarity score between video \(v_i\) and caption \(c_j\), and \(m\) is the margin. This loss enforces the similarity for true video-caption pairs \(s_{ii}\) to be higher than the similarity of negative samples \(s_{ij}\) or \(s_{ji}\), for all \(i \neq j\), by at least \(m\).

### 3.3 Experiments

#### 3.3.1 Datasets and Metrics

**HowTo100M [104].** It is composed of more than 1 million YouTube instructional videos, along with automatically-extracted speech transcriptions, which form the captions. These captions are naturally noisy, and often do not describe the visual content accurately or are temporally misaligned with it. We use this dataset only for pretraining.

**MSRVTT [159].** This dataset is composed of 10K YouTube videos, collected using 257 queries from a commercial video search engine. Each video is 10 to 30s long, and is paired with 20 natural sentences describing it, obtained...
from Amazon Mechanical Turk workers. We use this dataset for training from scratch and also for finetuning. We report results on the train/test splits introduced in [162] that uses 9000 videos for training and 1000 for test. We refer to this split as “1k-A”. We also report results on the train/test split in [103] that we refer to as “1k-B”. Unless otherwise specified, our MSRVTT results are with “1k-A”.

**ActivityNet Captions [80].** It consists of 20K YouTube videos temporally annotated with sentence descriptions. We follow the approach of [166], where all the descriptions of a video are concatenated to form a paragraph. The training set has 10009 videos. We evaluate our video-paragraph retrieval on the “val1” split (4917 videos). We use ActivityNet for training from scratch and finetuning.

**LSMDC [130].** It contains 118,081 short video clips (∼ 4–5s) extracted from 202 movies. Each clip is annotated with a caption, extracted from either the movie script or the audio description. The test set is composed of 1000 videos, from movies not present in the training set. We use LSMDC for training from scratch and also finetuning.

**Metrics.** We evaluate the performance of our model with standard retrieval metrics: recall at rank $N$ (R@$N$, higher is better), median rank (MdR, lower is better) and mean rank (MnR, lower is better). For each metric, we report the mean and the standard deviation over experiments with 3 random seeds.

### 3.3.2 Implementation details

**Pretrained experts.** Recall that our video encoder uses pretrained experts models for extracting features from each video modality. We use the following seven experts.

- **Motion** features are extracted from S3D [156] trained on the Kinetics action recognition dataset.
- **Audio** features are extracted using VGGish model [66] trained on YT8M.
- **Scene** embeddings are extracted from DenseNet-161 [69] trained for image classification on the Places365 dataset [170].
- **OCR** features are obtained in three stages. Overlaid text is first detected using the pixel link text detection model. The detected boxes are then passed through a text recognition model trained on the Synth90K dataset. Finally, each character sequence is encoded with word2vec [105] embeddings.
- **Face** features are extracted in two stages. An SSD face detector is used to extract bounding boxes, which are then passed through a ResNet50 trained
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for face classification on the VGGFace2 dataset.

**Speech** transcripts are extracted using the Google Cloud Speech to Text API, with the language set to English. The detected words are then encoded with word2vec.

**Appearance** features are extracted from the final global average pooling layer of SENet-154 [68] trained for classification on ImageNet.

For scene, OCR, face, speech and appearance, we use the features publicly released by [90], and compute the other features ourselves.

**Training.** For each dataset, we run a grid search on the corresponding validation set to estimate the hyperparameters. We use the Adam optimizer for all our experiments, and set the margin of the bidirectional max-margin ranking loss to 0.05. We also freeze our pretrained expert models.

When pretraining on HowTo100M, we use a batch size of 64 video-caption pairs, an initial learning rate of 5e-5, which we decay by a multiplicative factor 0.98 every 10K optimisation steps, and train for 2 million steps. Given the long duration of most of the HowTo100M videos, we randomly sample 100 consecutive words in the caption, and keep 100 consecutive seconds of video data, closest in time to the selected words.

When training from scratch or finetuning on MSRVTT or LSMDC, we use a batch size of 32 video-caption pairs, an initial learning rate of 5e-5, which we decay by a multiplicative factor 0.95 every 1K optimisation steps. We train for 50K steps. We use the same settings when training from scratch or finetuning on ActivityNet, except for 0.90 as the multiplicative factor.

To compute our caption representation $h(c)$, we use the “BERT-base-cased” checkpoint of the BERT model and finetune it with a dropout probability of 10%. To compute our video representation $\Psi_{agg}(v)$, we use MMT with 4 layers and 4 attention heads, a dropout probability of 10%, a hidden size $d_{model}$ of 512, and an intermediate size of 3072.

For datasets with short videos (MSRVTT and LSMDC), we use all the 7 experts and limit video input to 30 features per expert, and BERT input to the first 30 wordpieces. For datasets containing longer videos (HowTo100M and ActivityNet), we only use motion and audio experts, and limit our video input to 100 features per expert and our BERT input to the first 100 wordpieces. In cases where an expert is unavailable for a given video, e.g., no speech was detected, we set the aggregated feature $F_{agg}^n$ to a zero vector. We refer the reader to the supplementary material for a study of the model complexity.
3.3.3 Ablation studies and comparisons

We will first show the advantage of pretraining our model on a large-scale, uncurated dataset. We will then perform ablations on the architecture used for our language and video encoders. Finally, we will present the relative importance of the pretrained experts used in this work, and compare with related methods.

Pretraining. Table 3.1 shows the advantage of pretraining on HowTo100M, before finetuning on the target dataset (MSRVTT in this case). We also evaluated the impact of pretraining before finetuning on ActivityNet and LSMDC; see Table 3.5 and Table 3.6.

Table 3.1: Advantage of pretraining on HowTo100M then finetuning on MSRVTT compared to training from scratch on MSRVTT or pretraining on HowTo100M only (zero shot). Impact of removing the stop words. Performance reported on MSRVTT.

<table>
<thead>
<tr>
<th>Method</th>
<th>Caption</th>
<th>( \text{R@5} )↑</th>
<th>( \text{MdR} )↓</th>
<th>( \text{MnR} )↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pretraining w/o finetuning</td>
<td>all words</td>
<td>6.9</td>
<td>160.0</td>
<td>240.2</td>
</tr>
<tr>
<td></td>
<td>w/o stop words</td>
<td>14.4</td>
<td>66.0</td>
<td>148.1</td>
</tr>
<tr>
<td>Training from scratch</td>
<td>all words</td>
<td>54.0±0.2</td>
<td>4.0±0.0</td>
<td>26.7±0.9</td>
</tr>
<tr>
<td></td>
<td>w/o stop words</td>
<td>50.0±0.6</td>
<td>5.3±0.5</td>
<td>28.5±0.9</td>
</tr>
<tr>
<td>Pretraining then finetuning</td>
<td>all words</td>
<td>57.1±1.0</td>
<td>4.0±0.0</td>
<td>24.0±0.8</td>
</tr>
<tr>
<td></td>
<td>w/o stop words</td>
<td>55.0±0.7</td>
<td>4.3±0.5</td>
<td>24.3±0.3</td>
</tr>
</tbody>
</table>

Language encoder. We evaluated several architectures for caption representation, as shown in Table 3.2. Similar to the observation made in [22], we obtain poor results from a frozen, pretrained BERT. Using the [CLS] output from a pretrained and frozen BERT model is in fact the worst result. We suppose this is because the output was not trained for caption representation, but for a very different task: next sentence prediction. Finetuning BERT greatly improves performance; it is the best result. We also compare with GrOVLE [22] embeddings, frozen or finetuned, aggregated with a max-pooling operation or a 1-layer LSTM and a fully-connected layer. We show that pretrained BERT embeddings aggregated by a max-pooling operation perform better than GrOVLE embeddings processed by a LSTM (best results from [22] for the text-to-clip task).
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Table 3.2: Comparison of different architectures for caption embedding when training from scratch on MSRVTT.

<table>
<thead>
<tr>
<th>Word embeddings</th>
<th>Aggregation</th>
<th>Text → Video</th>
<th>R@5↑</th>
<th>MdR↓</th>
<th>MnR↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>GrOVLE</td>
<td>frozen</td>
<td>maxpool LSTM</td>
<td>31.8±0.4</td>
<td>14.7±0.5</td>
<td>63.1±1.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LSTM</td>
<td>36.4±0.8</td>
<td>10.3±0.9</td>
<td>44.2±0.1</td>
</tr>
<tr>
<td></td>
<td>finetuned</td>
<td>maxpool LSTM</td>
<td>34.6±0.1</td>
<td>12.0±0.0</td>
<td>52.3±0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LSTM</td>
<td>40.3±0.5</td>
<td>8.7±0.5</td>
<td>38.1±0.7</td>
</tr>
<tr>
<td>BERT</td>
<td>frozen</td>
<td>maxpool LSTM</td>
<td>39.4±0.8</td>
<td>9.7±0.5</td>
<td>46.5±0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LSTM</td>
<td>36.4±1.8</td>
<td>10.7±0.5</td>
<td>42.2±0.6</td>
</tr>
<tr>
<td></td>
<td>finetuned</td>
<td>maxpool LSTM</td>
<td>44.2±1.2</td>
<td>7.3±0.5</td>
<td>35.6±0.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LSTM</td>
<td>40.1±1.0</td>
<td>8.7±0.5</td>
<td>37.4±0.5</td>
</tr>
<tr>
<td></td>
<td>frozen</td>
<td>BERT-frozen</td>
<td>17.1±0.2</td>
<td>34.7±1.2</td>
<td>98.8±0.8</td>
</tr>
<tr>
<td></td>
<td>finetuned</td>
<td>BERT-finetuned</td>
<td>54.0±0.2</td>
<td>4.0±0.0</td>
<td>26.7±0.9</td>
</tr>
</tbody>
</table>

We also analysed the impact of removing stop words from the captions in Table 3.1. In a zero-shot setting, i.e., trained on HowTo100M, evaluated on MSRVTT without finetuning, removing the stop words helps generalize, by bridging the domain gap—HowTo100M speech is very different from MSRVTT captions. This approach was adopted in [102]. However, we observe that when finetuning, it is better to keep all the words as they contribute to the semantics of the caption.

**Video encoder.** We evaluated the influence of different architectures for computing video embeddings on the MSRVTT 1k-A test split.

In Table 3.3a, we evaluate variants of our encoder architecture and its input. Similar to [103], we experiment with directly computing the caption-video similarities on each max-pooled expert features, i.e., no video encoder (NONE in the table). We compare this with the collaborative gating architecture (COLL) [90] and our MMT variant using only the aggregated features as input. For the first two variants without MMT, we adopt the approach of [103] to deal with missing modalities by re-weighting \( w_i(c) \). We also show the superior performance of our multi-modal transformer in contextualising the different modality embeddings compared to the collaborative gating approach. We argue that our MMT is able to extract cross-modal information in a multi-stage architecture compared to collaborative gating, which is limited to modulating the input embeddings. Table 3.3a also highlights the advantage of providing
Table 3.3: Ablation studies on the video encoder of our framework with MSRVTT. (a) **Influence of the architecture and input.** With max-pooled features as input, we compare our transformer architecture (MMT) with the variant not using an encoder (NONE) and the one with Collaborative Gating [90] (COLL). We also show that MMT can attend to all extracted features, as detailed in the text. (b) **Importance of initializing Fagg features.** We compare zero-vector initialisation, mean pooling and max pooling of the expert features. (c) **Influence of the size of the multi-modal transformer.** We compare different values for number-of-layers × number-of-attention-heads.

(a) Encoder architecture and input

<table>
<thead>
<tr>
<th>Encoder</th>
<th>Input</th>
<th>R@5↑</th>
<th>MdR↓</th>
<th>MnR↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>NONE</td>
<td>max pool</td>
<td>50.9±1.5</td>
<td>5.3±0.5</td>
<td>28.6±0.5</td>
</tr>
<tr>
<td>COLL</td>
<td>max pool</td>
<td>51.3±0.8</td>
<td>5.0±0.0</td>
<td>29.5±1.8</td>
</tr>
<tr>
<td>MMT</td>
<td>max pool</td>
<td>52.5±0.7</td>
<td>5.0±0.0</td>
<td>27.2±0.7</td>
</tr>
<tr>
<td>MMT</td>
<td>shuffled feats</td>
<td>53.3±0.2</td>
<td>5.0±0.0</td>
<td>27.4±0.7</td>
</tr>
<tr>
<td>MMT</td>
<td>ordered feats</td>
<td>54.0±0.2</td>
<td>4.0±0.0</td>
<td>26.7±0.9</td>
</tr>
</tbody>
</table>

(b) Fagg initialisation

<table>
<thead>
<tr>
<th>Fagg init</th>
<th>R@5↑</th>
<th>MdR↓</th>
<th>MnR↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>zero</td>
<td>50.2±0.9</td>
<td>5.7±0.5</td>
<td>28.5±1.3</td>
</tr>
<tr>
<td>mean pool</td>
<td>54.2±0.3</td>
<td>5.0±0.0</td>
<td>27.1±0.9</td>
</tr>
<tr>
<td>max pool</td>
<td>54.0±0.2</td>
<td>4.0±0.0</td>
<td>26.7±0.9</td>
</tr>
</tbody>
</table>

(c) Model size

<table>
<thead>
<tr>
<th>Layers</th>
<th>Heads</th>
<th>R@5↑</th>
<th>MdR↓</th>
<th>MnR↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>53.2±0.4</td>
<td>5.0±0.0</td>
<td>26.7±0.4</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>54.0±0.2</td>
<td>4.0±0.0</td>
<td>26.7±0.9</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>53.9±0.3</td>
<td>4.7±0.5</td>
<td>26.7±0.7</td>
</tr>
</tbody>
</table>
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MMT with all the extracted features, instead of only aggregated ones. Temporally aggregating each expert’s features ignores information about multiple events occurring in a same video (see the last three rows). As shown by the influence of ordered and randomly shuffled features on the performance, MMT has the capacity to make sense of the relative ordering of events in a video.

Table 3.3b shows the importance of initialising the expert aggregation feature $F^n_{agg}$. Since the output of our video encoder is extracted from the “agg” columns, it is important to initialise them with an appropriate representation of the experts’ features. The transformer being a residual network architecture, initializing $F^n_{agg}$ input embeddings with a zero vector leads to a low performance. Initializing with max pooling aggregation of each expert performs better than mean pooling. Finally, we analyze the impact of the size of our multi-modal transformer model in Table 3.3c. A model with 4 layers and 4 attention heads outperforms both a smaller model (2 layers and 2 attention heads) and a larger model (8 layers and 8 attention heads).

**Comparison of the different experts.** In Figure 3.4, we show an ablation study when training our model on MSRVTT using only one expert (left), using all experts but one (middle), or gradually adding experts by greedy search (right). In the case of using only one expert, we note that the motion expert provides the best results. We attribute the poor performance of OCR, speech and face to the fact that they are absent from many videos, thus resulting in a zero vector input to our video encoder. While the scene expert shows a decent performance, if used alone, it does not contribute when used along other experts, perhaps due to the semantics it encodes being captured already by other experts like appearance or motion. On the contrary, the audio expert alone does not provide a good performance, but it contributes the most when used in conjunction with the others, most likely due to the complementary cues it provides, compared to the other experts.

**Comparison to prior state of the art.** We compare our method on three datasets: MSRVTT (Table 3.4), ActivityNet (Table 3.5) and LSMDC (Table 3.6). While MSRVTT and LSMDC contain short video-caption pairs (average video duration of 13s for MSRVTT, one-sentence captions), ActivityNet contains much longer videos (several minutes) and each video is captioned with multiple sentences. We consider the concatenation of all these sentences as the caption. We show that our method obtains
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Figure 3.4: MSRVTT performance (mean rank; lower is better) after training from scratch, when using only one expert (top left), when using all experts but one (top right), when gradually adding experts by greedy search (bottom left).

state-of-the-art results on all the three datasets. The gains obtained through MMT’s long term temporal encoding are particularly noticeable on the long videos of ActivityNet.

3.3.4 Model complexity

Number of parameters. As shown below, using multiple modalities does not impact the number of parameters significantly. Interestingly, majority of the parameters correspond to the BERT caption encoding module. We also note that the difference in the video encoder comes from the projections. The number of parameters of a transformer encoder is independent
### Table 3.4: Retrieval performance on the MSRVTT dataset. 1k-A and 1k-B denote test sets of 1000 randomly sampled caption-video pairs used in [162] and [103] resp.

<table>
<thead>
<tr>
<th>Method</th>
<th>Split</th>
<th>$\text{Text \rightarrow Video}$</th>
<th>$\text{Video \rightarrow Text}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\text{R@5}^\uparrow$ $\text{MdR}^\downarrow$ $\text{MnR}^\downarrow$</td>
<td>$\text{R@5}^\uparrow$ $\text{MdR}^\downarrow$ $\text{MnR}^\downarrow$</td>
</tr>
<tr>
<td><strong>Random baseline</strong></td>
<td>1k-A</td>
<td>0.5  500.0  500.0</td>
<td>0.5  500.0  500.0</td>
</tr>
<tr>
<td>JSFusion [162]</td>
<td>1k-A</td>
<td>31.2 13  -</td>
<td>-  -  -</td>
</tr>
<tr>
<td>HT [104]</td>
<td>1k-A</td>
<td>35.0 12  -</td>
<td>-  -  -</td>
</tr>
<tr>
<td>CE [90]</td>
<td>1k-A</td>
<td>48.8$\pm$0.6  6.0$\pm$0.0  28.2$\pm$0.8</td>
<td>50.3$\pm$0.5  5.3$\pm$0.6  25.1$\pm$0.8</td>
</tr>
<tr>
<td>Ours</td>
<td>1k-A</td>
<td><strong>54.0</strong>$\pm$0.2  <strong>4.0</strong>$\pm$0.0  <strong>26.7</strong>$\pm$0.9</td>
<td><strong>56.0</strong>$\pm$0.9  <strong>4.0</strong>$\pm$0.0  <strong>23.6</strong>$\pm$1.0</td>
</tr>
<tr>
<td>HT-pretrained [104]</td>
<td>1k-A</td>
<td>40.2 9  -</td>
<td>-  -  -</td>
</tr>
<tr>
<td>Ours-pretrained</td>
<td>1k-A</td>
<td><strong>57.1</strong>$\pm$1.0  <strong>4.0</strong>$\pm$0.0  <strong>24.0</strong>$\pm$0.8</td>
<td><strong>57.5</strong>$\pm$0.6  <strong>3.7</strong>$\pm$0.5  <strong>21.3</strong>$\pm$0.6</td>
</tr>
<tr>
<td><strong>Random baseline</strong></td>
<td>1k-B</td>
<td>0.5  500.0  500.0</td>
<td>0.5  500.0  500.0</td>
</tr>
<tr>
<td>MEE [103]</td>
<td>1k-B</td>
<td>37.9 10.0  -</td>
<td>-  -  -</td>
</tr>
<tr>
<td>JPose [154]</td>
<td>1k-B</td>
<td>38.1 9  -</td>
<td>41.3 8.7  -</td>
</tr>
<tr>
<td>MEE-COCO [103]</td>
<td>1k-B</td>
<td>39.2 9.0  -</td>
<td>-  -  -</td>
</tr>
<tr>
<td>CE [90]</td>
<td>1k-B</td>
<td>46.0$\pm$0.4  7.0$\pm$0.0  35.3$\pm$1.1</td>
<td>46.0$\pm$0.5  6.5$\pm$0.5  30.6$\pm$1.2</td>
</tr>
<tr>
<td>Ours</td>
<td>1k-B</td>
<td><strong>49.1</strong>$\pm$0.4  <strong>6.0</strong>$\pm$0.0  <strong>29.5</strong>$\pm$1.6</td>
<td><strong>49.4</strong>$\pm$0.4  <strong>6.0</strong>$\pm$0.0  <strong>24.5</strong>$\pm$1.8</td>
</tr>
</tbody>
</table>

of the number of input embeddings, as are the parameters of a CNN from the image size.

Our cross-modal architecture using 7 modalities has: 133.3M parameters, including caption encoder: 112.9M, video encoder: 20.4M (Projections: 3.3M, MMT: 17.1M). Our cross-modal architecture using 2 modalities has: 127.3M parameters, including caption encoder: 109.6M (decrease compared to 7 modalities due to using less gated embedding modules), video encoder: 17.7M (Projections: 0.6M, MMT: 17.1M).

**Training and inference times.** Training our full cross-modal architecture from scratch on MSRVTT takes about 4 hours on a single V100 16GB GPU.

If we replace our multi-modal transformer by collaborative gating [90], we reduce the number of parameters from 133.3M to 123.9M. However, the gain in inference time is minimal, from 1.1s to 0.8s, and is negligible compared to feature extraction, as detailed below.

Inference time for 1k videos and 1k text queries from MSRVTT on a single V100 GPU is as follows: approximately 3000s to extract features of 7 experts on 1k videos (480s just for S3D motion features), 1.1s to process
Table 3.5: Retrieval performance on the ActivityNet dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Text → Video</th>
<th></th>
<th></th>
<th>Video → Text</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R@5↑ MdR↓ MnR↓</td>
<td>R@5↑ MdR↓ MnR↓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random baseline</td>
<td>0.1</td>
<td>2458.5</td>
<td>2458.5</td>
<td>0.1</td>
<td>2458.5</td>
</tr>
<tr>
<td>FSE [166]</td>
<td>44.8±0.4</td>
<td>7</td>
<td>-</td>
<td>43.1±1.1</td>
<td>7</td>
</tr>
<tr>
<td>CE [90]</td>
<td>47.7±0.6</td>
<td>6.0±0.0</td>
<td>23.1±0.5</td>
<td>46.6±0.7</td>
<td>6.0±0.0</td>
</tr>
<tr>
<td>HSE [166]</td>
<td>49.3</td>
<td>-</td>
<td>-</td>
<td>48.1</td>
<td>-</td>
</tr>
<tr>
<td>Ours</td>
<td>54.2±1.0</td>
<td>5.0±0.0</td>
<td>20.8±0.4</td>
<td>54.8±0.4</td>
<td>4.3±0.5</td>
</tr>
<tr>
<td>Ours-pretrained</td>
<td>61.4±0.2</td>
<td>3.3±0.5</td>
<td>16.0±0.4</td>
<td>61.1±0.2</td>
<td>4.0±0.0</td>
</tr>
</tbody>
</table>

Table 3.6: Retrieval performance on the LSMDC dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Text → Video</th>
<th></th>
<th></th>
<th>Video → Text</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R@5↑ MdR↓ MnR↓</td>
<td>R@5↑ MdR↓ MnR↓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random baseline</td>
<td>0.5</td>
<td>500.0</td>
<td>500.0</td>
<td>0.5</td>
<td>500.0</td>
</tr>
<tr>
<td>CT-SAN [163]</td>
<td>16.3</td>
<td>46</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>JSFusion [162]</td>
<td>21.2</td>
<td>36</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CCA [78] (rep. by [103])</td>
<td>21.7</td>
<td>33</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MEE [103]</td>
<td>25.1</td>
<td>27</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MEE-COCO [103]</td>
<td>25.6</td>
<td>27</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CE [90]</td>
<td>26.9±1.1</td>
<td>25.3±1.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ours</td>
<td>29.2±0.8</td>
<td>21.0±1.4</td>
<td>76.3±1.9</td>
<td>29.3±1.1</td>
<td>22.5±0.4</td>
</tr>
<tr>
<td>Ours-pretrained</td>
<td>29.9±0.7</td>
<td>19.3±0.2</td>
<td>75.0±1.2</td>
<td>28.6±0.3</td>
<td>20.0±0.0</td>
</tr>
</tbody>
</table>

Videos with MMT, 0.9s to process 1k captions with BERT+gated embedding modules, 0.05s to compute similarities and rank the video candidates for the 1k queries.

### 3.4 Conclusion

We introduced multi-modal transformer, a transformer-based architecture capable of attending multiple features extracted at different moments, and from different modalities in video. This leverages both temporal and cross-modal cues, which are crucial for accurate video representation. We incorporate this video encoder along with a caption encoder in a cross-modal framework to perform caption-video matching and obtain state-of-the-art results for video retrieval.
Chapter 4

Pretraining a model on all video modalities

We live in a multi-modal world, communicating through speech, visual signals and sound. This is reflected in the videos created and uploaded online—often they are accompanied by a highly informative audio track containing cues complementary to visual content. Our goal in this chapter is to retrieve audio-visual videos with natural language queries.

While many popular video understanding works [17, 80, 86, 102, 123, 159] restrain the video signal to a sequence of visual frames, several approaches [50, 90, 103] have progressed to incorporate information from different modalities through the use of pretrained feature extractors called “experts”. For videos, naturally composed of multimodal information, learning the optimal fusion of different modality ‘experts’ is paramount. This challenge of multimodal learning is made more difficult by the scarcity of large manually-captioned video datasets. Existing datasets, e.g., [80, 87, 130, 159, 171] remain small scale. This has led to several approaches utilising the large amount of instructional videos online [50, 102, 104, 123], where transcribed speech (obtained with ASR) is closely linked to visual content, and hence a valuable source of supervision to train video encoders. Because of the proximity between text queries and speech, this approach presents the advantage of transferring well to text-to-video retrieval tasks. However, because the speech modality is used as a source of ‘pseudo’ captioning labels, most of these works [50, 102, 104] only pretrain an encoder to process non-speech modalities (RGB, audio, etc), thereby not learning to combine speech and visual inputs effectively during pretraining. For many videos online, effectively processing speech is crucial for accurate video retrieval (Fig. 4.1).

In this chapter, we propose a novel pretraining strategy for learning multi-modal fusion from instructional videos (Fig. 4.2, top right). We learn two encoders - the first being a video encoder ($\Psi$) that fuses experts from
Figure 4.1: Speech is part of the story! Video retrieval methods that focus on visual inputs alone are likely to miss out on key information (e.g., while both the examples above contain a blender, the speech (in blue) helps identify the one for a product review). In this work, we focus on learning a video encoder to effectively process RGB and audio features, as well as transcribed speech from instructional videos online, through a novel modality masking method. Our approach learns from unlabelled videos, without the need for expensive manual captions.

We make the following two contributions: (i) We introduce a new pretraining approach for learning video representations that does not require costly manual annotations. Unlike previous works [50, 87, 102, 104], we train our video encoder with three inputs – RGB, audio and ASR, and alternate at each batch which one is used for supervision. At the time of
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Figure 4.2: A common paradigm in learning from instructional videos is use transcribed speech (from ASR) (projected here using an encoder $\Phi$) to supervise a video encoder $\Psi$ (top left). Instead, we train our video encoder $\Psi$ with three inputs – RGB, audio and transcribed speech (ASR), and alternate between masking and predicting an entire modality at a time (top right). At the time of finetuning (bottom), our video encoder has been pretrained to use all video modalities.

(i) We obtain competitive results on several standard text-to-video benchmarks.
4.1 Related work

4.1.1 Video datasets for audio-visual retrieval

Despite the fact that videos are often inherently multimodal, many popular works [17, 80, 86, 102, 123, 159] for video and language understanding discard the audio signal, potentially losing rich and varied additional information mentioned in speech or other background sounds. This may be due to the difficulty of jointly processing multiple modalities and the computational cost associated with processing such a high dimensional signal. Another factor may also be an inherent bias towards the visual modality in the annotation procedure for many datasets. For example, the LSMDC dataset [130] is annotated with audio descriptions (AD), which by nature must ignore the speech track. In the ActivityNet dataset [80], annotators were explicitly asked to ignore the audio track. The MSVD dataset [28] videos simply do not have audio. In this work, we pretrain a video encoder using multiple video modalities, including audio and speech. We therefore also evaluate our approach on datasets such as How2R [87], CMD [16] and YouCook2 [171], where speech plays an important role in understanding video content.

4.1.2 Pretraining for Video and Language

Since the release of the HowTo100M dataset [104], a large instructional video dataset, there has been a renewed interest in leveraging large-scale pretraining to improve video-text representations for tasks such as video question-answering [87, 141], text-to-video retrieval [50, 104, 123, 158], action recognition [7, 102, 111, 147] and video captioning [70, 172].

In NLP, BERT [40] and its variants have popularized the ‘masked language modelling’ self-supervised technique for pretraining, wherein words in the input are randomly masked and the training objective is tasked with predicting their encodings. This technique has been extended to train visual and language encoders (eg. VideoBERT [148], CBT [147], ViLBERT [93], Hero [87] etc). All such works, only mask a proportion of the input (usually 15%). Contrary to natural language, the visual signal and audio signal of a video are continuous and highly redundant. A masked video or audio segment can be easily estimated from its neighboring frames. To address this problem, we mask out an entire modality in the input, forcing our model to learn difficult cross-modal interactions. We do not estimate the masked signal directly but use a contrastive objective across the training batch.
4.2. Methodology

Patrick et al. [123] have proposed to mitigate some issues of contrastive objectives using a cross-captioning loss. In [122], the authors generalize the contrastive self-supervised learning approach to multi-modal data. They show that the process of forming positive and negative pairs correspond to a composition of transformations that should be chosen and combined methodically. To this end, they extend the image self-supervised learning approach to the video domain by introducing temporal transformation like time-reversal and time-shifting. Contrary to them, we tackle multi-modal representation of videos across vision, audio and speech.

4.2 Methodology

In this section, we first describe the common pretraining approach for learning from instructional videos, where the ASR is used to supervise a visual encoder. We then present our strategy to pretrain a video encoder $\Psi$ on three video modalities: RGB, Audio and ASR, by using each of them to supervise the others in an alternating manner. After pretraining, our video encoder has learnt to attend across all modalities in a video, and can be finetuned on video-text datasets for the task of video retrieval.

4.2.1 Standard Pretraining

As a video representation learning pretraining strategy, several previous works [50, 102, 104] use the speech modality as supervision to train a video encoder on the other video modalities. Illustrated on the top left side of Fig. 4.2, this approach involves the estimation of a speech representation by a query encoder $\Phi$ and a video representation by a video encoder $\Psi$. The training objective is usually a standard metric learning objective (maximising the similarity between the speech representation and the video representation if they are extracted from the same video, minimizing the similarity between randomly selected speech and video). At the time of finetuning (Fig. 4.2, bottom, the query encoder $\Phi$ is used to encode the caption while the video encoder $\Psi$ is processing all video modalities, including speech.

The main drawback of this approach is that the video encoder is not pretrained on speech since that modality is used as pretraining supervision. At the end of pretraining, the video encoder has hence been denied the opportunity to learn complex cross-modal interactions between RGB
and speech. The video encoder only learns to process speech during fine-tuning. This is a major limitation as speech may be an integral part of the video signal and encode crucial information for video retrieval.

### 4.2.2 Alternating Modality-Masking Pretraining

We propose a new approach for pretraining a video encoder on a large-scale dataset of raw videos like HowTo100M [104], which does not contain captioning labels. In order for our video encoder to be pretrained on all video modalities, including ASR, we propose to not only use ASR supervision, but to alternate between three objectives (Fig. 4.2, top right):

1. Use ASR as supervision to train the video encoder $\Psi$ on processing RGB + Audio as inputs
2. Use RGB as supervision to train the video encoder $\Psi$ on processing Audio + ASR as inputs
3. Use Audio as supervision to train the video encoder $\Psi$ on processing RGB + ASR as inputs

At each training batch, we randomly pick one of those objectives. We therefore randomly pick a modality in \{RGB, Audio, ASR\} to serve as the supervising modality processed by the query encoder, while the other two modalities act as the collaborating modalities processed by the video encoder. Let us take the example of a training batch for which RGB has been selected as the supervising modality. For each video of the batch, its sequence of RGB features will be processed by the query encoder $\Phi$ to obtain a query representation. The features of the other two modalities of the video, in this case Audio and ASR, will be processed by the video encoder $\Psi$ to extract both cross-modal and temporal information and obtain a video representation. We will then proceed to optimize the parameters of our encoders so that the query and video representations of a same video are similar while the representations of different videos in the batch are dissimilar.

More formally, for each video clip $v_i$ in the training batch, we separate the expert features in two sets: $q_i$ are the features obtained from the supervising modality and $c_i$ are the features obtained from the collaborating modalities. We then use our query encoder $\Phi$ to compute a representation $\Phi(q_i)$ of the supervising modality. Similarly, our video encoder $\Psi$ will compute a representation $\Psi(c_i)$ of the collaborating modalities.
During finetuning (Fig. 4.2, bottom), our video encoder $Ψ$ is provided with all the modalities present in the video signal, all of which it has seen before during pretraining, and has hence acquired the ability to model cross-modal complex correlations.

Although our video encoder $Ψ$ only ever receives two modalities at a time during pretraining, they are different at each batch. We therefore need a video encoder capable of processing the three video modalities, but at each batch, one of them (the supervising modality) is "masked out", it is simply not provided to $Ψ$. In the next section we describe the architecture of that encoder.

### 4.2.3 The Multi-Modal Transformer

For our video encoder $Ψ$, we use the Multi-Modal Transformer described in [50]. It consists in a Transformer encoder that is fed features from different video modalities. The self-attention mechanism of the Transformer allows each token to attend to all the others, therefore being able to process information across both time and modalities. The choice of the MMT architecture for our modality-masking pretraining approach is justified by its capacity to elegantly handle missing modalities. In fact, all the transformer layers parameters are shared across all input features, and therefore modalities. That means that even if one modality is masked from the input of MMT, the parameters of all layers will still be optimized. All parameters needed for the downstream task are optimized at each batch, independently of the chosen objective. This is in contrast to the MoEE style of architecture [103] where there is a dedicated encoding branch for each modality. In the case of a missing expert stream, zeros will be fed, thereby wasting computation for that whole branch.

### 4.2.4 Loss Function

For both pretraining and finetuning, we optimize both query encoder $Φ$ and video encoder $Ψ$ to provide similar representations when their input features come from the same video clip and dissimilar representations when they come from different clips. We train our model with the bi-directional max-margin ranking loss [75]:

$$
\mathcal{L} = \frac{1}{B} \sum_{i=1}^{B} \sum_{j \neq i} \left[ \max(0, s_{ij} - s_{ii} + m) + \max(0, s_{ji} - s_{ii} + m) \right], \quad (4.1)
$$
where $B$ is the batch size, $s_{ij} = s(\Phi(q_i), \Psi(c_j))$, the similarity score between query representation $\Phi(q_i)$ of video $v_i$ and video representation $\Psi(c_j)$ of video $v_j$, and $m$ is the margin. This loss enforces the similarity between true representation pairs $s_{ii}$ to be higher than the similarity between negative samples $s_{ij}$ or $s_{ji}$, for all $i \neq j$, by at least $m$. This will have the effect of gathering similar captions and videos together in the embedding space, thereby allowing video retrieval to be performed by ranking videos according to their proximity with the query.

### 4.2.5 Selection of Modalities

We choose the modalities RGB, Audio and ASR in this work, largely because they often represent complementary aspects of the video signal. Although audio and speech are both extracted from the audio signal, the expert models extracting features for those modalities have been pretrained on different tasks and present specialized architectures dedicated to those tasks. The CNN used to encode the audio (sounds) features has not been trained on ASR, and therefore does not embed speech semantics. Similarly, the speech encoder is only provided with the transcript words, hence not encoding information about the background audio sounds.

### 4.3 Experiments

We first describe the text-video datasets that our model is trained and evaluated on (sec. 4.3.1), then present implementation details (sec. 4.3.2) and ablation studies (sec. 4.3.3). Finally, we compare to the state-of-the-art for video retrieval (sec. 4.3.4).

#### 4.3.1 Datasets and Metrics

Since the focus of our work is the effective encoding of ASR, audio and visual information, we evaluate on video datasets that contain multimodal captions (i.e., captions that refer to the content in the speech as well). For each dataset, we manually inspect 100 caption-video pairs at random to determine the percentage of captions that are related to what is being said in the video. For example, the caption “Someone talking about love” requires knowledge of the speech in the video, whereas “A woman with a red dress” does not. Results are reported below.

**HowTo100M** [104] is a very large-scale dataset of over 1M YouTube instructional videos that amounts to about 15 years of video. This dataset
was not manually annotated with captions, but is a valuable source of
data for self-supervised learning because of the high correlation between
visual, audio and speech information in its videos. We only use this
dataset to pretrain our model.

**How2R** [87] features 47,369 clips extracted from the HowTo100M dataset
videos and split into a training, validating and testing set. The clips are 17s
long on average, and annotated with a caption. Our manual inspection of
100 captions yields 54 captions related to speech. Because it has the same
domain as our pretraining dataset, we run ablation studies on this dataset.

**MSR-VTT** [159] contains 10K YouTube videos with 200K descriptions.
Following other works [90], we train on 9K train+val videos and report
results on the 1K-A test set. After manual inspection, we find that 12% of
the captions are related to speech.

**Condensed Movies Dataset (CMD)** [16] consists of 33,976 clips extracted
from 3,605 movies. Our manual verification process indicates that approx-
imately 60% of CMD descriptions are related to speech.

**YouCook2** [171] consists of 176 hours of cooking videos. The videos are
segmented into 13,829 clips, each annotated with a sentence describing a
step of the recipe. We follow [104] and evaluate our model on 3,350 clips
that are not present in HowTo100M. We found about 70% of YouCook2
captions are related to the speech in the video. For example, in the case of
a video annotated with “add corn starch”, paying attention to the speech:
“I now use corn starch” is a strong cue indicating that we are not dealing
with flour.

**ActivityNet captions** [80] consists of 20K YouTube videos annotated with
several sentences. We follow [166] and concatenate the sentences to obtain
a paragraph annotation for each video. We found that only 1% of the
captions relate to speech. The authors of this dataset informed us that the
annotators were explicitly asked to ignore the audio. It was turned off by
default for the annotation process.

**Metrics.** We evaluate the performance of our approach on the following
standard retrieval metrics: recall at rank \( N \) (R@\( N \), higher is better), median
rank (MdR, lower is better) and mean rank (MnR, lower is better). For each
metric we run the experiment with 3 random seeds and report the mean
and standard deviation. We report the test-set performances of our model
for the epoch where the validation-set geometric mean of R@1, R@5 and
R@10 is maximal.
4.3.2 Implementation Details

Pretrained experts. Both encoders use pretrained expert models for extracting features from each video modality. We use the following 3 experts:

**RGB** features are extracted from S3D \[156\] trained on the Kinetics action recognition dataset. We extract one RGB feature of dimension 1024 per second of video.

**Audio** features are extracted using VGGish model \[66\] trained on the YouTube8M dataset \[1\]. We extract one audio feature of dimension 128 per second of video.

**ASR** transcripts are obtained from the closed captions accompanying videos on YouTube. Words are encoded with BERT-base-cased \[40\]. We obtain one speech feature of dimension 768 for each wordpiece from the ASR.

**Query encoder \( \Phi \) for pretraining.** In the case when the masked modality is either RGB or audio, we encode it using the Multi-Modal-Transformer (MMT) \[50\] model. We follow \[50\] and use a 4 layer, 4 head version of MMT. For any modality presented to the query encoder, we do not encode input sequence of features with temporal embeddings. We found that this made the pretraining objective trivially easy to solve - we hypothesise that this is because temporal information allows the encoders to align silences in the ASR and audio features (as both are extracted from the same audiotrack). For example, both encoders would be able to determine the presence and absence of speech from the ASR and audio modalities. The similarity can then be maximised based on this temporal alignment, instead of on the video semantics, leading to performance drops. In the case when the masked modality is ASR, we follow \[50\] and process the speech words with a pretrained BERT model. For memory constraints, we limit BERT input to 30 consecutive wordpieces, randomly sampled from the ASR. The representation extracted from the BERT [CLS] token is projected by 3 different gated embedding units (one for each modality) to obtain our query representation \( \Phi(q_i) \).

**Query encoder \( \Phi \) for finetuning.** During finetuning, we use the captions as supervision. For finetuning on MSRVTT, YouCook2 and ActivityNet, we follow the procedure introduced in MMT \[50\]: we process the caption with the Bert-based query encoder that we pretrained earlier. We limit BERT input to 30 consecutive wordpieces, randomly sampled in the caption. On the How2R and CMD datasets, we found out that using the
pretrained Bert-based query encoder for encoding the captions resulted in rapid over-fitting – on the other hand, freezing the weights in the query encoder lead to poor performance. We therefore follow the approach outlined in MoEE [103] and use a net-VLAD layer [9] to aggregate the caption word embeddings (obtained by a frozen BERT model), to obtain the final caption representation. The caption representation is then projected by 3 different gated embedding units.

**Video encoder Ψ.** This is implemented using the Multi-Modal Transformer (MMT) [50] as our video encoder. We use a 4 layers x 4 heads version of MMT with a dropout probability of 10%, a hidden size $d_{model}$ of 512, and an intermediate size of 3072. We initialize the aggregated embeddings of MMT with a max-pooling aggregation of the modality features. In the case of a masked modality (pretraining) or when a modality is not available in the video, no features are provided to MMT and the aggregated embedding for that modality becomes a zero vector. For all our experiments, we only use the sequences of features extracted by our RGB, audio and ASR pretrained experts. The parameters of those feature extractors are kept frozen. For memory constraints, we provide the video encoder with sequences of maximum 30 features for the RGB and audio modalities, and maximum 128 features for the ASR. In case more features are available in the video, they are randomly sampled.

**Hyperparameters.** For each dataset, we estimate the hyperparameters by running a grid search on the corresponding validation set. We use the Adam optimizer for all the experiments.

For pretraining on HowTo100M, we use a batch size of 1,200 videos, an initial learning rate of 1e-4, which we decay by a 0.98 multiplicative factor every 2K optimisation steps, and train for 400K steps. We randomly crop HowTo100M videos into segments of 30 seconds.

For training from scratch or finetuning on MSR-VTT or YouCook2, we use a batch size of 32 videos, an initial learning rate of 5e-5, which we decay by a 0.95 multiplicative factor every 1K optimisation steps, and train for 50K steps. For training from scratch or finetuning on CMD or How2R, we use an initial learning rate of 5e-5, which we decay by a 0.90 multiplicative factor every 375 optimisation steps, and train for 20K steps. We use a batch size of 32 videos on How2R and 64 videos on CMD. For training from scratch or finetuning on ActivityNet, we use a batch size of 24 videos, an initial learning rate of 5e-5, which we decay by a 0.90 multiplicative factor every 1K optimisation steps, and train for 50K steps.
For training on HowTo100M, MSR-VTT, YouCook2 or ActivityNet, the bidirectional max-margin ranking loss margin is set to 0.05. For training on How2R or CMD, it is set to 0.2.

**Running time.** Pretraining our model on HowTo100M takes 12 days on 8 V-100 GPUs. Finetuning on MSRVTT, How2R, CMD, YouCook2 or ActivityNet takes about 4 hours on a single V-100 GPU.

### 4.3.3 Ablation Analysis

We perform three ablation studies to: (i) show the effect of varying the masking probability of ASR, $p$, during pretraining; (ii) demonstrate the need of complete modality masking over partial modality masking; and (iii) compare multi-modal retrieval results to those with a single modality.

**Effect of the ASR masking probability $p$.** Table 4.1 shows the impact of different masking probabilities during pretraining on HowTo100M. The probability $p$ refers to the probability of masking our ASR and feeding in only RGB and audio to the candidate encoder (this is the common pretraining paradigm, where ASR is effectively ‘supervising’ our video encoder). The rest of the time is equally split between masking out audio and RGB. Hence if $p = 0.8$, we mask out ASR 80% of the time, RGB 10% of the time, and audio 10% of the time. Note that this is equivalent to weighting the loss (Eq. 4.1) differently depending on which modality is masked. We report results on the validation set of How2R after finetuning on the training set of How2R. We show that the common pretraining paradigm of always using the ASR to supervise RGB and audio ($p = 1.0$, first line) does not provide the best results. It is better to also use audio and RGB as supervision in order to pretrain the video encoder on speech. For the rest of the experiments, we set $p = 0.8$ during pretraining.

**Advantage of complete modality masking over partial masking.** Several recent works [87,93,147,148] pretrain a video encoder by partially masking a modality (eg: masking 15% of video frames). We instead mask 100% of the modality. We have compared our approach with masking 15%, 50% or 85% of the supervising modality tokens. To not make the task trivial we did not provide the query encoder $\Phi$ with 100% of the supervising modality tokens, but only with the feature tokens that were masked from the video encoder $\Psi$. We used the setting which obtained best results for 100%
Table 4.1: The effect of the masking probability for transcribed speech (ASR) $p$, where $p = 1.00$ refers to the case where ASR is masked 100% of the time, and predicted from audio and RGB. Results are reported on the validation set of How2R after finetuning. We note that performance improves when $p < 1$, but remains relatively robust to different values.

<table>
<thead>
<tr>
<th>$p$</th>
<th>R@1↑</th>
<th>R@5↑</th>
<th>R@10↑</th>
<th>MdR↓</th>
<th>MnR↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>3.1±0.1</td>
<td>9.9±0.3</td>
<td>15.5±0.3</td>
<td>97.0±2.2</td>
<td>292.3±14.7</td>
</tr>
<tr>
<td>0.90</td>
<td>2.9±0.0</td>
<td>9.5±0.0</td>
<td>15.2±0.0</td>
<td>96.5±0.0</td>
<td>271.9±10.0</td>
</tr>
<tr>
<td>0.80</td>
<td>3.7±0.1</td>
<td>11.5±0.1</td>
<td>17.8±0.3</td>
<td>79.0±0.0</td>
<td>270.7±2.5</td>
</tr>
<tr>
<td>0.70</td>
<td>3.5±0.1</td>
<td>11.5±0.2</td>
<td>17.6±0.1</td>
<td>80.7±0.9</td>
<td>267.8±1.4</td>
</tr>
<tr>
<td>0.33</td>
<td>3.5±0.2</td>
<td>11.5±0.3</td>
<td>17.8±0.2</td>
<td>82.0±1.4</td>
<td>269.8±1.5</td>
</tr>
</tbody>
</table>

masking, i.e., ASR is used as supervision for 80% of the batches, audio 10% and RGB 10%.

Recall@10 results on the validation set of How2R are: From scratch (no pretraining): 12.9, Masking 15%: 16.1, Masking 50%: 16.2, Masking 85%: 16.8, Masking 100%: 17.8.

The results for the partial masking pretraining show a lower performance compared to 100% masking. We also noticed that during pretraining the loss for the partial masking experiments was lower than the loss for the 100% masking experiment. This can be attributed to the fact that the query encoder $Φ$ and video encoder $Ψ$ are both provided with some of the supervising modality features, making the pretraining task easier, and therefore less effective. This is particularly the case for the audio and visual modality because of their continuity and high redundancy.

Impact of pretraining on single-modality retrieval. We further evaluate our pretraining approach by finetuning the model on a single video modality. In this case, for each video in the How2R validation set, our video encoder is only provided with the features of one modality, either RGB, Audio or ASR. We report the results using R@10 in Fig. 4.3. When only pretraining with ASR supervision ($p = 1.0$, orange), our video encoder only processes RGB and audio inputs. In this case, we note that pretraining helps when finetuning only on the RGB modality, but not on the audio modality. As expected, this setting leads to a performance drop on ASR, as the video encoder has never seen ASR inputs during pretraining. This
Figure 4.3: Impact of the pretraining approach on the retrieval of a single modality. We report results on the val set of How2R using R@10. (Best viewed in colour.)

is not the case for our alternating modality masking approach where the video encoder was sometimes provided with ASR features and therefore learns to process that modality. We note that our alternating masking approach ($p = 0.8$, green) provides improvements overall, as well as for each modality independently (other than for audio which does not seem to benefit from pretraining).
Figure 4.4: Qualitative results of our retrieval method on the MSR-VTT dataset. For each query, we show frames and ASR from the top 4 ranked videos as well as for the ground-truth video. We indicate the rank of the ground-truth video in our retrieval results (highlighted in green when it is in the top-5 retrieved results, or red otherwise) on the left under the query. Note that there are 1000 candidate videos in the test set. (Best viewed on screen.)
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4.3.4 Comparison to the State of the Art

Results on How2R are provided in Table 4.2. The original paper introducing the How2R dataset [87] tackles the task of moment localization in a video clip. We re-purpose the How2R dataset for the task of video retrieval where each moment and its description are considered as a different video-caption pair. We reproduce the MoEE approach [103] on this dataset, and show that our method trained from scratch significantly outperforms MoEE. We also implement the MMT pretraining approach [50] (equivalent to p=1.0) with our features, and compare it with our modality masking pretraining (p=0.8) approach. The large performance improvement obtained with our approach demonstrates the advantage of pretraining the video encoder on speech before finetuning on the How2R dataset, which has more than half of its captions related to speech.

Table 4.2: Text to Video retrieval results on the How2R [87] benchmark. † Our implementation on this dataset using only our RGB, audio and ASR features. sc: trained from scratch on How2R. pt: pretrained on the HowTo100M dataset, then finetuned on How2R.

<table>
<thead>
<tr>
<th>Method</th>
<th>R@1↑</th>
<th>R@5↑</th>
<th>R@10↑</th>
<th>MdR↓</th>
<th>MnR↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>2009.5</td>
<td>2009.5</td>
</tr>
<tr>
<td>MoEE (sc) [103]†</td>
<td>2.2±0.1</td>
<td>7.8±0.1</td>
<td>12.9±0.3</td>
<td>118.7±1.2</td>
<td>389.5±1.8</td>
</tr>
<tr>
<td>Ours (sc)</td>
<td>2.3±0.2</td>
<td>8.3±0.3</td>
<td>13.6±0.2</td>
<td>106.0±2.2</td>
<td>312.5±1.2</td>
</tr>
<tr>
<td>MMT (pt) [50]†</td>
<td>2.9±0.0</td>
<td>9.1±0.2</td>
<td>14.5±0.2</td>
<td>96.0±2.2</td>
<td>314.3±1.7</td>
</tr>
<tr>
<td>Ours (pt p=0.8)</td>
<td>3.4±0.2</td>
<td>11.6±0.2</td>
<td>18.2±0.3</td>
<td>75.3±0.9</td>
<td>277.1±2.3</td>
</tr>
</tbody>
</table>

Results on CMD are provided in Table 4.3. Unlike the original CMD paper [16], we remove actor names from the captions. We re-implement MoEE [103] on this modified dataset using our features, and demonstrate that our pretraining approach provides a significant improvement in performance. Note that this is despite the large variation in domain between pretraining and finetuning – while we pretrain on instructional videos from YouTube, CMD consists of short clips extracted from movies.

Table 4.4 presents results on YouCook2. Due to the high importance of the speech modality in this dataset, pretraining with our approach (pt p=0.8) yields considerable performance improvement, compared to the standard pretraining approach (MMT) that does not pretrain the video encoder on the speech modality.
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Table 4.3: Results on the Condensed Movies Dataset (CMD) [16]. † Our implementation on this dataset using only our RGB, audio and ASR features. ‡ Our implementation on this dataset using the code and all the features provided by the authors of CMD [17]. sc: trained from scratch on CMD. pt: pretrained on the HowTo100M dataset, then finetuned on CMD.

<table>
<thead>
<tr>
<th>Method</th>
<th>R@1↑</th>
<th>R@5↑</th>
<th>R@10↑</th>
<th>MdR↓</th>
<th>MnR↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>3284.5</td>
<td>3284.5</td>
</tr>
<tr>
<td>MoEE (sc) [103]‡</td>
<td>3.2±0.1</td>
<td>9.9±0.3</td>
<td>14.9±0.4</td>
<td>142.7±0.5</td>
<td>532.7±5.7</td>
</tr>
<tr>
<td>CMD (sc) [16]‡</td>
<td>2.6</td>
<td>10.2</td>
<td>16.2</td>
<td>102</td>
<td>377.7</td>
</tr>
<tr>
<td>Ours (sc)</td>
<td>4.6±0.1</td>
<td>13.5±0.2</td>
<td>19.5±0.1</td>
<td>89.7±1.2</td>
<td>396.5±5.5</td>
</tr>
<tr>
<td>Ours (pt p=0.8)</td>
<td>5.8±0.2</td>
<td>15.8±0.2</td>
<td>22.4±0.1</td>
<td>73.7±1.7</td>
<td>369.6±4.6</td>
</tr>
</tbody>
</table>

Table 4.4: Results on the YouCook2 dataset [171]. † Our implementation on this dataset. sc: trained from scratch on YouCook2. pt: pretrained on the HowTo100M dataset, then finetuned on YouCook2.

<table>
<thead>
<tr>
<th>Method</th>
<th>R@1↑</th>
<th>R@5↑</th>
<th>R@10↑</th>
<th>MdR↓</th>
<th>MnR↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.03</td>
<td>0.15</td>
<td>0.3</td>
<td>1675</td>
<td>1675</td>
</tr>
<tr>
<td>Ours (sc)</td>
<td>16.6±0.2</td>
<td>37.4±0.3</td>
<td>48.3±0.1</td>
<td>12.0±0.0</td>
<td>95.5±3.4</td>
</tr>
<tr>
<td>HT (pt) [104]</td>
<td>8.2</td>
<td>24.5</td>
<td>35.3</td>
<td>24</td>
<td>-</td>
</tr>
<tr>
<td>COOT (sc) [54]</td>
<td>16.7±0.4</td>
<td>40.2±0.3</td>
<td>52.3±0.5</td>
<td>9.0±0.0</td>
<td>-</td>
</tr>
<tr>
<td>MMT (pt) [50]†</td>
<td>17.2±0.4</td>
<td>39.5±0.7</td>
<td>51.0±0.5</td>
<td>10.0±0.0</td>
<td>68.2±0.9</td>
</tr>
<tr>
<td>Ours (pt p=0.8)</td>
<td>23.2±0.5</td>
<td>48.0±0.7</td>
<td>58.6±0.8</td>
<td>6.0±0.0</td>
<td>60.4±3.0</td>
</tr>
</tbody>
</table>

In Table 4.5, we compare MSR-VTT results in two different settings: Training from scratch on MSR-VTT (sc) or pretraining on HowTo100M then finetuning on MSR-VTT (pt). When training from scratch, our method has a small drop in performance, when compared to MMT [50]. This is likely due to our approach using only 3 modalities instead of 7. Our method’s performance is also weaker than a recent approach SSB [123] that uses a modified version of MMT. In the HowTo100M pretraining setting however, our modality masking approach outperforms the standard pretraining used in MMT, even if only 12% of MSR-VTT annotations are related to speech. Our results are competitive wrt SSB. We also show qualitative results of our method on this dataset in Fig. 4.4. Note how we perform well in the examples shown in the top two rows – both the queries refer to the
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The contents of speech. In the second row, while the correct video is retrieved at rank 5, the other videos in the top 5 also describe school systems, demonstrating the difficulty of the dataset where often a caption may be equally relevant to a number of videos.

Table 4.5: Comparison to state of the art on the 1K-A split [90] of the MSR-VTT dataset [159]. sc: trained from scratch on MSR-VTT. pt: pretrained on the HowTo100M dataset, then finetuned on MSR-VTT.

<table>
<thead>
<tr>
<th>Method</th>
<th>R@1↑</th>
<th>R@5↑</th>
<th>R@10↑</th>
<th>MdR↓</th>
<th>MnR↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.1</td>
<td>0.5</td>
<td>1.0</td>
<td>500.5</td>
<td>500.5</td>
</tr>
<tr>
<td>JSFusion (sc) [162]</td>
<td>10.2</td>
<td>31.2</td>
<td>43.2</td>
<td>13</td>
<td>-</td>
</tr>
<tr>
<td>HT (sc) [104]</td>
<td>12.1</td>
<td>35.0</td>
<td>48.0</td>
<td>12</td>
<td>-</td>
</tr>
<tr>
<td>CE (sc) [90]</td>
<td>20.9±1.2</td>
<td>48.8±0.6</td>
<td>62.4±0.8</td>
<td>6.0±0.0</td>
<td>28.2±0.8</td>
</tr>
<tr>
<td>MMT (sc) [50]</td>
<td>24.6±0.4</td>
<td>54.0±0.2</td>
<td>67.1±0.5</td>
<td>4.0±0.0</td>
<td>26.7±0.9</td>
</tr>
<tr>
<td>Ours (sc)</td>
<td>22.5±0.9</td>
<td>53.2±1.5</td>
<td>67.1±0.4</td>
<td>4.7±0.5</td>
<td>25.8±0.3</td>
</tr>
<tr>
<td>SSB (sc) [123]</td>
<td>27.4</td>
<td>56.3</td>
<td>67.7</td>
<td>3.0</td>
<td>-</td>
</tr>
<tr>
<td>HT (pt) [104]</td>
<td>14.9</td>
<td>40.2</td>
<td>52.8</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td>Hero (pt) [87]</td>
<td>20.5</td>
<td>47.6</td>
<td>60.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FiT (pt) [17]</td>
<td>24.1</td>
<td>-</td>
<td>63.9</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>MMT (pt) [50]</td>
<td>26.6±1.0</td>
<td>57.1±1.0</td>
<td>69.6±0.0</td>
<td>24.0±0.8</td>
<td></td>
</tr>
<tr>
<td>SSB (pt) [123]</td>
<td>30.1</td>
<td>58.5</td>
<td>69.3</td>
<td>3.0</td>
<td>-</td>
</tr>
<tr>
<td>Ours (pt p=0.8)</td>
<td>28.7±0.7</td>
<td>59.5±0.7</td>
<td>70.3±0.7</td>
<td>3.8±0.2</td>
<td>23.0±0.5</td>
</tr>
</tbody>
</table>

Results on ActivityNet are presented in Table 4.6. The annotators of this dataset were explicitly required to ignore the audio track when describing the videos, therefore focusing the descriptions towards the visual modality. Our multi-modal pretraining approach hence yields similar results to the previous state-of-the-art method (SSB [123]).

4.4 Conclusion

We present a new pretraining method for learning a multimodal video encoder. It consists of an alternating modality masking strategy, where we mask and predict a different modality at each batch using the other available modalities. We show that this allows us to effectively pretrain a video encoder to jointly process RGB, audio and ASR, even on unlabelled datasets without manually-generated captions. Our method produces competitive results on five downstream video retrieval benchmarks,
### 4.4. Conclusion

Table 4.6: Paragraph to video retrieval performance on the ActivityNet dataset [80]. sc: trained from scratch on ActivityNet. pt: pretrained on the HowTo100M dataset, then finetuned on ActivityNet.

<table>
<thead>
<tr>
<th>Method</th>
<th>Text $\implies$ Video</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>R@1↑ 0.02  R@5↑ 0.1  R@50↑ 1.02  MdR↓ 2458.5  MnR↓ 2458.5</td>
</tr>
<tr>
<td>FSE (sc) [166]</td>
<td>18.2±0.2  44.8±0.4  89.1±0.3  7  -</td>
</tr>
<tr>
<td>CE (sc) [90]</td>
<td>18.2±0.3  47.7±0.4  6.0±0.0  23.1±0.5</td>
</tr>
<tr>
<td>HSE (sc) [166]</td>
<td>20.5  49.3  -  -  -</td>
</tr>
<tr>
<td>MMT (pt) [50]</td>
<td>28.7±0.2  61.4±0.2  94.5±0.0  3.3±0.5  16.0±0.4</td>
</tr>
<tr>
<td>SSB (pt) [123]</td>
<td>29.2  61.6  94.7  3.0  -</td>
</tr>
<tr>
<td>Ours (pt p=0.8)</td>
<td>29.0±0.5  61.7±0.3  94.6±0.2  4.0±0.0  16.8±0.5</td>
</tr>
</tbody>
</table>

and is particularly suitable when user queries relate to the spoken language in videos.
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Improving speech recognition using vision

Automatic Speech Recognition (ASR) is often applied to edited or streamed media (for example, TV, online videos, video conferencing), where the input signal consists of both an audio and a visual stream. For these applications, the visual stream can provide strong cues for improving ASR, particularly in cases where the audio is degraded or corrupted. This has been largely exploited by AV-ASR works which focus on lip motion [2, 34, 94, 95, 115, 124, 142, 151] (using video crops centered around the speaker’s mouth). While lip motion is a strong signal in videos centered on the speaker, it may be less useful in some online videos (those with egocentric viewpoints, face coverings, poor video quality, speaker at a distance etc.). A more recent and less-explored direction is the contribution of additional visual context, for example, the hand movements of a speaker, the presence of certain objects that are being described or even the background location [100].

In this chapter, we focus on the latter case. The main existing benchmark for this task is the How2 dataset, which consists of instructional videos where the ground truth is obtained from user uploaded transcripts [134]. While extremely valuable, the How2 dataset was created by keeping the audio samples that were most aligned to user-uploaded transcripts. This was done using an automatic alignment tool, and biases the dataset towards ‘clean’ audio samples. We posit that in this case, a model trained on clean audio would never be incentivised to learn from the visual modality, as all the information for ASR is present in the audio stream. This has led to a number of AV-ASR works to doubt whether the visual modality is useful at all in a clean audio context, or if it is simply used as a regularizer [23, 52, 145].

To resolve this issue, we explore masking strategies that degrade the audio samples during training, and then evaluate our model under noisy audio conditions. By dropping out key words in the
audio signal, we incentivise our model to pay attention to the visual stream. Our model is based on a Seq2Seq encoder-decoder architecture. Unlike previous works that use full-frame pre-extracted visual features [23, 52, 61, 100, 109, 116, 118, 134, 146], our encoder performs audio-visual fusion early, and is trained directly from pixels and spectrograms. We show that large performance gains can also be achieved by pretraining our model on the large HowTo100M [104] dataset (not to be confused with the How2 dataset).

Given the clean audio on the How2 test set, we also simulate noise at test time [52]. Unlike [52] which explicitly drops ‘visual words’, we simulate noise in a more objective way, by randomly dropping audio segments, or adding external environmental sounds from the AudioSet dataset [51]. We show that under these conditions, our model with audio-visual inputs consistently outperforms an audio only model for the task of AV-ASR. In addition, we also create a small, real-world test set with naturally occurring noisy audio. This dataset is created by filtering out samples where automatic ASR gets perfect results, and hence is a challenging test bed. On this dataset, we show that the visual modality makes a significant contribution to performance.

In this chapter we make the following contributions: (i) We propose a new encoder-decoder AudioVisual ASR TrAnsforMeR (AVATAR) which is trained end-to-end from spectrograms and full-frame RGB. Our encoder fuses audio and visual inputs and is trained jointly with the decoder; (ii) To prevent the audio stream from dominating training, we propose and compare a number of masking strategies during training, thereby encouraging our model to pay attention to the visual stream; (iii) Our model achieves state-of-the-art performance on the How2 AV-ASR benchmark, with visual information improving performance under various simulated noise conditions; and finally (iv) we create a new, challenging real-world test bed for AV-ASR called VisSpeech. The dataset is created using a combination of automatic techniques and manual annotation and unlike other works, allows us to demonstrate the performance of our method under realistic noise conditions. We have released this dataset publicly to the research community at https://gabeur.github.io/avatar-visspeech.

5.1 Related Work

Audio-visual speech recognition. CTC [57] and Seq2Seq [33, 149] are the two most popular losses for performing ASR. In the context of AV-ASR focused on lip motion, they have been compared [2] and combined [94].
While early approaches \cite{115,151} use pre-extracted lip visual features, recent works \cite{2,34,94,95,124,142} adopt an end-to-end approach by directly processing the pixels of the speaker’s lips. In contrast, the contribution of full frames for AV-ASR beyond the speaker’s mouth movements has only been studied through pre-extracted visual context features: either action features \cite{23,52,118,134}, place features \cite{23,61,100,116,146} or object features \cite{23,61,100,109,116,146}. Unlike these works, we train directly from full frame pixels for AV-ASR.

**Full-frame AV-ASR datasets.** The How2 dataset \cite{134}, built from instructional videos, is the main benchmark for the full-frame AV-ASR task. Prior to this benchmark, full-frame AV-ASR works \cite{61,100,116} have also evaluated on instructional videos datasets but those have not been released. Audio-captioned image datasets \cite{145,146} have also been used for AV-ASR. User-uploaded transcripts are the main source of ground truth for large scale AV-ASR video datasets \cite{95,134,142}. As these are often misaligned or inaccurate, transcripts are typically first audio-aligned and then automatically filtered \cite{88}.

**Audio signal degradation for AV-ASR evaluation.** In the case of lip motion for AV-ASR, several works have experimented with adding ‘babble noise’ \cite{2,95} or extra speech tracks \cite{95,142}. Additive Gaussian noise has also been used in \cite{142}. In the case of full-frame AV-ASR, it is common to completely mask some segments of the audio signal that correspond to visual words. Srinivasan et al. \cite{146} mask the audio segments corresponding to nouns and places. Ghorbani et al. \cite{52} compute the similarity between words and visual frames and mask only the visual words. We instead attempt to mimic more realistic settings by simulating audio degradations on How2 and releasing our ‘in the wild’ benchmark VisSpeech. In order to prevent audio from dominating the task, we extend audio degradation to the training phase by randomly masking input words at training time.

5.2 Methodology

5.2.1 Model Architecture

In this section we provide an overview of our audiovisual ASR model called AVATAR (Figure 5.1). Our model consists of a multimodal encoder to encode both RGB frames and audio spectrograms, and a transformer decoder which produces the natural language speech recognition output.
Figure 5.1: **AVATAR**: We propose a Seq2Seq architecture for audio-visual speech recognition. Our model is trained end-to-end from RGB pixels and spectrograms.

Unlike previous AV-ASR works, we do not use frozen visual features, but have a single multimodal encoder that allows early multimodal fusion [112].

**Audio Inputs.** Our model operates on 25 second audio inputs. We follow common practice and extract 80-dimensional filter bank features from the 16kHz raw speech signal using a Hamming window of 25ms and a stride of 10ms, giving us $80 \times 2500$ size spectrograms for 25 seconds of audio. We then extract $16 \times 16$ non-overlapping patches, giving us a total of $5 \times 156 = 780$ input tokens for audio.

**RGB Inputs.** We randomly extract 2 frames at 2.5 fps from each input video clip, which are then converted into tokens by extracting $16 \times 16 \times 2$ tubelets resulting in a total of $14 \times 14 = 146$ input tokens (the image resolution is $224 \times 224$). This is based on our observations that visual signals are highly redundant for most videos and can therefore be efficiently captured from few frame samples.

**Audiovisual Encoder.** We adopt the recently proposed MBT architecture [112], which is a transformer based multimodal encoder. Given both sets of audio and RGB tokens, MBT first adds positional encodings to each token, and append a CLS token to each set. The sets are then fed to the MBT encoder. MBT relies on bottleneck tokens to model the
cross-modal interactions. Here we use the best parameters from [112] (4 bottleneck tokens and bottleneck fusion starting at layer 8). We use public ViT-Base [79] weights (ViT-B, $d_{\text{model}} = 768$, $L = 12$, $N_H = 12$, $d = 3072$)\(^1\) pretrained on ImageNet-21K [39] for initialization. **Decoder.** All hidden units from the encoder are then passed to an autoregressive transformer decoder [153] consisting of 8 layers and 4 attention heads.

### 5.2.2 Training Strategies

In this section we describe our training loss and strategy for AVATAR. Our model is first pretrained on a large dataset with transcripts obtained using an audio-only ASR API [104]. To entice the model to pay attention to the visual modality, we introduce a word masking strategy, which is described below.

**End to end training.** The model is trained end-to-end using a cross-entropy loss on each decoded token.

**Word Masking.** To prevent our model from ignoring the visual modality, we introduce word masking techniques during training. We randomly sample target words and mask out the input audio signals that correspond to those words using pre-extracted alignments between words and the input signal. We obtain the alignment either from ASR results for pretraining or by using an off-the-shelf forced-alignment tool for finetuning. For selecting target words to mask, we experiment with two strategies: random and content word masking. The former strategy selects target words randomly whereas the latter chooses the targets among non-stop (henceforth known as content) words. For random word masking, we randomly mask out 10% of the words. For content word masking, there are fewer candidate words to be masked so content words are masked at a higher rate to match the 10% overall masking on the entire dataset.

### 5.3 VisSpeech Dataset

In this section we describe our new AV-ASR benchmark called VisSpeech. Our dataset is a subset of the publicly released HowTo100M dataset [104],

---
\(^1\) $d_{\text{model}}$ is the embedding dimension, $L$ is the number of transformer layers, $N_H$ is the number of self-attention heads with hidden dimension $d$.\n
and is curated using a combination of automatic filtering stages and manual verification.

**Dataset creation pipeline:**
Our dataset creation pipeline is driven by two objectives: (1) We want to find challenging audio conditions in which regular audio-based ASR fails. For this we seek videos where there is a large word error rate between automatic ASR and user-generated transcripts. (2) We are also interested in video segments where there is *high audio-visual correspondence*, in order to create a suitable multimodal test set for AV-ASR. Our pipeline consists of the following steps:

**Step 1: Obtain videos with user uploaded transcripts.** We first search for HowTo100M videos that have both manually uploaded transcripts and automatic ASR. We then align the transcripts using the Levenshtein algorithm in order to compute the global word error rate (WER) between the two. Videos with a global WER greater than 100% are removed, as we find this helps filter out completely wrong user uploaded transcripts or ASR. This gives us 85K videos.

**Step 2: ASR vs user transcripts.** Videos are split into segments, at silences detected using an open-source VAD model [152]. Using the user transcripts and the ASR from each segment, we filter out segments with WER greater than 50% between the two transcripts to remove samples with significantly low quality user transcripts or ASR. This is similar to the rationale for the filtering in Step 1, which is performed at a video level, but now we perform it at a segment level. Next and most importantly we remove “easy” samples, namely those with low WER of less than 20% for non-stop words (too clean) and samples with less than 9 words (too short). This leaves us with 773K sentences from 7.5K videos.

**Step 3: Visual-Text similarity.** To measure visual-text similarity, we run a video-text similarity model [110] trained on the Howto100M dataset to get similarity scores between each video and sentence pair. This helps highlight challenging samples where the visual modality can compensate for corrupted audio.

**Step 4: Manual annotation.** Finally, we manually check the highest similarity segments and correct the user-uploaded ASR if necessary.
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VisSpeech consists of 508 segments from 495 unique videos. The average transcript length is 12.2 words and average segment duration is 4.3 seconds. By filtering for segments where ASR fails, we find that our dataset is truly a challenging test bed ‘in the wild’, with the audio containing background chatter, laughter, music and other environmental sounds. During the manual verification phase, we also noticed that many examples contain speech spoken with challenging English accents from various regions all over the world.

5.4 Experiments

In this section we first describe the datasets, metrics and implementation details for training (Section 5.4.1). We then describe the simulated noise we use for evaluating our models on the How2 dataset (Section 5.4.2). Finally we discuss the results of our model under different training strategies on both the How2 and our newly introduced VisSpeech dataset (Section 5.4.3).

5.4.1 Datasets, Metrics, Implementation Details

HowTo100M [104] consists of more than 1 million instructional videos associated with their automatically-extracted speech transcriptions. We only use this dataset for pretraining our model. Note that here we are not training with perfect ground truth, but using the ASR outputs of an existing model. We remove videos present in the validation and test sets of VisSpeech and How2 datasets (described next).

How2 [134] is an instructional video dataset created for multi-modal language understanding. We use the 300 hours version. The videos are segmented into short clips (avg 5.8s), each accompanied by their user-uploaded transcript (avg 20 words). The dataset is split between a training (184,949 clips), validation (2,022 clips) and test (2,305 clips).

Metrics. We evaluate our models using Word Error Rate (WER). For each sentence, dynamic programming is used to align the predicted words to the ground truth. The number of word errors (deletions, substitutions and insertions) is then computed across the whole test dataset and divided by the number of ground truth words to obtain the WER.

Training Implementation details. All models are trained end-to-end unless otherwise specified. We use a batch size of 1,536 and 256 for
Figure 5.2: Qualitative results on the VisSpeech dataset. We show the ground truth (GT), and predictions from our audio only (A) and audio-visual model (A+V). Note how the visual context helps with objects (‘chain’, ‘eggplant’, ‘coin’, ‘dough’), as well as actions (‘knit’, ‘fold’) which may be ambiguous from the audio stream alone. Errors in the predictions compared to the GT are highlighted in red.
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pretraining and finetuning respectively. We adopt a wordpiece tokenizer [155] pretrained for BERT and decode using a beam search with a beam size of 4 and a brevity penalty of 0.6. We use SpecAugment with parameters adopted from [119]. We augment the visual frames using random cropping and color jittering. We use a momentum optimizer. We pretrain our model for 1M iterations with an initial learning rate of 2. The learning rate is warmed up for 1K iterations and then linearly decayed to 0. We initialize both visual and audio streams of the MBT encoder with the public ViT [79] weights pretrained on ImageNet. For finetuning, we train for 40K iterations without warmup.

5.4.2 Simulated Noise for Evaluation

The ground-truth transcripts in How2 are collected by performing forced-alignment on the user uploaded transcripts, and filtering out examples with a low confidence score. Due to such a filtering process, the audio signals in How2 are inherently clean, and consequently the task is largely audio dominant. To overcome this limitation, we evaluate our models with three types of simulated audio noise: burst packet loss, environment noise and mixed noise. For the burst packet loss, we randomly drop two chunks of the input audio signal where the length of each chunk is uniformly sampled from \( (0, 0.1) \) times the video duration. To simulate environment noise, we add audio noise randomly sampled from the ‘noise’ and ‘environmental’ classes in the AudioSet dataset [51]. Finally, we also evaluate a combination of the two (‘mixed noise’). Note that we train a single model and evaluate it under different noise configurations.

5.4.3 Results

Effects of Training Strategies. Table 5.2 compares audio-only (A) and audiovisual (A+V) models trained with different training strategies and evaluation noise settings on How2. In addition to clean audio, we report results in three degraded audio scenarios, burst loss, environment noise and mixed noise. We first note that without pretraining, our model performs well on the clean eval, but performance degrades significantly under simulated noise conditions. Adding the visual modality under these noise conditions helps performance across the board. Vanilla pretraining then improves performance significantly, however we note the gap between A and A+V also shrinks, signifying the improvement
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is largely from better audio encoding. In this case, the A+V model has no incentive to look at visual inputs, as the task under clean conditions is dominated by audio. In addition, the pretraining is performed on HowTo100M where the transcripts are automatically generated from the audio alone, and so our model is able to solve the task without any visual information. We find the word masking strategies to be extremely effective to mitigate this. The overall performance of both A and A+V are improved and notably, the improvements of A+V are larger. We show that with these masking schemes, adding visual inputs helps even for clean audio, with the performance improving under environment and mixed noise. Note that across the board, adding the visual modality improves performance.

Comparison to the state-of-the-art. Table 5.1 compares AVATAR with existing state-of-the-art methods on How2. Our model trained from scratch already outperforms all existing methods and serves as a strong baseline. Our best model, which is pretrained on HowTo100M, with the random word masking technique, brings a further boost reducing the error rate by over 45% relatively compared to the existing state-of-the-art method.

Table 5.1: Comparison to the state-of-the-art on How2. Our model outperforms all previous works when trained from scratch, and pretraining provides a significant boost. We report the best audio-visual numbers for all works.

<table>
<thead>
<tr>
<th>Model</th>
<th>%WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAS [134]</td>
<td>18.0</td>
</tr>
<tr>
<td>VAT [23]</td>
<td>18.0</td>
</tr>
<tr>
<td>MultiRes [118]</td>
<td>20.5</td>
</tr>
<tr>
<td>LLD [52]</td>
<td>16.7</td>
</tr>
<tr>
<td>AVATAR (scratch)</td>
<td>15.6</td>
</tr>
<tr>
<td>AVATAR (pretrained)</td>
<td><strong>9.1</strong></td>
</tr>
</tbody>
</table>
Table 5.2: Audiovisual ASR vs Audio only models under various *evaluation* noise conditions (Clean, Burst, Environment and Mixed) and with different *training* masking strategies (Random and Content). Percentage Word Error Rate (%WER) is reported on the How2 test set. A: Audio-only. A+V: Audiovisual. Rel. Δ: Relative improvement of A+V over A.

<table>
<thead>
<tr>
<th>Training</th>
<th>Eval Noise</th>
<th>Clean</th>
<th>A</th>
<th>A+V</th>
<th>Rel. Δ</th>
<th>A</th>
<th>A+V</th>
<th>Rel. Δ</th>
<th>A</th>
<th>A+V</th>
<th>Rel. Δ</th>
<th>A</th>
<th>A+V</th>
<th>Rel. Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Pretraining</td>
<td>Clean</td>
<td>15.72</td>
<td>15.62</td>
<td>0.64%</td>
<td>29.59</td>
<td>28.69</td>
<td>3.05%</td>
<td>50.79</td>
<td>47.70</td>
<td>6.08%</td>
<td>60.51</td>
<td>57.49</td>
<td>5.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Burst Loss</td>
<td>9.75</td>
<td>9.79</td>
<td>-0.33%</td>
<td>21.97</td>
<td>21.71</td>
<td>1.19%</td>
<td>25.97</td>
<td>25.55</td>
<td>1.61%</td>
<td>39.13</td>
<td>38.96</td>
<td>0.42%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Environment Noise</td>
<td>9.19</td>
<td>9.11</td>
<td>0.93%</td>
<td>15.60</td>
<td>15.28</td>
<td>2.05%</td>
<td>23.39</td>
<td>22.35</td>
<td>4.45%</td>
<td>32.43</td>
<td>30.64</td>
<td>5.50%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mixed Noise</td>
<td>9.58</td>
<td>9.25</td>
<td>3.48%</td>
<td>17.26</td>
<td>16.92</td>
<td>1.98%</td>
<td>23.77</td>
<td>22.67</td>
<td>4.65%</td>
<td>33.83</td>
<td>32.26</td>
<td>4.53%</td>
<td></td>
</tr>
</tbody>
</table>
Evaluation on VisSpeech. We evaluate our AVATAR model trained with different strategies on VisSpeech with real-world noise (Table 5.3). We finetune the pretrained models for 5K iterations on How2. Our dataset effectively highlights the contribution of the visual modality without introducing any artificial noise. Once again, both masking strategies help the audiovisual (A+V) model learn to utilize the visual modality better. Content word masking improves the performance only when the visual modality is provided; providing some evidence that the A+V model uses visual inputs to correct errors on content words. To further tease apart the input of the visual modality, we compute the word error rate on content words only and on stop words only. This is because we hypothesize that visual modality should not be able to provide any useful information about stop words, and so most of the improvement should be on the content words. As expected, we find the errors on content words are reduced substantially more than those on stop words when the visual modality is incorporated with all training strategies (e.g., 1.18% vs. 0.33% absolute error rate drops with content word masking). This also confirms the contribution of the visual modality. Further evidence can be found from the qualitative examples provided in Figure 5.2, where it can be clearly seen that visual context helps with correcting ASR errors on objects as well as actions.

Table 5.3: WERs of AVATAR on our newly introduced test set VisSpeech consisting of real-world noise. The models are trained on automatic ASR from HowTo100M, and finetuned on How2. Note here we do not add any artificial audio degradation at all.

<table>
<thead>
<tr>
<th>Training Strategy</th>
<th>A</th>
<th>A+V</th>
<th>Rel. Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>No pretraining</td>
<td>44.57</td>
<td>43.41</td>
<td>2.61%</td>
</tr>
<tr>
<td>Vanilla</td>
<td>12.69</td>
<td>11.91</td>
<td>6.11%</td>
</tr>
<tr>
<td>Random Word Masking</td>
<td>12.35</td>
<td>11.86</td>
<td>3.93%</td>
</tr>
<tr>
<td>Content Word Masking</td>
<td>12.72</td>
<td>11.28</td>
<td>11.30%</td>
</tr>
</tbody>
</table>

End-to-end training with early audiovisual fusion. Unlike previous works on full-frame AV-ASR, AVATAR is trained (i) entirely end-to-end, and (ii) with early audiovisual fusion in the MBT encoder. To assess this effect, we test AVATAR with pre-extracted visual features as in [52], using a model pretrained on HowTo100M with NCE loss [110]. We concatenate the audio features at the output of our MBT encoder with our pre-extracted
visual features and provide them to the decoder. Note that in this case the audio-visual fusion happens only through the decoder. We train this model with random masking strategy and find that the end-to-end trained model outperforms the model with pre-extracted features with 9% relative improvement in the mixed noise setting and similar trends are observed in all the other noise settings.

**Contribution of Visual Modality.** Some works show that the visual modality is simply a regularizer [23, 52, 145]. As done by [145], we further investigate whether the contribution of the visual modality is simply a regularizer by replacing the visual frames of test examples with those extracted from random validation videos. Unlike [145], we observe significant degradation of A+V models in all settings (e.g., 9.11%→9.53% with random word masking and clean audio) as the models get distracted by the random visual inputs. Note that this performance (9.53%) is worse than the audio-only model in this setting (9.19%). This suggests vision in our model is not simply a regularizer contrary to what was previously reported in [23, 52].

### 5.5 Conclusion

In this chapter, we proposed a novel encoder-decoder transformer architecture and training strategies based on word masking for AV-ASR. We showed that our method helps the model learn to use visual inputs better and outperform the state of the art. Finally we also presented VisSpeech, a new AV-ASR test benchmark, and demonstrated the effectiveness of our method under naturally occurring noise.
Chapter 6

Conclusion

In this thesis, we studied the problem of multi-modal video understanding by focusing on two tasks: text-to-video retrieval and audio-visual speech recognition. We showed that video media semantics are scattered across multiple modalities that should be processed jointly in order to avoid discarding valuable cross-modal information. We designed and trained deep learning models capable of extracting such cross-modal cues. In this last chapter, we summarize the contributions of the thesis in Section 6.1 and then conclude with perspectives for future research in Section 6.2.

6.1 Summary of Contributions

Modality fusion with the multi-modal transformer. In Chapter 3, we tackled the task of caption-to-video retrieval. Having noted that video media presents both cross-modal and temporal information, we proposed a transformer-based model capable of extracting video semantics across these two dimensions. Our multi-modal transformer takes as input sequences of pre-computed features extracted by seven expert models trained on specialized datasets to recognize motion, scene, objects, speech, faces, text and sounds. By leveraging the self-attention mechanism, our multi-modal transformer lets all features collaborate with each other to extract both cross-modal and temporal semantics from the video. We also investigated several approaches to encode text captions and obtained the best results with a BERT pretrained model. We integrated both our multi-modal transformer and caption encoder into a cross-modal architecture and obtained state-of-the-art results at the time of publication on the MSRVTT, ActivityNet and LSMDC datasets.
Multi-modal pretraining of a video encoder. Training the cross-modal architecture introduced in Chapter 3 requires a large dataset of video-caption pairs which can be expensive and difficult to obtain. In order to leverage the large amount of unlabeled videos available on the internet, self-supervised techniques have been proposed to pretrain the encoders using speech as pseudo-captions. However, the video encoder is in this case deprived of the speech modality and therefore never pretrained on it. In Chapter 4, we proposed a self-supervised approach to pretrain the video encoder on three video modalities: appearance, audio and speech. At each training batch, we randomly select one of these modalities and completely mask it from the video encoder. It is instead processed by the query encoder to serve as supervision to video encoder training. This results in the video encoder being pretrained on all the video modalities, including speech. Our modality masking pretraining approach obtains state-of-the-art results on three speech-rich video datasets at the time of publication: CMD, YouCook2, and How2R.

Visual context for improved speech recognition. As shown in Chapter 4, speech can be a crucial modality to correctly understand a video, it therefore needs to be properly extracted from the audio-visual signal. In Chapter 5 we proposed an encoder-decoder architecture to tackle this task. Our model, called AVATAR, takes audio spectrograms and pixels as input and outputs a sequence of tokens as the predicted transcript. We showed that standard pretraining on the HowTo100M dataset provides a large performance improvement that is mainly due to better audio processing but not better vision processing. In order to entice the model to use the visual modality, we presented two word-masking techniques: random word masking and content word masking. We introduced a challenging audio-visual speech recognition benchmark called VisSpeech on which content word masking provides a large performance boost to speech recognition and helps our model better leverage the visual modality.
6.2 Perspectives for future research

6.2.1 Video speech estimation training for visual-language tasks

Large language models (LLMs) trained auto-regressively on vast amounts of textual data [21] have recently obtained impressive zero shot performance on a variety of NLP tasks including question answering and text generation. These pure NLP models are however not directly suitable for vision processing. Words like ‘chair’ or ‘apple’ are generated without a clue of how those objects look like in the real world. This prevents the extension of their question answering aptitudes to visual tasks like visual question answering or video captioning.

One potential research direction is to leverage video media to auto-regressively train a visual-language model on spoken language estimation. The model would then be able to respond to visual questions by generating natural language and tackle tasks like video captioning, video classification or visual question answering.

In a very recent work called Flamingo [6], Alayrac et al. extend LLMs with visual processing capability. Cross-attention layers are added to a frozen language model to attend visual features and the whole model is trained auto-regressively to generate the text of large scale visual-captions datasets. A mixture of three kinds of datasets is used to train Flamingo: interleaved images and text extracted from webpages, image-text pairs and video-text pairs, mainly obtained through alt-text descriptions. As presented in figure 6.1, one of the failure cases of the approach reported by the authors is hallucinations.

Focusing on the spoken language accompanying videos instead of alt-text or manually generated captions could help with these shortcomings. Contrary to captions, uncertainty is commonly expressed in video speech, which is a desirable feature to tackle the failure cases presented in figure 6.1. In response to the question “What is it?”, a video character could reply “I don’t know”, “I can’t say”, or “I am not sure but I think ...”. A visual-language model trained on such data could learn to reply with uncertainty to tricky questions.

Interacting with a model to solve visual-language tasks trough natural language prompting naturally takes the form of a dialogue, with questions from the user being followed by responses from the model, e.g. “Who
Figure 6.1: Some failure cases of Flamingo [6]. When prompted with tricky questions, the model sometimes hallucinates or takes ungrounded guesses. (Image courtesy of Alayrac et al. [6]).

Chapter 6. Conclusion

However, finetuning a LLM to process whole visual frames by autoregressively predicting speech also comes with a few challenges.

The first one is how to bridge the domain gap in transcription between spoken language and written language. Spoken language transcriptions would probably have to be made closer to written language using punctuation and removal of hesitations (self-corrections and repeated words or partial words that appear in speech). Additional transformation of the training video transcripts could be required to change first-person narrations such as “Now what will we do? We’ll paint it!” to third-person narrations hence matching the third-person dialogue prompting “Now what will they do?” used at inference. This transformation of the transcripts could be performed automatically similar to [161] that generate questions and answers from speech transcripts.

Another challenge would be to prevent the model from focusing on the task of lip reading instead of attending the whole visual frame and learning complex visual-language interactions. As explained in Chapter 5,
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This would apply to videos where the speaker is visible, in high definition and with high framerate. Reducing the framerate (to 1fps for examples) could therefore be a straightforward solution to prevent lip-reading. Going further, if we wanted the model to not only process the visual signal but also the audio signal of a video, we would need to prevent the model from only learning to perform the AV-ASR task presented in Chapter 5. This could be done similar to [140] by introducing some temporal misalignment between the video and the transcript to be predicted, e.g., predicting future speech utterances.

6.2.2 Speech recognition in long duration videos

In Chapter 5, we have shown how the visual context can help better transcribe what is being said in a video clip. However, similar to most previous speech recognition works, we trained and evaluated our model on artificially short utterances. Indeed, commonly used datasets for ASR (Librispeech [117], Switchboard [55]) or AV-ASR (LRS3-TED [3], How2 [134]) are constituted of short segments extracted from longer audio sequences or video clips. Evaluating on such short utterances puts an artificial focus on the intra-utterance context and discard the long-range context that could be leveraged if attending to the whole signal duration.

One potential research direction is to perform speech recognition on full-length video instead of selected segments. Long-range context (both audio and visual) can provide strong cues for correctly transcribing a video (Fig. 6.2). What has been said earlier or what will be said later in a video can provide precious context information (e.g., the subject of the conversation) when trying to recognize the speech in a specific segment. As shown in [102], the visual context necessary to correctly transcribe a video segment might not be synchronized with speech and could therefore also require to attend a longer range than the immediate context. The limited utterance duration of commonly used datasets of ASR and AV-ASR has not allowed a fair comparison between the contributions of spoken context versus visual context.

There are two main challenges that explain why the community has focused on short crops instead of long sequences.

First, ground truth transcripts for long utterances are hard to obtain.
Figure 6.2: Long range context might be required to correctly transcribe a word. In the case of a movie for example, the name of a character might be pronounced early in the movie but be impossible for the model to correctly transcribe using immediate context. It is only with the film credits at the very end of the movie that the correct transcription can be extracted from the visual modality.

Manually annotating spoken language in a video can be very difficult, especially in noisy conditions, in presence of strong accents or regional dialects. It also often requires expert knowledge about the subject being discussed. Ground truth transcripts are therefore usually obtained by aligning a user-provided transcript and selecting ‘islands of confidence’ where the audio aligns well with the provided transcript [88].

Another challenge is that audio (and video) are very high dimensional but processing capacity is limited. The ability to recognise subtle variations in the audio signal is crucial for speech recognition, but also computationally expensive. It is currently not practical to provide an hour-long audio (or video) signal to be processed for speech recognition.

Tackling the first one of these challenges would require a large effort of manual annotation but is technically feasible. Movie transcripts could constitute a good starting point before manual annotation refinement.

Several efficient transformer architectures [20, 72] have been proposed in response to the second challenge but the context length is increased at
the expense of accuracy. A possible approach to the problem would be to decompose speech prediction in two steps. A first step could focus on extracting short range features in several modalities that could then be leveraged by a second step to specifically attend the video segments that are relevant to the speech recognition of a specific segment.
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