
HAL Id: tel-04016583
https://theses.hal.science/tel-04016583

Submitted on 6 Mar 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Parametric optimisation of 3D printed architectured
materials : application to the morphing of boat’s

appendages
Malik Spahic

To cite this version:
Malik Spahic. Parametric optimisation of 3D printed architectured materials : application to the
morphing of boat’s appendages. Materials. Université de Bretagne Sud, 2022. English. �NNT :
2022LORIS635�. �tel-04016583�

https://theses.hal.science/tel-04016583
https://hal.archives-ouvertes.fr


THÈSE DE DOCTORAT DE

L’UNIVERSITÉ DE BRETAGNE SUD

ÉCOLE DOCTORALE NO 602
Sciences pour l’Ingénieur
Spécialité : Génie Mécanique

Par

Malik SPAHIC
Optimisation paramétrique de matériaux architecturés imprimés
3D : application au morphing des appendices de navire

Thèse présentée et soutenue à Lorient, le 5 Juillet 2022
Unité de recherche : Institut de Recherche Dupuy de Lôme
Thèse No : 635

Rapporteurs avant soutenance :

Anita CATAPANO Maître de Conférences, I2M, INP Bordeaux

Loïc DARIDON Professeur des Universités, LMGC, Université de Montpellier

Composition du Jury :

Président : Jacques-André ASTOLFI Professeur des Universités, Institut de Recherche de l’Ecole Navale
Examinateurs : Sylvie RONEL Professeure des Universités, LBMC, Université Lyon 1

Justin DIRRENBERGER Maître de Conférences, PIMM, CNAM
Dir. de thèse : Vincent KERYVIN Professeur des Universités, IRDL, Université de Bretagne-Sud
Co-dir. de thèse : Antoine LE DUIGOU Maître de Conférences HDR, IRDL, Université de Bretagne-Sud
Co-encadrante de thèse : Noëlie DI CESARE Maître de Conférences, LMC2, Université Lyon 1



Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



ACKNOWLEDGEMENT

Tout premièrement, je tiens à remercier mes encadrants Vincent Keryvin, Antoine Le
Duigou et Noëlie Di Cesare pour m’avoir conseillé, encadré et accompagné au cours de ces
trois ans et demi de thèse. Merci à eux également pour les nombreuses relectures de mon
papier de journal et de mon manuscrit de thèse. Un merci tout particulier notamment à
Noëlie qui a été, au-delà de son travail d’encadrement, comme une grande sœur pour moi
à Lorient. Merci pour tous ces fous rires que l’on a eu tous les deux et merci aussi pour
toutes ces discussions que l’on a eues sur des sujets divers et variés, comme les évènements
de la vie, le fonctionnement de la recherche, ou encore les relations amoureuses.

J’aimerais également remercier Anita Catapano et Loïc Daridon d’avoir accepté d’être
les rapporteurs de mon mémoire de thèse. Je remercie aussi chaleureusement Sylvie Ronel,
Jacques-André Astolfi et Justin Dirrenberger d’avoir accepté d’être les examinateurs du-
rant ma soutenance de thèse. Je les remercie également d’avoir pris le temps de se d’être
présents physiquement pour ma soutenance à Lorient.

Je remercie aussi chaleureusement les différents membres de l’IRDL qui m’ont aidé
et accompagné pendant mon travail de thèse. Merci à William Berckmans, Anthony Ma-
gueresse et Isabelle Pillin pour m’avoir aidé au cours de mes travaux expérimentaux et de
m’avoir aidé lorsque j’ai rencontré des soucis avec mes manips. Je tiens particulièrement à
remercier Hervé Bellegou, Antoine Kervoelen et Anthony Jegat pour m’avoir accompagné
dans la mise en place de mes manips expériementales.

Merci à Hervé d’avoir eu la patience de m’expliquer le fonctionnement des différentes
machines de traction et d’avoir pris le temps de configurer les systèmes d’acquisition pour
moi. Merci à Antoine pour ses nombreux conseils pour m’aider dans la mise en place de
mes tests mécaniques pour caractériser mes échantillons imprimés 3D. Merci également à
Anthony Jegat qui m’a laissé utiliser et surutiliser l’imprimante 3D Ultimaker 2 située à
côté de son nouveau bureau.

3

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



Je tiens également à remercier chaleureusement ma famille pour son soutien indé-
fectible et pour avoir cru en moi depuis toujours. Merci à mes parents, Mulaz et Hajrija
Spahic, de m’avoir soutenu tout au long de ma thèse, merci à eux pour les discussions que
l’on a eues dans les moments les difficiles, de m’avoir toujours accueilli les bras ouverts
chez eux et de m’avoir nourri pendant les moments où il était difficile pour moi de cuisiner.
Merci également à mes sœurs, Mersiha Rozic et Merima Kupidura, d’avoir toujours pris
le temps de discuter avec moi, de rigoler et de me conseiller dans les moments difficiles. Et
cela, malgré le peu de temps qu’elles ont eu à me consacrer en raison de leur travail et de
la charge de travail liée à leur responsabilité de jeunes parents. Merci à elles également, de
toujours m’avoir accueilli les bras ouverts chez elles pendant des vacances et des week-end.
Merci également à mes neveux et nièces : Rania, Ferran, Hanna et Rayan (dans l’ordre
de naissance) pour la joie qu’ils m’ont apporté dans les moments éprouvants. Si vous lisez
ces lignes quelques années plus tard, sachez juste que tonton vous aime.

Je tiens également à remercier ma chérie, Maxime Pesonen, dont j’ai fait la rencontre
au cours de ma thèse, qui m’a toujours soutenue pendant les moments les plus difficiles
de la thèse : les périodes de rédaction d’articles et de mon mémoire. Merci à elle pour ces
longues discussions au téléphones, ces moments où on s’est balladé dans les paysages de
Bretagne et merci à toi aussi d’avoir toujours cru en moi et de m’avoir soutenu. Je t’aime.

Je tiens également à remercier tous mes amis qui m’ont soutenu et avec qui j’ai partagé
beaucoup de bons moments. Je remercie mon meilleur ami Paul Chambault avec qui j’ai
partagé de nombreux très bons moments en vacances et avec qui je me suis tapé les
meilleurs fous rires au téléphone. Si tu lis ça, t’es le sang khey ! Merci également à
Corentin Guellec et Riadh Al Zubaidi pour être venu jusqu’à Lorient pour assister à ma
soutenance. Vous êtes des potes en or ! J’aimerais également remercier toutes les per-
sonnes avec qui j’ai partagé le bureau 024, Dihya Mezi, Ayoub Zerhouni, Ajinkya Pawar,
Hamza Issa, Guruprasad T. (My love, mon chéri!), Antoine Le Palabe, Mikaël Riou, Nihel
Ketata et Rachel Azulay. Merci pour votre bonne humeur et les bonnes discussions que
l’on a eu autour de la machine à café. Merci particulièrement à Dihya Mezi qui m’a bien
intégré à son groupe d’amis, une fois que je suis venu sur Lorient. Merci à toi également
pour tous les conseils que tu m’as donnés concernant mes manips et sur la gestion de la
thèse. Un merci particulier à Ayoub Zerhouni également, avec qui j’ai eu l’occasion de
partager énormément de bons moments, où nous avons beaucoup ris. Merci pour tous ces

4

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



échanges sur nos vies personnelles et professionnelles et sur nos moments de doute et de
peine. Big thanks to Ajinkya Pawar also! (My people!!!!!!!!) Thank you for all the trips,
the debates, the discussions, the lunches and the good time we had during my time to
Lorient. Thank to you, I now have a License 2 level in Indian history, Indian politics and
Geopolitics after all our debates! Thank you also for being there with me when the times
were harder! I hope we could make one days or trips to India/Bosnia together! Thanks
also to you Guru! Thank you for sharing your experience, knowledge and thoughts with
me about research and life. Thank you also for the good laughs and time I had with you.
I hope to see you sson in India too! Thanks also to you Hamza for these good laughs and
great discussions. I will always remember our football trolls and discussions! Hope to see
you defend quickly too! Merci à toi aussi Antoine pour ces bons moments à rigoler et à
discuter des performances de Liverpool. Merci pour ces discussions que l’on a eu sur la
thèse et le monde professionnel en général. Un grand merci également à Flavien Lucas,
merci pour ta gentillesse, ta bonne humeur et pour toutes les discussions que l’on a eu
sur tous les thèmes possibles et imaginables (le seigneur des anneaux, le monde pro ou
encore les jeux de sociétés). Merci à toi d’avoir toujours été là pour moi dans les moments
difficiles et encore désolé de t’avoir tué en vélo sur la Presque-île de Rhuys... Et merci à
Charles de Kergariou pour les bons moments que l’on a passé lorsque tu étais sur Lorient.
C’était super sympa de refaire le monde avec toi le temps d’une soirée.

Un grand merci aussi à Yohan Rioual, Alisson Curly, Grégory Nayagom, Alix Le
Tendre, Maxime Chassaing et la bande du LabSTICC (désolé si j’oublie des gens) pour
m’avoir accueilli mes premiers jours à Lorient et pour m’avoir fait découvrir tous les coins
sympas de Bretagne. Sans vous, mon expérience lorientaise n’aurait pas été la même.
Pour finir, j’aimerais remercier tout le reste des personnes de l’IRDL avec qui j’ai passé
du bon temps, cette liste ne pourra pas être exhaustive donc désolé d’avance si j’ai oublié
votre prénom... Merci aux permanents Yann Guevel, Jean-Marc Cadou, Laëtitia Duigou,
Grégory Girault (Allez Paris et aux chiottes l’OM !!!), Laurent Maheo, Christelle Combes-
cure, Mikaël Kedzierski Alain Bourmaud, Thomas Pierre et Murielle Carin pour toutes
les discussions, matchs de badminton et les bonnes rigolades que l’on a pu avoir. Merci
aux post-doctorants que j’ai croisé au labo, Houdeyfa Ounis, Hassan Harb, et Pierre
Lemechko pour les bonnes rigolades, les matchs de foot et les discussions que l’on a pu
avoir sur le monde professionnel. Merci également aux doctorants, stagiaires et aux in-
génieurs d’études avec qui j’ai également vécu de très bons moments que cela soit pour des

5

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



repas/apéros ou des matchs de foot ou de basket, un merci particulier à Thomas Fruleux,
Delphine Ciréderf, Akanksha Singh, Anupam Glorious Lobo, Mathias Ziapkoff, Maxime
Batard, Julien Gambade, Aïssata Bangoura, Machhour El-Assad, Kassem Saied, David
Kerihuel, Ismahen Zaafouri, Kylian Mahé, Benjamin Cholet, Xavier Frias-Cacho, Marion
Yvin, Lise Dugor et Aude Caillet-Gruet.

Ce fut une très bonne et riche expérience pour moi que je n’oublierai jamais. Une
dernière fois, merci pour tout !

6

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



TABLE OF CONTENTS

Introduction 11

1 Morphing global presentation 19
1.1 Morphing challenges in the aeronautical field . . . . . . . . . . . . . . . . . 20

1.1.1 Presentation of aerodynamic forces exerted on a plane . . . . . . . . 20
1.1.2 2D wing morphing devices . . . . . . . . . . . . . . . . . . . . . . . 22
1.1.3 3D wing morphing devices . . . . . . . . . . . . . . . . . . . . . . . 27

1.2 Morphing challenges in the marine field . . . . . . . . . . . . . . . . . . . . 32
1.2.1 Hydrodynamic forces present on foiling boats . . . . . . . . . . . . 32
1.2.2 Cavitation on hydrofoils . . . . . . . . . . . . . . . . . . . . . . . . 34

1.3 Structural elements characteristics needed for morphing . . . . . . . . . . . 39
1.3.1 Airfoil and wing core for morphing . . . . . . . . . . . . . . . . . . 39
1.3.2 Skins for morphing . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

1.4 Morphing technological strategies . . . . . . . . . . . . . . . . . . . . . . . 43
1.4.1 2D air- and hydrofoil morphing devices . . . . . . . . . . . . . . . . 43
1.4.2 3D wing morphing devices . . . . . . . . . . . . . . . . . . . . . . . 50
1.4.3 Morphing devices for delaying cavitation . . . . . . . . . . . . . . . 59
1.4.4 Summary of the different morphing technologies . . . . . . . . . . . 64

1.5 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

2 Multi-scale analysis of the morphing mechanism 69
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

2.1.1 Cellular materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.1.2 Theory of homogenisation . . . . . . . . . . . . . . . . . . . . . . . 75
2.1.3 3D printing processes . . . . . . . . . . . . . . . . . . . . . . . . . . 86

2.2 Materials and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
2.2.1 Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
2.2.2 Manufacturing of tensile samples and cellular beams . . . . . . . . . 97
2.2.3 Microscale: Experimental mechanical characterisation of the material 98

7

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



TABLE OF CONTENTS

2.2.4 Microscale: Experimental porosity measurement of the 3D printed
material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

2.2.5 Mesoscale: Selection of pattern . . . . . . . . . . . . . . . . . . . . 99
2.2.6 Mesoscale: Estimation of unit cells properties . . . . . . . . . . . . 101
2.2.7 Macroscale: Experimental mechanical characterisation of cellular

beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
2.2.8 Macroscale: Numerical mechanical characterisation of cellular beams 104
2.2.9 Macroscale: Numerical investigation of the skin’s rigidity effect . . . 105
2.2.10 Macroscale: Numerical investigation of the core’s unit cell size effect 106
2.2.11 Macroscale: Numerical investigation of the differences in using a

homogeneous equivalent material as the cellular core . . . . . . . . 107
2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

2.3.1 Microscale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
2.3.2 Mesoscale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
2.3.3 Macroscale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
2.4.1 Analysis of the cantilever beam’s core . . . . . . . . . . . . . . . . . 124
2.4.2 Skin rigidity effect . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
2.4.3 Cell size effect and comparison to a homogeneous core . . . . . . . 128

2.5 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

3 Fluid-structure interaction studies and hydrofoil’s core parametric op-
timisation 137
3.1 Presentation of the fluid-structure interaction strategy . . . . . . . . . . . 138
3.2 Presentation of meta-heuristic optimisation algorithms . . . . . . . . . . . 144

3.2.1 Optimisation problems definition . . . . . . . . . . . . . . . . . . . 144
3.2.2 Optimisation algorithms . . . . . . . . . . . . . . . . . . . . . . . . 147

3.3 Fluid dynamics insights and characteristic numbers . . . . . . . . . . . . . 158
3.3.1 Reynolds number . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
3.3.2 Mach number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
3.3.3 Boundary Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
3.3.4 Aero- and hydrodynamic coefficients . . . . . . . . . . . . . . . . . 172
3.3.5 Incompressible turbulent flow governing equations . . . . . . . . . . 177

3.4 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

8

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



TABLE OF CONTENTS

3.4.1 Initial flow conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 179
3.4.2 Hydrofoil selection and fluid flow’s boundary conditions . . . . . . . 180
3.4.3 Fluid-structure interaction model development: the fluid model . . . 182
3.4.4 Fluid-structure interaction model development: the solid model . . 186
3.4.5 Fluid-structure interaction model development: spatial and tempo-

ral interfacing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
3.4.6 Fluid-structure interaction program operation . . . . . . . . . . . . 189
3.4.7 Sensitive core elastic coefficient identification protocol . . . . . . . . 191
3.4.8 Tailorability tests of the morphing hydrofoil . . . . . . . . . . . . . 195
3.4.9 Parametric optimisation algorithm of the double arrow architecture 196

3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
3.5.1 Sensitive elastic coefficient identification . . . . . . . . . . . . . . . 203
3.5.2 Tailorability tests of the morphing hydrofoil . . . . . . . . . . . . . 203
3.5.3 Parametric optimisation algorithm of the double arrow architecture 206

3.6 Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
3.6.1 Sensitive elastic coefficient identification . . . . . . . . . . . . . . . 208
3.6.2 Tailorability tests of the morphing hydrofoil . . . . . . . . . . . . . 209
3.6.3 Parametric optimisation algorithm of the double arrow architecture 213

3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

Conclusion 219

A Numerical modeling of a turbulent water flow around a hydrofoil 225
A.1 General overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
A.2 Key physical properties, concepts and dimensionless numbers . . . . . . . . 226

A.2.1 Viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
A.2.2 Conservation of mass: mass density and Reference Fluid Volume

Element (RFVE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
A.2.3 Reynolds number . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
A.2.4 Kinematic viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
A.2.5 Mach number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
A.2.6 Lagrangian and Eulerian descriptions . . . . . . . . . . . . . . . . . 240
A.2.7 Boundary Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244
A.2.8 Aero- and hydrodynamic coefficients . . . . . . . . . . . . . . . . . 252

A.3 Fluid dynamics governing equations . . . . . . . . . . . . . . . . . . . . . . 257

9

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



TABLE OF CONTENTS

A.3.1 Continuity equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 258
A.3.2 Navier-Stokes equations: the transport of momentum . . . . . . . . 260
A.3.3 The energy equation . . . . . . . . . . . . . . . . . . . . . . . . . . 263
A.3.4 Poisson’s pressure equation . . . . . . . . . . . . . . . . . . . . . . 265

A.4 Fluid dynamics closure equations . . . . . . . . . . . . . . . . . . . . . . . 266
A.4.1 Turbulence modeling approaches . . . . . . . . . . . . . . . . . . . 266
A.4.2 Reynolds time-averaging concept . . . . . . . . . . . . . . . . . . . 270
A.4.3 Reynolds averaged Navier-Stokes (RANS) approach: time averaging

governing equations . . . . . . . . . . . . . . . . . . . . . . . . . . . 272
A.4.4 Turbulence closure equations . . . . . . . . . . . . . . . . . . . . . . 274

A.5 Methodology for numerical model development: validation test . . . . . . . 285
A.5.1 Initial flow conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 285
A.5.2 Material and methods . . . . . . . . . . . . . . . . . . . . . . . . . 286
A.5.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . 293

A.6 Methodology for numerical model development: cambered hydrofoil test . . 297
A.6.1 Material and Methods . . . . . . . . . . . . . . . . . . . . . . . . . 297
A.6.2 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . 300

A.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304

A Appendix 307
A.1 Appendix One: Spalart-Allmaras one equation model details . . . . . . . . 307
A.2 Appendix two: k-omega turbulence model . . . . . . . . . . . . . . . . . . 313
A.3 k-epsilon turbulence model . . . . . . . . . . . . . . . . . . . . . . . . . . . 314

10

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



INTRODUCTION

General context of the PhD

Since the end of the 20th century to the beginning of the 21st century, the international
maritime trade and the ship traffic has increased dramatically and is now reaching an im-
portant size and place in the modern globalised world. Indeed, as pointed out by the United
Nations Conference on Trade and Development (UNCTAD, http://unctadstat.unctad.or),
the tonnage of goods loaded worldwide increased linearly since the 1990s: in 1995, 4.4 Bil-
lions of tons of goods were loaded worldwide on cargo ships and in 2020 it rised up
to 10.6 Billions of tons. This rise in goods loaded was also accompanied with a linear
rise of the worldwide ship traffic [1]. Tournadre [1] counted 20 000 ships involved in the
worldwide ship traffic for the year 1992. This number rised to 80 000 in year 2014, a
fourfold increase of number. Economically, the maritime transport market’s size was esti-
mated at 2000 billions USD in 2020 and is expected to grow further in the following years.

This dense ship traffic has numerous consequences on the marine ecosystems and the
environment. One of the most important nuisance of the maritime transport economy is
the greenhouse gas emissions linked to the maritime exchanges. According to the fourth
report of the International Maritime Organisation (IMO); a branch of the United Nations
Organisation (UNO) responsible for regulating shipping; shipping emitted 1 billion of tons
of CO2 in 2020 corresponding to 2.89% of global anthropogenic CO2 emissions [2]. In order
to reduce the environmental impact of maritime exchanges, the IMO engaged in 2018 to
reduce the international shipping’s total greenhouse gases emissions by at least 50% by
2050 compared to the total emissions measured in 2008 (1.2 billions of tons of greenhouse
gases) [2]. Again, according to this report, most of CO2 and greenhouse gases emitted by
ships are linked to the main and auxiliary engines used to propel the ship in water [2].
Thus, the efforts for reducing the ship’s greenhouse gases emissions must be focused on
the reduction of the fuel consumption of the main engine and the auxiliary engines while
keeping similar shipping speeds.
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Introduction

To do that, one solution would be the use of the ship’s Engine Power Limitation
(EPL). It consists in limiting the ship’s engine power for reducing the ship’s fuel con-
sumption. Nonetheless, Rutherford et al [3] showed that the CO2 reductions were not
proportional to EPL, because the ships engines already operate on a range far below their
maximum power. Thus, they showed that, in order to meet the IMO’s engagements, EPLs
needed to be significant: above 50% of the current engine power. Relying on EPL only
might be difficult to reach those objectives. Thus, as it is done in the automotive industry
with formula 1 competitions for example, new innovative solutions can be tested in racing
yachting (e.g. Vendée Globe) or competitive powerboating (formula 1 power boating or
P1 SuperStock contest for example) for being later introduced on industrial boats or ships.

Since the 2010s, most of racing yachts are equipped with exotic mustache shaped
appendages that allow them to fly above water at high velocities (the verb ’foiling’ is
used for describing this flight). Those appendages are called foils, their operation mode
is similar to an aircraft’s wings. While the boat moves, the foil generates a lifting force
that, at a sufficient speed, lifts the boat’s hull above water. When the boat’s hull is not
in contact with the water surface anymore, the water’s friction forces reduce dramatically
allowing the sailing boat to reach higher speeds. Despite emerging in the early 2010s for
racing sailboats, the foils are not new. The first foiling water vessel was built in the early
1900s by Enrico Forlanini [4], then the foil first appearance in sportive sailing was in 1980.
This year, Eric Tabarly equipped his multi hull ’Paul Ricard’ with foils and sailed across
the Atlantic ocean [4]. From this period of time, it took another 30 years to appear in
modern boat races in 2011. In the same way that foils progressively appeared in sportive
sailing, the foils might be used on ships and cargos, in combination with EPL, for reduc-
ing the greenhouse gases emissions and respect the IMO’s engagement for greenhouse gas
reductions. Promising steps are taken towards this direction as boats used for passenger
transportation already use hydrofoils (e.g. the TurboJET used on the Pearl River Delta
between Hong Kong and Macau) [5]. The historical timeline shown in Figure 1 summa-
rizes the evolution of the use of hydrofoils on water vehicles.

However, before reaching this point, many steps are needed for making this technology
applicable to cargos. Indeed, if the introduction of foils on modern racing sailing boats
took approximately 100 years it was because the foils needed to match numerous techni-
cal requirements, such as insuring a sufficient mechanical resistance for avoiding failure,
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Year

1898
Hydroptere

1980
Paul Ricoeur

2013
TurboJET

2020
America's cup 
racing yachts

Figure 1. Historical timline of the hydrofoil technology

insuring a good balance for the boat flight or producing enough lift forces for lifting the
boats. Yet, the main challenge faced by foils, for all types of boats, is their current in-
capacity to adapt to the changes of navigation modes making them only efficient for a
limited range of navigations. Similar problems are historically faced by aircraft wings.
Indeed, they also need to change their aerodynamic properties when the aircraft changes
its flight modes. Multiple solutions were found in the aeronautical field for solving this
adaptability problem [6]–[8]. They all consist for the wings to change their geometries
in function of the aircraft’s flight modes in order to tailor their resistance to air and/or
tailor their capacity to lift the aircraft (e.g. makes the takeoff easier and reduce the air’s
frictions). Many other issues faced by aircraft wings have been addressed with these tech-
nologies, such as flight instability. The boat’s hydrofoils operates in a similar manner and
face similar issues as aircraft wing do. The navigation modes of water vehicles are similar
to an aircraft’s different flight modes too.

Takeoff Flight Landing

Figure 2. Three mains navigation modes for a foiling boat

For most of water vehicles equipped with foils, three navigation modes could be de-
fined. These navigation modes are shown in Figure 2. For each navigation mode, a foil
would require a dedicated shape to this particular navigation mode. The first mode corre-
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sponds to the moments before the vehicle’s hull takeoff, the second mode corresponds to
the moments during vehicle’s flight and the final mode corresponds to the moment when
the vehicle is landing in the water. In the first navigation mode, the global aim is to help
the vehicle to takeoff above water at the lowest speed possible, in order to make it as fuel
efficient as possible. For that, the foil needs to have a geometric shape that maximises
the lifting forces. Then, in the second navigation mode, the foils do not need to produce
a high lifting force anymore, just enough to ensure the vehicle’s flight and reduce to a
minimum the water’s friction forces. To do that, the foil needs to adopt a new geometry.
In the last navigation mode, the vehicle needs to land back in the water. This needs to be
done in the smoothest way possible, especially if the vehicle is cruising at a high speed.
To do that, the hydrofoil needs to change back its shape to its original geometry, for
providing enough lifting force to the vehicle so that the effect of weight could be reduced
and a smooth hull landing can be ensured.

As said earlier, these different navigation modes depicted here are very similar to an
aircraft’s flight modes (takeoff, flight and landing) and the requirements expected with
the variation of geometries are the same for foils and for aircraft wings. Yet, in the field of
aeronautics, these issues have been continuously addressed and researched since the 20th
century through what is called the wing morphing technologies. These technologies
and concepts aim to modify and adapt an aircraft’s wings geometry to the changes of
flight conditions and of external loads. These morphing solutions are interesting for boats
and can be adapted from aeronautics to marine engineering, as foils and aircraft wings
share similar 2D geometries, operation modes and issues.

Currently, morphing concepts just started to appear for marine technologies at the
end of the 2010s [9], [10]. These morphing technologies change effectively the shape of the
hydrofoil; i.e. 2D section of a foil; nonetheless these shape changes are realized with heavy
and complex actuation mechanisms that add weight to the boat and that are highly prone
to maintenance (see Figure 3). To avoid these issues, an appropriate solution would be to
use hydrofoils that passively change their shape through waterflow’s pressure variations.
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Figure 3. Example of commercial hydrofoil morphing mechanism available at Morgan
Motors Company [11]

Objectives

The objective of this thesis is to design and develop an autonomously reconfigurable foil
concept that could be manufactured quickly and whose deformations could be controlled.
However, before reaching this final objective, multiple sub-objectives need to be fulfilled.
Firstly, a state of the art of the different existing morphing strategies and technologies in
the domain of aeronautics, i.e. aircraft wing morphing; and of marine engineering is made.
Then, the second objective consists in deeply investigating the morphing operation mode
of a selected strategy, a passive cellular morphing hydrofoil concept. The identification of
the different parameters tailoring the foil’s deformation is made. The third objective is to
integrate the morphing concept into a section of the foil and to develop a reliable method-
ology for optimising the different parameters controling the hydrofoil’s deformations with
the changes of navigation modes.

PhD Work’s presentation plan

To fulfill these objectives, the following work will be divided into 3 chapters and one
appendix:

Chapter 1 is devoted to the summary of the state of the art of the existing concepts
and technologies in the morphing field. This chapter firstly defines what morphing is,
then it depicts the different morphing strategies used in aeronautics; i.e. the domain where
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morphing has been the most thoroughly researched; and then in marine engineering. It
also lists a set of requirements that foils and wing morphing are expected to fulfill. Fi-
nally, a set of different existing technologies are presented in the final part of the chapter.
As a chapter conclusion, the morphing concept selected for the rest of the work and the
motivations for selecting this concept will be presented.

Chapter 2 presents the results of a multi-scale analysis performed on the selected
morphing concept. This chapter presents the different parameters influencing the morph-
ing capability of a structure where the morphing concept is implemented. The morphing
concept selected uses the hydrofoil’s core, constituted of a cellular material, and its sur-
rounding skin as its operation core. Moreover a 3D printing process, namely the Fused
Filament Fabrication, is used as the manufacturing process of the morphing samples. To
achieve this objective, multiple characterisation experiments and numerical models are
developed.

Chapter 3 is devoted to the development of a new numerical model simulating the in-
teraction between fluid and solid numerical models. This Fluid-Structure Interaction
program is then used for investigating the effect of the parameters identified at the end
of Chapter 2 on the bending performances of the morphing hydrofoil and their impact on
its hydrodynamic properties. Then, a parametric optimisation with the meta-heuristic
algorithm PSO (Particle Swarm Optimisation) is performed on the hydrofoil’s core for
finding a manufacturable cellular material that can ensure the good bending properties of
the hydrofoil. For addressing all these topics, bibliographic elements on meta-heuristic op-
timisation and on fluid-structure interaction will be given at the beginning of this chapter.

The Appendix A depicts the development and the validation of the Computational
Fluid Dynamics (CFD) numerical models used in Chapter 3 for simulating a turbulent
water flow around a hydrofoil. The methods and results depicted in this appendix are not
inherently needed for understanding the investigations and results made on the morphing
hydrofoils (and this is the main reason why these results have been placed in appendix).

However, they provide meaningful insights on the robust methodology developed for
modeling turbulent water flows. This appendix also show that the methodology devel-
oped here can predict precisely and reliably the lift and drag values of hydrofoils and the
pressure distribution around it. The methods and results depicted in this appendix have
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been developed by the PhD student on his own. Deep bibliographical elements and thor-
ough explanations about the governing equations and the closure equations are detailed
through the appendix for explaining the methodology used.

Finally, the conclusion and outlooks chapter of this thesis report summarises the ap-
proaches, the methods, the different results and the discussions presented in this work.
This final section also opens new perspectives and further investigations that need to be
done and that are related to the topic of hydrofoil morphing.
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Chapter 1

MORPHING GLOBAL PRESENTATION

In the research field, the word "morphing" refers to many different use cases. It can
be associated to "image morphing" for instance [12], known also as "image metamor-
phosis". This use of the word morphing refers to a numerical technique that transforms
one image into an another targeted image. The word morphing can also be applied to
"shape morphing", "geometrical morphing" or "shape parametrical morphing" [13], [14].
This time, the word morphing refers to a numerical technique, once again, used in CAD
for multiple purposes: transform a CAD object’s shape or having a mesh that follows
the deformation of a deformable object. This word can also refer to "morphing mecha-
nisms", it describes a wide range of reconfigurable mechanisms that change the states,
configurations or functional modes of objects [15].Thus, through those multiple examples,
it has been shown that the word "morphing" is not fixed to a domain yet. It might refer
to several different objects. Nonetheless, most of applications where the word morphing
was used related to objects that transform themselves to match an another form. The
only things that changed between these several applications were the considered objects
and the purpose that morphing had to fulfill. Having said that, for complex morphing
structures (as morphing hydrofoils), the following definition paraphrased from Portela et
al’s work [16] describes well the type of morphing that is considered.

The capacity of a given structure to change its geometry macro-
scopically in order to better adapt to radically different external
loading conditions

Morphing

Morphing is currently used and researched in numerous fields and domains such as
defense [17], civil engineering [18]–[20] or soft robotics [21]–[23]. Nonetheless, it is in aero-
nautics that morphing is currently the most advanced [7], [24], [25]. Due to the similarities
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of the technological solutions used in these two fields, aeronautic morphing solutions start
being tested in marine applications and sailing [9], [10], [26]. In this chapter, the aim will
be to review the operation principles of aeronautic and hydraulic structures and identify
the different problems morphing devices have to address and the solutions proposed for
solving them. Then, from all these strategies, one will be chosen for deeper investigations.
The chapter will be divided in four parts. In the first part, the requirements that morphing
needs to fulfill in the aerodynamic field will be presented. These requirements are similar
for a marine vehicle equipped with foils. In a second part, the same requirements listing
will be done for morphing in the marine field. In a third part, the different morphing
strategies used for both fields will be depicted. In this part, the pros and cons of the
different solutions will also be addressed. In the final part, the selection of the morphing
solution that will be investigated deeper will be discussed.

1.1 Morphing challenges in the aeronautical field

The operation mode, behavior and study of a sailing hydrofoil’s hydrodynamic proper-
ties are very similar to aircraft’s wings [27]–[29]. Moreover, morphing devices are currently
the most developed for aircraft’s wings. Hence, for determining the types of morphing de-
vices fitted for sailing hydrofoils, investigating the existing morphing devices in aeronautics
and the physical characteristics they target would be highly relevant. For aircraft’s wing
morphing, two types of morphing devices exists: the 3D wing morphing devices that target
directly the whole wing and the 2D wing morphing devices that target the airfoil section
of the wing. Both affect aerodynamic forces exerted on the aircraft.

1.1.1 Presentation of aerodynamic forces exerted on a plane

Before addressing the different morphing devices and technologies developed, one must
list the different aerodynamic forces that are present on an aircraft during its flight. These
forces are presented on Figure 1.1. The different geometrical elements that morphing de-
vices will modify influences these different forces.

The list of present forces are the following:
— The lift force L, in aerodynamics, is defined as the force perpendicular to the

aircraft’s motion and oriented upward the plane. The equation governing the lift
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Lift force L

Drag force D

Weight force W

Thrust force T

Figure 1.1. Aerodynamic forces exerted on the aircraft [30]

force is given below (see Equation 1.1). With CL being the lift coefficient, ρ being
the mass density, v being the aircraft’s velocity and S being the wings surface
viewed by the flow (the surface of the fuselage and of the engines are not considered
here and are dealt separately). The lift coefficient CL represents the impact of the
geometry of the object on the generation of lift.

FLift = CL

2 ρv2S (1.1)

More details will be given to the origin of the lift force and the form of the Equation
in section A.2.8 of Chapter 3.

— The drag force D, in aerodynamics, is defined as the force parallel and opposed
to the aircraft’s motion. The equation governing the lift force is given below (see
Equation 1.2). All the terms of this equation are the same as Eq. 1.1 terms, except
CD being the drag coefficient. The drag coefficient CD represents the impact of the
geometry of the object on the generation of drag.

FDrag = CD

2 ρv2S (1.2)

More details will be given to the origin of the drag force and the form of the
Equation in section A.2.8 of Chapter 3.

— The weight force W , is the weight of the aircraft that tends to attract the
aircraft downward and is opposed to the lift force.

— The trust force T , is given by the aircraft’s propellers and is opposed to the
drag force

The wing’s geometrical characteristics can essentially influence the lift and the drag
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forces but also the wing’s weight in a secondary part. The thrust is influenced by the
aircraft’s engines only. Depending on the flight regime, the forces have to be maximised
or minimised.

During takeoff, the aircraft has a low velocity and not enough lift to takeoff. The lift
has to be maximised, to overcome the aircraft’s weight, while keeping the drag at a rea-
sonable level. While being on flight, lift must be provided to maintain that flight while
minimising its drag. For doing this, the aircraft must maximise its lift/drag ratio. When
the aircraft lands, it reduces its velocity and thus loses gradually its lift. At this stage, the
lift coefficient CL needs to be maximised for having a landing that is as smooth as possible.

The geometric features influencing those forces can be divided in two sub-categories:
the 2D geometric features and the 3D ones. The change of these geometric features will
either have a major impact on the lift coefficient CL and the drag coefficient CD that
are highly influenced mainly by the 2D geometric features. The change of 3D geometric
features influence the aerodynamic coefficients CL and CD, especially when the 3D change
also impact the 2D geometric properties (e.g. wing twist/torsion), and the surface covered
by the wings S.

The aerodynamic forces, lift and drag, strongly vary with the state of the flow: whether
it is laminar or turbulent. This state can be known with the Reynold’s number Re value
(see Chapter A for more details).

In the next sections, these different types of morphing devices will be studied and their
impact on the aerodynamic properties of the plane will be explained.

1.1.2 2D wing morphing devices

The 2D section of an aircraft’s wing can be deformed or modified for influencing the
aircraft’s aerodynamic properties. This section is called an airfoil. Its geometric features
and physical properties are given in Figure 1.2.

Physically, the airfoil is capable of producing lift thank to the third Newton’s law: the
principle of action and reaction. Cambered airfoil (i.e. airfoils with a camber line above
the chord line on Figure 1.2a) repels air downside, which in return generates a reaction
force that is commonly known as lift (see Figure 1.2b). So the more air an airfoil repels
downwards, the more lift it has. If an airfoil does not generate enough lift from its fixed
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geometric configuration, it is possible to increase the angle with which the air flow will
encounter the airfoil. This angle is known as the angle of attack α and it is measured
between the airfoil’s chord line and the direction of the flow (see Figure 1.2b). The evolu-
tion of the lift coefficient CL and the drag coefficient CD in function of the angle of attack
α is given in Figure 1.3.

Y

X Mean camber line

Chord

Thickness
Leading 
edge

Trailing 
edge

(a) Airfoil schematic and main geometric features

Y

X

Angle of 
attack α

Chord

Reaction 
force (Lift)

Opposing 
force (Drag)

(b) Lift generation principle

Figure 1.2. Presentation of an airfoil’s geometric elements and of its operation

As shown in Figure 1.3, the increase or decrease of the angle of attack impacts directly
the lift and drag coefficients CL and CD. Figure 1.3a shows that the lift coefficient CL

increases along with the angle of attack α and Figure 1.3b shows that the drag coefficient
CD also increases with the angle of attack α.

(a) Evolution of the lift coefficient in function of the
angle of attack α for different profiles at Re = 6 millions
[31]

(b) Evolution of the drag coefficient in function of the
angle of attack α for different profiles at Re = 6 millions
[31]

Figure 1.3. Aerodynamic coefficients CL and CD evolution in function of the angle of
attack α at Re = 6 millions [31]

Looking at Figures 1.3, it can also be seen that the drag coefficient increases in a
quadratic manner while the lift increases in an almost linear trend. Thus, the drag being
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the principal source of fuel consumption, the increase of the lift through the angle of
attack leads to an increase of fuel consumption. During the flight, it is relevant for an
aircraft to tailor its wing’s airfoils angle of attack for keeping the fuel consumption to
a minimum. To achieve that, some morphing solutions were developed for inducing rigid
rotations to the wing; i.e. without deforming the 2D airfoil; and thus adjusting the airfoils
angle of attack accordingly to the flight regime [32].

However, in modern aircrafts, wings and thus airfoils are designed rigid for minimising
wing’s deformations. Thus the geometric configuration of the airfoils and their angle of
attack are fixed. But, they still tailor the lift and drag generation while changing flight
regimes. These variations in lift and drag are obtained with external removable devices
that modify the airfoil’s geometry without deforming it. These external devices modify
the mean camber line and the thickness of the airfoil (see Figure 1.2a).

On Figures 1.3a and 1.3b, the difference between the different airfoils is their thick-
ness, the two last digits of the NACA profiles being the airfoil’s thickness in percent of
chord (the bigger it is, the thicker the airfoil is). on Figure 1.3a, it can be seen that the lift
coefficient decreases when the airfoil’s thickness is beyond a certain value (Beyond 15 %
of chord). This decrease is particularly notable at high angles of attacks and lower at low
angles of attack (below α = 2 deg). On Figure 1.3b, the drag coefficient has a more com-
plicated relation with the airfoil’s thickness. At low angles of attack, the drag coefficient is
strictly proportional to the airfoil’s thickness. On the contrary, at high angles of attacks,
the thinnest and thickest profiles generate the most important drag (profiles below 12 %
of drag and the NACA0024). Whereas, the other airfoils display a drag coefficient that is
inferior to the prior profiles.

For modern aircrafts, the thickness tailoring is used for drag regulations at high angles
of attack. The wing’s thickness must be adjusted to an optimum value that would min-
imise the drag while keeping enough lift. This device exists already on modern aircraft, it
is called slats (see Figure 1.6).

The second geometrical parameter tailored in an aircraft’s wing is its camber. Figure
1.4 presents the evolution of the lift coefficient CL as a function of the angle of attack α

for a cambered profile and a symmetric profile (i.e. non-cambered one). On Figure 1.4,
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it can be seen that an airfoil’s cambering does not change fundamentally the relation
between the lift coefficient CL and the angle of attack α. The lift coefficient still increases
linearly with the angle of attack for a cambered airfoil. The linear Lift coefficient versus
angle of attack curves are parallel for cambered and symmetric airfoils. By cambering the
airfoil, the curve is just offseted from a fixed value of angle of attack αL0 . This value αL0

becomes the new α = 0 where no lift is generated. This implies that cambered profiles
generate lift for negative angles and increase the lift generation, compared to a symmetric
profile.

Figure 1.4. Lift coefficient CL as a function of the angle of attack α for a cambered
and symmetric airfoil [33]

On Figure 1.5, the evolution of drag coefficient CD, for different cambered profiles, as
a function of the angle of attack α can be observed. For small and large angle of attacks,
the drag coefficient is inversely proportional to the camber value. The more cambered it
is, the more drag it generates. Nonetheless, compared to the lift increase the drag increase
is smaller: no major drag differences are observed between the profiles at lower and higher
angle of attack. Yet, for average angles of attack, the drag coefficient is significantly less
important when the camber and the Reynolds number are high.

Thus, from all these observations, it can be concluded that the airfoil cambering is
essentially increasing the wing’s lift production. By increasing significantly the lift while
keeping the drag low, the lift drag ratio CL

CD
can also be increased significantly. Having a

high lift/drag ratio is interesting for an aircraft, as it takes less energy to maintain the
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Figure 1.5. Drag coefficient CD as a function of the angle of attack α for different
cambered airfoils [34]

flight and thus leads to considerable fuel economy.

Tailoring the airfoil’s camber depending on the flight regime would be therefore rele-
vant for an aircraft. As it was the case for camber control, devices already exist for this
purpose. They are called flats and leading-edge flaps (see Figure 1.6).

Figure 1.6. Slats and flats on an airfoil [35]

Despite the advantages given by these different devices, they all suffer from numerous
drawbacks. First of all, it can be seen on Figure 1.6 that, during operation, these devices
induce non-continuous surfaces for the airfoil [36]. The gaps on the airfoil’s surface lead to
wings vibration and noise. Moreover, these devices actuation systems are highly complex
and makes the wing heavier. Finally, the servo-motor actuators are prone to maintenance
inducing a loss of time and money.

Morphing solutions are developed for providing better performances in CL and CD

tailoring. Some solutions are designed for thickness tailoring [37], others for camber tai-
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loring [16], [38], [39]. But they all provide gapless continuous deformable surfaces and less
complex actuation systems, compared to slats and flaps, leading to a decrease of wing’s
weight and thus increasing the aircraft’s performances.

1.1.3 3D wing morphing devices

In order to enhance aerodynamic properties of a 3D wing, in addition to the former
2D parameters applied to airfoils, two 3-Dimensional geometric properties can be tailored:
the span of the wing and the sweep angle of the wing (see Figure 1.7).

Wing's span b

Sweep 
angle φ

Wings total 
surface S

Wing's 
chord c

Figure 1.7. Wing’s span, sweep and total surface area on a commercial plane [30]

Wing span morphing

The wing’s span b is defined as the straight-line distance measured from wing tip to
wing tip [29] (see Figure 1.7). The wing’s span alone is not the only geometric parameter
that influences the aerodynamic forces. Other properties such as the wing total area S,
the average chord line c̄ or the wing’s aspect ratio AR have to be introduced. It represents
the ratio between the span b and the mean chord c̄.

AR = b2

S
(1.3)

The wing total surface area S is the projected area of the wing (see Figure 1.7, the
green portion). The average chord line c̄ is represented by the ratio between the wing’s
total area and the wing’s span (c̄ = S

b
). This quantity is particularly useful, while the
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majority of current aircrafts have a chordline that changes along the wing (see Figure
1.7). With these quantities, a new parameter can be introduced, the wing’s aspect ratio
AR (see Equation 1.3).

In the lift and drag forces equations (Equations 1.1 and 1.2) the wings surface S is
the only parameter that can be influenced by the geometric parameters listed above. The
aim for an aircraft is to be able to sustain his own weight force for being able to fly. Thus,
for a constant velocity, the bigger the surface S of the wings is, the easier the aircraft can
take off or maintain its flight. However, by increasing the wings surface, not only the lift
force rises but so does the drag force. Hence, increasing the wing’s surface helps to take
off easier but the energy needed for motion would also be greater. By looking at Figure
1.1, it can be seen that for modifying the wings surface, it is easier to change the wing’s
span b, i.e. the aspect ratio AR, rather than changing the wing’s chord c.

Indeed, most of gliders targeting this objective of having a maximum lift maximise
their span [40]. However, for being truly effective, a high span winged aircraft would have
to find an operation velocity where the lift force gains are not overshadowed by the mas-
sive drag increase leading to very high fuel consumption. The operation velocity for high
aspect ratio wings lies in low cruise speeds for a commercial aircraft [36], at this opera-
tion point a maximum ratio of lift over drag Lift

Drag
can be found. This leads to high fuel

efficiency, which can be interesting for middle or long hauls.

Nonetheless, for very high velocities, this configuration is not fuel efficient anymore but
becomes fuel consuming with the drag increases in a quadratic manner with the velocity.
Moreover, high aspect ratio aircrafts lack also in maneuverability [36]. On the contrary,
at high velocities, low aspect ratio wings are more fuel efficient and have a higher maneu-
verability, but low aspect ratio wings show poor aerodynamic efficiency [36]. On current
aircrafts, there are no devices that can switch efficiently from a low to a high aspect ratio.
However, numerous morphing solutions are researched to adapt the wing’s span and the
aspect ratio at the flight’s needs [8], [41].

In addition to aerodynamic benefits earned by the use of tunable span devices, reduc-
ing wings span can also be important for avoiding collision and failures of this structure
in tight environments. This is particularly true for Micro Air Vehicles [42], [43].
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In addition to the wing’s span b and the aspect ratio AR, an another parameter can be
tailored for modifying the wings aerodynamic properties through morphing. This param-
eter is the wing’s sweep angle Φ, this angle corresponds to the amount of translation of
the tip chord made from the root chord of the wing (see Figure 1.7). Originally, the idea
of sweeping wings originated from the 1950s for military fighter aircrafts [36]. Sweeping
the wings was useful for better mastering the changes of flight conditions that occurred
when an aircraft approched or surpassed the velocity of sound. Sailing and motor boats
using foils never attain such extreme velocities and conditions, thus morphing technologies
developed for aircraft fighters will not be of interest.

However, tuning the sweep angle of an aircraft found promising applications for the
Micro Air Vehicles (MAVs), especially vehicles operating in air and water [44], [45]. Indeed,
sweeping strongly the wings of an aircraft pitches the front side of the aircraft down
towards the ground. Figure 1.8 shows the application points of the different forces applied
to the aircraft. It can be seen that the center of gravity of the aircraft (i.e. where the
weight of the aircraft is applied) is located at the front of the aircraft, whereas the center of
pressure (i.e. where the aerodynamic forces of the aircraft are applied) is located behind it.
This delay results in a nose-down pitching moment for the aircraft. This pitching moment
exists for all aircrafts, it is corrected with other flight devices of the aircraft located on its
tail [29]. Sweeping the aircraft’s wings back moves the center of pressure to the back of
the aircraft which increases this pitching moment. This concept is used on hybrid MAVs
for penetrating water more easily [44].

Lift force L 
center of pressure

Weight force W
center of Gravity

Nose down
pitching moment PD

Figure 1.8. Aircraft forces application points
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Wing twist morphing

Besides tailoring the wing’s span for influences external aerodynamic forces, one can
also tune the twist angle along the wing. Figure 1.9 displays a twisted wing with a twist
angle θ. A twist angle is defined as the rotation observed by a 2D airfoil element of the
wing compared to the root of the wing. This type of morphing is relevant for aircrafts
because, along the span, the relative angle of attack and the intensity of the wind changes
influencing the generation of lift and drag (see Figure 1.9). Thus, by being able to control
the wing’s airfoil orientation while being on cruise, one tailor dynamically the wing’s lift
and drag forces efficiency. Indeed, important changes in aerodynamic properties can be
achieved with small wing’s surface or geometry changes [36].

Twist
angle θ

Wing root

Wing tip

L

Relative angle 
of attack α'

α'

α'

Wing root's chord

Figure 1.9. Twisted wing example

These changes does not require complex and heavy mechanisms, as the sweep or span
morphing do, while having similar size effects on the lift and the drag [36]. Because of
these features, the twist morphing is the oldest form of morphing developed for aircrafts.
It originated with the "wing warping" developed by the Wright brothers at the end of the
XIXth century that provided roll control for their flying vehicle [46], [47]. Despite those
advantages, the rise in flight performance and speed went along with stiffer structures that
minimise wings deformations for avoiding aeroelastic instabilities and permit to withstand
the dynamic loads [46].

Nonetheless, during the last decades, it became possible to predict and limit the ef-
fects of the aeroelastic instabilities of the wing [48]. Moreover, new technical solutions
have been developed for finding a compromise between wing compliance allowing twist
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morphing, and sufficient wing stiffness for avoiding aeroelastic instabilities [25], [32].

Some are designed for giving enough compliance to the wing for torsional deforma-
tions, while keeping sufficient stiffness for withstanding aerodynamic loads [32]. Others
can tailor the rigidity of parts of the wing for inducing torsional deformations.

Table 1.1 summarises all the types of morphing encountered, the aerodynamic
characteristics they can improve and the complexity level of the solution (called the
Morphing level in the Table). The Morphing level depends essentially on the type
of morphing targeted (2D, span or twist wing tip morphing) and denotes the complexity
level of actuation systems needed for this type of morphing. The higher the morphing
level is, the heavier the wing becomes [36].

Morphing strategy Purpose Morphing
level

Camber morphing (2D morphing) Performance Lift/Drag (CL/CD) Low
Noise reduction
Flight control

Thickness morphing (2D morphing) Performance Lift/Drag (CL/CD) Low
Low-speed performance improvement

Twist wing tip morphing (3D morphing) Flight control Medium
Drag reduction at low speeds

Performance Lift/Drag (CL/CD)

Span morphing (3D morphing) Performance Lift/Drag (CL/CD) High
Flight control

Sweep (3D morphing) morphing Supersonic performance High
Flight control

Folding wing Performance Lift/Drag (CL/CD) High

Table 1.1. Mapping between morphing strategies and objectives copied from [36]
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1.2 Morphing challenges in the marine field

Now that the different characteristics targeted for morphing in the field of aeronautics
have been presented, it is the time to focus on the field of marine engineering. The chal-
lenges encountered are very similar to those of aeronautical morphing, making most of the
solutions developed for the aeronautic engineering applicable to the marine field. Nonethe-
less, two important differences are present for water flows, compared to airflows, the dy-
namic pressure applied to structure due to the dramatical viscosity difference (µwater/µair

= 1000) and the presence of a physical phenomenon called cavitation. Dealing with this
phenomenon implies having new requirements for having an effective effect of morphing
on the hydrodynamic properties of a structure.

1.2.1 Hydrodynamic forces present on foiling boats

While using hydrofoils, the hydrodynamic forces are very similar to the ones applied
to an aircraft and depicted in paragraph 1.4.2. Being subjected to the same forces, the 2D
and 3D morphing solutions have the same effect on the boat’s lift and drag performances.
The only differences that exist between the aero- and hydrodynamic flows are the density
and viscosity differences that are three times higher for water, inducing stronger absolute
pressures fields applied to the structure; i.e. despite having stronger pressure fields, the
relative pressure field distribution remains similar to aerodynamic flows.

Nonetheless, these stronger absolute pressures fields leads to a significant difference:
the absence of 3D morphing solutions that is mostly due to the geometries of the foils.
Figure 1.10 presents the different existing geometries of foils used on water vehicles: V, T
and U shaped foils.

Figure 1.10a shows V-shaped foils used on racing sailing boats, by looking at this
Figure, it can be seen that this foil geometry has a structural weakness: the elbow bend.
When the boat is foiling, this area is subjected to out-of-plane stress concentration [52].
Because of the important waterflow’s dynamic pressure forces, the risk of failure has to
be well mastered for foils. Thus, adding 3D twisting deformations for morphing might
increase the stress concentration in this region and increase the chances of failure [53].
Moreover, in the span morphing case, the heavy actuation systems used might weaken
this structural point further [54]. For these reasons, 3D morphing designs are not desired
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(a) Foils in a "V" shape [49]
(b) Foils in a "T" shape, mostly used on kitesurfs or

windsurfs [50]

(c) Foils in a "U" shape [51]

Figure 1.10. Different existing geometries of foils used on water vehicles

for foils.

Figure 1.10b shows T-shaped foils used on surfboards, here no particular structural
weakness is to be pointed out. However, these foils are small sized in length (few cen-
timeters) and the hydrodynamic loads exerted on those are still important. Hence, there
would be not enough space to put strong servo-motored actuated systems for being able
to do 3D morphing.

Figure 1.10c shows U-shaped foils used on new water vehicles or large passenger
transportation boats, in this configuration it is clear that span morphing would be inap-
plicable as the hydrofoils form a closed continuous structure. Indeed, enlarging or reducing
the span of these hydrofoils would lead to the parts of the hydrofoil bearing the vehicle’s
load. Moreover, the same issue encountered for V shaped hydrofoils, the presence of mul-
tiple elbow bends, makes the implementation of 3D twisting deformations impossible.

Hence, only 2D morphing applications are implemented for hydrofoils. Yet, being sub-
jected to the same hydrodynamic forces and having the same flight regimes as aircrafts,

33

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



Chapter 1 – Morphing global presentation

the same objectives are targeted for foils. That is to say: maximising the lift coefficient CL

for the takeoff, maximising the lift and drag ratio CL

CD
during the flight and finally max-

imising the lift coefficient CL for the landing. However, in the case of foils, an additional
parameter has to be taken into account: the presence of cavitation.

1.2.2 Cavitation on hydrofoils

Despite these similarities, one major difference can be noted, 2D and 3D hydrofoils
are subjected to a physical phenomenon known as cavitation. Cavitation is a physical
phenomenon that has a negative impact on the hydrodynamic properties of an hydrofoil
and it needs to be controlled for having functional foiling structures [55]. As it will be
explained later, morphing has a positive impact on the delay of cavitation. Most of the
bibliographical work presented here is taken from Arbab’s PhD manuscript, consult the
following reference [55] for more information.

Cavitation is defined as the vaporisation of a liquid, when this liq-
uid’s pressure becomes lower than the vapour pressure Pv [55]. This
physical phenomenon creates a diphasic flow composed of water’s
vapor and liquid water around the hydrofoil

Cavitation

Cavitation is influenced by various sets of physical conditions: the vapor pressure value
(depends strongly on temperature), the flow’s state (turbulence, laminar boundary layer
detachment, flow separation...), the nature of the marine structure (geometry, angle of at-
tack, roughness...) or the water’s quality (salinity, presence of air bubbles, temperature...).

Different steps are observable while cavitation occurs. The first step is known as in-
ception, where the first cavitation area (cavities) are start to arise. The second step
corresponds to the cavity’s growth, where the vapor volume increases. The last step is
the cavity collapse, where the pressure surrounding the cavity becomes too important
and makes the vaporous area collapse. This collapse is mostly responsible of surface ero-
sion and structural damage.

Cavitation can be observed in four main forms:
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— Bubble cavitation can be seen as vaporous bubbles apparition at many points
of the structure [56], [57] (See Figure 1.11a).

— Sheet cavitation can be seen as an important cavity attached to the structure
[58], [59] (See Figure 1.11b).

— Cloud cavitation is an unstable state of cavitation where the interface between
the liquid and the vaporous state is hard to distinguish [58] (See Figure 1.11b).

— Vortex cavitation is observed for high vorticity regions, like water turbines or
hydrofoil wakes [58], [60] (See Figure 1.11c).

(a) Bubble cavitation example for a kidney stones into water submitted to Lithotripter Shock Waves [61]

(b) Sheet and cloud cavitation over a hydrofoil [62]

(c) Vortex cavitation around a marine helix for a water flow at 4 m.s−1 and σ = 0.596 (see Equation 1.4) [63]

Figure 1.11. Different types of cavitation

Cavitation has various negative effects on marine structures, that are mainly due to
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cavitation bubbles or cavities collapse under water pressure leading to having small water
jets hitting the structure’s surface:

— Generation of vibration and noise on thrusting devices
— Marine structure damaging, leading sometimes to failure (see Figure 1.12)
— Erosion of marine devices surfaces (see Figure 1.12)
— Loss of hydrodynamic properties

Figure 1.12. Cavitation damage on a propeller [64]

Being intrinsically linked to the vaporous pressure Pv, the cavitation can be studied
through pressure gradients prediction. Hence, two dimensionless pressure coefficients have
to be introduced for quantifying pressure variations, σ and Cp. σ is known as the cavitation
number (see Equation 1.4), this coefficient represents the dimensionless reference pressure
of the fluid at steady state. Pref is the reference pressure of the fluid, usually this value
is the fluid’s pressure when it is at steady state. ρ is the fluid’s density and v is the flow’s
velocity.

σ = Pref − Pv
1
2ρv2 (1.4)

The Cp is known as the pressure coefficient (see Equation 1.5), it represents the di-
mensionless pressure at a given location. P is the pressure at a given location.

Cp = P − Pref
1
2ρv2 (1.5)

For cavitation to occur at a certain point of the flow, its local pressure Pi needs to be
inferior to the vapor pressure Pv. This condition is fulfilled if σ < −Cpi for any point in
the flow.

Usually, cavitation is expected when the cavitation number σ is inferior to the oppo-
site value of the minimal pressure coefficient of a given flow −Cmin

p (σ < −Cmin
p ). This

condition is given in Equation 1.6.
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σ < −Cpi (1.6)

Many authors have investigated the apparition of cavitation for hydrofoils in a water
tunnel [58], [65]. To do that, they have chosen two variables to be tested, the cavitation
number σ and the hydrofoil’s angle of attack α. The experimental protocol for determin-
ing the apparition of cavitation is the following: the cavitation number σ is fixed and
the angle of attack α is varied from an initial value of 0 deg to a final value of 8 deg of
a step of 0.5 deg. While increasing the angle, cavitation appears for a given angle of attack.

Figure 1.13 displays the cavitation inception and development on a NACA0066-312
profile at a Reynolds number of Re = 0.8×106 obtained by Leroux et al. [65]. The behav-
iors displayed on this Figure are also observed experimentally and numerically by other
authors [58]. On this figure, a −Cmin

p line can be seen just below the cavitation incep-
tion points. This line corresponds to the moment cavitation starts occuring (σ = −Cmin

p ),
the surface formed by this curve is also known as the cavitation bucket. The cavitation
bucket is the area where σ > −Cmin

p , so no cavitation is to be observed if the cavitation
number and the angle of attack are located in the cavitation bucket. This area is called
a sub-cavitant domain. On the opposite, if σ and α are located outside the cavitation
bucket, than σ < −Cmin

p and some form of cavitation is present. Thus, it is called the
cavitant domain.

Figure 1.13. Cavitation profile of a NACA66-312 hydrofoil [65]

On Figure 1.13, it can be seen that the types of cavitation occurring change slightly
depending on the cavitation numbers and the angle of attacks observed. For low cavitation
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numbers (σ < 0.8) and low angle of attacks (α < 2o), the dominant mode of cavitation
is the bubble cavitation, the cavitation generation strongly depends on the presence of
initial undissolved microbubbles within the liquid that grows unbounded when they are
exposed to regions of under-pressure (i.e. Cp < 0) [55]. Then, for low cavitation numbers
(σ < 0.8) and average angle of attacks (2o < α < 5o), small sheet cavitation starts to
appear through fingers or patches of cavitation at the leading edge of the hydrofoil
[55]. For higher cavitation numbers (0.8 < σ < 1.2), these sheet cavitation fingers
transform themselves into cavitation clouds for α > 3o; i.e. pulsating fingers and
pulsating cavities on Figure 1.13. Cloud cavitation arises for regions generating pres-
sure or velocity instabilities in the liquid flow [55]. Finally, for higher cavitation numbers
σ > 1.2, the instability region is passed and the dominant form of cavitation becomes
sheet cavitation partial cavities at the leading edge of the hydrofoil.

For a NACA0015 profile, Wang et al showed that for angles of attack extremely high
(α > 20o) and cavitation numbers of σ = 1.0 and σ = 1.5, the main type of cavitation is
the vortex cavitation occurring in the wake of the hydrofoil, near the hydrofoil’s trailing
edge [58].

Thus, for foiling boats, cavitation control mechanisms or devices might be crucial for
an optimal operation of 3D hydrofoils. Being a complicated phenomenon to solve, the
topic just starts to be thoroughly researched now. However, in the literature, different
ways were investigated for avoiding or limiting hydrofoil cavitation. One of these ways
consist in perturbing the regular hydrofoil flow by adding other water flows, like water jets
or small air bubbles for example, that leads to total cavitation suppression or a limitation
of cavitation negative effects. For instance, it can promote sheet cavitation and suppress
cloud cavitation that is more damaging for the structure [66]–[68].

Other examples included the geometry tailoring of hydrofoils. Indeed, to some extends,
hydrofoils with higher thickness and camber tend to delay the apparition of cavitation
[55].

Flexible airfoils also reduce cavitation negative effects, especially vibration, by deform-
ing under cavitation bubbles collapse leading to vibration damping effects [9].

Morphing solutions can be developed in one of those three axes for tailoring hydrofoil
cavitation.
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1.3 Structural elements characteristics needed for mor-
phing

In order to be able to develop structures fulfilling the aforementioned requirements,
suitable constitutive structural elements must be identified. In most of the morphing
strategies developed, two constitutive structural elements are considered: the wing’s core
and skin [9], [32], [69], [70]. For each constitutive elements, their mechanical characteristics
needs to be specified.

1.3.1 Airfoil and wing core for morphing

The core of the airfoil is the constitutive element that must ensure the structural in-
tegrity of the wing or the hydrofoil. The core is the element that sustain the external
dynamic loads applied on the structure and it is also the element that hosts the actuation
systems. The core is generally the structural section that initiates the deformations for
the structure’s morphing [32], [38], [71].

Thus, the core must have tailorable mechanical properties in the morphing
directions, high mechanical properties in the other directions and a low den-
sity. The direction where mechanical properties need to be tailorable, i.e. changing from
a stiffer state where deformations are negligible to a compliant state allowing directed
deformations, is different depending on the type of morphing targeted. Figure 1.14 shows
the direction where the deformations need to be done, and thus where the mechanical
properties need to be tailored, depending on the morphing type targeted. For 2D morph-
ing, the deformations need to be done in a direction parallel or orthogonal to the chord,
hence the in-plane stiffness of the airfoil needs to be tailorable (see Figure 1.14a). This
type of deformations allows to change the camber line of the airfoil. For 3D morphing,
the deformations need to be done along the wing (see Figure 1.14b).

While deforming in one direction, the core must have a zero Poisson’s ratio for
avoiding unnecessary deformations in the other directions [41]. When authorized, the de-
formation must be reversible for being able to switch from one configuration to the other.
Thus the core must be constituted of an elastic material or a mechanism [41]. Finally, all
these characteristics have to be met while ensuring a low structural weight.
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Possible deformations
Core
Initial configuration

Y

X

(a) Directions where 2D airfoil morphing devices need to
deform

Direction of deformation

Initial configuration
Deformation direction
Aircraft fuselage

Y

Z

(b) Directions where 3D wing morphing devices need to de-
form

Figure 1.14. Directions of deformations for 2D and 3D morphing concepts

All these characteristics are summarized below:
— The mechanical properties must be stiff enough for minimizing deformations in all

directions, except one direction where the mechanical properties can be changed
from stiff to compliant for enabling deformations.

— While being deformed by morphing, it must also deform only in this direction (i.e.
Poisson’s ratio of zero).

— The core’s deformations must always be reversible, no yielding must occur and no
failure in the skin must be observed.

— The core must also have a light weight.
— The skin must be resistant to different weather conditions: humid, cold, high UV

exposition...

1.3.2 Skins for morphing

For operating efficiently, the wing’s core needs to have an appropriate skin that is
fitted to its operation mode. Here the skin acts as a gapless continuum for ensuring a
uniform flow at the wing’s surface. Usually, all the skin requirements are not explicitly
formulated, but are implied in the various solutions proposed. Figure 1.15 shows different
patents for 2D morphing. The first thing that can be noticed is that the mechanism is way
more detailed than the related skin. On this Figure, the skin is expected to be perfectly
elastic, deforming only chordwisely (in the direction of the airfoil’s deformation) and
perfectly fitting the airfoil’s shape with no skin warping; i.e. skin local buckling.

Mechanically, these requirements can be translated into the following features: first of
all, for enabling chordwise deformations, the skin must have compliant in-plane me-
chanical properties; i.e. low longitudinal elastic rigidity EL and low transversal rigidity
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Figure 1.15. Morphing patents dating from 1916 to 1980 [38]

ET (see Figure 1.16a) [38], [72]. Moreover, for having deformations in this direction only,
the material must not deform in transverse and out of plane directions, thus it must
have a Poisson’s ratio of zero in all directions [38], [72]. The last requirement is hav-
ing a skin that has recoverable deformations (i.e. remains in the elastic domain).

In addition to this, it is expected for the wing to resist to out-of-plane deformations
(see Figure 1.16b). To do this, the wing’s core must bring enough structural stiffness.
Hence, the skin is supposed to transfer efficiently the aerodynamic loads to the
wing’s core [72]. The skin can also be used for damping purpose, especially when the
beam bends in its vibratory frequency [73].

Skin
Core

Longitudinal

Ta
ng
en
tia
lY

X

(a) Longitudinal and tangential direction of an airfoil’s skin

Out of plane direction

Skin
Aircraft fuselage

Y

Z

(b) Out of plane skin’s direction

Figure 1.16. Different directions of a wing’s skin rigidities

From these observations, it can be seen that these mechanical characteristics are very
hard to reach for a continuous closed elastic skin. Indeed, a closed continuous elastic skin
gives a problem of adverse requirements: if the airfoil deforms downward, for example,
the upper side of the skin is submitted to tensile loading and the lower side of the skin
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is submitted to compression loading [38]. Being a continuous structural element, these
loading lead to local deformations or problems to spouse the airfoil’s deformed
shape.

To overcome these issues, some morphing solutions used slotted discontinuous skins
[47], [74], [75]. Nonetheless, using this type of solution leads to new issues: an important
stiffness reduction of the wing, implying the use of heavy actuators. The use of such so-
lutions enters in contradiction with the purposes targeted with 2D morphing; i.e. Wing
continuity and reduction of weight [38]. Thus, having continuous skins seems to
be necessary to avoid a high structural weight. Yet, special mechanisms dealing with this
problem of adverse requirements are needed for ensuring the absence of local skin
warping [39], [76], [77].

In addition to these operational requirements, skins suitable for morphing need to have
the same requirements demanded for any aeronautical structure: resistance to different
weather conditions (humidity, low temperatures, high UV exposition...) and
high toughness for preventing crack propagation. For twist morphing, very similar
requirements are needed for the skin [32].

For the span morphing, the stiffness requirements for the skin are different, as the
out of plane stiffness needs to be low for stretching the wing’s skin and ensuring a
homogeneous continuum along the wing with a minimum of actuation power. The struc-
tural stiffness avoiding the wing’s bending in the Y Z plan (see Figure 1.16b) is ensured
by the wing’s core rigidity, hence reducing the skin’s stiffness will not foster wing bending
and instabilities. The longitudinal and transversal stiffnesses can be either stiff for adding
supplementary structural stiffness for avoiding aeroelastic instabilites [24], [41] or low for
enabling deformations and being coupled with twist morphing [8].

So far, no concept for skin adapted to morphing proposed in the literature is able to
fulfill sufficiently all these requirements altogether. This is one of the main reasons why
morphing is still not used on modern aircrafts. Moreover, deeper insights are still needed,
for the suitable skins for morphing and the morphing devices, to assess their reliability
during long times of operation [36].
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All these requirements are summarised below:
— The in-plane XY elastic rigidities of a morphing wing skin need to be low for

enabling airfoil 2D deformations (see Figure 1.16a), but must still be higher than
a minimum affordable stiffness for avoiding excessive deformations.

— While being deformed by morphing, it must also deform only in this direction (i.e.
Poisson’s ratio of zero).

— The skin must have great out-of-plane elastic rigidity for avoiding the 3D wing
bending in the direction Y and be able to keep and transfer the aerodynamic loads
to the airfoil’s (see Figure 1.16b).

— Local skin warping must be avoided.
— Aero-elastic instabilities must be partially or totally damped by the skin.
— The skin’s deformations must always be reversible, no yielding must occur and no

failure in the skin must be observed.
— The skin must also have a light weight.
— The skin must be resistant to different weather conditions: humidity, cold, high

UV exposition...
— The skin’s out of plane mechanical properties (along the Z axis) needs to be small

for having low actuation costs (Span morphing)

1.4 Morphing technological strategies

In the previous sections, most of the different challenges and requirements met in
the morphing airfoil and hydrofoil fields have been presented. In this section, various
technological solutions fulfilling these requirements will be presented. These solutions
will be discussed and analysed on the advantages and the limits they bring. At the end
of the chapter, a morphing solution will be proposed for further development, in the
light of the information provided in this section. Morphing mechanism investigations and
manufacturing induced issues will not be treated in this chapter, they will be covered in
chapter 2.

1.4.1 2D air- and hydrofoil morphing devices

As explained in section 1.1.2, compared to the current high lift devices used, such as
slats or flats, the 2D morphing solutions could tailor the lift and drag properties of the air-
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craft with similar or higher efficiency, while providing gapless surfaces, being light weight
and being less prone to maintenance. To do that, the solutions either play on camber line
or thickness variations.

Initial configuration
Configuration with 
increased thickness

(a) Airfoil’s thickness morphing

Initial configuration
Cambered configuration

Leading 
edge

Trailing 
edge

(b) Airfoil’s camber morphing

Figure 1.17. Thickness and camber morphing variations on an airfoil

Figure 1.17 presents the two geometric parameters tailorable for airfoil morphing:
the thickness morphing solutions (see Figure 1.17a) and camber morphing solutions (see
Figure 1.17b). Thickness morphing solutions are less investigated than camber tailoring
morphing solutions, because this geometric parameter has less direct impact on aerody-
namic forces than camber variations. In addition, the technology needed for tailoring this
parameter requires complex systems. Most of those use shape memory alloys (SMA) as
actuators coupled with complex systems of wires, a flexible composite or aluminum skin
and sensors that convert electrical signals into mechanical movements [78], [79]. These
solutions provide better flight conditions (reduction of aero-elastic effects, delaying stall,
drag reductions at high angle of attacks...) but they have a limited impact on lift and
drag tailoring.

The most common solutions found in the literature are targeting camber control [16],
[69], [74], but various solutions are employed for this target. Among these camber control
strategies, the most investigated ones are solutions coupling mechanically actuated struc-
tures in the airfoil’s core and an adapted skin. These structures can either target camber
variations at the leading-edge [80]–[82] or at the trailing-edge [47], [75], [83].

Leading edge morphing devices are mostly servo-actuated mechanisms combined to
very flexible skins and specific structural solutions for skin deformations [38], [81], [82].
Leading edge morphing devices are very effective on lift and drag tailoring. Li et al. have
showed that with their leading-edge morphing devices, the lift/drag ratio CL

CD
can be dou-

bled and even quadrupled for positive angle of attacks [82].
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Trailing edge morphing devices are the most popular and most studied devices. Most
of those are mechanically actuated through servo-motors and combined to an adapted
structural design [7], [84], [85], as the leading-edge morphing does. The most common
structural encountered is called the finger concept and it was theorised and tested by
Monner [71]. It has been called "finger concept" because this solution was inspired from
the roll of human fingers. Figure 1.18 depicts the finger concept used for trailing edge
morphing. Its operation is simple, a front hydraulic actuator, fixed on the leading edge
pulls a first plate element connected to a chain of plate elements fixed altogether with
prismatic and cylindrical joints. Under the stroke of the actuator, the morphing structure
cambers thank to the plate’s rotation around the cylindrical joints [71] (see Figure 1.18).

The morphing airfoil’s skin is divided in two: a superior and an inferior skin (see Figure
1.18). Both skins are fixed to the core with slide bearings (see Figure 1.18) and fixed at
the trailing edge. When the airfoil is deforming, the upper and lower skins slide along the
structure and in the trailing edge. Numerous recent mechanically actuated 2D morphing
solutions are based on this concept [7], [86]. In this study, Monner demonstrated a good
operational range of the device. Indeed, the trailing edge 2D deformations are included in
an interval of ∆ = ±11% of the total airfoil’s chord. Furthermore, this solution displayed
a good capacity to support the aerodynamic loads [74].

Figure 1.18. Finger concept structure (on the left) and skin (on the right) developed
by Monner [71]
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Nonetheless, one of the limits of this actuated device is the management of a discon-
tinuous skin. It requires numerous critical parts as bearings that must not fail during
operation. Moreover, the finger concept is developed with mechatronics, i.e. the ac-
tuation system and load bearing system are separate, which makes the actuation system
more complex and hence heavier [39]. Thus, some other solutions have been developed
that used continuous skins while being able to perform morphing that need less actua-
tion. One of the most popular approach is known as the Belt-Rib Concept developed
by Campanile and Dachau [39] that used structonics, i.e. the structural load bearing
system and the actuator are in the same entity.

Figure 1.19 shows the operation mode of the Belt-Rib Concept, the belt-rib morph-
ing airfoil is composed of a compliant shell (belt) on which the closed skin will be applied
and is reinforced by in-plane stiffeners (spokes). The spokes and the skin are connected
through solid states hinges, except the two actuated strokes that are connected through
ball joints. When the actuator induces a rotation on the ball jointed strokes locally, the
local rotation is transferred through the belt to the other hinged strokes. Having a rela-
tively low bending stiffness, the hinges deform in bending and the strokes remain loaded
in tension and compression.

Figure 1.19. Belt-rib concept developed by Campanile et al [39]

With this concept, it was possible to induce a displacement of ±2.7 mm to the airfoil’s
trailing edge tip, for a chord length of 500 mm which corresponds to a tailoring interval
of ∆ = 0.5% of chord. Comparatively to the finger concept, the performances displayed
gives less tailoring possibilities. Nonetheless, the belt-rib concept was then further inves-
tigated in the following years, for optimising the inner strokes structure for enhancing the
tailorability range of the belt-rib concept [87], [88].

All the morphing solutions depicted here are active ; i.e. they require the use of an ac-
tuation system combined with transductors that convert electrical input into mechanical
output. The presence of actuators induces numerous issues: because of strong dynamic
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pressures, the actuation power needed is important. If mechanical actuators are used, the
wing deformations often require complex systems of actuation such as hydraulic jacks, nu-
merous wires or servo-actuators, which adds considerable weight to the wing. Moreover,
such complex systems are prone to maintenance and complex to maintain over time [39].

To overcome these problems, numerous alternative morphing solutions were proposed.
One of those was the use of smart materials: piezoelectric actuators. Piezoelectric ac-
tuators are devices that deforms or changes shape when subjected to an electric current.
Various forms of piezoelectric actuators exist. The most common ones are the piezo-
electric ceramics, they are widely used on helicopter rotor systems for enhancing their
aerodynamic properties, but also for reducing the vibration and noise caused by these
systems [85]. These piezoelectric actuators have also the advantage of deforming quickly
when activated [89].

An other family of piezoelectric actuators are piezoelectric composites. Here, the
actuators are embedded inside the composite materials or are the composite material it-
self. The composite starts actuating when an electric current passes through it (see Figure
1.20) [16]. Mostly, piezoelectric composites are used on airfoil skins. It is the skin itself
that induce the airfoil’s cambering or decambering to the core [90]. Using piezoelectric
actuators as morphing systems provides major advantages over mechanically actuated
composites. Indeed, they have a low volume and are low weight as the actuation system is
embed within the composite. Other advantages are to be noted such as simplicity of the
overall system, reliability and continuous deformation [83]. In terms of performance, the
trailing edge 2D deformations tailoring can be pushed up to ∆ = ±18% of the total air-
foil’s chord [91]. That is more than any other mechanically actuated devices investigated
so far.

Figure 1.20. Piezoelectric actuator (yellow) on a composite plate (black) [16]
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Nevertheless, piezoelectric actuators are generally applied to small or averaged size
vehicles [83], [89], [91] and are not well fitted to bigger scales vehicles. The reason behind
that is the limited strain output provided by those actuators leading to limited shape
change [16], [83]. A risk of structural failure exist, if the vehicle’s strains while deforming
becomes higher than the strain output scope.

An another emerging solution for solving mechanical actuation issues is the use of pas-
sive morphing devices. For passive morphing devices, the actuation system and the
servo-actuated electronics are embedded within the structure and the structure adapts
its shape autonomously to the changes of external conditions. In order do that, one char-
acteristic of the environment must be targeted by the morphing device. The variation of
this characteristic in this environment is the morphing trigger of this device. The char-
acteristics targeted are often the temperature [92] and the moisture of the environment
[93]. Nonetheless, other more original environmental characteristics can be used as trigger
as light [94] or external loading [47]. In the literature, these characteristics are known
as "external stimulus". Passive morphing structures actuated by external loading are the
most interesting ones for marine morphing. These passive solutions are categorised as
structonics, where the structural load bearing system and the actuation system are em-
bedded within the core (e.g. Belt-rib concept).

Passive morphing for airfoil morphing is barely investigated in the literature, currently
only one system has been researched (see Figure 1.21). This system was initially devel-
oped by Bornengo, Scarpa and Remillat [47]. This solution is composed of a combination
of cellular materials (it can be either polymeric or metallic) and composite materials: the
airfoil’s core is made out of a hexachiral architectured cellular material and a glass fiber
composite skin, with a piece of rubber for assessing skin’s discontinuity (see Section 1.3.2).
The hexachiral structure was chosen for its auxetic properties (i.e. negative Poisson’s ra-
tio), which, combined to its transverse isotropic properties, gives a relatively high shear
modulus to the structure compared to their tensile modulus. Moreover, hexachiral lattices
have a unique deformation mechanism exhibiting large deformations for low strains, while
maintaining a decent torsional stiffness [95].

Shape reconfiguration is triggered by change of surrounding pressure. Indeed, by com-
bining the aerodynamic pressure distribution along the airfoil with the tailoring cellular
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Figure 1.21. Cellular morphing airfoil with a hexachiral structure [96]

core, the airfoil decambering can be controlled (see Figure 1.21). Initially, the cellular core
in Bornengo et al’s device was at a material scale; i.e. the cellular material’s cells are very
small compared to the structure, and they can be considered as a homogeneous material in
the airfoil’s core [47]. Yet, other researchers modified this concept. For instance, Spadoni
and Ruzzene reused the hexachiral architectured material, but the cellular core was de-
signed at a structural level, where unit cells are large, leading to a non-homogeneous
mechanical behavior of the cellular structure that cannot be considered as a continuous
material anymore (see Figure 1.21) [96]. Heo et al, then reused Spadoni et al’s concept,
but they compared the hexachiral cellular core to different architectured cellular cores
(regular hexagons and reentrant hexagons) [76].

The tailorability of 2D trailing edge displacements displayed by these concepts are
respectively in a range of:

— ∆ = 1.6% of the airfoil’s chord for Bornengo’s concept [47]
— ∆ = 2.5% of the airfoil’s chord at max for Spadoni’s concept [96]
— ∆ = 0.4% of the airfoil’s chord for Heo’s concept [76]
The performances obtained with these concepts are very close to the ones obtained

with the belt-rib concept (∆ = 0.5% of the airfoil’s chord). From these results, it seems
that structonic solutions tailorability ranges are at lowest around 0.5% of chord’s length
up to 1 or 2% of chord’s length, which is considerably lower than mechatronics or piezo-
electric solutions that can undergo deformations beyond 10% of chord’s length.

Thus, the advantages of those passive solutions compared to mechatronic or piezoelec-
tric solutions are their low wing weight and low maintenance costs, due to the absence of
external actuators systems. The disadvantages of these passive devices compared to the
other types of morphing devices are their lower tailorability and the difficulty to precisely
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control the airfoil’s deformations.

Indeed, the different papers investigating the passive cellular morphing airfoil effi-
ciency seem to identify different parameters tailoring the cellular airfoil’s deformations. For
Bornengo and Spadoni, the core’s main deformation mechanism is the tensile-compressive
one [47], [96]. Three parameters tailor the flexural behavior of the airfoil: the cells size in-
side the core, the hexachiral unit cell’s geometric parameters and the skin’s stiffness [47],
[69], [96]. The cells size and the unit cell geometry influencing the tensile deformation
mechanisms [69], [96] and the skin tend to oppose to the airfoil’s deformation [96]. On the
contrary, Heo et al highlighted that the shear rigidity exhibited by the cellular core is the
main mechanism tailoring the airfoil’s flexural deformation [76]. These contradictory con-
clusions tend to confirm that the mechanism controlling the passive airfoil’s decambering
is yet not well understood and makes the decambering control inaccurate.

Nonetheless, these final contradictory conclusions highlight one supplementary reason,
in addition to the airfoil/wing skins, why commercial aircraft manufacturers are reluctant
to use morphing technologies: their reliability. This ascertainment is particularly true for
technologies based on novel smart materials (e.g. piezoelectric composites, architectures
materials, smart structures...). As demonstrated above, currently, there are several critical
points that present severe commitment issues for airplane manufacturers (high mainte-
nance needed, high risk of failure, issues for controlling the airfoil’s displacement...). Thus,
there is a need of deepening the study of these new materials for being able to have a
deep understanding of these different issues and finding ways to solve them [36].

1.4.2 3D wing morphing devices

In Section 1.1.3, it has been showed that during the flight tailoring the airfoil’s span
and twist can significantly improve the aircraft’s performances and control over the lift
and drag forces. This section will present the different morphing solutions proposed for
that purpose in two different subsections, one dedicated to span morphing and an another
one dedicated to twist morphing.
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Span morphing technology

For achieving a tailorable aspect ratio for wings, many morphing solutions are based
on deployable structures (see Figure 1.22). Deployable wings have two different states:
folded and unfolded states (see Figure 1.22a). Deployable structures used as morphing
solutions are usually bio-inspired, for instance the solution proposed in Figure 1.22b is
inspired from seagulls wings and the one proposed in Figure 1.22d is inspired from a bee-
tle’s wing.

These solutions involve soft materials and soft parts of their bodies in opposition with
modern aircrafts that are designed in a rigid way. The idea of integrating foldable struc-
tures in aircraft wings is to soften the overall structure for having a better adaptability
and maneuverability for the aircraft, as it is already the case for flying animals. The
objectives of high maneuverability and high adaptability are especially important for mi-
cro air vehicles (MAVs) like drones that have to navigate in close proximity with obstacles.

(a) Bird bio-inspired micro air vehicle [43] (b) Seagull bio-inspired drone [97]

(c) Bat bio-inspired vehicle [98] (d) Beetle’s bio-inspired vehicle [99]

Figure 1.22. Bio-inspired deployable wings and devices

For operating, these deployable span morphing devices for MAVs use rigid materi-
als (e.g. rigid polymer or carbon composite) as load bearing structures combined with
soft deployable structures. These soft deployable structures are composed of tendons and
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hinges linking the rigid load bearing parts with the deployable ones. These are, most of
the case, combined with small electronic servo-actuated systems for enabling structural
displacement when needed. The deployable structure’s continuous external surafaces are
made with compliant membranes. Depending on the wings deformations targeted, the
tendons can be either in a stretched or a loose configuration depending on the flight type
targeted. The bird inspired MAV’s wings showed in Figure 1.22a and the beetle inspired
MAV’s wings on Figure 1.22d, for example, have a similar operation.

In both cases, tendons are stretched if the wing tip needs to be folded. This configura-
tion stands for closed spaces (e.g. caves), where a high maneuverability is needed and the
wings need to be as small as possible. And, for both MAVs, the tendons are looser if the
wing tips need to be deployed for assuring a high lift over drag ratio for efficient flights
in open spaces.

Being composed from similar structural elements, yet, bat inspired MAV presented in
Figure 1.22c and seagull inspired MAV presented in Figure 1.22b operate in a different
manner. Indeed, in this case, the wings are not meant to stay horizontal, vertical upward
and downward wings movements are needed for repelling air downward and generating
lift. For being able to do that, regular tendons are accompanied with rotative mechanisms
for enabling the vertical displacement of the deployable structure. In the same way as
the previous mechanisms, tendons are stretched for folding the structure and unfolded for
deploying the structure.

Deployable structures can tailor the wings aerodynamic properties in a very effective
way. For instance, in Di Luca et al’s work [43], the authors showed that in a fully de-
ployed configuration, an increase of 32% of lift force can be observed. When fully folded,
the minimum drag reduces from 40% [43].

Despite these good results, other requirements are needed for having reliable wings
span morphing for larger scale aircrafts. When the wingspan increases, so does the wing’s
weight and the aerodynamic forces applied to it. Uncontrolled 3D wings bending displace-
ments can damage the structure. Usually, deployable wings are actuated with very fragile
systems such as hinges and tendons [43], [99]. Thus, it implies to put the right material
at the right place.

52

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



1.4. Morphing technological strategies

As a solution, rigid frameworks can be used for insuring sufficient stiffness against
wing bending. For instance, in the work of Vale et al., an actively actuated span morph-
ing device was developed [8]. This device is composed from an inner and an outer wing,
the inner wing is a hollow wing where the inner wing slides in and out from it [8]. To make
the structure stiffer, the leading and the trailing edges are made of composite carbon fiber
reinforcement. Moreover, carbon reinforced lattices are added along the span for bearing
the flexural loads (see Figure 1.23d) [8]. The solution proposed here is to reinforce the
inner structure of the wing for bearing the bending and aerodynamic loads. However, one
another solution is to reinforce the wing’s surrounding skin for resisting these loads.

VockeIII et al. for instance have chosen another solution, they designed a mechanically
actuated zero Poisson’s ratio core and skin that stretches easily along the span but that
resists to bending loads [41], [70]. The wing is designed for only being able to stretch in the
span wise direction and not in other directions and loading modes. The core is designed
with a cellular structure that exhibits a zero Poisson’s ratio when stretched in-plane (see
Figure 1.23b), it also provides most of the stiffness for resisting out of plane deformations
[70]. The skin is made out of an elastomeric carbon reinforced composite (see Figure
1.23d). This skin was designed for exhibiting a Poisson’s ratio of zero in the plane parallel
to the span’s direction [70], in addition to this purpose, the skin could provide additional
stiffness for resisting the out-of-plane deformations and it could also undergo reversible
deformations [70]. The overall results given by this configuration were quite interesting:
the wings span could be increased by 100 % (see Figure 1.23a). This morphing concept
was then validated as functional for helicopter rotor blade tips morphing [41]. On the
contrary of the solution above, the span morphing properties are not given by the core
alone but also by the wing’s skin.

Despite being functional, those morphing systems often require complex and high
power actuation systems for deploying these wings on flight [36]. Indeed, for delivering a
high actuation power, servo-actuated devices are often used.

Wing tip twist morphing technology

Multiple concepts were developed for achieving a wing with a tailorable twist. Most
of these solutions proposed flexible cores with sufficient stiffness for withstanding aero-
dynamic loads combined with flexible zero-poisson’s ratio skins. For example, Jenett et
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(a) Slidable span wing morphing developed by Vale et
al. [8]

(b) zero Poisson’s ratio cellular material used as wing’s
core [70]

(c) Span morphing wing’s core developed by VockeIII
et al [70]

(d) Span morphing wing’s skin developed by VockeIII
et al [70]

Figure 1.23. Span morphing device developed by VockeIII et al [70]

al developed an actuated morphing device for MAVs that was able to find this good
compliance over stiffness ratio [32]. For that, they used carbon fiber reinforced polymers
(CFRP) struts that were assembled to form a cellular material with a prismatic pattern as
the wing’s core. A compliant aluminum alloy was used as the wing’s skin and assembled
on the cellular core [32]. The structure and the skin are actuated with a servo-motor flex-
ural arm that applied a given torque to the structure (see Figure 1.24). For deforming the
wing, the morphing device operates as following: the root of the wing’s cellular core is em-
bedded in the vehicle and its tip is embed to the servo-motored arm. The servo-actuated
arm’s torque is transferred to the cellular wing leading to smooth rotation around the
arm’s axis leading to morphing (see Figure 1.24).

In a flight configuration, the external loads are essentially supported by the cellular
structure of the wing, as the skin is soft and not stiff [32]. Hence in this study, Jenett et al
investigated the evolution of the flexural stiffness and the torsional stiffness of the cellular
core, while considering the requirements the cellular core needed to meet for morphing
[32]. The results obtained showed that the flexural modulus remained approximately con-
stant with the variation of thickness while the torsional stiffness increased or decreased
dramatically with a more or less dense cellular wing [32]. This lead Jenett et al to con-
sider that the wing’s core’s overall stiffness must be constrained in a fixed interval. The
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lower bound of the interval represents the minimum flexural stiffness needed for allowing
the wing to withstand the aerodynamic loads, the upper bound represents the maximum
torsional stiffness over which the actuated arm cannot transmit its couple anymore [32].
Then, to assess the efficiency of the device, this morphing solution was assembled on a
MAV and tested in a wind tunnel. The results obtained were compared to a MAV with
rigid wings, tested with various sweep angles, wind velocities or twist. Results demon-
strated that the active morphing wing was able to replicate the performance of the rigid
wings with several additional benefits such as, reduction of drag [32].

Figure 1.24. Twist morphing wing developped by Jenett et al [32]

Passive morphing solutions are also developed for twist morphing. For an example, an
another twist morphing concept was developed by Raither et al [25]. Here a semi-passive
device was adopted, this solution arised from a concept developed in the same study. The
morphing concept was developed for a cantilever beam configuration with a hollow rect-
angular section (see Figure 1.25a). On Figure 1.25a it can be seen that, three out of four
faces of the beam were made out of a normal material 1, with a thickness t1 and a shear
rigidity G1 and the last face of the beam is replaced by a thermo-activated smart-material
that has a thickness of t2 and a shear rigidity G2 [25]. The face made out of the smart
material is parallel to the bending load (see Figure 1.25a). Under bending loads, if the
product G1t1 of the regular material face parallel to the bending loads is equal to the
product G2t2 of the smart material face, no displacement of shear center occurs and the
bending deformation occurs without torsion (see Figure 1.25a). However, if G1t1 > G2t2

or G1t1 < G2t2 the center of shear of the beam is displaced towards the regular material
face’s size or the smart material sheet’s size inducing beam torsion (see Figure 1.25a). No
changes in bending rigidity was to be observed as only one sheet of the beam was replaced
by a smart material [25].

This morphing concept was then adapted for a 3D wing section (see Figure 1.25b),
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several tests on this device’s bending and torsional stiffness tailoring was then carried out
experimentally by Raither et al [25]. The objectives of these tests were to see to what
extent the wing’s tip rotation could influence the aerodynamic properties of the wing
and to see whether the bending stiffness remained constant while changing the torsional
stiffness of the airfoil [25]. Results demonstrated that this device could tailor the lift’s
coefficient CL (i.e., the link between the lift force and the lift coefficient is the following
for this study FLift ∝ CL) in an interval of a minimum value of 0.4 going up to a value
of 1.2. Moreover, this study demonstrated also that tailoring the lift coefficient through
torsional stiffness of the wing has a minor impact on the bending stiffness of the wing
[25]. This implies that a good compromise can be found between enough compliance for
morphing and enough stiffness for withstanding the aerodynamic loads [25]. Nonetheless,
Rathier et al also warned the readers that the power needed for deforming the wing in
torsion increased also dramatically with the increase of torsional rigidity and the twist
morphing could lead to flight control issues [25].

(a) Coupled bending-torsion mechanism developed by
Raither et al. [25]

(b) Passive morphing device developed by Raither et al.
[25]

Figure 1.25. Raither et al’s study on passive twist morphing

Last but not least, a fully passive wing tip twist morphing concept is currently widely
used on wind turbines. This twist morphing concept is similar to Raither’s et al concept
[25] and it is based on the application of composites skins that display a bend-twist cou-
pling [100]. For operating, the composite material’s stack plies sequences orientation is
engineered to deform in torsion when the structure is subjected to bending deformations.
it is said that torsional deformations are coupled with bending deformations.

Figure 1.26 illustrates this concept, it shows a tidal turbine blade that can exhibit
either bend-twisting deformations or stretch-twisting deformations [101]. Depending on
the stack plies sequence orientation, it is also possible to couple twisting deformations
with stretching displacements, it is also possible to couple more than two deformations
mode if the composite is well engineered [102]. The coupled deformation is not necessar-
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ily proportional to the imposed displacement (e.g. the bending deformation is the main
displacement, and twist is the coupled one). Through, the sequencing of the stack plies,
it is possible to control the direction and the intensity of the coupled deformations [100].

Figure 1.26. Tidal turbine blade designs for bend-twist or stretch-twist morphing
[101]

By using this concept, many benefits have been attained: the dynamic loads have been
reduced on the blade while keeping similar power output, the efficiency of the wind turbine
can be adapted to changes of external dynamic loads and the wind turbine’s rotation can
also be stopped when needed [100], [103]. Gains in aerodynamic performances can also be
obtained with bend-twist composites if they are combined to the optimisation of other pa-
rameters. For instance, Vesel et al optimised multiple parameters of a wind turbine blade,
including the bend-twist coupling effect [103]. After optimisation, the average maximum
lift coefficient CLmax of the blade was increased by 33% and the maximum lift and drag
ratio was increased by 65%. In addition to these benefits, the passive nature of the so-
lution inducing an absence of servo-motor actuated systems and the inherent lightweight
properties of composites materials make this solution lighter compared to servo-actuated
solutions.

However, the passive nature of the solution is also one of its biggest lock. Indeed,
tailoring the coupled deformation is a challenging task. It has been well mastered for
wind turbines, however the complexity needed for implementing this concept and con-
trolling reasonably the coupled deformations still hinder its wider application for other
types of applications [100]. Hence, to solve this problem, many solutions are investigated
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in the literature: some studies develop numerical models and new design tools for predict-
ing coupled twisting deformations [100], other studies optimise the coupling deflections
for maximising the hydro or aerodynamic properties of its system [103] and others add
lightweight electronic devices, transforming the bend-twist passive composite into ac-
tive piezoelectric composites [104].

From these three studies, it can be seen in fact that, the twist morphing solutions have
a deep correlation with airfoil 2D-morphing mechanisms seen in Section 1.4.1. Indeed, if
2D-morphing deformations are used only on the wing’s tip while keeping a rigid root, 2D
deformations can be transformed into 3D deformations and wing tip twist morphing can
occur. This was confirmed by Monner et al, in their study where the finger concept was
developed, where they also specified that their solution was fitted to 3D wing tip twist
morphing [71]. Moreover, as demonstrated by the two studies above, tailoring the torsional
stiffness of the beam has only a small influence on the beam bending properties [25], [32].
So all the solutions presented in the 2D morphing section, such as the belt-rib concept
[39], pneumatic actuated morphing [75] or passive cellular morphing [96] can be used as a
twist morphing mechanism, while keeping enough bending stiffness for withstanding the
loads.

Nonetheless, despite showing such promising results and applications, twist morphing
suffers from several issues, one of those was pointed out in the former studies, that is
the need of very high actuation power if the torsional stiffness of the wing becomes too
high [25], [32]. As it was the case for previous morphing technologies, important actuation
powers induced heavy wings and high maintenance.

Yet, wing tip twist morphing devices suffer from an another issue that is common
to other types of morphing too: skin local deformation or buckling [6]. Providing enough
compliance to the wing for targeting aeroelastic effects increases the chances of having un-
desired aeroelastic deformations and effects [6]. While developing their prototypes, Jenett
et al also added pressure actuated patches on the wing’s skin for avoiding its local aeroe-
lastic deformations [32].

Vos et al also mentioned those initiatives, however they pointed out their limits, most
of the energy used by the actuators in the wing was directed for avoiding those local
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deformations. This lead to an increase of weight, volume and power consumption [6]. The
twist deformations imposed by wing tip twist morphing devices induce skin warping [6],
hence the development of suitable skin for wing morphing and the need of high actuation
powers are major problems for seeing these technologies appear on modern aircrafts.

1.4.3 Morphing devices for delaying cavitation

In marine applications, the major concern is the control or the delay of cavitation over
hydrofoils, then the second major objective is to tailor the lift and drag properties of the
hydrofoil for being able to lift the boat’s hull at low velocities. Indeed, cavitation disturbs
the flow so much that the lift and drag forces produced are no more effective for lifting
the vehicle. Thus, for marine applications the primary objective is to delay or control
cavitation and then tailor the lift and drag properties of the hydrofoil.

Regular morphing as seen so far, i.e. a hydrofoil that can change its geometry macro-
scopically for adopting a better reconfiguration to external loading, has just started to
arise in the marine field for controlling cavitation [9], [10], [105]. However, before morphing
was introduced in the marine field, different fixed geometries of hydrofoils have been pro-
posed for reducing cavitation issues. All the solutions proposed were 2D solutions acting
on the hydrofoil section instead of the full 3D hydrofoil [66]–[68]. Some of these solutions,
if they are actuated, they can be categorised as morphing.

For suppressing or delaying cavitation, the most popular solutions employed are the
use of active or passive fluid injection systems. The most investigated injection systems,
are active systems where a fluid (water or air) supplier is embedded in the hydrofoil’s core
and is connected to small holes or cavities on the hydrofoil’s surface expelling this fluid
[68], [106]. The aim of fluid injection is to suppress one or multiple forms of cavitation or
to limit the damages of cavitation.

In some cases, like the study of Wang et al, several types of cavitation can be totally
suppressed [68]. In this study, a NACA66 hydrofoil was tested in a water tunnel with a
flow in conditions where cavitation can occur. Figure 1.27 shows how the anti-cavitation
device operates. On the top of the hydrofoil, holes communicating with a water supply
cavity injected water in the water flow. In their study, Wang et al showed that this solution
could totally suppress the cavitation occurring along the hydrofoil. In an another study,
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it was shown that adding water injection cavities at the tip of marine propellers could
also suppress vortex cavitation [106].

Figure 1.27. Active anti-cavitation device developed by Wang et al [68]

As it was the case for morphing already, using active devices implies actuation mech-
anisms synonym with maintenance and heavier systems. Thus, some passive ways for
delaying or suppressing cavitation are researched. For example, Liu et al. tried to use a
slotted Clark-Y hydrofoil design injecting water in the hydrofoil’s flow (see Figure 1.28)
[66]. This device showed promising results, as it was able to delay the sheet cavitation on
the slotted leading edge only, which resulted in the suppression of cloud cavitation and
cavitation instabilities. The authors also said that with few improvements, this device
could suppress cavitation totally [66].

Other passive solutions consists in putting obstacles in the water flow. If those obsta-
cles could be mechanically actuated, it could provide an interesting morphing solution.
Indeed, in the study of Kadivar et al., small cylindrical obstacles were placed at the top
of a CAV2003 hydrofoil [67]. The results of this study demonstrated that the sheet cavity
could not be erased, but it was able to suppress the apparition of cloud cavitation due to
sheet cavitation.

These different solutions show very promising results for suppressing cavitation around
a hydrofoil. Nevertheless, these solutions suffers from some limits. Firstly, these solutions
do not prevent cavitation occurrences, but just suppress it after it appeared. Moreover,
these solutions do not modify the Lift and Drag coefficients CL and CD of the hydrofoil,
thus the problem of non-adaptative devices remains. However, recently, hydrofoil mor-
phing solutions have been investigated for being able to do both: prevent cavitation and

60

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



1.4. Morphing technological strategies

Figure 1.28. Passive slotted anti-cavitation device developed by Liu et al [66]

tailor the hydrodynamic properties of the hydrofoil [9], [10].

These morphing solutions applied to water flows have appeared very recently and most
of them are based on the use of flexible composite structures. Composites materials start
appearing in marine engineering for replacing metallic structures used for propellers [107].
While using these structures, engineers noticed that their flexibility allowed to obtain sev-
eral non-expected benefits such as vibration damping [105] or passive deformations due
to bend-twist coupling [107].

Hence, flexible composites started to be used for shape control in order to adapt the
hydrofoil’s geometry to the changes of loading conditions. However, in addition to regular
morphing technologies, those devices have to take into account the apparition of cavi-
tation. Two different types of hydrofoil morphing devices have been investigated in the
literature, active [9] and passive [10] morphing devices.

Active morphing devices are very similar to the ones encountered for aerodynamic
morphing. For an example, the new morphing concept developed and tested by Fatiha
et al on a NACA0012 profile was composed of two skins, a lower rigid composite skin,
composed of 5 carbon plies, and an upper flexible composite skin, composed of 1 carbon
ply and 1 glass fiber ply at the leading and trailing edge and 3 carbon plies on the rest of
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the upper skin [9] (see Figure 1.29).

1 carbon ply
1 glass f ber

ply
3 carbon plies

5 carbon plies

Figure 1.29. Active hydrofoil morphing concept [9]

The core of the hydrofoil is empty, but it is connected to a pump that varied the
internal pressure, through the variation of internal pressure, the flexible skin bends ac-
cordingly to the pressure variation (see Figure 1.30). The results obtained by this new
concept were very promising as it was able to improve the lift/drag ratio of the hydrofoil.
Moreover, it is able to prevent cavitation on the morphing hydrofoil by tailoring the lower
skin deformations [9].

Figure 1.30. Deformed hydrofoil geometry after actuation [9]

Passive morphing devices numerically developed by Sacher et al [10] for hydrofoils
operate in a similar manner to the concept developed by Bornengo et al [47]. This de-
vice is presented in Figure 1.31. In this concept, the hydrofoil is divided in two major
regions, a rigid undeformable region and a compliant deformable one. The rigid region
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represents approximately 90% of the hydrofoil’s chord and does not deform under pressure
(see Figure 1.31). The compliant region is at the trailing edge and represents 10% of the
hydrofoil’s chord (see Figure 1.31), this region is composed of materials of various elastic
properties.

Figure 1.31. Passive morphing hydrofoil regions: meshed colorful regions represent
the elastic region [10]

Similarly to Bornengo’s morphing concept [47], the trailing edge is supposed to de-
form with external dynamic pressure variation, making this concept a pressure actuated
passive morphing device. Nonetheless, the primarily aim of the study is to be able to
find the optimum hydrofoil’s shape for minimising drag without cavitation inception [10].
To ensure that, the authors coupled their numerical model with an optimisation program
that would optimise the different elastic properties of the materials located in the elastic
region for minimising the drag, while verifying that there is no cavitation as optimisation
constraint.

The results obtained by Sacher et al were promising, for some velocities (e.g. 30 knots),
the program designated the original hydrofoil shape as the optimal solution (see Figure
1.32a). Which means that the elastic properties of the elastic region were optimised for
having a rigid region. Whereas, it was able to find an optimal solution for other veloci-
ties (e.g. 40 knots) (see Figure 1.32b). At 40 knots, the displacement of the trailing edge
was ∆ = 5% of the hydrofoil’s chord. For this case, the optimisation was able to find
a deformed configuration where the drag was minimal and where no cavitation occured.
Moreover, the authors showed that the optimal shape showed a better cavitation bucket
than the original shape [10].

Compared to other regular methods for suppressing or delaying cavitation, many ad-
vantages are obtained by using flexible hydrofoils. Firstly, with these solutions, it is pos-
sible to extend the sub-cavitant domain directly and thus prevent cavitation to occur
at values of angle of attack α and cavitation numbers σ. This can be referred as a
passive solution for delaying cavitation. On the contrary, other solutions suppress
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(a) Optimised hydrofoil for 30 knots [10] (b) Optimised hydrofoil for 40 knots [10]

Figure 1.32. Two optimised hydrofoils geometry configurations for 30 and 40 knots

cavitation when it starts occurring instead of preventing it. These solutions are active
solutions for suppressing cavitation.

Secondly, in addition to delaying cavitation, it is possible to maximise the hydrody-
namic properties of the hydrofoil (lift coefficient, drag coefficient, lift and drag ratio...), a
thing that is not possible with formerly presented solutions. Nonetheless, despite showing
very promising results these passive anti-cavitating solutions have a limited range of
application.

Indeed, the passive solutions are suited for small angle of attacks where the sub-
cavitant domain can be tailored with camber variations. According to the results ob-
tained by Fatiha et al., the camber domain can be shifted in a range of ±40% [9]. Outside
this range, cavitation will necessarily occur. Thus, if the hydrofoil’s operation condition is
out of this range, this technique will be ineffective. Moreover, the efficiency of this concept
has been only tested for small angle of attacks α < 4o [9], [10].

1.4.4 Summary of the different morphing technologies

This part aims to summarise the different technologies encountered in this section,
the morphing type they belong to (2D or 3D morphing, passive or active) and provide
information on their advantages and their drawbacks. Table 1.2 summarises all these
points and will be reused in the conclusion for chosing a morphing technology to deepen.
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Morphing strategy Morphing Type Advantages Drawbacks

Servo-motor
actuated

camber morphing

Active
2D morphing

High tailorability range
Ability to resist loads

Heavy actuation
system

Highly prone
to maintenance

Structonic camber
morphing

Passive
or active

2D morphing

Lightweight solution
Autonomous adaptation

to external loads

Low tailorability
range

Difficulty to
control

Piezoeletric camber
morphing

Active
2D morphing

-High tailorability
Lightweight solution

Fragility, prone
to failure

Low actuation force

Deployable span
wing morphing

Active
3D morphing

Lightweight solution
High tailorability

Fragility, prone
to failure

Low actuation force

Servo-actuated
span morphing

Active
3D morphing

-Ability to resist
dynamic loads

Absence of local
skins deformations

Heavy solution
Prone to

maintenance

Servo-actuated wing
tip twist morphing

Active
3D morphing

High tailorability
Ability to resist
dynamic loads

Heavy solution
Local skin warping

Bend-twist
coupling wing tip
twist morphing

Passive or
semi-passive
3D morphing

Autonomous adaptation
to external loads
High tailorability

Difficulty to control
Difficult to implement

Water injection
anti-cavitatant

solution

Active
2D morphing

Disappearance of
cavitation

Lightweight solution

No increase
in lift/drag

Fixed geometric
shape

Compliant hydrofoil
morphing

Passive
or active

2D morphing

Prevent totally
cavitation

Lightweight solutions

Low tailorability
Difficult to control

Table 1.2. The different morphing technologies encountered in this section

1.5 Chapter summary

To conclude with, in this chapter, all the different challenges and requirements for
morphing in the aeronautical and the marine field were presented. In addition, most of
the existing solutions in the literature fulfilling these requirements were also reviewed and
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analysed in this chapter. Their strengths and weaknesses were also discussed in their dif-
ferent sections. Our aim was to select a morphing concept for investigating and optimising
its operative mechanisms. Moreover, that concept must present the most promising char-
acteristics for being implemented in future marine applications (sailing races, industrial
applications, passenger transport...).

As showed in Table 1.2, 3D morphing concepts face currently numerous limits that
prevent their future use in marine engineering. These limits are essentially linked to the
complex actuation system needed for guaranteeing a good operation, that adds undesir-
able weight to the structure and that are prone to maintenance, and the fact that 3D
deformations are not desirable for 3D sailing foils. Most of the 2D active morphing so-
lutions showed also many limits in the aeronautical morphing. These limits were linked,
again, to the actuation system complexity, but also to limited actuation force output and
the risk of failure of some solutions such as piezoelectric actuators.

To avoid facing similar problems in the future, the study of passive morphing solutions
is relevant. So far, two interesting pressure actuated passive morphing concepts have been
proposed. One in the aeronautic field, developed by Bornengo et al, based on a combina-
tion of an elastic skin combined to an architectured material core [47] and an another one,
in the marine field developed numerically by Sacher et al [10]. In addition to our previ-
ous requirements, we would also like to optimise the morphing solution while considering
the morphing concept’s manufacturing. Indeed, we would like to develop a concept that
could be manufactured an tested in a water tunnel. The concept proposed by Sacher et
al, despite showing highly interesting results, is still only numerical, while the morphing
concept of Bornengo has already been manufactured and mechanically tested [69].

Thus, the morphing concept chosen for deeper investigation will be the passive mor-
phing concept from Bornengo et al. This morphing concept will be adapted from
aeronautics to the marine field. This solution is constituted of a cellular architectured
polymer core combined with a continuous or discontinuous skin, depending on the varia-
tions of the concept. To operate, this solution takes advantage of external hydrodynamic
loads for deforming. The deformation is tailored by the cellular core. Our first objective
with this morphing concept is to investigate it thoroughly for identifying and understand-
ing the different mechanisms governing the hydrofoil’s morphing. Indeed, as highlighted
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in this chapter, the mechanisms controlling the hydrofoil’s morphing are still not well un-
derstood. Furthermore, as highlighted by Li et al [36], for this concept it would be a step
towards gaining reliability for convincing marine engineers to integrate these solutions in
their structures.

The other main objective is to optimise the different parameters identified in the previ-
ous section for controlling the hydrofoil’s decambering and maximising the ratio CL

CD
. This

optimisation will be done by constraining this optimisation into manufacturable results.
To be more precise, the final optimised concept must be manufacturable with 3D print-
ing, process chosen for its ability to manufacture complex geometries. This optimisation
work will be done by coupling a fluid-structure interaction (FSI) with an optimi-
sation program. In this work, cavitation will not be modeled, but it will be taken into
account by verifying that −Cmin

p > σ. Indeed, as highlighted by Fatiha, cavitation is very
complicated to model numerically [55], we do not have the capacity to model this behavior.

The next chapter is dedicated to the investigation of the different parameters tailoring
mophing for a passive polymeric cellular hydrofoil.
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Chapter 2

MULTI-SCALE ANALYSIS OF THE

MORPHING MECHANISM

As stated in the last chapter’s conclusion, the morphing strategy studied is a pas-
sive pressure actuated cellular hydrofoil. In this concept, the different parameters
governing the morphing mechanism’s performances are not precisely identified in the lit-
erature. The only thing that is known is that the main actuation device is the cellular
core of the hydrofoil, who is actuated by external pressure variations. Before establishing
an investigation strategy, in the first section of this chapter, the various properties and
characteristics of a cellular material have to be presented. Moreover, the different ways of
analysing their mechanical behavior and of manufacturing them need to be addressed in
this section. At the end of this section, a manufacturing process is chosen for fabricating
experimental specimens to be characterised.

In a second section, a numerical and experimental protocol is presented for identi-
fying the morphing mechanism’s governing parameters. In this protocol, in addition to
this main objective, the effect of the manufacturing process on the morphing structure’s
mechanical behavior and the ways for taking them into account in a numerical model is
also investigated.

In a third section, the results obtained with this protocol are displayed and in a last
section, these results are discussed with regard to the literature.

2.1 Introduction

2.1.1 Cellular materials

Cellular materials are defined as an assembly of cells with solid edges or faces, packed
together so that they can fill space [108]. One cell is a heterogeneous combination of mate-
rial and space [109]. Some cellular materials can have a random cell-shape and distribution
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in space; this is generally the case for foams. Some other shapes, such as 2D honeycombs,
have a unit cell that repeats itself. This leads to periodic cellular materials. The ge-
ometric pattern of some periodic cellular materials are purposely designed for achieving
particular targeted properties that is not present in the natural world. These types of ma-
terials have different names in the literature. They are either called metamaterials or
architectured materials, or sometimes they are referred to regular cellular materials.
Thus, the architectured geometry of these cellular materials brings them unique physical
and mechanical properties [110]. Some are shared by all cellular materials, e.g. low density,
high energy absorption ability or high compliance [46], [108]. Others are unique, purposely
targeted through the engineering of their pattern’s design. The properties attainable are
various, some can control the propagation of soundwaves and deflect them [111], others
can absorb electromagnetic waves [112] or microwaves [113]. However, the most popular
architectured materials are used for targeting some specific mechanical properties, and
are called mechanical metamaterials in the literature [114]–[116]. However, in the re-
maining parts of the chapter, these materials will be referred as mechanical cellular
materials or just cellular materials in short. Currently, mechanical cellular materials
have found their way to the industry. They are used as cores of sandwich composites.
Figure 2.1 depicts the different layers composing a sandwich composite, which are usually
made out of (i) two sheets of light and rigid material located, i.e. skins, on their top and
bottom faces; e.g. carbon or glass fiber composites or aluminum alloy sheets; And (ii) a
thick cellular core which is often a regular honeycomb or a polymeric foam. These two
heterogeneous materials are assembled together with adhesive films. These structures ex-
hibit very high mechanical properties, such as good specific stiffnesses. Many use cases of
sandwich composites can be found in aeronautics [117], in the naval industry [118]–[121]
and in the automotive industry [122], [123].

Figure 2.1. Sandwich composite constituents [124]
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Sandwich composites are mostly submitted to bending loads. For these applications,
cellular materials are mainly used for their low density. Indeed, this specific property en-
ables the addition of high volumes of material, without increasing too much the weight, to
increase the beam’s flexural stiffness (increase in height), through the increase of the 2nd
moment of area, without increasing the sandwich composite’s mass. In addition to their
low density, cellular materials are also used for their good out of plane specific rigidity E/ρ

in the direction parallel to the 2D pattern extrusion of honeycombs of Figure 2.1, it allows
them to resist the shear force applied to the sandwich composite. When subjected to bend-
ing, the sandwich’s rigid skins concentrate the tensile and the compressive stresses. By
doing so, this allows to spread the remaining shear stress uniformly in the sandwich’s core.

Despite this broad use in industry, research is still carried out on these regular sand-
wich composites. Some researches tend to find the optimum geometric pattern for the
core and/or the optimum material for the skin in order to minimise the sandwich’s weight
and maximise its stiffness [125]–[127]. Other studies tend to investigate their mechanical
behavior in particular applications [128], in elasto-plasticity [129] and fatigue [130]. Some
also investigate the failure mechanisms of these structures [131]. Studies in these areas are
particularly numerous and dynamic as sandwich composites behavior is mostly known in
elastic regime as a bending device.

Aside from beam bending, sandwich composites are also used for energy dissipation.
These sandwich composites have the same architecture as regular sandwich beams. How-
ever, in this case, the core has a different orientation. Indeed, it is not contained in the
same plane as the skin anymore, the geometric pattern is now perpendicular to the skins.
Figure 2.2 shows regular patterns used for energy dissipation; usually corrugated pattern
are used for this application (e.g. packaging boxes layers). In this application, the aim of
orienting the patterns perpendicularly to the skins is to benefit from their deformation
mechanisms to dissipate energy [46].

ab

1f
H

2f
H

cH

Figure 2.2. Sandwich composite with a corrugated core [132]
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Thus, most of the research, for this application, focuses on finding patterns with com-
pliant deformation mechanisms that might dissipate energy effectively and avoid stiff pat-
terns that quickly fail [46], [133]–[135]. Some research have shown that cellular materials
displaying auxeticity tend to absorb energy better than regular hexagonal or corrugated
shaped cores [46], [133]. Auxetic cellular materials are materials with a negative Poisson’s
ratio. Indeed, in their work, Li et al. showed that, when submitted to 3 points bend-
ing tests, auxetic reentrant shaped cores combined with thick carbon composite skins
exhibited an interesting buckling mechanism [46]. This mechanism leads to progressive
global core failure with respect to the increase of applied stress, which increases consider-
ably the absorbed energy. On the contrary, regular trusses and regular hexagons exhibited
local stress concentration and failure which lead to poor energy absorption properties [46].

Having said that, architectured material buckling and non-linear deformations are not
well understood nowadays and are subjected to extensive research [136], [137]. From these
articles, it seems that the apparition of buckling is geometry dependent with specific types
of buckling and non-linear instabilities [136].

Coming back to morphing, mechanical cellular materials are interesting for two types
of applications: morphing skins and morphing core. As a reminder, morphing skins require
three characteristics for a good operation: a zero Poisson’s ratio, a low in-plane stiffness
(the 2D hydrofoil plane of a 3D extruded wing) and a high relative out of plane stiffness.
These three requirements can be fulfilled with mechanical cellular materials. Indeed
the Poisson’s ratio can be tailored with the design of particular patterns.

Most of the research of new morphing skins are directed toward the development of
zero Poisson’s ratio skins [24], [70], [138]. The skin’s operation is close to the sandwich
composites used for energy absorption, the skin needs to have deformation mechanisms
as compliant as possible for opposing minimal resistance to morphing. Thus, corrugated
patterns have been used extensively for matching these requirements [77], [139].

In the case where mechanical cellular materials are used in the core as a morph-
ing mechanism, the structure’s behavior is in a mid-step between a sandwich composite
beam and an energy absorption sandwich composite. Indeed, the morphing structure needs
compliance for adapting its shape to external environments while maintaining a minimum
stiffness for withstanding dynamic loads and avoiding aero- (or hydro-) elastic instabilities.
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Nevertheless, the characteristics that need to be targeted by the cellular core depend
on the type of morphing sought. For instance, if a spanwise morphing is targeted, the
core property needed would be a zero Poisson’s ratio core [41]. On the other hand, if a 2D
morphing is needed, the core would need different characteristics: high deformation ranges
with low strains and compliant deformation mechanisms. For instance, in the cellular hy-
drofoil morphing concept, the hexachiral pattern was selected for its auxetic properties
conferring it a relatively high shear modulus compared to its tensile modulus. This prop-
erty combined with the unique deformation mechanism of hexachiral lattices allows the
airfoil to undergo large deformations, while maintaining a good torsional stiffness [47], [69].

The hexachiral structure was originally developed by Prall and Lakes [95]. Figure
2.3 depicts the deformation mechanism of this structure: when loaded in compression,
the cell’s walls wind around the structure’s nodes which makes them bend. This unique
deformation mechanism grants a theoretical Poisson’s ratio of -1, which, combined with
the transverse isotropic property of the structure, provides a theoretical infinite shear
rigidity in the plane of transverse isotropy [95]. Moreover, the deformation mechanism
guarantees recoverable deformations that can go up to 25% [95].

Figure 2.3. Hexachiral cellular material’s deformation mechanism [95]

In Heo’s morphing concept [76], the pattern that shows the best performance is the
reentrant pattern. The reentrant and its shear deformation are showed in Figure 2.4, on
this Figure, it can be seen that the vertical walls tend to bend when loaded. The pattern
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is shear compliant. Other core morphing concepts use buckling structures for ensuring
enough compliance [140] or select patterns that enables high rotations [141].

Figure 2.4. Shear deformation mechanisms of reentrant honeycomb [142]

Hence, one must be able to estimate the deformation mechanism efficiency by being
able to predict the cellular material’s mechanical properties. In their work, Gibson and
Ashby highlighted the fact that the cellular material’s mechanical properties depend on
various parameters located at different scales [108].

The deformation mechanisms depend on the constitutive material’s properties. Indeed,
the cellular material inherits the properties of its constitutive material [108]. Thus, hav-
ing elastic isotropic, elasto-plastic anisotropic or elasto-plastic at the microscopic scale
changes the material’s mechanical properties and its deformation mechanisms. Then, the
geometry of the cellular material, at the mesoscopic scale, changes the deformation
mechanisms and is linked to the apparition of buckling [108]. Finally, the deformation
mechanism is highly influenced by the loading at the structural scale.
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Thus, for investigating the properties of a structure composed of cellular materials,
one must perform a multi-scale analysis for quantifying and characterising the influence
of each scale. Now at the mesoscopic scale, i.e. the cellular material’s scale, one needs
to find a method able to take into account the bulk material properties and the local
deformations for estimating the average mechanical properties of the cellular solid.

2.1.2 Theory of homogenisation

Representative Volume Element (RVE) and homogenisation methodology

The method that allows to estimate the mean mechanical properties of a cellular ma-
terial is called the theory of homogenisation. This methodology is not reserved to
architectured materials, but it can also be applied to any media presenting multi-scale
characteristics. The methodology depicted here is presented in details in the book of J.
Yvonnet [143]. In this theory, several scales are considered and presented in Figure 2.5.
They are in the number of three: the macroscopic scale, the mesoscopic scale and
the microscopic scale. For each scale, a fictive observer will be considered.

For the observer located at the macroscopic scale, only the mean mechanical fields
can be observed: the mean stress σ, the mean strain ε and the mean displacement
u. The local microscopic fields cannot be noticed by this observer.

On the contrary, the observer located at the microscopic scale has no idea of how the
macroscopic mean mechanical fields look like. The only thing noticeable for this observer
are the microscopic mechanical fields: the local stress σ(x), the local strain ε(x) and the
local displacement u(x). At a microscopic level, those quantities are space dependent:
they vary inside the microstructure.
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Macroscopic scale: structure
Mechanical quantities

Mean stress: ഥ𝝈
Mean strain: ത𝝐

Mean displacement: ഥ𝒖(𝒙)

Mesoscopic scale: RVE
Mechanical quantities

Stress: 𝝈 𝒙 = ഥ𝝈 + 𝝈 𝒙
Strain: 𝝐 𝒙 = ത𝝐 + 𝝐(𝒙)

Displacement: 𝒖 𝒙 = ഥ𝒖(𝒙) + 𝒖(𝒙)

Microscopic scale: microstructure
Mechanical quantities

Microscopic stress fluctuation: 𝝈 𝒙
Microscopic strain fluctuation: 𝝐(𝒙)

Microscopic displacement fluctuation: 𝒖(𝒙)

Figure 2.5. The different scales considered in homogenisation theory

Despite not being noticeable by observers at the two different scales, the microscopic
mechanical fields influence the macroscopic ones and vice-versa. The common scale where
those fields encounter is the mesoscopic scale. The observer at the mesoscopic scale is
at a scale big enough for starting to see the macroscopic mechanical fields in addition to the
microscopic ones. Thus, the mesoscopic mechanical fields are expressed as a combination
of the mean mechanical fields σ, ε, u and local field fluctuations originating from the
microscopic scale σ̃(x), ε̃(x), ũ(x):

— The mesoscopic stress σ(x) = σ + σ̃(x)
— The mesoscopic strain ε(x) = ε + ε̃(x)
— The mesoscopic displacement u(x) = u(x) + ũ(x)

At this scale, if the mesoscopic strain or stress is averaged, the microscopic stress and
strain fluctuations should start to be less predominant than the mean macroscopic quanti-
ties. This scale is commonly referred as the Representative Volume Element (RVE),
it is the minimum microstructural volume sample containing enough informations for rep-
resenting the material’s mechanical behavior [143]. Having said that, a homogenisation
problem can be defined as the research of the mesoscopic quantities verifying the set of
Equations 2.1 for a given volume Ω. With C(x) being the local elasticity tensor of a ma-
terial at a given location and V being the RVE’s volume. When the mesoscopic quantities
are defined, the final goal would be to find an expression for the mean elastic tensor C
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that links the mean stress field σ and the mean strain field ε.

div(σ(u(x))) = 0 ∀x ϵ Ω
σ(u(x)) = C(x) : ε(u(x))

ε(u(x)) = 1
2
(
∇u(x) +∇T u(x)

)
σ = 1

V

∫
V

σ(x).dv OR ε = 1
V

∫
V

ε(x).dv

(2.1)

As supposed by the last set of equations of Equation 2.1, multiple solutions exist for
a homogenisation problem. In fact, multiple homogenisation problems exist depending
on the type of boundary conditions chosen: the problem where, the volume averaging of
the mesoscopic stress field is equal to the mean stress field, is different from the problem
where, the volume averaging of the mesoscopic strain field is equal to the mean strain
field. Thus, for finding a solution for two different homogenisation problems, two differ-
ent methods are used for solving each problem. These methods are presented in Figure 2.6.

In both cases one RVE is considered and its domain is noted Ω. The boundary of this
RVE is noted ∂Ω. The first way for solving one problem is shown in Figure 2.6a, it consists
in imposing a mean displacement field u(x) = ε.x on ∂Ω. The mean strain field used ε in
the former equation is supposed to be equal to the mean strain field of the macroscopic
scale (see Figure 2.5).

The second solution, depicted in Figure 2.6b, consists to impose a stress vector F̄ =
σn̄(x) on the boundary of the domain ∂Ω. With n̄ being the normal of the boundary
surface. The mean stress field used for the boundary condition is supposed to be equal
to the mean strain field of the structural scale (see Figure 2.5). Equation 2.2 shows
mathematically the implications of these imposed boundary conditions.

⟨ε(x)⟩ = ε or ⟨σ(x)⟩ = σ ∀x ϵ ∂Ω (2.2)

Imposing the boundary conditions of Equation 2.2 to the boundary of the domain ∂Ω
implies that the average of the local fluctuations σ̃(x), ε̃(x) and ũ(x) are null, depending
on the loading mode selected. There are two possibilities for nullifying these fluctuations
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RVE

ε

ε(x)

Ω

∂Ω

(a) Kinematically uniform boundary conditions (KUBC)
with an imposed strain

RVE

σ.n= F

ε(x)

Ω

∂Ω

(b) Statically uniform boundary conditions (SUBC) with
an imposed stress

Figure 2.6. Kinematically and statically uniform boundary conditions

on the boundaries, presented in Equation 2.3.

if ⟨ε(x)⟩ = ε =⇒ ε̃(x) = 0 =⇒ ũ(x) = 0 ∀x ϵ ∂Ω
if ⟨σ(x)⟩ = σ =⇒ σ̃(x) = 0 ∀x ϵ ∂Ω

(2.3)

A third possibility can also nullify these quantities, the condition of periodicity
presented in Equation 2.4. The implications of this last condition will be explained in
detail later.

if ũ(x) is periodic on ∂Ω (2.4)

The two first boundary conditions are respectively called the Kinematically Uni-
form Boundary Conditions (KUBC) and the Statically Uniform Boundary Con-
ditions (SUBC). These are defined more precisely below.

Kinematically Uniform Boundary Conditions (KUBC): the displacement u(x)
is imposed at for all points x ϵ ∂Ω such that:

u(x) = u(x) = εx ∀x ϵ ∂Ω (2.5)

Statically Uniform Boundary Conditions (SUBC): the tensile vector is pre-
scribed at the boundary such that:

σ(x)n = σn ∀x ϵ ∂Ω (2.6)
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After applying these boundary conditions, one must find the mesoscopic physical quan-
tities σ and ε in the RVE and then being able to identify the mean elasticity tensor C
of the strcutural scale. To identify this tensor, the RVE must be loaded in all spatial
directions in order to identify all of its components. Thus, the mean strain tensor ε for
the KUBC conditions presented in Eq. 2.5 and the mean stress tensor σ for the SUBC
conditions presented in Eq. 2.6 must have the form depicted in Equation 2.7, represented
in a matrix rotation system axis 1,2,3.

ε =


ε11 ε12 ε13

ε12 ε22 ε23

ε13 ε23 ε33



σ =


σ11 σ12 σ13

σ12 σ22 σ23

σ13 σ23 σ33


(2.7)

If the tensors depicted in Equation 2.7 are applied directly on the RVE, the mesoscopic
stress σ and the mesoscopic strain ε would be very hard to find. Thus, using the fact that
the problem is linear, the superposition principle can be used to decompose the original
complicated problem into several other problems that are more simple to solve. The
mesoscopic displacement field u(x) and the mesoscopic stress field σ(x) can be rewritten
in new forms dependent on ε and σ. The solutions are presented in Equation 2.8.

u(x) = u(11)ε11 + u(22)ε22 + u(33)ε33 + u(12)ε12 + u(13)ε13 + u(23)ε23

σ(x) = σ(11)σ(11) + σ(22)σ(22) + σ(33)σ(33) + σ(12)σ(12) + σ(13)σ(13) + σ(23)σ(23)
(2.8)

The u(ij) terms are solutions to the problem depicted in Eq. 2.1 with regard to the
simplified KUBC loading εij applied on the RVE (see Figure 2.6a and Eq. 2.5). The σ(ij)

terms are solutions to the problem depicted in Eq. 2.1 with simplified SUBC loading σij

(see Figure 2.6b and Eq. 2.6).

The u(ij) and σ(ij) are fourth order tensors. The initial problem is split in six simpler
problems for 3D homogenisation problems and in 3 simplified problems if the problem is
2D. The form of the 2D mean strain and stress loading are shown respectively in Equations
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2.9 and 2.10.

ε11 =


1 0 0
0 0 0
0 0 0

 ε22 =


0 0 0
0 1 0
0 0 0

 ε12 =


0 1

2 0
1
2 0 0
0 0 0

 (2.9)

σ11 =


1 0 0
0 0 0
0 0 0

 σ22 =


0 0 0
0 1 0
0 0 0

 σ12 =


0 1

2 0
1
2 0 0
0 0 0

 (2.10)

Once all the u(ij) solution tensors and all the σ(ij) solution tensors are founds, for
respectively the KUBC and the SUBC loading, they can be assembled in a global tensor
A(x) for strains (see Eq. 2.11) and B(x) for stresses (see Equation 2.12).

ε(x) = A(x) : ε ∀x ϵ Ω with Aijkl(x) = ε
(kl)
ij KUBC (2.11)

σ(x) = B(x)σ ∀x ϵ Ω with Bijkl(x) = σ
(kl)
ij SUBC (2.12)

After finding these tensors, the expression of ε(x) (Eq. 2.11) and σ(x) (Eq. 2.12) can be
injected in Equation σ(x) = C(x) : ϵ(x) (see Equation 2.1). Equations 2.13 and 2.14 show
the final expressions of mesoscopic strain and stress fields. It also shows the expression of
the mean elasticity tensor C after volume averaging the mesoscopic fields.

σ(x) = C(x) : A(x) : ε =⇒ σ = ⟨C(x) : A(x)⟩ : ε (2.13)

ϵ(x) = C(x)−1 : B(x) : σ =⇒ σ = ⟨C(x)−1 : B(x)⟩−1 : ε (2.14)

In these two last equations, the mean stress tensor σ and the mean strain tensor ε

are linearly linked by a new tensor. This tensor can be identified as the mean elasticity
tensor C. Equations 2.15 and 2.16 show the final expression of the mean elasticity tensor
obtained respectively with the KUBC method or the SUBC method.

CKUBC = ⟨C(x) : A(x)⟩ (2.15)

CSUBC = ⟨C(x)−1 : B(x)⟩−1 (2.16)
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It can be observed that both methods give a different final result for the mean elastici-
ty tensor. As expected, KUBC and SUBC loaded RVEs are two different homogenisation
problems imposing that respectively, the microscopic fields ε̃(x) and σ̃(x) are null on the
domain’s boundary ∂Ω. Thus in each configuration, there are quantities that are nullified,
while they are non-null in the reality. Such strong hypotheses lead to differences when the
mean elastic tensor is estimated. The mean elasticity tensor is rather limited in an inter-
val defined by the KUBC and SUBC solutions, than properly estimated by these methods.

Indeed, the mean elastic mechanical properties obtained with KUBC loading always
overestimates the real elastic properties, i.e. obtained with periodic boundary condi-
tions, and are considered as an upper boundary. On the contrary, the mean elastic
mechanical properties obtained with SUBC loading always underestimates the real elastic
properties. Hence, it is considered as a lower boundary. Equation 2.17 summarises this
paragraph, in terms of positive-definite quadratic forms of fourth order elasticity tensors.

CSUBC ≤ CP ERIODIC ≤ CKUBC (2.17)

The values obtained with the KUBC and SUBC loading are strongly dependant on
the RVE’s size. Indeed, despite being bounded, the upper and lower bounds of the elastic
properties get closer to the periodic solution as the size of the RVE grows. As a matter of
fact, when the RVE size increases, the microscopic mechanical fields intensity decreases
until becoming negligible compared to macroscopic fields and thus reducing the difference
between the bounds. Figure 2.7b obtained from Czech [144] shows a typical homogenised
mechanical property evolution with regard to size. Figure 2.7a shows the homogenised
pattern’s size evolution: a unidirectional composite with an increasing number of fibers
and with its matrix.

The KUBC and SUBC methods are very useful for determining the minimum size
needed for a random media to start having mean mechanical fields, where microsopic field
effects start being negligible. Nonetheless, for periodically organised materials such as ar-
chitectured materials, their properties can be just determined with one unit cell used as
a RVE [145], [146]. Figure 2.8 shows an example of a RVE composed of one unit cell with
a hexachiral lattice. However, for homogenising the properties of an architectured mate-
rial unit cell, periodic boundary conditions need to be applied on the boundaries of the cell.

Periodic Boundary Conditions: The displacement field u(x) over the boundary
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(a) Composite fiber and matrix homogenisation unit cell
and 6x6 size composite RVE

(b) Homogenised elastic rigidity coefficient G23 ratio:
KUBC and SUBC value over the periodic value GH

23

Figure 2.7. Homogenisation of a composite material [144]

(a) Hexachiral lattice [145] (b) Hexachiral lattice RVE constituted of an unit cell [145]

Figure 2.8. Hexachiral lattice and its associated RVE [145]

∂Ω takes the form:

u(x) = εx + ũP (x) ∀x ϵ ∂Ω (2.18)

Contrarily to the KUBC boundary conditions, the microscopic displacement fluctu-
ation ũP (x) is non-null. However, this microscopic displacement field is expected to be
canceled on the whole domain’s boundary ∂Ω. The stress vectors are also considered to be
anti-symmetric on the whole domain’s boundary ∂Ω under periodic boundary conditions.

The methodology used for solving periodic homogenisation problems is the same as
the methodology used for solving KUBC and SUBC problems: selection of a strain or
stress uniform loading, division of the problem into six simpler problems, solving the
small problems and finally estimating the mean periodic elastic tensor CP ERIODIC . The
only difference is the presence of periodic boundary conditions on the domain’s bound-
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ary. These periodic boundary conditions purpose is to mimic the reaction to the uniform
loading of an infinite number of neighboring cells.

For showing how, in practice, periodic boundary conditions are to be applied, a peri-
odic homogenisation problem of a regular hexagonal honeycomb will be considered. Figure
2.9 shows the homogenisation problem. When applying periodic boundary conditions, the
RVE must have periodicity vectors (red and blue vectors on Figure 2.9b) that show the
periodicity directions and link the two faces that have periodic points (red and blue faces
on Figure 2.9b). On associated periodic faces, each point on a face and its symmetric
associated point on the other face have a constraint displacement. On Figure 2.9b, the
points A an B on the red faces will be taken as examples.

(a) Hexachiral lattice

A B

(b) Hexagonal lattice RVE constituted of an unit cell

Figure 2.9. Hexagonal lattice and its associated RVE

By applying conditions of periodicity on points A and B, Equation 2.19 can be ob-
tained.

u(xA) = εxA + ũP (xA)
u(xB) = εxB + ũP (xB)

(2.19)

Nevertheless, because both points have their displacement constrained, the microsopic
displacement of these points nullify each other (see Equation 2.20). Thus, the final dis-
placement constraint between the two points can be written in the form presented in Eq.
2.21. Hence, by combining the application of these constraints on the hexagonal RVE’s
boundaries, in addition to regular mean strain or stress boundary conditions and the ap-
plication of the KUBC or SUBC homogenisation method, the mean periodic elastic tensor
CP ERIODIC can be estimated.
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ũP (xA) = −ũP (xB) (2.20)

u(xA)− u(xB) = ε(xA − xB) (2.21)

The KUBC, SUBC and Periodic boundary conditions methods for solving homogeni-
sation problems have been implemented on the commercial software Abaqus through the
addition of a plugin called Micromechanics developed by Dr. Ross McLendon [147]. This
plugin has been tested essentially for RVEs of composites [148]–[150], but it was not tested
for RVEs of cellular materials yet, at the best knowledge of the author at the moment of
the thesis’ writing.

Thus, in the next section, the predictive abilities of the Micromechanics plugin will be
tested with a test case from the literature.

Abaqus Micromechanics periodic homogenisation validation

To validate the efficiency of a new homogenisation strategy that we developed on the
Abaqus Micromechanics plugin, it has been chosen to homogenise periodically a hexag-
onal cell with thick vertical walls (see Figure 2.10a). The geometric parameters of this
hexagonal cell are given in Table 2.10b. The 9 coefficients of elasticity have already been
homogenised by Catapano and Montemurro and they have already compared them to the
literature [151].

This model was reproduced in Abaqus. The material used for this simulation and in
the paper of Catapano et al is aluminum [151], for which the mechanical properties are
given in Table 2.1. 39 060 quadratic hexaedric elements were used for developing the finite
element mesh of this model, on which periodic boundary conditions were applied.

Mechanical property Young’s modulus Poisson’s ratio
(MPa) (-)

value 70 000 0.33

Table 2.1. Mechanical properties of isotropic aluminum

84

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



2.1. Introduction

θ

l2

2l2

l1

2tc

hc

2
1

3
1

tc

(a) Hexagon with thick walls

l1 l2 tc θ hc

[mm] [mm] [mm] [deg] [mm]
3.666 1.833 0.0635 60 20

(b) Hexagon with thick walls geometric parameters value

Figure 2.10. Hexagon with thick walls geometry and parameters value [151]

The results of this homogenisation model are shown in Table 2.2, where these results
are compared with Catapano et al [151]. From Table 2.2, it can be seen that most of the
elastic coefficients obtained with Micromechanics have a difference located between 0%
and 6% compared to the results of Catapano et al, which represents a small difference
for elastic coefficients. Only the shear coefficient G12 has a difference of 12% compared
to values obtained by Catapano et al. This difference can be considered as acceptable for
engineering problems.

Elastic Micromechanics Catapano et al [126] Difference
coefficient values values (in %)
E1 [MPa] 0.938 0.884 6.1
E2 [MPa] 0.954 0.918 3.9
E3 [MPa] 1835 1812 1.3
G12 [MPa] 0.558 0.640 12
G23 [MPa] 260 263 1.1
G13 [MPa] 394 391 1.0

ν12 0.990 0.980 1.0
ν23 1.69 x 10−3 1.61 x 10−3 5.0
ν13 1.71 x 10−3 1.67 x 10−3 2.4

Table 2.2. Results of the homogenisation numerical model

Thus, it can be concluded that the plugin Micromechanics is reliable for estimating

85

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



Chapter 2 – Multi-scale analysis of the morphing mechanism

the mean elastic coefficients of a RVE. Micromechanics can be reused later on for ho-
mogenising the mechanical properties of new patterns. Nevertheless, if the patterns are
used inside a structure, what would be the difference in macroscopic structural
properties (e.g. the structure’s stiffness) if a continuous homogenised material
is used instead of the original architectured material? If differences are observed,
how many pattern would be needed to obtain a negligible difference between
a continuous homogenised material and the original architectured material?

Before being capable to answer these questions, one must be able to know the micro-
scopic elastic tensor C̃(x), i.e. the bulk material’s mechanical properties and manufactur-
ing processes influence over it, for being able to carry out homogenisation successfully. To
do that, the manufacturing process of mechanical cellular materials has to be explored in
the literature.

2.1.3 3D printing processes

In the literature, most of promising mechanical cellular materials have been manu-
factured through additive manufacturing also called 3D printing [46], [152]. Since
the 2000s, multiple technologies arised using multiple types of materials. Additive man-
ufacturing is being popular for manufacturing cellular materials for its ability to create
complex geometric shapes [46]. Moreover, the other advantages of additive manufacturing
processes compared to regular manufacturing processes are the low manufacturing cost
per part and the wide choice of materials available for building structures.

For instance, some cellular materials are manufactured by using metals as bulk mate-
rials [152]–[154]. The most popular process for metal 3D printing is known as the laser
powder bed fusion. For manufacturing a part with this process, metal powder lay-
ers are added on the printer’s plate and melted with a laser. The advantages of parts
manufactured with this process compared to other additive manufactured parts are their
good mechanical properties processes [155]. Indeed, material rigidities close to 100 GPa
are currently only attainable with 3D printed composite parts [156], [157]. However, the
main drawbacks of this process are its parts rough surface quality, the local geometry
distortion of these parts and more importantly the presence of porosity decreasing the
parts mechanical properties. To overcome those issues, alternative chemical based metal
additive manufacturing processes are being developed and tested [153]. These processes
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are being widely used for aeronautical structure manufacturing [158], because of the good
mechanical properties of the manufactured parts. It can be interesting to use this process
for manufacturing our cellular morphing hydrofoil; using metal as the bulk material can
give enough stiffness to the structure to withstand hydrodynamic pressure. However, us-
ing metal as the bulk material makes the cellular hydrofoil heavy.

Yet, the most popular 3D printing technologies are polymeric based additive manu-
facturing processes [159]–[161]. The popularity of the process can be explained by the
low price of 3D-printing machines and materials needed for polymeric 3D-printing and
also by the printers size variablility. These sizes can go from small home-scaled print-
ers to factory-scaled printers used for manufacturing large parts. However, this process
is essentially used for prototyping and manufacturing small lightweight parts. There are
multiple types of existing processes, but the two most common ones are stereolithography
(SLA) and the Fused Filament Fabrication (FFF) also called the Fused Deposi-
tion Modeling (FDM). The FFF manufacturing process is shown on Figure 2.11. The
polymer material used for printing is winded up a spool as a filament. This filament is
then brought up in the extruder with gear wheels. Afterwards, the filament is moved to
the nozzle where the filament is heated to its melting temperature to transform it into a
viscous fluid state. Finally the filament goes out the nozzle and is deposited on a heated
plate, which is set at a temperature close to the glass transition temperature Tg of the
polymer.

Figure 2.11. Fused Filament Fabrication (FFF) process [162]

Stereolithography (SLA) process is closer to metal 3D printing where a liquid resin
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is brought up to a laser with a piston-and-plateform system. The laser then solidifies pro-
gressively the resin to fabricate the part [163]. The parts manufactured with these two
processes exhibit radically different mechanical properties: the polymeric parts manufac-
tured with stereolithography exhibit isotropic mechanical properties with low porosity,
whereas FFF parts exhibit a strong anisotropy and high porosity [164]–[166]. Compared
to metal and concrete 3D printing, a decrease in mechanical properties is exhibited by
these 3D-printed polymeric parts [164], [165].

Nevertheless, the mechanical properties of SLA and FFF processed parts can be en-
hanced by adding reinforcements such as short glass or carbon fibers or nano-compounds
[167]–[169]. Despite the increase of mechanical properties, 3D-printed parts with nano-
or short fibers reinforcements are still far from the mechanical properties of metal 3D
printed parts or of more conventional processed parts [167]–[169]. For that reason, con-
tinuous fibers such as carbon, glass or basalt are now combined to polymeric 3D printed
parts for improving their mechanical properties [168], [170]. However, it is for the FFF
process that the neatest increase in mechanical properties are obtained [170]–[172]. These
parts exhibit very good mechanical properties, close to metal 3D printed parts, and have
the advantage of being more lightweight than the latter. In addition, the price of manufac-
turing machines and materials are less important for continuous fiber-reinforces polymer
(CFRP) parts than metallic printed parts. For these reasons, the Fused Filament Fab-
rication (FFF) process seems to be the more promising process for manufacturing the
cellular passive hydrofoil concept and will be considered and studied deeply for being able
to manufacture this concept.

Before investigating the manufacturing of the morphing concept, the different param-
eters tailoring a part 3D printed by the FFF process must be known. For identifying
those parameters, it is important to know the different procedures that are needed for
parameterising the 3D printing process of a part. Figure 2.12 shows the overall procedure.
Figure 2.12 shows that, in a first step, the part is designed in a CAD software where its
geometry and size are defined. Then, in a second step, this CAD file is saved in an STL
format that will be read by a software called Slicer. The slicer is used for partitioning
the part into a finite number of layers and to define several manufacturing parameters of
the part. These manufacturing parameters are numerous: the layer height, the printing
speed, the presence and orientation of printing infill, the presence of part supports or the
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nozzles trajectory paths.

CAD
Numerical part design

Parameters defined:
-Geometry
-Size

Slicer
Numerical part sliced 
in layers 

Parameters defined:
-Layer height
-Printing speed
-Infill
-Part orientation...

3D printer
Parameters defined:
-Nozzle temperature
-Bed temperature
-Flow rate

STL file GCODE file

Figure 2.12. Procedure for parametrizing 3D printing [173]

Figure 2.14 tries to illustrate and summarise the different parameters involved here.
The final aim is to define a manufacturing strategy for the 3D printer. Once finished, this
strategy is stored into a GCODE file that has numerous instructions following the manu-
facturing strategy. Finally, this GCODE file is sent to the 3D printer for manufacturing.
Depending on the type of printer used (e.g. Ultimaker 2), several parameters are tunable
directly on the printer such as the nozzle temperature, the bed temperature or the flow
rate.

As stated above, multiple parameters can be tuned in the slicer and the printer for
3D-printing a part: the filaments layer height (see Figure 2.14d), the nozzle temperature,
the plate temperature, the nozzle displacement speed, the flow rate or the presence of fan
cooling (see Figure 2.14c). These parameters have broad impacts on the final part ob-
tained, going from final part’s manufacturing quality to the part’s mechanical properties
[162], [174]–[177]. Some of these parameters have a role in the apparition of geometric
defects. Figure 2.13 shows common 3D printing defects. The most common defect is de-
picted in Figure 2.13a, it is 3D printed part warping, this warping is mostly present
because of internal residual stresses developing in the printed layer, while it is cooling just
after deposition [174]. However, it can also be caused by low bed temperature that leads
to poor part adhesion [175]. Indeed, if the bed’s temperature is below the polymer’s glass
transition temperature, a poor adhesion between the part and the plate is observed. Thus,
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the parameters influencing this warping are the nozzle temperature, the bed temperature,
the printing speed and the presence of fan cooling [174], [178]. For avoiding it, one strat-
egy consists in avoiding to set the bed temperature to be high enough for releasing the
material’s residual stress, but not too much for avoiding material’s creep, and using small
fan cooling for controlling stress relaxation speed rate [178].

(a) Local 3D printed part warping
[178]

(b) 3D printed part stringing issues
[179]

(c) 3D printed part dimensional in-
accuracies [180]

Figure 2.13. Most common 3D printing manufacturing defects

Figure 2.13b shows an other very common defect known as oozing or stringing.
This defect appears during the nozzle’s travel between two parts (e.g. on Figure 2.13b,
between the two pillars). During the travel the polymer remains in a too liquid state and
still comes out of the nozzle, without being pushed by the printer’s gears. This leads to
the appearance of white strings where the nozzle traveled, hence the name stringing.
This defect is fixable through the adjustment three parameters: the material’s weight,
temperature and the filaments retraction length [179].

Indeed, if the material is printed at a high temperature (i.e. generally above 220oC),
the filament is in a liquid state and goes out of the nozzle more easily [179]. Moreover,
in a state where the filament is heated at a high temperature, the heavier the filament
is, the more stringing is to be observed [179]. To overcome these issues and being able
to print at high temperatures, the retraction length of the filament can be tailored (see
Figure 2.14a). This parameter controls the length of filament that is rolled up by the
gears, after finishing a layer or before starting to travel. The study of Haque showed that
if this parameter is well chosen, according to the temperature and the filament’s weight,
the stringing effect decreases [179].
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Finally, Figure 2.13c shows an another common defect of 3D printed parts, which is the
dimensional inaccuracies. Indeed, printed parts do not have the same dimensions as the
ones displayed on the slicing software after being manufactured. The geometric parameters
control is a complex issue where multiple parameters are involved. The first major sources
of dimensional imprecision are the printer’s bad calibration, such as improper bed level-
ing, extrusion miscalibration or bad part tessellation when exported into an STL file [175].

Apart of these miscalibration issues, Hernandez pointed out the influence of four other
parameters influencing part precision: outer shells thickness (see Figure 2.14b), the print-
ing speeds, the part’s size and the part’s geometry [175]. Considering only the two first
parameters’ influence on the final part precision is not statistically significant, however
they become significant when they are coupled with variation of size or geometry [175].
Indeed, in this study, it was shown that for small objects with large outer shells (relatively
to the part’s size), faster printing speeds give a better dimensional precision to the part.
On the contrary, for bigger parts slower printing speeds and small outer shells gave a
better dimensional precision to the part [175].

Even if it can be considered as counter-intuitive at first sight, this can be explained
by the fact that for smaller parts, lower printing speeds make the hot printhead linger
next to the previously deposited material. Hence, the proximity of the heated nozzle with
previously deposited material leads to its melting and thus, the dimensional expansion of
this material [175]. This effect is even more emphasized with geometry variations. Indeed,
it is statistically more pronounced for circular shapes, rather than straight lines. There
is an inherent inaccuracy of the FFF 3D printing process when arcs are manufactured:
more material is deposited in the inside of the circle rather than on the outside [175]. This
effect becomes less significant when part’s size increases [175].

When cellular materials are manufactured through the FFF process, mastering these
manufacturing defects is crucial, especially the dimensional errors. Actually, compliant
cellular material’s walls often behave like thin Bernoulli beams [108], with a width lo-
cated between 0.5 mm and 2 mm and with a cell length located between 5 mm and
30 mm. Thus, the dimensional inaccuracies depicted earlier impact the cellular materials
importantly. Former articles have estimated the absolute precision of FFF printed part to
0.16±0.009 mm at best [186]. The relative error of the 3D printed parts width, according
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(a) Retraction of the filament in the nozzle [181] (b) Outer layer of 3D-printed parts [182]

(c) Nozzle coolers [183]
(d) Layer height of 3D-printed parts

[184]
(e) Infill percentage of 3D-printed

parts [185]

Figure 2.14. Summary of the main 3D-printing parameters influencing the part’s di-
mensional quality or its mechanical properties

to the previously fixed interval, is located in an interval of [8%, 32%]. Assuming that the
cell wall has a rectangular section, according to Equation 2.22, when the beam is submit-
ted to an external force, its flexural stiffness EI depends on the cube value of the beam’s
width b. In Equation 2.22, d is the beam’s displacement, E is the bulk material’s rigidity,
I is the beam’s second moment of inertia, b is the beam’s width and c is the beam’s depth.
Depending on the manufacturing error value, the displacement error value and thus the
cellular material’s final rigidity error value varies from 25% up to 130% of the expected
displacement or rigidity value.

d = f(EI)

I = b3c

12
(2.22)

Thus, when a 3D printed cellular material or cellular structure is manufactured through
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FFF and is then characterised experimentally and modeled numerically, the variability
of its walls width needs to be estimated precisely. Nonetheless, in addition to these ge-
ometric defects, the 3D printing process induces the presence of porosity inside the 3D
printed material and induces anisotropy through the filament directional deposition [187],
[188]. These two process induced properties are interdependent and have an impact on the
mechanical properties of the 3D printed material [187], [188]. Furthermore, the presence
of porosity and the degree of anisotropy are influenced by numerous slicing and printing
parameters [189]–[191].

The temperature extrusion, the temperature bed and the cooling conditions stated
above as influencing part warping also influence the level of cristallinity of the polymer for
thermoplastics, the polymer filaments bonding and thus the mechanical properties [174].
However, the nozzle temperature must be adjusted carefully, as too high nozzle temper-
atures can lead to dimensional inaccuracies [174]. For manufacturing cellular structures,
the printing speed is also a crucial parameter as it has a direct impact on the cellular
material’s dimensions precision. In addition to this, the printing speed also affects the
mechanical properties of the 3D printed part, the part’s tensile and flexural modulus and
strength decrease with the increase of printing speed [176]. This decrease in tensile and
flexural properties with printing speeds seems to be due to the increase in porosity in the
3D-printed part’s structure [187]. Indeed, when the printing speed increases, the part is
less exposed to high temperatures, resulting in a lower material expansion and thus more
void [187]. Hence, the printing’s parameters value must be set precisely, when printing
cellular structures, in order to minimize dimensional errors while maintaining decent me-
chanical properties.

Nevertheless, in the same study, Christiyan et al. showed that the effect of printing
speed can be overshadowed by the effect of a higher layer thickness [176]. As a matter of
fact, the maximum tensile and flexural strengths decreased with the increase of the layer
height [162], [176]. Besides the layer height, slicing parameters in general have a critical
importance for ensuring good mechanical properties to the 3D printed parts [174]. The
most important ones being the layer height, the infill percentage (see Figure 2.14e), and
the infill raster angle (see Figure 2.15) [174].

The infill has a direct link with the part’s mechanical strength and stiffness. Indeed,

93

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



Chapter 2 – Multi-scale analysis of the morphing mechanism

multiple parameters are tailorable with the infill: the density and the pattern. Obviously,
the infill density directly dominates the mechanical properties of the 3D-printed part [192].
The denser the infill is, the better the mechanical properties are [192]. Indeed, the best
mechanical properties are attained for infill density superior to 100%, where the polymer
filaments of printed layers overlap, reducing the part’s porosity [174]. In FFF, multiple
pattern geometries are available in slicing softwares: hexagonal, or linear patterns [192].
The infill’s pattern seems to play a significant role in the mechanical properties exhibited
by 3D-printed parts [192], [193].

Finally the infill’s raster angle is also widely studied in the literature [194]–[196].
The raster angle is defined as the angle between the X-axis of the 3D printer and the
deposited filament as shown in Figure 2.15. The best mechanical properties are obtained
when the 3D-printed part is loaded along the raster angle orientation [177], [197]. When
the loading is not parallel to the raster angle orientation, the bonding areas between
deposited polymer beads get loaded which affects mechanical properties negatively [174],
[177]. These mechanical properties disparities are due to the process induced anisotropy
[174], [177].

Z

XY

Figure 2.15. Raster angle of a 3D printed layer [198]

In this section, the Fused Filament Fabrication process has been presented. It in-
duces multiple changes to the final manufactured part, such as microstructure changes,
by introducing porosity and anisotropy, and it also alters the part’s final dimensions and
geometry. These elements are influenced by a great number of printing parameters. Fur-
thermore, these altered bulk material’s mechanical properties and the part’s geometry
have a tremendeous impact on global mechanical properties of the 3D-printed part. Thus,
if cellular materials are manufactured with the FFF process, according to what has been

94

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



2.1. Introduction

said in this Section and in Sections 2.1.1 and 2.1.2, this can have tremendous effects on
their global mechanical properties. Thus, it would be interesting to know how to
quantify and control these different process induced properties on the final
cellular structure. And also to seek how these process induced properties can
be taken into account in a numerical model. Indeed, while developing our morphing
concept, taking the porosity and process induced anisotropy in the cellular morphing hy-
drofoil into account is essential to predict and to simulate reliably its mechanical behavior.

To summarise the objectives of this chapter, the global aim of this section is to in-
vestigate the passive morphing mechanism developed by Bornengo [47]. This morphing
concept is constituted of a cellular architectured core and a surrounding skin. Depending
on the concepts considered, the cellular core can be at a material level scale [47] or a
structure level scale [69], [76] (cf. Section 2.1.2) and the surrounding skin can be continu-
ous around the core [76] or discontinuous [47], [69]. Depending on the concepts, different
core behaviors of the core can be observed: the main deformation mechanism governing
morphing is either tensile dominated [47], [69] or shear dominated [76]. Thus, the global
objective of this chapter will be to address two questions: what are the critical param-
eter(s) influencing the core’s deformation mode when the morphing structure
is bent? What are the observable differences for the tension (compression)
dominated deformation core and the shear dominated deformation core?

As shown in this introductory section, for investigating the behavior of structures with
cellular materials, a multi-scale approach is needed to take into account the impact of the
bulk material and the geometric pattern of the cellular material on the global structural
mechanical properties. Here, three scales are considered:

— The microscopic scale, where the mechanical properties of the bulk material are
characterised

— The mesoscopic scale, where the influence of the cellular pattern’s geometry on
local deformation mechanism and on elastic properties is studied

— The macroscopic scale, where the global behavior of cellular beams is analysed,
compared and discussed through the different scales

The passive morphing airfoil problem exposed before can be reduced to a cantilever
beam bending problem [141], [199]. In this study, a two-step-investigation-strategy is con-
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ducted. In a first step, a numerical and experimental multi-scale analysis is performed
with four different patterns and 3D printed cellular beams tested in a 3 points bending
configuration. This analysis is used to study the beam’s flexural behaviour by isolating
and quantifying all internal parameters that have an influence on the beam’s flexural prop-
erties. The three scales previously presented are studied. In a second step, the numerical
models developed at the macroscopic scale are used on cantilever beams, as representation
of morphing airfoils cambering and decambering. The effect of the skin’s stiffness and of
the cellular core’s cell size is discussed with these results.

To do that, minor issues have to be solved. The first one consists in finding how
to take into account the process induced porosity and anisotropy in the 3D
printed structures. Thus, the data obtained experimentally at the microscopic scale
will be used in the numerical model used for the multi-scale analysis. Then, the results
obtained numerically at the macroscopic scale for the cellular beams tested in a 3 points
bending will be compared to the experimental results obtained at this scale for assessing of
the effectiveness of the modeling method employed. The second one consists in knowing if
a homogeneous equivalent material used for modeling the cellular core is able
to display similar mechanical behavior as the non-homogeneous cellular core.
Cellular beams with various unit cell size of the core and with different skin rigidities are
tested numerically in a cantilever configuration to provide enlightenment on this issue.
The results obtained will then be compared to a beam with a homogeneous equivalent
material used as the beam’s core.

2.2 Materials and methods

2.2.1 Material

We use an injection moulded co-Polyester (CPE) polymer supplied by Ultimaker. Its
mechanical properties can be found in Table 2.3.
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Young’s modulus Yield strength Poisson’s ratio Density
(MPa) (MPa) (-) (g.cm−3)
1900 50 0.44 1.27

Table 2.3. Mechanical properties of isotropic injection molded CPE’s [200]

2.2.2 Manufacturing of tensile samples and cellular beams

The process used for sample fabrication is a fused filament fabrication (FFF) process, a
3D printing technique. The 3D printing machine is an Ultimaker 2 and the slicing software
is Cura 4.0. The printing parameters of the samples are given in Table 2.4.

Layer Nozzle Plate Cooling Flow Print Nozzle infill
height temp. temp. speed diameter overlap

0.2 mm 255 oC 85 oC OFF 108 % 60 mm/s 0.4 mm 6 %

Table 2.4. Printing parameters used (https://ultimaker.com/ last connection on
September 9th 2020)

As explained in Section 2.1.3, dimensional precision is very important for cellular
materials. Thus, these printing parameters were chosen to print a sample as fast as possible
while keeping unit cells dimensional inaccuracies low, without defects and with smooth
surfaces. In the parameters shown in Table 2.4, the Flow (flow rate) and infill overlap

values were set for different reasons. They were set to guarantee that the infill density
is theoretically superior to 100% and guaranteeing a good cohesion between the different
polymer strings. Indeed, the infill overlap value of 6% means that 6% of the printed
filament’s volume will be shared with other filaments. In the same way, the Flow value
ensures that supplementary materials will be extruded for promoting this bonding. The
printing duration varied from 30 minutes up to 1 hour for tensile samples and from 8
hours up to 12 hours for beams. The dimensions of the beams were set to 250 × 50 × 10
mm3 (see Figure 2.16). The beam’s length L and its height d were set to maximise the
beam’s aspect ratio L/d, in the technical limits available, i.e. the printer’s plate size of
200× 200 mm2, and for having three unit cells in the vertical direction.

Figure 2.16 shows the dimensional parameters of the cellular beam and their numeri-
cal values. The depth t was set to optimise the printing time. In addition, CPE polymer
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skins have been set on the top and the bottom of the beam. These skins act as continu-
ous surfaces for the rollers to apply loads efficiently for the 3 points bending tests. Their
thickness b is 2 mm.

250 (L)

5
0
 (

d
)

2
 (

b
)

10 (t)

Figure 2.16. Dimensions of all cellular beams (reentrant pattern example)

2.2.3 Microscale: Experimental mechanical characterisation of
the material

The elastic properties of the 3D-printed CPE have been characterised in longitudi-
nal tension, transverse tension and in-plane shear with filaments oriented at 0, 90 and
±45o with respect to the loading direction. Three types of samples were printed following
ISO-527-B (tensile tests) and ISO-14129 (shear tests). For each filament orientation, 5
specimens have been manufactured and tested (Instron 5566; load cell 1 kN). A biaxial
extensometer was fixed on tensile samples to measure longitudinal and transverse dis-
placements and compute classically the associated strains. According to ISO-527-B, the 0
and 90 ° samples tensile moduli were calculated by linearly fitting the stress and the strain
measured values. The Poisson’s ratios were determined by dividing the measured values
of the transverse and longitudinal strains (strain interval between 0.05% and 0.25%). The
Yield strength R0.2%

p was classically determined from the stress-strain curve with a 0.2 %
offset. For shear samples, the shear strain is γ = ϵ1− ϵ2 , where ϵ1 and ϵ2 are the axial and
transverse tensile strains, respectively. The results of these tests are presented in §2.3.1.

2.2.4 Microscale: Experimental porosity measurement of the 3D
printed material

Porosity measurements were also conducted in this experiment. To measure it, for
each filament orientation, 5 small 3D printed blocks were cut in tensile samples, whose

98

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



2.2. Materials and methods

dimensions were set to 10 × 4 × 20 mm3. After being cut, the density of the 3D printed
sample was measured with specific gravity analysis measurements. Figure 2.17 shows how
specific gravity analysis measurements are carried out.

0

(a) Gravimetric measurements set up
with no sample

0

(b) 3D printed sample’s weight mea-
sured in air

0

(c) 3D printed sample’s weight mea-
sured in ethanol

Figure 2.17. Gravimetric measurments experimental set-up

Firstly, the 3D printed rectangle’s mass Mair (see Figure 2.17b) is measured in air
and then the mass Methanol is measured in ethanol (see Figure 2.17c). With the help of
Equation 2.23, the experimental 3D printed part density is calculated with the previously
measured data. In Equation 2.23, ρ3D printed is the density of the 3D printed material,
ρethanol is the density of ethanol estimated at 789 g.cm−3 at 20oC and ρair is the density
of air estimated at 1.3 g.cm−3.

ρ3D printed = Mair

Mair −Methanol

(ρethanol − ρair) + ρair (2.23)

Finally, this density is compared to the theoretical density value ρCP E th of the trans-
parent CPE given in Table 2.3 and is used for calculating the porosity p in Equation
2.24.

p = 1− ρ3D printed

ρCP E th

(2.24)

2.2.5 Mesoscale: Selection of pattern

Four types of cellular patterns were selected: a hexagonal re-entrant honeycomb, a
swastika pattern, a double-arrow shaped pattern and a hexachiral pattern (see Figure
2.18).
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a) b)

c) d)
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Figure 2.18. Cellular material’s unit cells tested a) Reentrant b) Swastika c) Hex-
achiral d) Double-arrow head

The designs of the four cellular patterns were selected for: (i) their auxetic proper-
ties (except for the swastika pattern, all cellular materials exhibit a negative Poisson’s
ratio); (ii) their different shear rigidities that are related to auxeticity [47], [69]; (iii) their
compliance for morphing [47], [69], [76]. The pattern compliance was estimated with the
Maxwell’s connectivity and stability criterion [201]. This criterion is regularly used to
determine the structural stability of rigid truss structures. Eq. (2.25) gives the condition
for 2D pin-jointed frames made out of b struts and j joints to be both statically and
kinematically determinated, Eq. (2.26) gives the same kind of information for the 3D
case.

M = b− 2j + 3 = 0 (2.25)

M = b− 3j + 6 = 0 (2.26)

The structural behaviour of the cellular solid is then determined with the obtained
results from Eq. (2.25) or (2.26) (see Figure 2.19).
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M<0 M=0 M>0
Bending dominated

Compliant structures

Stretch dominated

Stiff structures

Over-constraint design

Internal stresses

Figure 2.19. Structures type determination with Maxwell’s criterion, image adapted
from [109]

All previously cited cellular patterns exhibit a negative M value (see Figure 2.19).
After selecting these cellular materials, their geometrical parameters have been precisely
set so that every unit cell has a relative density of approximately 0.3 (see Table 2.5). This
was done to reduce the contribution of mass on the mechanical properties. The limit value
of 0.3 for the relative mass has been chosen for manufacturing constraints.

b j M L t α θ H R
- - - (mm) (mm) (deg) (deg) (mm) (mm)

Reentrant 6 6 -3 15 2.05 - -30 17 -
Swastika 12 12 -9 5 1.7 - 90 5 -

Double arrow 4 4 -1 25 1.6 120 60 - -
Hexachiral 6 6 -3 16 1.6 - 30 - 6

Table 2.5. Geometrical properties of different shapes, see main text for the definition
of parameters

2.2.6 Mesoscale: Estimation of unit cells properties

For every cellular pattern, numerical homogenisation was used to estimate their elastic
properties: Ex, Ey, Gxy and νxy (in the axis system presented in Figure 2.20) using Abaqus
software v.6.17.
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a) b)

c) d)

Figure 2.20. The different Representative Volume Elements, their vectors of period-
icity (A,B and C) and their periodic boundaries. a) Reentrant b) Swastika c)
Double-arrow d) Hexachiral

Periodic and stress driven boundary conditions have been set on the unit cell of each
pattern. The mechanical homogenisation was carried out with the Abaqus Micromechanics
Plugin. This plugin automatically sets the periodic boundary conditions and the stress-
driven boundary conditions. It also automatically solves the finite elements models and
post-treats the finite elements results to display the patterns deformations and elastic
coefficients. However, for that to work, it is needed to provide an already meshed pattern
and specified locations for applying periodic boundary conditions. Figure 2.20 displays the
different vectors of periodicity and the periodic boundary conditions. 3D quadratic finite
elements with full integration were used. For the reentrant, swastika, double arrow and
hexachiral cellular patterns, the number of quadratic elements used for each pattern is 19
194, 10 600, 3 354 and 9 588 respectively. The stress driven boundary conditions values
imposed at periodic boundaries are 23 MPa, 18 MPa, 11 MPa and 30 MPa respectively.

The material properties of the different Representative Volume Elements (RVE) were
modelled in two steps to account for anisotropy. Firstly, local coordinate systems have
been set on each RVE to suit the anisotropic properties of printed polymer. For each
RVE, Figure 2.21 displays local axis systems. The longitudinal direction corresponds to
the direction of the fused filament filling. Secondly, the material elastic properties are
those of a linear transversely isotropic elastic behaviour introducing 5 independent elastic
constants (see § 2.2.3).
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a) b)

c) d)

Longitudinal

Direction

Figure 2.21. Local 3D printing longitudinal directions a) Reentrant b) Swastika c)
Double-arrow d) Hexachiral

2.2.7 Macroscale: Experimental mechanical characterisation of
cellular beams

At this scale, an experimental 3 points bending test is conducted to validate the numer-
ical model (see next Section). The reasons for making an experimental 3 points bending
test instead of an experimental cantilever beam test lie in the difficulty to obtain a proper
clamping at one edge of the beam. Figure 2.22 shows the four types of manufactured
cellular beams. Each cellular beam was manufactured 5 times, then these beams were
tested in 3 points bending. The loading rate is 1 mm/s and the distance between the
lower rollers is 190 mm. The loading rate is kept low to avoid visco-elastic effects of the
3D printed material. The testing room temperature was 20°C, and the humidity rate in
the room was about 40%.
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a) b)

c) d)

Figure 2.22. Pictures of different 3D printed cellular beams a) Reentrant b) Swastika
c) Double-arrow d) Hexachiral cellular solids

For each beam, the test consisted in a displacement of 1 mm of the upper roller. This
low value of displacement ensures the beam to remain in the elastic domain. While testing,
the reaction force was then measured by a load-cell of 1 kN. A LVDT Gefran sensor was
used under the beam’s lower surface to measure the beam’s deflection. Having a linear
mechanical response for these mechanical tests, the beam’s stiffness was then calculated
by linearly fitting the force and the displacement. The linear regression range used for
determining the beam’s stiffness starts at 0.2 mm and finishes at 1 mm.

2.2.8 Macroscale: Numerical mechanical characterisation of cel-
lular beams

This numerical model of 3 points bending test aims at precisely describing the exper-
imental beam bending behaviour. The beam is considered as a deformable solid, whereas
the rollers are specified as rigid bodies. The contact between the beam and the rollers is
modelled as a hard frictionless contact. A vertical displacement of 1 mm is imposed on
the upper rollers. The beam stiffness is then calculated. Figure 2.23 shows the numerical
model used for the numerical 3 points bending test.

The finite elements used are 3D quadratic elements with full integration. For the reen-
trant, swastika, double arrow and hexachiral cellular patterns, the number of quadratic
elements used for each pattern is 30 902, 29 994, 31 030 and 57 588 respectively.
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X

Y

Figure 2.23. 3 points bending numerical model (Reentrant pattern example)

2.2.9 Macroscale: Numerical investigation of the skin’s rigidity
effect

The numerical model described above is then employed again to model a cantilever
beam configuration. One edge of the beam is clamped and the other edge is assigned with
a vertical displacement of 3 mm. Two configurations are considered: one where the skin’s
material is the 3D printed material (E = 1900 MPa, ν = 0.44) and one where the skin’s
material is taken as a compliant isotropic material with a Young’s modulus of 0.02 MPa
and a Poisson’s ratio of 0.3 (see Figure 2.24). This material is not referred to any existing
specific material; these coefficients are used to represent a configuration where the skin
does not affect the stiffness and the deformation mode of the beam.

X

Y

Compliant skins: E=0.02 MPa =0.3

Rigid skins: 3D printed material 

properties

Uy=3 mm

(A)

(B)

Uy=3 mm

Figure 2.24. Cantilever beams simulation configuration (A) Rigid skins (B) compliant
skins
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2.2.10 Macroscale: Numerical investigation of the core’s unit
cell size effect

The numerical model developed in § 2.2.8 is used once again for investigating the im-
pact of the core’s cell size on the mechanical behavior of the structure. To do that the
same cantilever beam experiment with two distinct skin rigidities, as depicted in § 2.2.9
and shown in Figure 2.24, is reused in this section. However, in this new experiment, out
of the four patterns previously tested, only the double-arrow geometric pattern is chosen
in this numerical experiment. The pattern choice is arbitrary and any other pattern could
have been convenient for this experiment.

The material used as the beam’s bulk material is an isotropic CPE polymer with a
Young’s modulus of E = 1900 MPa and a Poisson’s ratio of ν = 0.44. These data are
the ones given by the supplier, Ultimaker, and given in Table 2.3. Here the 3D printed
CPE is replaced by the isotropic CPE, because the method used to take into account the
process induced anisotropy becomes time consuming and complicated for a number of cell
superior to 4.

(a) Cantilever beam with 2 unit cells in width (b) Cantilever beam with 3 unit cells in width

(c) Cantilever beam with 4 unit cells in width (d) Cantilever beam with 5 unit cells in width

(e) Cantilever beam with 6 unit cells in width

Figure 2.25. Different cantilever beam configurations for investigating the effect of
the unit cells number on the structure’s behavior

The geometric parameters used for earlier experiments and given in Table 2.5 of §2.2.5
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correspond to a 3 double arrow unit cells present in the beam’s thickness. The number
of cells is changed from 3 to 2, 4, 5 and 6 cells by changing the double-arrow unit cell
geometric parameters. These parameters are given in detail in Table 2.6 of the next sec-
tion where these unit cell geometries are reused (§ 2.2.11). While changing the geometric
parameters and the unit cell’s size, its relative density was kept constant. Calculations are
provided in the next section at Equation 2.27. For each beam configurations, the number
of quadratic elements used is respectively 47 792, 19 488, 149 279 and 189 120. Figure
2.25 shows the four cantilever beams tested in this section.

For each beam, the numerical stiffness is estimated in a soft skin configuration and
a rigid skin configuration. The soft skin mechanical properties is the same as the one
presented in § 2.2.9. For one skin rigidity configuration, the evolution of the beam stiffness
is presented in function of the number of cells present in the beam’s height.

2.2.11 Macroscale: Numerical investigation of the differences in
using a homogeneous equivalent material as the cellular
core

X
Y

 

Compliant skins: E=0.02 MPa ν=0.3

Rigid skins: 3D printed material 
properties

Uy=3 mm

(A)

(B)

Uy=3 mm

Anisotropic homogeneous equivalent 
material

(a) Numerical cantilever beams with an homogeneous
equivalent material as core tested with rigid skin configura-
tion (A) and compliant skin configuration (B)

(b) Numerical finite element model of a cantilever beam
with an homogeneous equivalent material as core

Figure 2.26. Different cantilever beam configurations for investigating the effect of
the unit cells number on the structure’s behavior
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For being able to observe if the mechanical behavior of a morphing structure using
a homogeneous equivalent material as the beam’s core, a new numerical model is devel-
oped. This model is presented in Figure 2.26. The homogeneous equivalent material used
in the core is anisotropic and its elastic coefficients change for each skin configurations.
The elastic coefficients values used in the homogeneous equivalent core are determined
by homogenising the cellular unit cells used in the cellular beams of § 2.2.10 and showed
in Figure 2.25. To do that, the homogenisation method used in § 2.2.6 was applied to
each modified cellular pattern. Yet, for being able to homogenise them, the geometric
parameters of each unit cells must be known precisely.

Figure 2.27 depicts the different geometric parameters that defines a double-arrow
shape. Table 2.6 shows the values of these geometric parameters for each cantilever beam’s
number of cells in the direction of width and their respective relative density values.

L

H

α

θ

t

Figure 2.27. Geometric parameters defining a Double-arrow unit cell

These geometric parameters were selected for keeping a constant relative density for
each unit cell. Equation 2.27 shows how the relative density ρ∗

ρs
is calculated with the help

of the geometric parameters of the double-arrow pattern depicted in Figure 2.27.

H1 = L

4sin( θ
2)

H2 = L

2sin(α
2 )

H = 2H1cos
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θ

2

)
−H2cos

(
α

2

)
ρ∗

ρs

= 4H1t + 2H2t

H.L

(2.27)
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Because, it has to be compared to the results of the previous section, the bulk material
of the unit cells is also made out of isotropic CPE polymer.

Numbers of L t α θ H relative
cells in width (mm) (mm) (deg) (deg) (mm) density

2 cells 35 2.25 120 60 - 0.185
3 cells 25 1.6 120 60 - 0.185
4 cells 20 1.3 120 60 - 0.187
5 cells 15 1.0 120 60 - 0.192
6 cells 14 0.9 120 60 - 0.185

Table 2.6. Geometric values of the different parameters of the Double-arrow shape
used in cantilever beams with different unit cells size

Table 2.7 shows the homogenised elastic coefficients of the different double-arrow pat-
tern configurations. Once the beams with a homogeneous core are tested in a cantilever
test, their numerical stiffness is estimated. The stiffnesses obtained in this section are then
compared to the stiffnesses obtained in § 2.2.11.

Numbers of Ex Ey νxy Gxy

cells in width (MPa) (MPa) (-) (MPa)
2 cells 23.7 17.0 -0.99 42.1
3 cells 23.3 16.7 -0.99 41.9
4 cells 24.7 17.6 -0.99 42.7
5 cells 27.1 18.9 -0.98 43.9
6 cells 23.7 17.0 -0.99 42.1

Table 2.7. Numerical values of homogenised elastic coefficients for each double-arrow
pattern configuration

For comparing them, The relative difference in bending stiffness for each skin configu-
ration between is then calculated with Equation 2.28. In this Equation, KHom corresponds
to the numerical bending stiffness for beams with homogeneous cores and Kstruct corre-
sponds to the numerical bending stiffness for beams with cellular structures used in the
core.
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r = |KHom −Kstruct|
Kstruct

(2.28)

2.3 Results

2.3.1 Microscale

Figure 2.28 shows representative stress-strain plots for the three types of CPE printed
samples. The difference in behaviour between 0° and 90° samples is an evidence of the
anisotropy induced by the 3D printing manufacturing process.
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Figure 2.28. Representative engineering stress-strain curves for 0° specimens, 90° 3D
printed specimens and ±45° specimens

Table 2.8 shows the experimental elastic coefficients. By comparison to Table 2.3, a
decrease in rigidity (∼10%) and yield strength (∼60%) properties of the 3D printed ma-
terial can be observed with respect to the injection molded material. A drop in rigidity
and strength is also observed in the literature for other polymers, like ABS 3D printed
parts. The rigidity decrease is in the range of 11-37% [188] and the strength decreasing is
in the range of 20-80% [197] comparing to the isotropic ABS.

Moreover, from Table 2.8 the anisotropy ratio between the transverse modulus Et

and the longitudinal modulus El can be calculated and it is equal to Et

El
= 0.55. In the
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literature, the anisotropy ratio measured varies a lot depending on the studies, in some
studies this ratio is close to 1 and the 3D printed material is almost isotropic [190], in
other studies a medium range of anisotropy is observed and this ratio is close to 0.80
[202], [203] and in other studies, a high degree of anisotropy is observed with ratios close
to 0.6 [204]. The anisotropy degree observed for the 3D-printed samples of this study is
very high and is close to high anisotropy ratios found in the literature.

Test Elastic modulus Yield strength (R0.2%
p ) Poisson’s ratio

(MPa) (MPa) (-)
Longitudinal tension 1720 ± 55 (El) 30 ± 1 0.436 ± 0.006 (νlt)
Transverse tension 940 ± 73 (Et) 7 ± 1 0.241 ± 0.022 (νtl)

In-plane shear 420 ± 95 (Glt) 10 ± 3

Table 2.8. Mechanical properties of the 3D printed transparent CPE

Indeed, depending on the various processing parameters that were used (raster angles,
part orientation, layer height...), the internal cohesion and the porosity inside the 3D
printed material may considerably vary [205]. They have a direct impact on the bonding
between layers and the building orientation [206]. Thus, we think that the high orthotropy
observed in this 3D printed material is due to a difference of porosity between the 0° sam-
ples and the 90° samples.

Figure 2.29 shows the porosity present in the three types of CPE printed samples. On
this Figure, it can be seen that the porosity level of 90° samples is almost twice more
important than 0° samples.

Table 2.9 shows the mean porosity values observed for the different types of samples.
The porosity ratios between the 90° samples and 0° samples is close to 0.60. Hence,
the strong anisotropic ratio observed earlier is majorly due to the difference in porosity
content.

2.3.2 Mesoscale

Table 2.10 presents the in-plane numerical values of homogenised elastic coefficients
for every cellular material. We also check for a possible transverse isotropy of each pattern
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Figure 2.29. Porosity measurements for 0° specimens, 90° specimens and ±45° spec-
imens

Sample Porosity mean
orientations value (in %)

0 deg 6.76 ± 1.46 (El)
90 deg 10.71 ± 2.04 (Et)
45 deg 2.50 ± 1.36 (Glt)

Table 2.9. Porosity values of the 3D printed transparent CPE

(plane x-y in Fig. 2.20). For checking the transverse isotropy, the equivalence between Ex

and Ey and the validity of Eq. 2.29 were sought. Following those conditions, the reentrant
and double arrow are clearly not transversally isotropic since their two tensile elastic
moduli are different. The swastika and hexachiral pattens, on the contrary, have the same
moduli. But only the hexachiral pattern fulfils the transverse isotropy relationship given
in Eq. (2.29) and yet is transversely isotropic.

Gxy = Ex

2 (1 + νxy) (2.29)

Figures 2.30 to 2.33 show the different deformation mechanisms for each pattern depend-
ing on the loading mode (tension or shear).
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Pattern Ex (MPa) Ey (MPa) νxy (-) Gxy (MPa) Transverse isotropy?
Reentrant 20.3 5.0 -0.45 0.76 No
Swastika 9.23 9.23 0 1.19 No

Hexachiral 37.2 37.1 -0.32 27.1 Yes
Double Arrow 17.4 12.7 -0.99 33.6 No

Table 2.10. Numerical values of homogenized elastic coefficients for every cellular
material, see § 2.2.6 for the definition of parameters

x

y

a) b) c)

Figure 2.30. Deformation of the Reentrant pattern and Mises stresses associated un-
der an imposed stress of 23 MPa a) under tensile loading in direction x b)
under tensile loading in direction y c) under shear (x,y) loading
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x

y

a) b) c)

Figure 2.31. Deformation of the Swastika pattern and Mises stresses associated under
an imposed stress of 18 MPa a) under tensile loading in direction x b) under
tensile loading in direction y c) under shear (x,y) loading

x

y

a) b) c)

Figure 2.32. Deformation of the Hexachiral pattern and Mises stresses associated
under an imposed stress of 11 MPa a) under tensile loading in direction x b)
under tensile loading in direction y c) under shear (x,y) loading
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x

y

a) b) c)

Figure 2.33. Deformation of the double arrow pattern and Mises stresses associated
under an imposed stress of 30 MPa a) under tensile loading in direction x b)
under tensile loading in direction y c) under shear (x,y) loading

2.3.3 Macroscale

Macroscale: Experimental mechanical characterisation of cellular beams

Figure 2.34 shows the evolution of the force applied by the upper roller as a function of
the beam’s deflection. It can be described by a linear elastic behaviour (see Figure 2.34).
This result is in accordance with the results obtained at the microscopic scale where the
mechanical behaviour of the printed CPE was also linear elastic. Figure 2.34 and Table
2.11 also show that the numerical model describes perfectly (Reentrant and Swastika) or
adequately (Hexachiral and Double-Arrow) the experimental data.

In addition, by comparing the results obtained in Table 2.10 and Table 2.11, it can
be observed that the macroscopic beam’s stiffnesses and the mesoscopic pattern’s shear
rigidities are sorted equally. In both tables, the two same groups of stiffnesses and rigidities
can be observed: a low rigidity group composed of the reentrant and the swastika patterns
and a high rigidity group composed of the hexachiral and the double arrow patterns. As
expected, these results highlight that the core of the beam is loaded in shear (sandwich
structure).

115

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



Chapter 2 – Multi-scale analysis of the morphing mechanism

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

20

40

60

80

100

120

140

160

180

200
Experimental data

Reentrant
Swastika
Hexachiral
Double-arrow

Numerical data
Reentrant
Swastika
Hexachiral
Double-arrow

Displacement (mm)

Fo
rc

e
(N

)

Figure 2.34. Comparison between experimental and numerical 3 points bending force-
displacement curves for the four patterns (experimental error-bars are super-
imposed)

116

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



2.3. Results

Macroscale: Numerical investigation of the skin’s rigidity effect

Table 2.12 shows the numerical stiffnesses of the different cellular beams tested in a
cantilever configuration with compliant and rigid skins. This table highlights that the
stiffness order of each cantilever beam with stiff skins is the same as the 3 points bending
tested beam. The rigidity groups of each pattern are also the same. Thus, the main
deformation mechanism of the cantilever beam’s core with rigid skin is also shear. Hence,
this cantilever beam behaves as a sandwich structure.

Pattern Experimental stiffness Numerical stiffness Deviation
(N/mm) (N/mm) (in %)

Reentrant 14.4± 0.5 13.7 4.9
Swastika 25.5± 0.9 25.6 0.4

Hexachiral 131± 2 137 4.6
Double arrow 173± 17 181 4.6

Table 2.11. Experimental and numerical bending stiffness of cellular beams (3 points
bending)

On the contrary, the beams with compliant skins exhibit different stiffnesses that are
ten to hundred times lower than the cantilever sandwich composites. Moreover, their bend-
ing stiffness order is different compared to the previously cited cantilever beams and does
not follow any rigidity order from Table 2.10. These results indicate that the deformation
mode of these beams is dramatically different from standard sandwich composites.

Figures 2.35 and 2.36 show the different mechanical behaviour of cellular beams with
rigid and compliant skins and their core’s stress state. Cellular beams with rigid or com-
pliant skins exhibit very different mechanical behaviours. Cellular beams with rigid skins
have a higher maximal stress usually located in the rigid skin. This means that the rigid
skin opposes to beam’s deflection. On the contrary, structures with compliant skins have
lower maximal stress and the whole stress concentration is within the structure, whereas
the skin remains quasi unloaded. The skin is not stiff enough to prevent the beam’s de-
flection. Thus, in response to the beam’s deflection, the compliant skin deforms locally.
These results also confirm that the beams with compliant skins behave in a more complex
way than the classical sandwich structure.
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a)

b)

c)

d)

Figure 2.35. Mises stress distribution in rigid skins cantilever cellular beam’s core
with 20 times amplified zoomed deformations a) Reentrant b) Swastika c)
Hexachiral d) Double-Arrow
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a)

b)

c)

d)

Figure 2.36. Mises stress distribution in compliant skins cantilever cellular beam’s
core with 20 times amplified zoomed deformations a) Reentrant b) Swastika
c) Hexachiral d) Double-Arrow
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Pattern Rigid skins stiffness Compliant skins stiffness
(N/mm) (N/mm)

Reentrant 1.95 0.14
Swastika 3.28 0.25

Hexachiral 9.03 0.09
Double arrow 11.3 0.24

Table 2.12. Numerical bending stiffness of cellular cantilever beams with rigid and
compliant skins

Macroscale: Numerical investigation of the core’s unit cell size effect

Figure 2.37 shows the evolution of the bending stiffness of cellular beams with rigid
and soft skins in regard to the beam’s cell number in its width.

For the rigid skin configuration, on Figure 2.37a, it can be seen that the bending stiff-
ness oscillates between 14 N/mm and 15.3 N/mm. Having variations that are that small,
the bending stiffness of rigid beams can be considered constant. The mean stiffness value
is 14.9 N/mm and it oscillates in an interval of ±5%. Thus, it can be concluded that
the cell size have not a significant impact on a rigid skined cellular beam’s mechanical
behavior; i.e. the bending stiffness of a beam with rigid skin is independent of the number
of cell in its width.

For the soft skin configuration, on Figure 2.37b, it can be seen that the bending stiff-
ness increases with the number of cells in the direction of width. Indeed, when the number
of cell passes from 2 to 6, the bending stiffness is doubled. The cell size seems to have a
more important impact than the mechanical properties of the pattern for beams with soft
skins. Thus, in Table 2.12 of § 2.3.3, the beams with soft skin exhibiting a lower bending
stiffness must have a lower number of cells in the direction of width compared to the
beams with higher bending stiffnesses.

Macroscale: Numerical investigation of the differences in using a homogeneous
equivalent material as the cellular core

Figure 2.38 shows the evolution of the relative difference of bending stiffness between a
beam with homogeneous core and with a cellular structural core in function of the beam’s

120

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



2.3. Results

2 3 4 5 6
Width cell number

14.0

14.2

14.4

14.6

14.8

15.0

15.2

15.4
Be

nd
in

g 
st

iff
ne

ss
 (N

/m
m

)

(a) Evolution of the numerical beam bending stiffness of a beam with rigid skins in function of the beam’s cell number in
width
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(b) Evolution of the numerical beam bending stiffness of a beam with soft skins in function of the beam’s cell number in
width

Figure 2.37. Evolution of the numerical beam bending stiffness of beams with rigid
and soft skins in function of the beam’s cell number in width

cell number in width for two different configurations: a beam with rigid skin and with soft
skin. It can be seen that for the rigid skin, for all width cell number, the relative difference
of stiffness between the beam with the homogeneous core and the beam with the cellu-
lar core is inferior to 5%. Table 2.13 depicts the bending stiffness values of rigid skined
beams with a cellular core, beams with a homogeneous core and the relative difference in
bending stiffness between the two beam configurations calculated with Equation 2.28. On
this Table, it can be seen that the difference oscillates from 4.5 % to 1.1 %, which is a low
difference value. Thus from these results, it can be concluded that, when the skins used
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are rigid, a cellular structure can be replaced by a homogeneous material for modeling
the behavior of a morphing structure.

Cell number 2 3 4 5 6
Cellular core 15.3 14 15.3 14.7 15

bending stiffness (in N/mm)

Homogeneous core 14.7 14.7 14.7 14.8 14.7
bending stiffness (in N/mm)

Bending stiffness 4.3 4.5 4.1 1.1 2.2
relative difference (in %)

Table 2.13. Numerical bending stiffness of cellular cantilever beams with increasing
cell number in direction of width with rigid skins and different core configura-
tions

On the contrary, on Figure 2.38, it can be observed that the relative difference of
stiffness for the beams with soft skins dramatically decreases with regard to the cell num-
ber in width. When the cell number in width is 2 or 3, the relative bending stiffness
difference between the cellular and the homogeneous core is close to 100 %. Then when
the cell number in width is increased up to 6, the relative difference of stiffness between
the beams with homogeneous and cellular cores is below 10%. Thus, it can be supposed
that when the cell number is significantly important, the relative difference between the
cellular and homogeneous cores becomes small. From these results, it can be concluded
that the use of a homogeneous material for numerically modeling the cellular core of a
morphing structure gives non-reliable results. The cellular structure’s geometry must be
modeled directly into the numerical model.

Table 2.14 depicts the bending stiffness values of soft skined beams with a cellular core,
beams with a homogeneous core and the relative difference in bending stiffness between
the two beam configurations calculated with Equation 2.28. The results from this table
highlight a new point, the sensitivity of the numerical bending stiffness values obtained
with the homogeneous core to the geometric parameters and the relative stiffness of the
unit cell. Indeed, a relative density value of 0.185 couldn’t be ensured for beams with 4
and 5 unit cells in the direction of width (see Table 2.6). A relative increase of respectively
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1.1 % and 3.8 % was observed for the 4 and 5 number of cells. This increase in relative
density resulted in an increase of respectively 4 % and 14 % in bending stiffness for the
homogeneous core. This sensitivity with regard to the geometric parameters and the rela-
tive density increases the unreliability of the use of a homogeneous core for modeling the
bending behavior of a cellular morphing structure.

Cell number 2 3 4 5 6
Cellular core 0.26 0.24 0.40 0.40 0.53

bending stiffness (in N/mm)

Homogeneous core 0.49 0.48 0.51 0.56 0.49
bending stiffness (in N/mm)

Bending stiffness 92.2 101.4 29.1 40.0 7.5
relative difference (in %)

Table 2.14. Numerical bending stiffness of cellular cantilever beams with increasing
cell number in direction of width with soft skins and different core configurations
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Figure 2.38. Evolution of the numerical relative difference of bending stiffness be-
tween a beam with homogeneous core and a cellular structural core in function
of the beam’s cell number in width
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2.4 Discussion

2.4.1 Analysis of the cantilever beam’s core

As mentioned in § 2.3.3, the behaviour of the cantilever beam with rigid skins is the
same as a sandwich structure: the rigid skin concentrates all the tensile (or compressive)
stresses and opposes to the cellular beam flexural deformation (see Figure 2.35). The core’s
main deformation mode is dominated by shear. By comparing the results of Figure 2.35 to
the shear deformation of the various patterns (c case of Figures 2.30, 2.31, 2.32 and 2.33),
it can be seen that the core deforms uniformly in shear. By concentrating all the tensile
stress, the rigid skin distributes all the shear loading equally and uniformly to the core.
This uniform distribution implies that the pattern size does not have a major impact on
the global mechanical behavior observed, only its shear rigidity and deformation modes
matter. Moreover, the comparison of the values of Maxwell’s criterion from Table 2.5
and the values of shear rigidities from Table 2.10 shows that the shear rigidity cannot be
predicted by Maxwell’s criterion. This criterion is only qualitative for identifying compliant
structures. For instance, the Maxwell’s stability criterion is -3 for the reentrant honeycomb
and -9 for the swastika, while the shear rigidity of the latter is higher than that of the
former. These behaviours seem to be similar to the one observed by Heo et al. [76] on
their morphing airfoil decambering. The conclusions of this study also highlights the
qualitative efficiency of the Maxwell’s criteria in determining compliant shear patterns,
the shear deformation dominance in the airfoil’s cellular core and the lack of effect of cell
size on global stiffness. The behavior of Heo et al’s morphing airfoils is similar to that of
cantilever beams with rigid skins, i.e. sandwich structures.

Therefore for tuning the core’s mechanical behaviour, one must tune the shear rigidity
of the cellular pattern. Many authors linked the cellular shear rigidity with the auxeticity
of a cellular pattern. The closer the Poisson’s ratio is to -1, the higher the shear rigidity
is [47], [48], [207]. Nonetheless, the results obtained in this study are not in complete
agreement with these observations. By observing the values of the Poisson’s ratios and
shear rigidities of the reentrant and swastika pattern in Table 2.10, it can be seen that,
despite being auxetic and sharing the same relative density of 0.3, the shear rigidity of the
reeentrant pattern is lower than that of the swastika pattern. Thus, there seems to be no
complete link between auxeticity and shear rigidity. Some authors made this connection
with the hexachiral lattice [47], [48], [207]. However, this pattern is the only one of our
four patterns that is transversely isotropic in addition to being auxetic. Only in this case,
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the shear rigidity is directly linked to auxeticity, not in other cases. An alternative sorting
of the interplay between resistance to shear force and resistance to pure bending could
be made with the ratio Gxy/Ex. The latter is found to be 0.037, 0.13, 0.73 and 1.93 for
reentrant, swastika, hexachiral and double arrow patterns, respectively. This sorting is in
complete agreement with the stiffness of Table 2.12.

For the cantilever beam with compliant skin, the exhibited behaviour is totally dif-
ferent. It is not stiff enough for concentrating tensile (an compressive) loads. Hence, the
beam’s cellular core deforms non-uniformally because of that loading. This is observable
along and across the beam axis, where the stress is concentrated at the clamped edge of
the beam and decreases at the other end of the beam. Across the beam’s axis, only some
struts of the cellular core concentrate the stress and deform. The rest of the struts are
in a lower stress state and deform less. Because of this non-uniform state, the unit cells
deformation is complex. However, by comparing the results of Figure 2.36 and a) cases of
Figures 2.30, 2.31, 2.33 and 2.32, it can be noted that the dominant deformation mode of
the loaded struts is the tensile / compressive deformation mode.

For the reentrant core (see Figure 2.36 a)), the diagonal struts loaded on the middle-
bottom and the middle-top of the beam bend under loading. In addition, the stress con-
centrates inside these struts, while the vertical struts have low stress concentration. This
deformation mode is similar to the tensile (and compressive) deformation modes of the
reentrant geometry (see a) and b) cases of Figure 2.30), where the diagonal struts con-
centrates the stress and bend under the tensile loading. This tensile loading mode is
thoroughly explained by Gibson and Ashby [108].

For the swastika core (see Figure 2.36 b)), the only deformation mode observable is
the tension and compression of the cells located at the top and the bottom of the beam.
By comparing those deformation modes to the tensile deformation of the swastika’s pat-
tern in Figure 2.31.a, it can be seen that in both cases the central vertex of the pattern
remains unloaded, whereas the horizontal branches bend around the vertex in the center
of the branches. This tensile mode is similar to the one depicted by Smith et al. for the
swastika pattern [208].

For the Hexachiral core (see Figure 2.36.c), it is harder to confirm the loading state of
the core by comparing those results to Figure 2.32. This difficulty might come from the
fact that, unlike the other patterns, the hexachiral pattern has a hexagonal geometry and
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has not been packed the same way as other patterns. Thus, the complex loading state of
the core deforms the pattern in a non-expected way. However, comparing those results
to the one obtained by Spadoni et al. [96], the loaded ligaments seem to rotate around
the nodes of the hexachiral cellular cell. This deformation mode is the same as the one
theorised by Prall et al. [95] for hexachiral honeycombs.

For the Double arrow core (see Figure 2.36 d)), the top and the bottom loaded struts
clearly display a tensile deformation mode when compared to Figure 2.33 a) and b) case’s
deformation mode. Indeed, the outer struts of one arrow remain rigid and undeformable,
whereas the inner struts are compliant and deform under the tensile load like predicted
by many theoretical and experimental models [209], [210].

The behavior of the beam’s core with compliant skins is similar to the behavior of the
cellular core of morphing airfoil observed by Spadoni et al. and Bettini et al. [69], [207],
[211]. In their studies, the airfoil cellular core was also non-uniformly deformed. Thus, the
mechanical behavior of cantilever cellular beams with compliant skins is the same as the
morphing airfoils depicted by Bornengo et al. and Spadoni et al. [47], [69].

The apparent contradiction between [76] and other authors [47], [69], [211] lies in their
skin rigidity. All the authors previously cited used rigid skins around airfoils, composed
of carbon or glass fiber composites or aluminium, in combination with more compliant
materials or rigidity disruption solutions. For instance, [47] used a rubber skin section in
the middle of their glass fiber composite skin for creating a rigidity disruption. [69] had
little holes on the bottom skin of the airfoil and Bettini et al. used a compliant material for
the bottom skin of their airfoil [211]. These disruptions in rigidity allowed the morphing
airfoil to behave like the beam with compliant skins. On the contrary, Heo et al. [76] did
not mention any disruption in rigidity in their morphing airfoil skin leading to a behavior
which is similar to a sandwich composite.

2.4.2 Skin rigidity effect

In this paragraph, we investigate quantitatively the influence of the skin’s rigidity on
the behavior of the cantilever beam. To do that, th numerical model was used again. The
skin is still modeled as an isotropic material (see Figure 2.24), with values of Young’s
modulus ranging from 0.01 MPa to 1000 MPa. Simulations are made to find the order
of magnitude where the skin starts to oppose to the beam’s deflection, and thus when
the global behavior tends towards a sandwich structure behavior. Results are displayed

126

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



2.4. Discussion

10
-2

10
-1

10
0

10
1

10
2

10
3

10
-1

10
0

10
1

Elastic moduli of the skin, E (MPa)

C
a
n
ti

le
v
e
r 

b
e
a
m

 s
ti

ff
n
e
ss

 (
N

/m
m

)

Reentrant

Swastika

Hexachiral

Double Arrow

Figure 2.39. Numerical cellular cantilever beam’s stiffness variation in function of
skin rigidity

in Figure 2.39, which displays the variation of the cantilever beam stiffness as function
of the skin’s elastic modulus. It can be observed that below 1 MPa, the skin does not
influence the bending stiffness of the cellular beams. The behavior of the beam is the same
as the one depicted in § 2.4.1 (morphing beam). Above 1 MPa, the bending stiffness of all
cellular beams increases, which means that the skins carry loads. The shear loading mode
starts is the predominant deformation mode in the cellular core and the beam behaves
like a sandwich structure. This threshold of 10 MPa actually corresponds to the elastic
tensile and shear rigidities orders of our cellular materials (see Table 2.10). This means
that the skin starts to oppose to the structure’s deflection when its axial rigidity reaches
the rigidity of the cellular core. Thus, for morphing applications, the axial rigidity of
the constitutive material of the skins must be at least an order lower than the rigidity
order of the core of the cellular structure, if the compressive core deformation mode is
sought. As for the sandwich structure deformation mode, the skin’s rigidity order must
be comparable or higher than that of the cellular core. Practically, apart from rubbers,
such homogeneous compliant materials can hardly be found in nature. Thus, research
of in-plane highly compliant skins, is an active research subject in airfoil morphing [72],
[212], [213]. Most of this research investigates mechanisms that do not oppose to the
airfoil decambering for being able to reach such low axial rigidities and respect the other
requirements needed for the morphing skin [77], [212].
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2.4.3 Cell size effect and comparison to a homogeneous core

The results obtained in § 2.3.3 for beams with soft skins are in a good agreement with
the results found in the literature. Spadoni and Ruzenne showed that the bending stiffness
of cellular airfoils increased with the increase of the hexachiral unit cell size [69], [207].
The results observed for the beams with rigid skin seem also to be in a good agreement
with the results of Heo et al [76]. Indeed, the number of cells in the airfoil’s width are
different for each geometric pattern tested and apart of the core’s shear stiffness, no other
mechanism was highlighted as tailoring the airfoil’s decambering. Therefore, these results
suppose that the cell size has also a negligible impact on the airfoil’s stiffness [76].

This paragraph aims to investigate the reasons why the cell size has an impact on the
beams with soft skins and not for a beam with rigid skin. Figure 2.40 shows the com-
parison of the mechanical behavior between cantilever beams with rigid skins and with
2 cells in the direction of width, where one beam has a cellular core and the other has a
homogeneous core. On Figure 2.40a, it can be seen that the stress mainly concentrates in
the skins. The stress state of the core is lower than the skins, thus the skins are the struc-
tural element tailoring the bending stiffness of the cellular beam. As stated above, this
mechanical behavior observed proves that those beams behave like a sandwich composites.

In Figures 2.40b and 2.40c, it can be seen that the homogeneous beam’s mechanical
behavior is similar to the one with the cellular core presented in Figure 2.40a: The skin
concentrates the stress and the homogeneous core has a negligible stress state compared
to them. Indeed, the stress in the skins is approximately 100 times more important than
the one of the core. In § 2.3.3, it has been shown that the relative difference of stiffness
exhibited by beams with rigid skins are small, thus this difference of stress concentration
between the skin and the core must be the same for beams with cellular cores.

By looking more carefully at the shear stress distribution in the homogeneous core
at Figure 2.40c, it can be seen that the homogeneous material used in the core is homo-
geneously and fully loaded in shear. Because of the homogeneity of this loading, if the
homogeneous material is replaced by a cellular structure of any size, all the unit cells will
be loaded equally in shear as showed in Figure 2.36 of § 2.3.3. Hence, the number of cell
will matter less than the shear properties of the pattern.
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(a) Von Mises stress distribution in a cantilever cellular beam with rigid skin and with 2 unit cells in its width

(b) Tensile and compressive stress distribution in a cantilever homogeneous beam with rigid skin

(c) Shear stress distribution in a cantilever homogeneous beam with rigid skin

Figure 2.40. Cantilever cellular beams with rigid skins and with 2 cells in the direction
of width: comparison of mechanical behavior between a beam with a cellular
core and a beam with a homogenised core

Figure 2.41 shows the comparison of mechanical behavior between cantilever beams
with soft skins and with 2 cells in the direction of width, one beam has a cellular core
and the other has a homogeneous core. By looking at Figure 2.41a, it can be seen that
the core is non-homogeneously loaded: the two rows of cells located near the clamping at
the top regions of the core seems to be loaded in tensile/compressive mode. Being soft,
the skins do not concentrate stress and are unloaded.
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(a) Von Mises stress distribution in a cantilever cellular beam with soft skin and with 2 unit cells in its width

(b) Tensile and compressive stress distribution in a cantilever homogeneous beam with soft skin

(c) Shear stress distribution in a cantilever homogeneous beam with soft skin

Figure 2.41. Cantilever cellular beams with soft skins and 2 cells in the direction of
width: comparison of mechanical behavior between a beam with a cellular core
and a beam with a homogenised core

Now, if these observations are compared to the mechanical behavior of beams with
homogeneous core, by looking at Figure 2.41b, it can be seen that the upper part of the
core of the beam, near the clamping, is submitted to tensile loading and the lower part
of the core, near the clamping, is submitted to compressive loading. These regions width,
near the clamping, corresponds to 2/3rd of the total width of the core. The tensile region’s
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width takes 1/3rd of the core’s total width and the compressive region takes the other
1/3rd part. Hence, in the cellular core, the upper cells seems to correspond to the tensile
region and the lower cells to the compressive region.

Figure 2.41c shows the distribution of shear stress in the core, the shear stress seems
to be located in the center of the beam, close to the neutral fiber of the beam. The width
of this shear stress region corresponds to 1/3rd of the total width of the core.

The non-homogeneity of the loads applied to the core is the reason why the bending
stiffness of beams with soft skins depends strongly on the number of unit cells in the
beam’s width direction. Indeed, if the number of cells in the width direction is low as
presented here, the unit cell’s size is large compared to the core’s width. Therefore the
cell becomes so large that it is in between tensile/compressive regions and the shear re-
gion of the beam (see Figure 2.41a), thus the different cells of the cellular core are not
recognised as a cellular material but as a structure. Then, only a limited number of
compliant struts actually deforms under the dominant loading mode, the tensile loading
mode (see Figure 2.41a). Indeed, most of the material is constituted by void that is not
submitted to stress. Hence, by enlarging the size of the unit cell in the beam, the amount
of non-loaded void in the beam is increased and the loads are distributed to few compliant
struts leading to a reduced structural stiffness and thus promoting structural deformation.

On the contrary, if the number of cells in the core’s width is high, e.g. 6 cells in width,
the unit cell’s size is small compared to the core’s width. Hence, the number of cells in
the tensile and compressive regions will be higher (2 for each region for 6 cells in width),
the remaining two cells will be submitted to shear loads (see Figure 2.41). By increasing
the number of cells in each region and reducing their size, the amount of void is reduced
and the number of struts sustaining the loads are increased leading to an increase of stiff-
ness and smaller deformations. Hence, the decrease of the relative difference between the
bending stiffness of a cellular core and the homogeneous one on Figure 2.38.

These observations explain the strong relative differences observed between the bend-
ing stiffness of beams with a cellular core and beams with a homogeneous core seen in
Figure 2.38 of § 2.3.3: in a homogeneous material, the cell’s size, the amount of void
and load bearing struts are not represented. Thus, the numerical results obtained with
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a homogenised core and the soft skins are just a mathematical abstraction and do not
represent reality when the cell size becomes big, on the contrary of beams with rigid skins.
Thus, the results obtained by the passive airfoil with a homogeneous core developed by
Bornengo et al. could be only numerical and would not be reproducible experimentally if
the hexachiral cell size is too big compared to the core size [47]. This might be the reason
why Spadoni et al. worked on a cellular core instead of a homogenised one [69], [207].

2.5 Chapter summary

In this chapter, multiple numerical methods were developed to understand the mor-
phing mechanism in a beam with architectured materials as the core. this section aims to
summarise all the different information identified and introduce the next chapter.

Firstly, a method was developed for reliably simulating numerically 3D
printed parts and structures. With the use of the ploymeric Fused Filament Fabrica-
tion 3D-printing process for manufacturing structures and parts, porosity and anisotropy
are introduced in the processed material leading to an anisotropic behavior.

Thus, to characterise the mechanical properties of the 3D printed polymer, tensile
specimens were 3D printed to identify four elastic coefficients: the longitudinal rigidity
coefficient El, the transverse rigidity coefficient Et, the longitudinal-transverse
Poisson’s ratio νlt and the shear rigidity Gt. In addition to this, porosity measurements
were carried out in the 3D-printed samples.

Results demonstrated a strong anisotropy, with a longitudinal vs transverse rigidity
ratio El

Et
= 60%. The porosity measured for the longitudinal and transverse samples also

demonstrated a ratio of 60%, suggesting that the difference of mechanical behavior might
mostly originate from porosity differences. Furthermore, it proves that the coefficients
measured took into account the process induced porosity and anisotropy.

Afterwards, these coefficients were introduced in a numerical model simulating the
3 points bending test of a cellular beam with 3D-printed polymer skins. Local orienta-
tions for the bulk material were set in the beam for taking into account anisotropy. The
numerical results of the 3 point bending test were compared to experimental data, the
comparison showed that the numerical model was able to fit accurately the experimental
data. Thus, the method developped here is reliable for simulating 3D-printed
structures and parts.
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Secondly, this numerical model developed above was re-used to identify and investigate
a tailoring morphing parameter: the beam’s skin rigidity. In this experiment, the cellular
beam is considered as an idealised geometry for the hydrofoil, thus it is tested
in a cantilever configuration. Two configurations of skins are considered: in the first
configuration, it has the properties of the 3D printed CPE, it is considered as a rigid
skin, and in an other configuration, the skin’s bulk material is softer (E = 0.02 MPa and
ν = 0.3).

The results of this experiment pointed out that when the skin is rigid, the beam
behaves as a sandwich composite. The core is loaded homogeneously in shear loading
and the bending stiffness of the beam is tailored by the shear rigidity of the core. This
type of behavior is the one depicted by Heo et al. for his morphing cellular airfoil [76].
When the skin is soft, the beam has an other mechanical behavior. The loading of the
core is non-homogeneous, the loads are concentrated on the upper and the lower regions
of the core near the clamping. Its predominant loading is tensile and compressive loading.
This type of behavior is the one encountered in Bornengo et al’s study and Spadoni et
al’s studies [47], [69], [207].

Results also demonstrated that, for the beam to behave as a sandwich compos-
ite, the rigidity of the skin must be superior to 10 times the rigidity of the
core. For behaving in a compliant manner, the rigidity of the skin must be
inferior to the rigidity of the core.

In a third step, another parameter was identified and investigated: the cell num-
ber along the beam’s width. To do that, the cantilever beam bending model with two
skin rigidities configurations depicted above was reused here. Only the bulk material was
changed to isotropic CPE. In this experiment, five number of cells in the beam’s width are
tested: 2, 3, 4, 5 and 6 cells in the beam’s width. These beams are tested in a cantilever
configuration with soft and rigid skins.

Result demonstrated that, for the rigid skin configuration, no significant difference
in bending stiffness is observed with the increase of the cell number in width. In this
configuration, the shear rigidity of the core remains the biggest parameter tailoring the
beam’s stiffness. The cell number impact on the stiffness is negligible compared
to the geometry for the rigid skin configuration.

For the soft skin configuration, the beam’s bending stiffness increases dramat-
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ically with the cell number in the beam’s width. This dependence on the cell
number is due to the non-homogeneous loading of the core: the upper third re-
gion of the core’s width, near the clamping, is loaded in tension, the middle third region is
loaded in shear and the bottom third region of the core’s width is loaded in compression.
this non-homogeneity of the loading makes the cell’s size important for the global beam’s
core mechanical behavior and its bending stiffness.

In a final step, the results obtained in the experiment designed for investigating the
impact of the cell number in width are compared to the results obtained by testing a beam
with a homogeneous material as the core in a cantilever configuration. The homogeneous
beam is tested with a soft and rigid skin configuration. The mechanical properties of the
cellular materials used for investigating the cell size impact (2, 3, 4, 5 and 6 cells in width)
are homogenised and attributed to the homogeneous core.

Results demonstrated that in the rigid skin configuration, the cantilever homogeneous
beam’s bending stiffness is very close to the cellular beam’s bending stiffness. Thus, ho-
mogenised cores can reliably be used for modeling the mechanical behavior
of the beam with rigid skins. On the contrary, important differences were observed
between beams with an homogeneous core and beams with a cellular core when the skin
is softer. Nevertheless, the difference seemed to decrease when the number of cells in the
beam’s width increased. Thus, in a soft skin configuration, for a small number
of cells, a cellular core must be used numerically for faithfully modeling the
beam’s mechanical behavior.

Thus, after finding those results, we must chose one configuration for optimising the
decambering of the cellular passive morphing hydrofoil: the rigid or soft skin configura-
tion. The configuration chosen is the hydrofoil with rigid skin configuration, two
reasons drive this choice. Firstly, the hydrofoil is supposed to be submitted to impor-
tant hydrodynamic loads, thus using a rigid skin for stiffening the structure and avoiding
aero-elastic instabilities is a good idea. Moreover, using a stiff skin enables us to model
the cellular core with a homogeneous equivalent material (HEM). The use of the HEM
reduces the simulation time needed for modeling the hydrofoil’s decambering. This last
reason is the main reason for choosing this configuration as optimisation algorithms are
often time-consuming.
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In addition to the beam configuration, a geometric pattern out of the four investi-
gated ones needs to be chosen for the hydrofoil’s optimisation. The pattern chosen is the
double-arrow pattern that can provide high shear rigidity needed for avoiding aero-elastic
instabilities for a low relative density. Now that the hydrofoil deformation configuration
and the geometric pattern to use in the hydrofoil’s core are chosen, we need to select
the hydrofoil’s shape and test this morphing mechanism into a fluid-structure interaction
while ensuring the manufacturability of this hydrofoil. This new issue will be investigated
in the next chapter.

135

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



Chapter 3

FLUID-STRUCTURE INTERACTION

STUDIES AND HYDROFOIL’S CORE

PARAMETRIC OPTIMISATION

In the former chapter, methodologies have been developed for accurately modeling the
mechanical behavior of a morphing structure using a cellular core in combination with
skins stiffer than the core. Now, an interaction must be set between the surrounding fluid
and the structural numerical models for fulfilling the thesis main objective. The aim of this
chapter is to assess the control of a manufacturable morphing cellular hydrofoil’s defor-
mation submitted to hydrodynamic loading, by using parametric optimisation algorithms.

The full methodology detailing how the turbulent fluid flow is modeled numerically
with a CFD model around the hydrofoil is given in Appendix A. Originally, it was written
to be the third chapter of this thesis. However, because of its size and because of the fact
that the manuscript focuses on solid mechanics, and thus can mostly be understood with-
out it, it has been changed into an appendix. The CFD numerical model developed for
simulating the turbulent water flow will still be presented in this chapter. Thus, for being
able to understand it, some bibliographic element from the appendix will be provided at
the beginning of this chapter. The main accomplishment achieved in this chapter is the
validation of the CFD model used in this thesis. That was done by modeling a turbulent
airflow around a NACA0012 airfoil and finding similar pressure, lift and drag coefficients
as it can be found in the literature [214].

To investigate the deformation tailorability of our morphing hydrofoil concept, the
evolution of the displacement of the trailing edge of the hydrofoil will be studied with
regard to the skin’s rigidity. The aim of this study will be to match or to outperform the
trailing edge displacement of structonic concepts encountered in Chapter 1. The targeted
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morphing concepts are the belt-rib concept [39], Heo’s morphing concept [76], Bornengo’s
morphing airfoil concept [47] and Spadoni’s morphing concept [69]. The numerical hy-
drofoil will be made out of an isotropic skin and a homogeneous anisotropic core. The
manufacturability of the morphing cellular hydrofoil will numerically be ensured by us-
ing a parametric meta-heuristic optimisation algorithm, that will optimise the geometric
parameters of a double-arrow shaped cellular material for reaching homogenised proper-
ties close to the homogeneous core. Thus, for doing that, the fluid-structure interaction
method, some fluid dynamics literature and the optimisation algorithms will be presented
in the first sections. Then, in the following section, the methods and algorithms used for
the fluid-structure interaction and for the optimisation process will be presented. In a
third section, the results obtained with the fluid-structure interaction program and the
optimisation program will be presented. In a fourth section, the results displayed in the
former section will be discussed and analysed. In a fifth section, the limits of the cho-
sen approach will be discussed. The final section is dedicated to the conclusions and the
perspectives of the investigations presented in this chapter.

3.1 Presentation of the fluid-structure interaction strat-
egy

The mechanics of interactions between a fluid system and a structural system, also
called Fluid-Structure Interaction (FSI), can be defined as the interaction of a mov-
able or a deformable structure with an internal or surrounding flow.

As an example, Figure 3.1 depicts a regular fluid-structure interaction problem. In this
problem, the domain of study Ω is constituted of three sub-domains: the fluid domain Ωf ,
the solid domain Ωs and the interface between the solid and the fluid domain Γs. Math-
ematically, the global domain Ω and the interface Γs can be defined as Ω = Ωf ∪ Ωs and
Γs = Ωf ∩ Ωs.

For being able to couple the behavior of the fluid and the solid domains, one must solve
the governing equations of the three sub-domains. The governing equations of the solid
domain Ωs are given in Equations 3.1. In this set of Equations, ρS is the solid’s density,
uS

i is the solid’s displacement field, σS
ij represents the solid’s stress field, ϵS

ij represents the
strain field and fi represents the body forces applied to the solid. In this problem, the
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Ωf

Ωs
Γs

Figure 3.1. Example of a fluid-structure interaction problem

material is considered as being linear elastic, hence it is modeled with an elastic consti-
tutive law where Cijkl represents the elasticity tensor of the material.

Solid domain governing equations

ρS d2uS
i

dt2 −
∂σS

ij

∂xj

+ fi = 0 on ΩS

Fj = σS
ijni on ΓS

With :
σS

ij = Cijklϵkl on ΩS (Material′s constitutive model)

ϵij = 1
2

(
∂uS

i

∂xj

+
∂uS

j

∂xi

)
(3.1)

The governing equations of the fluid domain Ωf are given in Equations 3.2. In this
set of Equations, ρF is the fluid’s density, vF

i is the fluid’s velocity field, σF
ij represents

the fluid’s stress field, fi represents the body forces applied to the fluid, P represents the
fluid’s pressure field, τij represents the fluid’s shear stress field and eij is the fluid’s strain
rate. In this problem, the fluid is considered Newtonian, thus µ represents the dynamic
viscosity.
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Fluid domain governing equations

ρF dvF
i

dt
−

∂σF
ij

∂xj

+ fi = 0 on ΩF

∂2P

∂x2
i

+ ρF ∂vj

∂xi

∂vi

∂xj

= 0 on ΩF

With :
σF

ij = −Pδij + τij on ΩF

τij = 2µeij

eij = 1
2

(
∂vF

i

∂xj

+
∂vF

j

∂xi

)

(3.2)

The governing equations of the fluid-solid interface Γs are given in Equation 3.3. At
the interface, three conditions have to be met: the fluid’s velocity is equal to the solid’s
velocity, the fluid and solid forces are equal at the interface and the dimensions of the
fluid’s wall and the solid’s wall are homogeneous at the interface. For respecting the last
condition, the dimensions of the solid’s and the fluid’s numerical models are N.m−1.

Fluid-solid interface governing equations

vS
i = vF

i on ΓS (Wall boundary conditions)
σS

ijni = σF
ijni on ΓS (Equality of forces at the wall)

xS
i = xF

i on ΓS (Dimensional homogeneity)

(3.3)

In order to solve these equations, two coupling strategies are possible [215], [216]:

— A Monolithic approach where the discretised equations for the fluid and the
structure are solved simulteanously inside the same system [215], [216] (see Figure
3.2a)

— A partitioned approach where the solid and fluid’s equations are sequentially
solved and advanced in time, by using, eventually, different methods and different
solvers [215], [216] (see Figure 3.2b)

The monolithic approach, at the beginning, was very popular because of its robust-
ness [215], [217], [218]. However, this method is cumbersome and lacks of generality [215].
Indeed, monolothic methods are developed for a small range of problems and can hardly

140

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



3.1. Presentation of the fluid-structure interaction strategy

SF(tn)

SS(tn)

SF(tn+1)

SS(tn+1)
(a) FSI monolithic approach

SF(tn) SF(tn+1)

SS(tn)

Interface

SS(tn+1)

Interface

(b) FSI partitioned approach

Figure 3.2. FSI monolithic an partitioned approaches

be adapted from one problem to the other.
On the other hand, the partitioned approach is more agile, it allows the use of different
codes for the structural and the fluid calculations, separately. By doing so, it is possible
to always use the latest updates of these programs. The exchange of data between the
systems can be done either directly between the two codes or through a coupling interface
[215]. These exchanges correspond to pressure forces applied to the object and to the
structural displacement of the object [215]. In this thesis, the approached selected is the
partitioned approach.

Four elements are necessary to develop these Fluid-Structure Interaction models [215]:
— A Fluid dynamics solver
— A Structural mechanics solver
— A Space coupling interface
— A Time coupling interface

The fluid solver is used for solving the fluid model’s partial differential governing
equations. It must also be able to read the information transmitted at its boundaries as
inputs (in this study’s case, the structure’s displacements) and to transmit the exerted
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forces on the fluid-structure interface in a precise format as an output (in this study’s
case, the pressure) [215]. The fluid solver used in this study is Abaqus CFD v.6.14.

The Structural mechanics solver has a similar purpose as the fluid one, solving
the structure model’s partial differential equations. This solver must be able to read the
information relative to the dynamic forces generated by the fluid as an input (in this
study’s case, the pressure) and transmit the structure’s reaction as an output (in this
study’s case, the displacement) [215]. The structural solver used here is Abaqus v.6.14.

To link the data obtained with both solvers, an interface must be made in space and
time. Indeed, the information sent by one solver might not be adapted to the other one.
The Space coupling interface’s role is to adapt the emitting server’s informa-
tion to the receiving server. Indeed, two major issues are to be considered in FSI
problems: the mesh size between the structural and the fluid models are different at the
fluid-structure interface and the walls of the object in the flow, for the fluid model, is
deformed during the simulated time, leading to mesh displacements in the fluid model.
For solving the first issue, several techniques are used for ensuring the information trans-
mission despite the meshing difference [219]–[221].

These methods are classified in three types of methods: Primal, Dual and Primal-
Dual methods [221]. The primal method is used on FSI problems where the mesh
differences between the solid and the fluid is not important. In these cases, the informa-
tion is shared without the aid of additional interface variables (AIVs) [221]. One popular
method developed in this category is known as the Direct Force-Motion Transfer (DFTM)
method [221].

The dual methods corresponds to add AIVs of dual types (i.e. Lagrangian multi-
pliers) to the boundary [221]. In this category, the mortar method is the most popular
numerical method used [220]. The Primal-dual methods consist in combining dual and
primal types of methods. The Localised Lagrange-Multipliers (LLM) methods are popular
numerical methods used, combining both of the approaches [221]. In this thesis, a primal
method is essentially used, hydrodynamic pressures are directly applied to the object’s
surface.
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For the coupling of the structure’s deformation and the fluid domain’s mesh defor-
mation issue, several numerical methods exist also [220], [222], [223]. The mortar method
cited above can also be re-used for creating a coupling between the structural and the fluid
model, so that the fluid model’s mesh deforms with the solid’s displacements [220]. An
other very popular solution consists in the use of Arbitrary Lagrangian-Eulerian (ALE)
methods where the fluid mesh is given a velocity and a displacement field that is coupled
to the solid’s displacement field, allowing it to move with the solid [222]. A last broadly
used technique consists in the fluid domain remeshing, after a displacement is observed in
the structure [223]. Out of these methods, the remeshing method will be used in this thesis.

The Time coupling interface is the element that organises the exchange of infor-
mation in time and functionally allows the structural and the fluid numerical models to
be run in "parallel" [215]. In reality, those exchanges happen all the time instantaneously,
as they must verify the principle of action-reaction. In a FSI code, it is not the case be-
cause of the time discretisation and because of the solvers separation for solving fluid and
structural problems. The efficiency of a time coupling algorithm is the better, the more
the principle of action-reaction is respected [215].

In a FSI simulation, the precision and the stability of the coupling is lower than the
time precision and stability of the fluid and solid solvers. Thus, the way the coupling in
time is handled is the key of the stability and the precision of a FSI code. In terms of
coupling, 3 main time coupling techniques exist [215]:

— The explicit synchronised offseted algorithms: Each sub-domain (fluid and
structure sub-models) are updated in time successively, one after the other,

— The parallel algorithms: Each sub-domain is updated at the same time,
— The iterative algorithms (also called implicit): Several iterations of simulation

are made between two offseted time steps for improving the temporal precision (see
[215] for broader information).

The algorithm selected for managing the time interface in this thesis is a version of
explicit synchonised offseted algorithm. Figure 3.3 shows the type of algorithm used
in this thesis.

In algorithmic terms, the time interface shown in Figure 3.3 follows the following
steps for advancing the simulation from a time tn to a time tn+1:
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Fluid

Structure

Ffn

Xsn

Ffn+1

Xsn+1

Fluid

Structure

Figure 3.3. Explicit synchonised offseted algorithm operation

— The Fluid solver calculates the pressure forces on the structure F n
f ,

— The forces F n
f are passed from the Fluid solver to the Solid solver by using the

Spatial interface
— The Solid solver calculates the solid’s deformation from the geometry of the

precedent iteration Xn
s to its final geometric form Xn+1

s

— The final geometric form Xn+1
s is transmitted from the Solid solver to the Fluid

solver by using the Spatial interface
— The fluid domain is remeshed and the Fluid solver calculates the pressure forces

on the structure F n+1
f

3.2 Presentation of meta-heuristic optimisation algo-
rithms

3.2.1 Optimisation problems definition

After presenting the FSI strategy, the optimisation methods will be depicted here.
A regular optimisation problem of dimension D is defined in Equation 3.4 [224]. In this
Equation, X is the optimisation variables vector. Its various components are the
different variables to optimise.

f(X) is called the objective function. f can also be called a loss function, a cost
function or a reward function. This function’s aim is to map a certain value of an
optimisation variables vector to a cost value. Usually, the lower the cost is, the more
optimal the solution is. Thus, to find the optimal solutions to a problem, one must find
the minimum value of the objective function (and vice-versa, if the maximal value is the
more optimal one).
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The gj(X) and the hk(X) functions are constraint functions that have to be fulfilled
to validate the optimal solution. The gj(X) functions are n inequality type constraint
functions, and hk(X) are equality type constraint functions.



X = {x1, x2, ..., xi} for i = 1, ..., D

Min(f(X)) or Max(f(X))
Subjected to gj(X) ≥ 0 for i = 1, 2, ... n

Subjected to hk(X) = 0 for i = 1, 2, ... m

(3.4)

From this definition, different categories of homogenisation problems can be identified.
First of all, a distinction can be made between discrete optimisation problems and
continuous optimisation problems [224]. Discrete optimisation problems deal
with discrete optimisation variables that can only take specific values. One of the most
famous discrete optimisation problem is the traveling salesman problem. In this problem,
the aim is to find the shortest possible loop that connects different dots [224]. This prob-
lem is regularly used for testing new optimisation algorithms [225]–[227].

In solid mechanics, discrete optimisation problems can be encountered for topology
optimisation problems and shape optimisation problems [228], [229]. However, contin-
uous versions of these optimisation problems also exist. These studies [228], [229] critically
discuss, which kind of techniques and problem formulations provide the best solutions for
topology and shape optimisation problems. Topology and Shape optimisation are defined
below.

Topology optimisation problems is looking for an optimal min-
imal material distribution inside a volume that is submitted to ex-
ternal or internal loads (see Figure 3.4a)

Topology optimisation

Shape optimisation problems is looking for a part’s optimal
geometric shape to fulfill at best a particular task (see Figure 3.4b)

Shape optimisation
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(a) Example of a topology optimisation problem
[228] (b) Example of a shape optimisation problem [224]

Figure 3.4. Motorised boat at full scale and at reduced scale

On the contrary, continuous optimisation problems deal with continuous vari-
ables located in a continuous interval. The most common continuous problem that can be
solved is the research of the global minimum of a continuous differentiable function in a
fixed interval.

In solid mechanics, parametric optimisation problems are usually continuous op-
timisation problems where some given parameters have to be optimised in a certain inter-
val of values [48], [230], [231]. Parametric optimisation problems can also contain discrete
variables only, or a mix of discrete and continuous optimisation variables. Parametric op-
timisation is defined below.

Parametric optimisation problems is looking for finding op-
timal values of a different set of parameters in order to fulfill the
most efficiently a particular task (see Figure 3.5)

Parametric optimisation

In the group of discrete optimisation problems, specialised heuristic algorithms can
provide approached solution to these problems. Nevertheless, these algorithms are often
highly specialised and limited to a small range of problems. Problems that cannot be
approached by such methods are called hard optimisation problems [224].
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Figure 3.5. Parametric optimisation of a wind turbine blade internal structure [231]

Two types of distinct problems can be qualified as hard optimisation problems
[224]:

— Some discrete optimisation problems cannot be solved with classical methods.
Namely no solution is known for being able to solve the problem in a polyno-
mial time ; i.e. the time needed for solving the problem takes the form of Equation
3.5 with a1, a2, a3, ...aN ∈ R, N is the number of optimisation variables and n ∈ N.
These problems are known as N-P hard problems.

Time = a1 + a2N + a3N
2 + ... + aNNn (3.5)

— Some continuous optimisation problems, for which no algorithm is known for iden-
tifying systematically a global solution to the problem. Typically, parametric op-
timisation problems encountered in solid mechanics, such as the one presented in
Figure 3.5, enter this category of hard optimisation problems.

3.2.2 Optimisation algorithms

For solving these different optimisation problems, numerous algorithms have been
developed [232]–[234]. However the most popular algorithms developed are based on gra-
dient descent algorithms [224].
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Gradient descent based algorithms

Originally, the gradient descent algorithms are local optimisation algorithms ; i.e.
they are capable of finding the minimal value of an objective function in a local region
but not in the global domain. The gradient descent algorithm is depicted in Algorithm 1.

Algorithm 1 Gradient descent algorithm
Require: An original point X0 = {x0

1, x0
2...x

0
n} is arbitrary chosen

1: Calculation of the objective function f(X0)
2: Calculation of the gradient ∇f(X0)
3: k ← 0
4: ε ≈ 0 ▷ Residual value of the gradient, must be set close to 0, e.g. ε = 10−3

5: while ∥∇f(Xk)∥ > ε do
6: αk > 0
7: Xk ← Xk − αk∇f(Xk)
8: end while

The operation of Algorithm 1 is simple, it first selects one initial point in the domain
X0. Then, it estimates the objective function’s value and the gradient of this function at
this particular point. Then, until the norm of the gradient becomes null the new point
Xk is moved in the opposite direction of the gradient direction ∇f(Xk) from a step αk.
Here, the opposite direction of the gradient is selected, as the gradient points towards the
maximum of the objective function.

The selection of the step αk is important for the algorithm’s operation: it shouldn’t be
too small for obtaining the solution in a reasonable amount of time and it either shouldn’t
be too large for avoiding the objective function’s minimum. Thus, special techniques are
developed for always finding an appropriate step for the gradient descent algorithms.
These techniques will be detailed later in the paragraph.

This algorithm is considered as a local optimisation algorithm, because the final
solution obtained is strongly dependent on the initial point X0 selected. Figure 3.6 shows
an example where a local minimum of an objective function is found instead of the global
minimum. On Figure 3.6, if the initial point X1 is taken, the algorithm will converge to-
wards X2 as the point where ∥∇f(Xk)∥ = 0. Whereas, if X3 is taken as the initial point,
the algorithm will converge towards X4.

To overcome this issue and make it a global optimisation problem, several orgin
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f(X)

XX1X2

Local

minimumGlobal

minimum

X4 X3
Figure 3.6. An example where the gradient descent algorithm finds a local optimum

instead of the global one

points are taken in the considered domain. After all initial points converged to a solution,
their fitness value ; i.e. the value of the objective function, is compared between them
and the global minimum is then saved. This global optimisation algorithm is the most
broadly used for solving optimisation problems [48], [235], [236].

Despite its popularity, this algorithm suffers from several limitations. The first major
limitation is the fact that it is inherently a local optimisation algorithm. Thus, dispatch-
ing randomly origin points throughout the domain does not ensure that the global min-
imum value will be attained if the good area is not targeted. This limitation is strongly
highlighted in the literature as the main improvement needed for gradient descent based
optimisation algorithms [224], [237].

An other major challenge for gradient descend based algorithms lies in the choice of
the descending step αk. Indeed, as said above, if the step is too small, the convergence
towards the objective function’s minimum can be too slow, and if the step chosen is too
big the minimum can be missed by the algorithm and the solutions can bounce around the
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minimum [238]. In order to avoid that, in most modern gradient descent based algorithm,
the choice of the step is automated for being able to converge towards the local mini-
mum [238]. The most common method used adapting the step to the problem is the Line
Search [238], [239]. The Line Search method consists in finding the smallest descending
step αk where the the fitness f(Xk − αk∇f(Xk)) becomes inferior to the current fitness
f(Xk) [239]. Equation 3.6 shows the condition that the step αk needs to match. Despite
operating well for most of the optimisation problems, the Line Search method can be too
time-consuming. Thus, multiple research is carried out to increase the convergence speed,
either by improving the Line Search method [239] or by developing new algorithms for
finding a more adapted step [238].

f(Xk − αk∇f(Xk)) < f(Xk) (3.6)

The last major challenge encountered by gradient descent based algorithms is the
difficulty to estimate the gradient of the objective function for certain problems. This
is espescially the case for hard optimisation problems. Thus, for solving this issue, new
methods are explored in the literature. The most popular one is known as the Stochastic
Gradient Descent method [240]. Instead of directly calculating the gradient, the gradient
is estimated through the addition and averaging of multiple points gradients (see Equa-
tion 3.7) [240]. Then, at particular points, the gradient can be estimated through finite
differences.

∇f(Xk) = 1
n

n∑
i=1
∇fi(Xk) (3.7)

Despite the various solutions proposed for fixing these issues, gradient descent based
optimisation methods suffer from one of these three aforementioned problems. Thus, in
order to totally overcome these issues and increase the convergence speed, new bio-inspired
optimisation algorithms were developed: Meta-heuristic optimisation algorithms.

Meta-heuristic algorithms

In computer science and in optimisation, a heuristic can be defined as a set of meth-
ods designed for solving a problem more quickly when classical methods are too slow or
for finding an approximate solution when classical methods fail to find any exact solu-
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tion. Thus, Meta-heuristic methods are higher-level procedures of heuristics that can
provide sufficiently good solutions to an optimisation problem.

The higher level properties of the Meta-heuristic methods come from the fact that
there is no need to know prior information on the domain’s shape nor the objective func-
tion’s evolution for a good operation [224]. Thus, there is no need of gradient calculations
for these algorithms. Moreover, these methods are intrinsically global optimisation
methods that tend to find the global minimum of a considered objective function in its
definition domain.

Despite encountering a great amount of various types of meta-heursitic methods in
the literature, they all share some common properties according to Di Cesare [224]:

— Most of them are stochastic ; i.e. the algorithm’s operation is strongly based on
probabilities. This property enables to reduce the number of tested combinatory
variables to the most interesting ones,

— A population of solutions is often considered instead of a single solution at
every iteration of the optimisation process. This property gives to meta-heuristic
potential solutions the possibility to explore the considered domain, hence avoiding
them to be blocked in local minimums,

— These methods are direct methods; i.e. no sensitivity or gradient calculations
are needed, which can be a source of nuisance,

— Meta-heuristic algorithms are bioinspired, making them straightforward to imple-
ment and easy to use for a given problem,

— The algorithms are dependent on various parameters, some being constant others
being heuristic. These parameters have a strong influence on these methods op-
eration, hence a prior knowledge of each parameters is needed for having a good
operation of the method [241],

— The efficiency of these methods have been shown empirically only, no mathemati-
cal derivation of their efficiency is known.

Meta-heuristic algorithms also have two similar operation phases [224]:
— The first phase is called the domain exploration phase, the population is dis-

patched and moves throughout the domain for finding the best areas of the domain.
— The second phase is called the convergence phase, once the global minimum
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region is found, all the population members converge towards it to try to find the
global minimum.

These two phases induce that some parameters of the algorithm are modified during
the optimisation for switching from a domain exploration phase to a convergence
phase.

Out of the numerous metaheurisitc optimisation algorithms present in the literature,
the most popular ones are the Ant Colony Optimisation (ACO) [242]–[246], the Genetic
Algorithms (GA) [231], [247]–[249] and the Particle Swarm Optimisation (PSO) [250]–
[254].

Algorithm selection

For this thesis, Meta-heuristic algorithms will be preferred over gradient descent based
algorithms. As exposed in the two former paragraphs, meta-heuristic algorithms are sim-
pler to implement for mechanical optimisation problems as there is no need to explicit
the objective function. This objective function can have an implicit form (for example,
the objective function can be calculated by a black-box).

Between the three most popular meta-heuristic optimisation methods: ACO, GA and
PSO, the Particle Swarm Optimisation (PSO) method will be preferred over the two lat-
ter, because it was initially designed for continuous optimisation problems [224], [255].
Indeed, the Ant Colony Optimisation (ACO) algorithm is best suited for discrete opti-
misation problems [226], [245]. The operation principle of this algorithm can be used for
continuous optimisation problems, however the implementation becomes less straightfor-
ward [256]. Genetic Algorithms (GA) share the same issues as the ACO algorithms, they
are mostly designed for discrete problems [257], [258].

Thus, the main reasons for selecting PSO as the main optimisation algorithm are
its implementation simplicity for mechanical continuous problems, the capacity to easily
control the algorithm’s behavior and the accessibility of PSO python open source packages
and codes that makes code development for our mechanical problems easier [259], [260].
The PSO program will be presented in the next subsection.
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Particle Swarm Optimisation (PSO)

The Particle Swarm Optimisation (PSO) algorithm has been developed based on the
observation of groups of birds and shoals of fishes by Craig at the end of the 80s [261].
This algorithm is based on the sociologic behavior of animal groups or swarms, where
individual members of the group have limited cognitive capacities and can access only
local information but still manage to organise for finding food or avoiding a predator
[224]. This type of societal organisation is called self-organisation and it is said that
the global behavior emerges from local interactions.

Self-organisation is a process where a global behavior of a system
emerges only from multiple interactions between the different in-
dividual constituents of the lower-level of the system. Furthermore,
these interactions are constituted of information available only lo-
cally, where no mentions to the global behavior is mentioned [224],
[262].

Self-organisation

Emergent properties are properties that appears unintentionally,
without being planed beforehand [224], [263].

Emergence

Inspired by these principles, PSO was first developed by Kennedy et al. in 1995 [264].
Then this algorithm became, and stayed for decades, one of the best meta-heuristic algo-
rithm within the field of hard optimisation problems.

For operating, a group of particles is considered in the optimisation domain. Each
and every individual particle Xi in this domain are considered to be potential solutions
to the optimisation problem. For each individual particle Xi, a fitness value f(Xi)
is associated to them in the space of solutions. In order to move, the individual particle
has access to local information about its neighboring particles and to several information
about the space of solutions: its former position in the space of solutions, its speed Vi and
its fitness value at the current position f(Xi). It is called speed in the literature, however

153

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



Chapter 3 – Fluid-structure interaction studies and hydrofoil’s core parametric optimisation

it is in fact the displacement of the particle in the optimisation variable domain.

Depending on these information, the individual particle Xi’s displacement is influenced
by:

— its own fitness value f(Xi),
— the fitness value of its neighboring particles f(Xj),
— the particle’s inertial speed Vi.

The idea here is to mimic the behavior of a group or a swarm of animals that move in
group for converging together towards a given objective. Figure 3.7 shows the displacement
of an individual particle according to this behavior.

Xi

Displacement of 
previous iteration

Neighborhood 
best position

Best former position

Actual position

Xi

New position

New
disp.

Figure 3.7. An individual particle displacement in the PSO algorithm

This movement is described mathematically in Equation 3.8. Actually, the Equation
given here and the concept of inertia have been proposed by Shi and Eberhart [265].
Initially, in the concept proposed by Kennedy and Eberhart, the particle consciously
followed its own speed. This is referred as egoisitic in the literature. It was Shi who
proposed the concept of particle inertia.
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V k

i = ω × V k
i︸ ︷︷ ︸

Inertia

+ c1 × rand1 × (P k
i,best −Xk−1

i )︸ ︷︷ ︸
Particle′s best position memory

+ c2 × rand2 × (Gk
i,best −Xk−1

i )︸ ︷︷ ︸
Best position in the neighborhood

Xk
i = Xk−1

i + V k
i

(3.8)

In Equation 3.8, the integer i represents an individual particle and k represents the
iteration number. In this equation the different variables are:

— Xk
i is the position of a particle i at iteration k,

— P k
i,best is the best position ever attained by a particle i at iteration k,

— Gk
i,best is the best position attained by the neighboring particles of i at iteration k,

— V k
i is the speed of a particle i at iteration k (but it is homogene to a displacement),

— ω is the inertial parameter, the greater it is the greater inertia the particle will
have,

— c1 and c2 are the confidence coefficients, it representing the confidence a particle
has for its best memory or its neighbor position. The greater those parameters are,
the more confidence it has towards its position or its neighborhood’s best position,

— rand1 and rand2 are random normal statistical numbers that were added by Shi
and Eberhart for a better operation of the algorithm [265]. These random functions
represent the shift of preference of the animals: sometimes they trust their former
best position more than their neighbor’s, on other times it is the opposite.

Thus, the different parameters governing the optimisation algorithm’s behavior are:
— Vmin is the minimal speed attainable by a particle’s speed component,
— Vmax is the maximum speed attainable by a particle’s speed component,
— N is the total number of particles,
— ω is the inertial parameter,
— c1 and c2 are the confidence coefficients.

For ensuring a good convergence during a reasonable amount of time of the different
particles, the values of these parameters must be set precisely. Or, they can be either
changed through time to favor targeted operation modes. Earlier, two phases of operation
were defined for meta-heursitic algorithms: a domain exploration phase and a con-
vergence phase.
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For promoting the exploration phase, the parameters ω, Vmin and Vmax can be set
higher in order to give more inertia to a particle and permit it to have greater displace-
ment amplitude for exploring the domain. Then, when interesting regions of the domain
have been found, these parameters can be reduced for converging towards the global min-
imum.

The pseudo-code of the PSO algorithm is given in Algorithm 2 [224].

Algorithm 2 Particle Swarm Optimisation
1: N = Particles number
2: D = Problem dimension
3: while the stopping criterion is not met do
4: for i=1,N do
5: if f(Xi) > f(Pi) then ▷ Pi is the best individual position attained so far
6: for d=1,D do
7: pid = kid ▷ pid is the best individual fitness so far
8: end for
9: end if

10: g = i
11: for All the neighboring particles of i do
12: if f(Pj) > f(Pg) then
13: g = j ▷ g is the best individual of the neighborhood
14: end if
15: end for
16: for d=1,D do
17: Updating speeds and positions with Equation 3.8
18: end for
19: end for
20: end while

In Algorithm 2, the second part of the algorithm is dedicated to finding the best in-
dividual value of the neighborhood. A loop is made on All the neighboring particles, yet
who are the neighboring particles of the considered individual particle ? For being able to
answer this question, the links between all the particles must be specified; i.e. the group
topology.

Indeed, the impact of the topology of the group is deeply investigated in the literature.
In the work of Kennedy et al [266], it has been shown that the more connections the parti-
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cles have, the fastest they converge towards a minimum. Actually, having a great number
of connections make the information traveling faster between the different particles and
accelerates convergence. Nevertheless, a faster convergence means that the domain explo-
ration becomes more limited. And on the contrary, low particles connectivity enhances the
domain exploration and obstructs convergence. Thus, for effectively managing the popula-
tion topology, two different strategies exist: static topologies and dynamic topologies.

Various static topologies have been investigated, the most popular ones are the
LBEST and the GBEST architectures [266], [267]. The LBEST topology is shown
in Figure 3.8a, with this configuration the particles connectivity is low which leads to a
slow information transfer between particles. This topology is well suited for exploring the
domain and finding the region where the global minimum could be. Nonetheless, this lack
of connectivity can lead to convergence issues if some parameters are badly chosen [241],
[266].

On the contrary, the GBEST topology shown in Figure 3.8b connects all the parti-
cles between them. Thus, each individual particle knows the position and the fitness of all
other particles at any given time. This topology ensures a very fast convergence towards a
domain minimum as the information transits fast from one particle to the other. However,
this topology violates the local information rule; i.e. each individual particle should
have only the information of its local neighbor position, not of all the swarm. Thus, with
this topology, there is a risk of early convergence towards a local minimum.

(a) LBEST topology for Particle Swarm Optimisation
[268]

(b) GBEST topology for Particle Swarm Optimisation
[268]

Figure 3.8. LBEST and GBEST topologies

Hence, for solving these issues, multiple dynamic topologies are researched. Sugathan,
for instance, proposed to start with a LBEST topology at the beginning of the optimisa-
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tion, in order to benefit from the topology’s capacity to explore the domain. Then, after
some iterations, the topology is replaced by a GBEST topology for ensuring convergence
[269]. Other methods consisted in classifying particles in a pyramidal hierarchy depending
on their fitness value [270], [271]. For instance, the best particle i at an iteration k will
be connected to the 2nd, 3rd and 4th best particles. Then the 2nd best particle will be
connected to the 5th, 6th and 7th best particles, etc. At iteration k + 1, if a particle has a
better fitness value than its superior particle, they switch their places in the hierarchy. Re-
cently, other methods, inspired by artificial intelligence, dynamically modify the topology
of the particles at each iteration. It is the case of the algorithm Inverse-PageRank-PSO
(I-PR-PSO) [251], that combines the PageRank algorithm formerly used by Google for
classifying the internet pages and PSO. At each iteration, the topology is optimised for
ensuring a good domain exploration or a fast convergence [251].

3.3 Fluid dynamics insights and characteristic num-
bers

As said in the introduction of the chapter, some important literature elements from
Appendix A are presented below in this section for the reader to understand the elements
linked to the fluid model development section (see § 3.4.1, 3.4.2 and 3.4.3).

3.3.1 Reynolds number

In fluid dynamics, the fluid’s motion can be categorised in two types of flow: lami-
nar flow and turbulent flow. The fluid’s motion state depends on the kinetic energy of
the considered flow. When the kinetic energy is low, the flow particles follow rectilinear
streamlines in the flow and the general state of the flow is non-chaotic. This state is called
the laminar state (see Figure 3.9 on the bottom). When the kinetic energy of the flow is
high, the momentum accumulated by the particles becomes too high to follow rectilinear
streamlines. So the particles starts swirling and the motion of the fluid becomes chaotic
and non-deterministic. This state of flow is called a turbulent state (see Figure 3.9 on the
top). One third state exists, which is called transient. This state is only observable when
a flow passes from a laminar to a turbulent state.

Now that these states are identified, how is it possible to determine qualitatively the
state of the flow? The answer to this question is by using a fundamental number of
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Figure 3.9. Turbulent flow (on the top) and laminar flow (on the bottom)

fluid dynamics: the Reynolds number. The Reynolds number was named after Osborne
Reynolds, who evidenced in 1883 that a flow has 3 different states: laminar, transition from
laminar to turbulent (transient) and turbulent state. He is also the one who publicised the
use of this number. This number’s most common expression is given in Equation 3.9, with
Re being the Reynolds number, ρ being the fluid’s density, V being the fluid’s velocity,
D being a characteristic length and µ being the dynamic viscosity.

Re = ρV D

µ
(3.9)

The expression of the Reynolds number given in Equation 3.9 is very interesting.
The numerator of this number is the product of the momentum of the fluid ρV and the
characteristic length D. This characteristic length will change depending on the object
and problem considered. For instance, the characteristic length considered for a flow inside
a pipe will be its diameter D instead of its length L (see Figure 3.10 a)). Whereas, for an
airfoil, the characteristic length considered will be its chord c instead of its thickness d

(see Figure 3.10 b)). By looking at Figure 3.10 a), it can be seen that alongside the pipe’s
length L the velocity profile does not change. However alongside the diameter D of the
pipe, the velocity profile changes depending on the distance the particle of fluid is from
the rims of the pipe. Thus, it is the diameter of the pipe that has to be considered as the
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reference length governing the flow’s motion, not the length of the pipe. On the contrary,
airfoil flows do not change because of airfoil’s thickness (see Figure 3.10 b)). The state
of the flow changes depending on the position considered alongside the airfoil’s chord c.
Hence, the length of the airfoil c will be preferred for being used as a reference length.
In the Reynolds number’s expression, this quantity is used for describing "the quantity
of fluid that must be set in motion". The bigger this length is, the more energy the fluid
needs for getting in motion and the unsteadier the flow would be.

D

L

a)

c

d

b)

Laminar Turbulent

Figure 3.10. Differents object characteristic length for a) a pipe flow b) an airfoil flow

The product of the momentum and the reference length are considered as being a rep-
resentation of the "inertial forces of the fluid" in the Reynolds number. Indeed, the higher
this numerator is, the higher inertial energy the flow has. On the contrary, the denomi-
nator is composed of the dynamic viscosity µ only (see Equation 3.9). This denominator
is representing the viscous forces occurring inside the flow as depicted in the paragraph
dedicated to viscosity. These forces tend to reduce the inertial velocity inside the flow
and makes it steadier. Physically speaking, the Reynolds number is a ratio between the
inertial forces and the viscous forces (see Equation 3.10).

Re = inertial forces
viscous forces (3.10)

When this ratio is far less than 1. It means that the viscous forces dominate the flow’s
behavior. This flow is called the Stokes flow and it has already been widely studied for
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flows around spheres [272], [273]. When the value of the Reynolds number is far greater
than 1 (which happens quite often in nature), the inertial forces dominate the flow. De-
pending on the value of this number, the state of the flow can be either a laminar flow, a
transient flow or a turbulent flow. When the Reynolds number is below a certain limit, the
flow has a low inertial energy which is observable as a laminar flow behavior (see Figure
3.9). This limit changes depending on the considered problem, for instance for pipe flows
the Reynolds number limit value of a laminar flow is 2000, for an opened channel flow
passing over a flat plate the limit value of the Reynolds number is 5.105 [274] and for
flows passing over airfoils, the laminar limit depend on the type of the considered airfoil.
This limit value varied from 3.5.104 to 1.105 [275]. However, if the limit is unknown, the
laminar transition point will be taken at Re = 5.105, the laminar limit value for a flat
plate.

Beyond this limit value, there is an interval where the flow has a complex behavior
for which turbulence and small vortices start appearing in the flow. Moreover, the speed
and the pressure in the flow starts to be erratic. It is the transient flow status. As for the
laminar limit, this interval changes depending on the problem considered. For pipe flows,
this interval is between a Reynolds number of 2300 and 4000 and for a flat plate, this
interval is between 5.105 and 1.106 [274].

If the Reynolds number is greater than the upper boundary of the interval, the inertial
forces of the flow are so important that an infinite number of chaotic vortices are present
inside the flow, the speed and the pressure of the flow become chaotic and brutally os-
cillate non-periodically. This state is called the turbulent state of the flow (see Figure A.4).

Besides being able to predict the state of a given flow and qualitatively estimating
the inertial forces present in it, the Reynolds number is also very popular because of its
ability to link geometric and kinetic quantities of two different scaled flows. Figure 3.11
shows a motorised boats models, one is a full scale model with a length L1 that moves at
a velocity v1. The other model is a small scale model with a length L2 that moves at a
velocity v2. A motorised boat is usually 8m long (L1 = 8 m) and moves at a velocity of
8.2 m/s (v1 = 8.2 m/s).

Before manufacturing the boat, a smaller scale prototype is tested on water. This
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L1

V1
(a) Motorised boat at full scale

L2

V2
(b) Motorised boat at small scale

Figure 3.11. Motorised boat at full scale and at reduced scale

smaller scale prototype is designed at 1/4th scale of the full boat. This small scale boat
will be tested in a water tunnel, i.e. large tubes where water is expelled at controlled high
velocities for testing boats in cruising conditions. According to the Vaschy-Buckingham
similitude principle, the small and the bigger scale problems can be put in the same con-
ditions of navigation. However, because of the difference of scale size, the speed must be
modified accordingly to have a flow that is in the same state for the full scale and small
scale models.

As explained earlier, the Reynolds number is a mean of qualitatively estimating the
inertial forces inside a flow for a given fluid dynamics problem. So for two problems having
the same boundary conditions but where only the scale of the considered objects change,
having a similar Reynolds for the two problems means that the state of the flow, and
thus its inertial energy, are the same for the both considered problems. So, it said that
the two problems are in a dynamic similarity. Equation 3.11 shows the dynamic similarity
between the full scale boat 1 and the small scale boat 2.

Re1 = Re2

ρV1L1

µ
= ρV2L2

µ

(3.11)

The dynamic similarity is not only used for boats, but also for aircrafts and other
complex industrial systems [276]. Nevertheless, as implied previously by studying the
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Reynolds number, the dynamic similarity of different scales depends strongly on the con-
sidered problem. Thus, having only a similar Reynolds number is not enough, for some
problems, to have a dynamic similarity. For instance for problems where the flow velocity
is close enough or superior to the speed of sound, the Mach number must also be checked
to be sure that the flow is in the same conditions on the scaling model and in reality.

The Mach number will be later introduced in § 3.3.2. For the problems encountered
in this work, checking the Reynolds number and the Mach number similarity is sufficient
for having a dynamic similarity.

3.3.2 Mach number

As said in the paragraph devoted to the Reynolds number, many dimensionless num-
bers can be used for describing and comparing the states of different flows submitted to
different conditions. They are also used to scale up or down fluid flow problems by having
similar dimensionless numbers. The Mach number is one of these dimensionless numbers.

The Mach number compares the velocity of a flow to the speed of sound in this fluid.
Its expression is given in Equation 3.12. With V being the velocity of the flow and a being
the velocity of sound in the considered fluid. The velocity of sound in a fluid is highly
influenced by the temperature and pressure conditions encountered by the fluid.

Mach = V

a
(3.12)

Depending on the value of this number, the state and the regime of the flow changes.
Table 3.1 shows the different existing types of regimes for a flow, depending on its Mach
number.

Regime name Mach number value Regime description
Incompressible M < 0.3 The considered flow is incompressible

subsonic
Compressible M > 0.3 The considered flow is compressible and

it can be modeled with an ideal gas law

Table 3.1. Regimes of a flow for different Mach numbers
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Looking at Table 3.1, the first existing regime is the incompressible subsonic regime
which is encountered if the Mach number is inferior to 0.3. In this configuration, the
flow’s velocity is not great enough to start compressing the flow’s particles. Incompressible
hypothesis can be used for constitutive equations.

The second existing regime, the compressible subsonic regime, occurs when the Mach
number’s value is between 0.3 and 0.8. At this regime, the fluid’s velocity is high enough
for compressing flow’s particles. This compressible fluid’s behavior can be described by a
perfect gas law.

In our work, we tried to always verify that the Mach number is below M < 0.3 because
the equations and numerical models used for describing the flow’s behavior only modeled
incompressible fluids. No compressible fluid model was implemented in this numerical
solution.

3.3.3 Boundary Layer

For air or water flows with a high Reynolds number passing around an object, the flow
can be divided in three regions: (1) An unperturbed area where the streamlines remain
parallel, (2) A thin viscous area on the surface of the object immersed in a flow (see Figure
3.12) where the viscous forces act as depicted in the subsection A.2.1, and (3) a region
behind te object, where the fluid’s pressure and velocity are low.

This thin area depicted in (2) is called a boundary layer, a region where the shear
forces have a high impact on the flow. The unperturbed region of the flow (1) is called
"the external flow", it is considered as being inviscid because the shear stress effect on
the flow becomes negligible. The region behind the object (3) is called "the wake". It is a
region that appears when the boundary layer detaches from the immersed object leading
to low pressure and low velocity (see Figure 3.12). Hence, the limit that separates the two
regions starts where the shear stress effect on the flow becomes negligible. In practical
terms, this occurs when the x component of the velocity of the flow in the boundary layer
U has a value close to 99 percent of the x component of the velocity of the external flow
U∞ (see Equation 3.13). On Figure 3.12, this limit is the black line between region (1)
and region (2).

U(η(y) = δ) = 0.99U∞ (3.13)

In Equation 3.13, δ represents the thickness of the boundary layer, and η represents

164

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



3.3. Fluid dynamics insights and characteristic numbers

x

y
U∞

U∞
(1)

(2)

(3)

δ

Figure 3.12. Three existing areas of the flow (1) Inviscid external flow (2) Viscous
boundary Layer (3) Low pressure wake

the immersed object’s curvilinear height coordinate from the object’s surface. This curvi-
linear height coordinate is dependent on the global object’s height coordinate y.

In addition to this limit, there is another object with which the boundary layer has
a border: it is the immersed object itself. The flow particles passing on a solid’s object
surface stick to this surface. For fluid particles, it implies that their velocity is null at the
object’s surface. Equation 3.14 formulates this observation mathematically. Note that at
η(y) = 0, a considered point is located on the object’s surface.

U(η(y) = 0) = 0 (3.14)

As Figure 3.12 seems to illustrate, the boundary layer thickness δ tends to grow along
the object. Indeed, the Reynolds number, the velocity and the pressure tends to change
along the boundary layer. The Reynolds number for a boundary layer is estimated by
Equation 3.15. Where s is the curvilinear position on the surface of the immersed object.

Re = U∞s

ν
(3.15)

Equation 3.15 shows that the boundary layer’s Reynolds number increases along the
object’s curvilinear length. Thus, it means that the inertial forces and energy increase
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with length inside the boundary layer. This implies that the velocity increases within the
boundary layer. Indeed, the shear stress increases linearly with the shear rate, which is
a sum of velocity gradients. Hence, if the velocity inside the boundary layer increases
alongside the object, so does the shear rate and the shear stress. This increase in shear
stress implies a thickening of the boundary layer, as the flow gains kinetic energy.

The increase in velocity along the object’s surface leads to an another important
observation for 2D flow problems: the x component of velocity u (direction x is considered
to be alongside the surface of the immersed object) is way greater than the y component of
velocity v (direction normal to the object’s surface). Thus, the pressure gradient depends
directly on the velocity compounds u and v (see Equation 3.16).

−∂P
∂x

= A(t, x, y)u
−∂P

∂y
= B(t, x, y)v

(3.16)

In Equation 3.16, A(t, x, y) and B(t, x, y) are complex gradient operator. Using the
hypothesis that u >> v on this equation leads to Equation 3.17.

−∂P
∂x

>> −∂P
∂y

−∂P
∂y
≈ 0

(3.17)

This hypothesis is true for most types of flows (laminar, turbulent, supersonic...), only
flows that have a Mach number superior or equal to 20 do not respect this hypothesis
[29]. Nonetheless, these types of flows are way out of the scope of our work where Mach
number never exceed 0.3.

Having said that, if the velocity is high enough and if the object is long enough,
Equation 3.15 implies also that the boundary layer can pass from a laminar state to a
transition state and then to a turbulent state on the surface of the immersed object.
This is indeed the case, at the front edges of the object, the boundary layer is always
laminar. But after some time the boundary layer becomes turbulent (see Figure 3.13).
The transition state, being highly complex, is out of the scope of this work.

Having two different flow states means that the equations governing the boundary
layer’s behavior also change. Indeed in laminar boundary layers, the inertial energy of the
boundary layer is low. Thus, the particles velocity inside the boundary layer is low which
leads to have laminar streamlines that remain parallel to the object’s surfaces. Hence,
having parallel streamlines implies that the exchange of inertia and momentum between
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y

Laminar boundary layer
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Turbulent boundary layer
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The boundary 

layer thickness

• Relatively thin layer

• Relatively low velocity

  gradient near the wall

• Relatively low skin friction

• Thick layer

• Higher velocities near

   the surface

• High skin friction

Figure 3.13. Laminar and turbulent boundary layer

the different streamlines composing the boundary layer is made on a microscopic level.

The low inertial energy of laminar streamlines and the microscopic momentum ex-
change between streamlines for laminar boundary layers make the development of con-
stitutive equations governing the behavior of laminar boundary layers possible. This con-
stitutive equation is given in Equation 3.18. This last equation will not be thoroughly
explained and discussed, as it is not used later on. It is just provided for the reader to
know the equation’s main form. We will advise the reader to go and check reference [29]
for more details.

The equation will not be detailed here for many reasons. First of all, in this work,
we will be focused on studying a turbulent hydrofoil fluid flow with numerical methods.
Thus, explaining this equation thoroughly will be out of the scope of this work. Secondly,
the derivation and explanation of this equation is very challenging, hence the only thing
to remember from this equation is the possibility to find a governing equation for laminar
boundary layers. For solving Equation 3.18, one must find the f ′ value, representing the
relative velocity of a streamline in a boundary layer f ′ = U

U∞
. The ’prime’ signs in the

equation are derivatives with regard to η(y).

ff ′′ + f ′′′ + [1− (f ′)2]β = 0
f ′ = U

U∞

(3.18)

On the contrary of laminar boundary layers, turbulent boundary layers have high iner-
tial energy. Hence, the particles inside this boundary layer have a very high velocity. The
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inertial energy in this kind of state is so great that the particles do not form streamlines
anymore, but move frenetically up and down in the boundary layer. With the particles
having that kind of behavior, the momentum exchange is not microscopic anymore, as it
was in the laminar boundary layer. Right now, it is macroscopic: the particles move from
the top to the bottom of the boundary layer.

Having said that, in the turbulent case, there is currently no governing equation that
has been found for accurately describing the flow’s behavior. Indeed, the turbulence un-
derstanding is still incomplete and is a current very active research topic [277], [278].
Nevertheless, some attempts have been tried for being able to find equations that fit the
macroscopic velocity variation in the boundary for some particular basic cases.

One of the basic cases studied for better understanding turbulent boundary layers is
a flow over a flat plate. Even in this case no exact solution exists. Nonetheless, some
attempts have been made for finding mathematical models that fit more or less precisely
the empirical results obtained on the turbulent flat plate boundary layer flow.

Ludwig Prandtl, the engineer and scientist that theorised and discovered the boundary
layers, made an hypothesis for the boundary layer’s flow very near to the wall: in this
region, the viscous shear forces outperform inertial forces and creates a laminar sub-layer.
He deduced that the velocity in this region depends on three parameters: the wall shear
stress, the fluid’s physical properties and the distance y from the wall. In turbulent
flows, one does not use pure velocities anymore but uses mean time-averaged
velocities ū instead. The reason for that is linked to the lack of knowledge in modeling
the turbulence’s behavior.

Hence, if the flow’s profile is linear near the wall, ū is proportional to y. The shear stress
expression for a Newtonian fluid must still be true (see Equation 3.19). In this expression
τw is called the wall shear stress, it physically represents the shear forces applying just
above the surface of the object called a "wall" here.

τw = µ

(
∂ū

∂y

)
y→0

= µ
ū

y
(3.19)

Despite the fact that it has been observed for a flat plate, this laminar sub-region
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exists in all the different types of boundary layers that can be encountered and in general
turbulent flows. Thus, in an attempt of generalising the results and observations made
here for other kinds of problems, all datas and variables have been adimensionalised. For
instance, the velocity is expressed as the variable u+, called "the wall velocity" and defined
by Equation 3.20.

u+ = ū

u∗ (3.20)

In Equation 3.20, u∗ represents the "wall-friction velocity". Physically, it represents
the velocity that is infinitesimally above the wall, at a distance y = 0+ from the wall. It’s
value is defined by dimensional analysis with Equation 3.21.

u∗ =
√

τw

ρ
(3.21)

The distance from the wall y+ expressed in non-dimensional "wall units" is given by
Equation 3.22.

y+ = yu∗

ν
(3.22)

In Equation 3.22, ν represents the fluid’s kinematic viscosity. By looking at this equa-
tion more carefully, it can be seen that the non-dimensional distance has the form of
the Reynolds number. If u+ of Equation 3.20 and y+ of Equation 3.22 are replaced in
Equation 3.23.

τw = µ
u+u∗

(y+ν)/u∗ =
(

u+

y+

)
ρu∗2 (3.23)

Now, if the definition of wall-friction velocity (see Equation 3.21) is introduced into
Equation 3.23. It is obvious that:

u+ = y+ (3.24)

The model described in Equation 3.24 is known as the "linear sublayer law". The lam-
inar sublayer, where the velocities are small and where the viscous forces dominate the
flow, lies under a y+ value of 5. This means that the viscous sublayer law described in
Equation 3.24 is true up to a y+ value of 5, i.e. the viscous sublayer law is true until the
inertial forces of the boundary layer reach a value 5 times superior to the viscous forces
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(the y+ having an expression similar to the Reynolds number). The y+ can go up to 10,
if there is a 10 percent error tolerance on the velocity precision.

Beyond this laminar region, there are other sub regions that exists. The viscous sub-
layer, a region where the viscous forces dominate the flow, is composed of the linear lam-
inar layer seen just before and located at a y+ interval of 0 and 5 and the "buffer layer",
a region located between a y+ location of 5 and 50. In the buffer layer region, the flow
becomes so complex that there is currently no model that describes this region accurately.

Above a y+ value of 50, there are two other regions composing the "Defect-law region":
the Log-law region and the Outer region. In those regions, Theodore von Kármán, a
hungarian physicist, showed that the velocity magnitude did not directly depend on the
viscosity anymore, but it depended directly on the wall shear stress and the distance y

over which this effect has diffused. Having said that, von Kármán showed that there is a
logarithmic relation between the velocity and the distance from the wall. Equation 3.25
depicts this mathematical relation. In this equation, κ is called the von Kármán constant,
this constant physically represents the wall shear stress diffusion in the upper layers of
the boundary layer. It is because of this mathematical fitting law that the "log law region"
was named this way. This fitting law remains true up to a y+ value of 200.

u+ = 1
κ

ln y+ + B

κ ≈ 0.4− 0.41
B ≈ 5.0− 5.5

(3.25)

The last region is called the outer region, which is the thickest one in the boundary
layer, it represents 80 to 90 percent of the overall boundary layer size and starts at a
value of y+ of 200. In the outer region, another nameless fitting law was discovered (see
Equation 3.26). In this equation, u+

∞ represents the dimensionless free stream velocity
u+

∞ = U∞
u∗ and δ is the boundary layer height.

u+
∞ − u+ = − 1

κ
ln y

δ
+ A

κ ≈ 0.4− 0.41
A ≈ 2.35

(3.26)

Those semi-empirical fitting equations are very important for turbulence modeling.
Even though they were developped for flat plates, it is widely used in simulation softwares
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and numerical analyses for estimating the physical quantities in the boundary layer of
complex objects - e.g. cylinders, airfoils, aircrafts... Figure 3.14 resumes all the regions
encountered so far and shows their various locations.

Linear
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Viscous sublayer

Inner layer

"Wake"
component

Log-law
region

Outer
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Defect-law region
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Figure 3.14. Turbulent boundary layer regions, graph taken from [29]

To summarise everything that has been said in this section, a boundary layer is defined
as being the region that separates the external flow from the object’s surfaces. This region
is considered to have high viscous effects compared to the external flow, however these
viscous effects decrease alongside the object’s curvilinear length in the profit of inertial
forces. Indeed, if the object is long enough, the boundary layer passes through three dif-
ferent states: the laminar, the transition and the turbulent state. The laminar boundary
layer behavior is depictable with analytic constitutive equations on the contrary of tran-
sition and turbulent state.

Despite the absence of constitutive models, semi-empirical mathematical laws have
been developed by dividing the turbulent boundary layer into several regions. A region
called the viscous sub-layer, very close to the object’s surface, where the viscous forces
are so high that the flow is in laminar state.

Very close to the wall, the dimensionless velocity rises linearly with the dimensionless
height from the wall. Above the viscous layer, the Defect-law region is not influenced
directly by the viscous forces, but by the diffusion of the shear stress near the surface
in those upper regions of the boundary layer. Here, the dimensionless velocity evolves
in a logarithmic trend with the dimensionless height of the boundary layer. Figure 3.15
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illustrates the evolution of the boundary layer with regard to curvilinear length of the
surface.

Laminar

Transition
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Viscous
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Boundary Layer U = 0.99 U

�

Figure 3.15. Summary of a boundary layer properties and states

3.3.4 Aero- and hydrodynamic coefficients

When an aero- or hydrodynamic object is subjected to a fluid flow, there are hydrody-
namic forces that apply on its surface with the form of hydrodynamic pressure (see Figure
3.16). The main forces resulting form the pressure forces on this object are lift and drag.

U , P Lift

Drag

c

Figure 3.16. Hydrodynamic pressure forces on the hydrofoil

The lift force is defined as the force that is perpendicular to the oncoming flow di-
rection. Whereas, the drag force is the force that opposes to the object’s motion in the
surrounding fluid. As it can be seen on Figure 3.16, these forces depend on the pressure
forces that act on the object and the viscous friction forces made by the flow on the object’s
surface. The drag force depends strongly on the viscous friction forces for high velocities.
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As suggested in the previous Sections, the pressure forces in a fluid flow strongly depend
on the fluid flow’s properties (density, viscosity, velocity...) and the object’s geometry
(shape, lenght, width...).

Thus, if someone would like to compare the best geometrical shapes, and shapes only,
for some targeted force, (e.g. shapes that generate highest lifts, shapes that generate
highest drag, best lift/drag ratio...) how should he/she proceed ? Indeed, because of the
numerous parameters affecting pressure forces applied to an object in a flow, how is it
possible to isolate the shape only ? The answer to this problem is the same as the one
implemented for the Reynolds number’s issues: non-dimensionalisation of forces.

All these forces depend on the pressure field around the object, and this pressure field
is strongly dependent on the geometry, the fluid’s velocity and the fluid’s density. Hence,
even for pressure, there is a need of isolating the effect of geometry only and not the other
parameters. The solution to do that for pressure, is to remove the hydrostatic pressure
component of the total pressure expression, and divide the total amount of pressure around
a body by the initial dynamic pressure of the fluid (see Equation 3.27).

Ci
p = Pi − P∞

1
2ρU2

∞
(3.27)

In Equation 3.27, Ci
p represents the non-dimensional pressure coefficient at a given

location i, Pi is the pressure value of a given location, P∞ represents the hydrostatic
pressure value of the fluid flow far from the object, ρ stands for density and U∞ is the
flow’s velocity far from the object.

This pressure coefficient gives insight on how the pressure in the flow is affected by the
object’s geometry. The pressure coefficient Ci

p can have negative, positive or null values.
— A negative value of Ci

p means that the local pressure near this region of the object
is lower than the reference pressure P∞ (in a majority of cases, for aeronautics
problems, the reference pressure is the atmospheric pressure Patm = 1.105Pa). It
is said that these regions are "low" or "under-pressured" regions of the flow.

— On the contrary, a negative value of Ci
p means that the local pressure near this

region of the object is higher than the reference pressure. It is said that these
regions are "over-pressured" regions of the flow.

— Finally, a null value of Ci
p means that the local pressure near this region of the

object is equal to the reference pressure. For these types of regions there is no
specific name attributed.
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The product 1
2ρU2

∞ states as the dynamic pressure term, it represents the dynamic
pressure embodied by the flow. Despite being negative, null or positive, the pressure
coefficient Ci

p can have values inferior, equal or superior to 1. Depending on the absolute
value exhibited by this coefficient, this gives information about the flow’s velocity status.

— An absolute value of Ci
p inferior to 1 means that the local velocity in the considered

region of the object is lower than the reference velocity U∞ (in a majority of cases,
the reference velocity is the velocity far from the considered object).

— On the contrary, an absolute value of Ci
p superior to 1 means that the local velocity

in the considered region of the object is higher than the reference velocity.
— Finally, an absolute value of Ci

p equal to one means that the local velocity near
this region of the object is equal to the reference velocity. This type of region is
called a "stagnation point".

An additional interesting property from the formulation of pressure coefficient Ci
p in

Equation 3.27 is that no quantity related to the object’s dimension is included (length, ra-
dius, width...). This implies that the values of pressure coefficients obtained for a smaller
scale object are the same for bigger size objects. Thus the pressure coefficients values
obtained for the 1/10th scale model of an aircraft is the same as the full scale aircraft.

Now, for the lift and drag forces that are related to pressure forces, the logic is the
same for non-dimensionalising them. However, on the contrary of pressure, the forces
have a direct dependance on the scale of the objects that must be taken into account in
the non-dimensional equations. To be more precise, the lift and drag forces have a direct
dependence with the surface of contact of the considered object. Having said that, the
non dimensional lift coefficient CL and drag coefficient CD are defined by Equation 3.28.

CL = FLift
1
2ρU2

∞S

CD = FDrag
1
2ρU2

∞S

(3.28)

In Equation 3.28, FLift and FDrag are respectively the total lift force and the total
drag force that applies on the object. S is the surface where the lift and pressure forces
apply. For the case of a 2D profile with an infinite span, the surface can be replaced by
the characteristic length of the object (e.g. the chord length c for an air- or hydrofoil
represented on Figure 3.16). Equation 3.29 represents the lift and drag coefficients for a
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2D hydrofoil.

CL = FLift
1
2ρU2

∞c x 1m

CD = FDrag
1
2ρU2

∞c x 1m

(3.29)

In Equations 3.28 and 3.29, there is still a link to be made between the lift forces
and the drag forces and the pressure forces applying to an immersed object (see Equation
3.27). For being able to do that, the external forces applying to the object must be listed.
Equation 3.30 lists all forces applied from the fluid to the immersed object.

∑
FF luid→Object = FP ressure + FF riction drag

= FLift + FDrag pressure + FF riction drag

(3.30)

It can be seen that the pressure forces can be divided in two categories: lift forces
and drag forces. Lift forces are composed of the pressure forces components that are
perpendicular to the flow motion, whereas drag forces are composed of the pressure forces
components that are parallel to the flow motion. In addition to these, there are also the
viscous friction forces that result from the flow’s movement next to the surface of the
object. Figure 3.17 illustrates how the forces act on the immersed object.

c
Flow motion

x

y

Lift forces

c
Flow motion

Drag forces

c
Flow motion

Viscous
forces

Figure 3.17. Fluid forces action on the immersed object

Now that the fluid forces exerted on the object have been explicited, each force will be
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isolated and its expression will be sought after. The lift forces are the first to be concerned,
these ones are composed of the pressure forces components that are normal to the flow
motion, thus these forces can be formulated by Equation 3.31. Considering Figure 3.17,
the direction normal to the flow motion is considered as being the vector ȳ, n̄S being the
surface normal vector and S being the exterior surface of the object.

FLift =
∫

S
(P (S)− P∞) · n̄S · ȳ.dS (3.31)

Now that the expression of the lift forces have been expressed, if Equation 3.31 is
introduced into Equation 3.28, the expression of the lift Coefficient is given in Equation
3.32.

CL = 1
1
2ρU2

∞S

∫
S
(P (S)− P∞) · n̄S · ȳ.dS = 1

S

∫
S

Cp(S) · n̄S · ȳ.dS (3.32)

If the considered problem is 2 dimensional (i.e. the object’s span is infinite), Equation
3.32 can be rewritten as Equation 3.33 with c being the object’s length (i.e. c is used for
an hydrofoil chord).

CL = 1
c

∫
x

Cp(x) · n̄S · ȳ.dx (3.33)

Reciprocally, for the drag forces coming from the fluid’s pressure on the object can be
expressed in a similar form (see Equation 3.34). Here, the only thing that changes is the
components of the pressure forces that are taken, which are taken in the x̄ direction.

CDp = 1
c

∫
x

Cp(x) · n̄S · x̄.dx (3.34)

The last forces that need to be expressed are the friction viscous forces that oppose
to the object’s movement. The viscous frictions occurs very near the wall, inside the
boundary layer of the object. Thus, the viscous forces can be expressed as the surface
integral of the product of the local wall shear stress τw (see section A.2.7 for more details)
and the object’s local surface dS (see Equation 3.35).

FV iscous =
∫

S
τw(S) · n̄S · x̄.dS (3.35)

Dividing these forces by the dynamic forces expression 1
2ρU2

∞S, it gives the expression
of the viscous friction forces non-dimensional coefficient, the skin-friction coefficient (see
Equation 3.36). With cf (S) being the local skin friction coefficient.

176

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



3.3. Fluid dynamics insights and characteristic numbers

Cf = 1
1
2ρU2

∞S

∫
S

τw(S) · n̄S · x̄ · dS = 1
S

∫
S

cf (S) · n̄S · x̄ · dS (3.36)

As for the other coefficients, in a 2D problem, Equation 3.36 can be rewritten as
Equation 3.37.

Cf = 1
c

∫
x

cf (x) · n̄S · x̄.dx (3.37)

Adding Equation 3.34 and 3.37 gives the final expression of the total drag coefficient
3.38.

CD = CDp + Cf = 1
c

∫
x
(CP (x) + cf (x)) · n̄S · x̄.dx (3.38)

3.3.5 Incompressible turbulent flow governing equations

When the Reynolds number turns out to be big and the flow becomes turbulent, the
velocity profile measured empirically starts to have a rather chaotic behavior (see Figure
3.18). Pressure and velocity being coupled, the pressure profile also displays such a be-
havior. This type of velocity profile is currently non-solvable numerically or theoretically.

U

u'(t)

U
(t

) 
[m

/s
]

t [s]

T

Figure 3.18. Example of a velocity profile in a turbulent flow [29]

As engineers, being able to predict these kind of profiles precisely is not interesting for
our application (simulating the water flow around a turbulent hydrofoil): only the mean
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velocity matters. Hence, Osborne Reynolds has developed an idea in 1895, time averaging
the velocity profile of turbulent flows. Equation 3.39 shows the time averaging formula.

V̄i = 1
T

∫ T

0
vi(t)dt (3.39)

In this equation, V̄i represents the mean velocity vector, T is the averaging period
and vi(t) is the fluctuating velocity profile. On Figure 3.18, U(t) represents the turbulent
fluctuating velocity and Ū is the mean velocity profile. Having said that, the fluctuating
velocity equation can be formulated by Equation 3.40.

vi(t) = V̄i + v′
i(t) (3.40)

In Equation 3.40, the v′
i(t) term represents the fluctuations in velocity due to turbu-

lence in the flow. By time averaging these fluctuations, it can be found that its final value
is 0 (see Equation 3.41). For this equation to be true, the period T must be taken so that
T is much greater than the fluctuation period (e.g. in Figure 3.18, the period T is equal
to 0.3 s which includes hundreds of fluctuations).

v′
i(t) = 1

T

∫ T

0
vi(t)− V̄i dt = V̄i − V̄i = 0 (3.41)

Nonetheless, one must be careful, the time averaging of the product of fluctuating
terms is not equal to zero (see Equation 3.42). The principle of time-averaging quantities
is to eliminate those unkown fluctuations, thus having expressions in fluid dynamics con-
stitutive equations similar to the ones time-averaged in Equation 3.42 would be though.
Indeed, there would be no analytical or numerical ways to estimate this term in a direct
approach.

v′
i(t)2 = 1

T

∫ T

0
v′

i(t)2 dt ̸= 0 (3.42)

As implied earlier, the Reynolds time-averaging is also true for pressure values (see
Equation 3.43).



P̄ = 1
T

∫ T

0
p(t)dt

p(t) = P̄ + p′(t)

p′(t) = 1
T

∫ T

0
v(t)− P̄ dt = P̄ − P̄ = 0

(3.43)
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The two main sets of equations used for the modeling of incompressible water flows,
the Navier-Stokes Equations (NSE) and the Poisson’s Pressure Equation (PPE), are time-
averaged through the Reynolds time-averaging procedure. Equation 3.44 gives respectively
the Reynolds Averaged Navier-Stokes equations (RANS) and the Reynolds Averaged Pois-
son’s Pressure Equation (RAPPE). In this equation, P̄k is the is the sum of the mean fluid
pressure P̄ and the isotropic Reynolds stress P̄k = P̄ + 2

3ρk where k is the turbulence ki-
netic energy k = 1

2v′
iv

′
i and νt is the turbulent viscosity of the turbulent flow.

RANS

V̄j
∂V̄i

∂xj

= −1
ρ

∂P̄k

∂xi

+ ∂

∂xj

(
(νt + ν)

(
∂V̄i

∂xj

+ ∂V̄j

∂xi

))
RAPPE

1
ρ

∂2P̄k

∂x2
i

= −∂V̄j

∂xi

∂V̄i

∂xj

+ ∂2

∂xj∂xi

(
νt

(
∂V̄i

∂xj

+ ∂V̄j

∂xi

))
(3.44)

In addition to the classic unkowns, the velocity field V̄i and the pressure field P̄k, the
turbulent viscosity νt must also be determined. To do that, turbulence models are used in
complement to this set of equations to determine this turbulent viscosity. The turbulence
model used in this study is known as the Spalart-Allmaras model [279]. Appendix A de-
tails this turbulence model and details the comparative simulations realised with NASA’s
NACA0012 airfoil simulations [214] for validating the use of this turbulence model.

3.4 Materials and Methods

3.4.1 Initial flow conditions

Before starting to develop the numerical fluid model of our hydrofoil, it is very im-
portant to clearly identify the conditions to which the flow will be subjugated (velocity,
hydrofoil size, Reynolds number of the flow...). The first thing to identify is the flow’s
velocity range that can be attained by a foiling vehicle (sailing boat, motorised boat,
surf...) that is equipped with hydrofoils. In our work, we are especially interested in the
velocity ranges that can be attained while the boat is foiling (when the boat’s hull is
widely above the water’s surface while moving). To do that, it can be interesting to look
at the scientific literature and the commercial products speed that are available.

In the scientific literature, Graf et al have tried to optimise some sailing parameters for
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being able to reach the maximum’s velocity attainable for an Olympic sailing boat while
foiling over water [28]. In their predictions, the maximum speed that the sailing boat could
attain while foiling was comprised between 8 and 9.5 m/s for true wind speeds ranged
between 5 and 9 m/s [28]. Nonetheless, the highest measured velocity for the sailing boat
while foiling was 7 m/s for a true wind velocity of 7 m/s [28]. In the work of Hagemeister et
al [27], they tried to predict the velocity of foiling sailing catamarans used for America’s
Cup. In these studies, Hagemeister et al predicted that the boat’s foiling velocity was
ranged from 12 m/s up to 25 m/s [27]. In the commercial area, electric motorised foiling
surfs have been developed [280], the maximum velocity attainable is approximately 9 m/s.
However, the surf can start foiling at a speed lower than this one, even though the speed
is not specified in the video. Other small sailing boats, called Moths, have speed ranged
between 5 m/s and 10 m/s [281]. Hence the range of speed that can be targeted in our
work would be between 5 m/s and 20 m/s.

Now that the velocity range has been fixed, we must determine the size of the hydrofoil
that will be underwater. In their work, Hagemeister et al stated that the hydrofoil’s chord
length varied depending on the region and the type of foil considered [27]. The hydrofoil’s
length is ranged for 0.30 meters for the smallest and 0.80 meters for the longest one [27].

So with these data, and by knowing the fact that water’s kinematic viscosity value is
ν = 1.10−6, the Reynolds number range of functionality can be calculated for an hydrofoil.
The Reynolds number ranges from 1.5 × 106 to 16 × 106, which makes the water flow
around the airfoil strongly turbulent. Moreover, knowing that the speed of sound in water
is approximately 1480 m/s in water, this leads to have a Mach number with a value
extremely close to zero. Hence, this water flow is incompressible. All these criteria are
sumed up in Table 3.2.

The very last requirement needed, that is not present in the Table, is the obligation
to avoid cavitation around hydrofoil.

3.4.2 Hydrofoil selection and fluid flow’s boundary conditions

In the studies where passive morphing is investigated, the airfoil Eppler 420 is used
[47], [69], [76]. The reason behind this choice is the location of the center of pressure,
which is located in the trailing edge of the airfoil. Hence, when the airfoil is clamped in
a cantilever configuration and submitted to an airflow, the trailing edge region is the one
to deform.
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Hydrofoil properties Range values
Fluid name and properties Water

ρ = 1000 kg/m3

µ = 1.10−3 Pa.s
Mach number Mach ≈ 0

Incompressible fluid
Hydrofoil dimensions min = 0.3 m

max = 0.8 m
Flow speed min = 5 m/s

max = 20 m/s
Reynolds number min = 1 500 000

max = 16 000 000

Table 3.2. Boat’s hydrofoil flow properties

These studies are the reference studies of this chapter, which results need to be repli-
cated with our cellular morphing hydrofoil concept. Thus, the Eppler 420 hydrofoil is
chosen for this study. Now, the waterflow velocity and the hydrofoil’s size have to be
defined. In Table 3.2, a list of requirements was established.

In addition to these requirements, cavitation must be avoided in the numerical model
and the hydrofoil size must be printable on the Anisoprint printer’s plate. The plate’s size
is 29.7cm× 42cm. The printer was changed from the original Ultimaker used for man-
ufacturing the samples of Chapter 2 to an Anisoprint because of its ability to 3D-print
continuous fibers reinforced thermo-plastics [170]. Even though only 3D-printable poly-
mers will be considered for this study, carbon or glass fibers composites might be useful
for later designs.

In § 1.2.2 of Chapter 1, it has been shown that for cavitation to occur, the local pressure
Pi has to be lower than the vapor pressure Pv ≈ 2000 Pa. Thus, around the Eppler 420
hydrofoil, Equation 3.45 must be respected with P min

i being the minimal pressure around
the hydrofoil.

P min
i > Pv (3.45)

Equation 3.46 gives the maximal velocity for which this condition is respected, with
P0 being the reference pressure, Cmin

p being the minimum pressure coefficient around
the hydrofoil and ρ being the water’s density. Arithmetically, P0 is considered to be the
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atmospheric pressure Patm = 1.105 Pa, Cmin
p = −1.8 and ρ = 1000 kg.m−3. By changing

all those values in Equation 3.46, the minimal fluid velocity for avoiding cavitation is
vmax = 10.4 m.s−1.

vmax <

√√√√2.(P0 − Pv)
|Cmin

p |.ρ
(3.46)

Table 3.3 shows the different values of the hydrofoil’s geometric properties and the
flow’s parameters. With a chord length of 43 cm, the hydrofoil can be printed in the
diagonal of the Anisoprint’s plate which is 51 cm long. Here the flow velocity was chosen
to be 7 m.s−1 to be far enough from the cavitating velocity and ensure the absence of
cavitation around the hydrofoil. These conditions are within the ranges fixed in Table 3.2.

Hydrofoil and flow properties values
Fluid name and properties Water

ρ = 1000 kg/m3

µ = 1.10−3 Pa.s
Mach number Mach ≈ 0

Incompressible fluid
Hydrofoil chord length 0.43 m

Flow velocity 7 m/s
Reynolds number 3 000 000

Table 3.3. Hydrofoil dimensions and water flow parameters

3.4.3 Fluid-structure interaction model development: the fluid
model

In Table 3.3, it can be seen that the Reynolds number is close to 3 million indicating
that the flow is turbulent around the Eppler 420 hydrofoil. Thus, the modeling tech-
niques developed on Abaqus CFD in Appendix A can be reused here.

Table 3.4 show the simulation parameters used for simulating the water flow around
the Eppler 420 hydrofoil depicted in Table 3.3.

The conclusions of chapter A pointed out that the simulation time was far too long to
be used for a FSI approach. Thus, the model was changed for having a fluid simulation
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Water flow properties values
Fluid name and properties Water

ρ = 1000 kg/m3

µ = 1.00−3 Pa.s
Mach number Mach ≈ 0

Incompressible fluid
Hydrofoil dimensions 0.43 m

Flow speed 7 m/s
Reynolds number 3 million
Angle of attack 2°

Turbulence model used Spalart-Allmaras
y+ value 62.5

log-law region
Simulation time T 0.0015 s

Table 3.4. Eppler 420 flow boundary conditions

time close to 5 min. Two parameters were changed for reducing the simulation time: firstly,
the total fluid simulated time was passed from T = 0.33 s to T = 1.5× 10−3 s (see Table
3.4), then the size of the front semi-circle of the domain was reduced to three times the
size of the chord (see Figure 3.19). The angle of attack of the hydrofoil was set to α = 2o

because it was the angle of attack used for all passive morphing studies using the Eppler
420 profile [47], [69], [76].

c

2
0
c

10c

(a) Numerical model geometry for the Eppler 420 mod-
elisation in chapter A

c

3c

10c

(b) Numerical model geometry for the Eppler 420 mod-
elisation for the FSI

Figure 3.19. Eppler 420 numerical domain sizes from chapter A and for the FSI

Figure 3.20 shows the boundary conditions applied to the current fluid domain for
simulating the water flow.
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vi
vx = 7 m.s-1

vy = 0 m.s-1

No slip
vi = 0

Y

X

Symmetry
Vz = 0

4.0 ×  10− 6 𝑚2. 𝑠− 1 

P = 0

Figure 3.20. Fluid model’s boundary conditions

For meshing this model, a partition needs to be made and meshing gradients must be
applied on the partitioning edges. The meshing gradient and the partition of the domain is
shown in Figure 3.21, the gradient starts from a mesh size of 0.36 m at the external bound-
aries to a mesh size of 2.27.10−4 m near the hydrofoil edges. The meshing size around the
hydrofoil was obtained through the method depicted in § A.5.2 of Chapter A. The hydro-
foil contour size was set to 8 times the height of the hydrofoil mesh (2.27.10−4 m); i.e.
1.82× 10−3 m.

0.000227 m0.36 m
0.00182 m

Figure 3.21. Numerical model’s partition and mesh gradient sizes

Figure 3.22 shows the final meshed model, where, the total number of elements is 15
888. The elements used are 3D hexahedral 8 nodes linear bricks.

By strongly reducing the domain’s size and the simulated time, the results displayed
by this simulation will inevitably be less close to reality. Thus, the aim of this study is
more focused on the methodology for achieving a controllable passive morphing hydrofoil
rather than the raw results data obtained by it. If a super-calculator or a CFD technique
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Figure 3.22. FSI Eppler 420 meshed model

that accelerates the simulation time is used, bigger scaled Fluid domains and longer sim-
ulation time could be used.

However, despite showing non-accurate data, the pressure field displayed by this FSI
fluid model is expected to be close to the pressure distribution of the complete model. On
Figure 3.23, it can be seen that the pressure distribution for the simplified FSI model is
close to the pressure distribution obtained by Aguilar et al [282].

(a) Pressure isovalues around the Eppler 420 hydrofoil obtained with the fluid FSI model

(b) Pressure isovalues around the Eppler 420 hydrofoil from Aguilar et al [282]

Figure 3.23. Eppler 420 numerical domain sizes from chapter A and for the FSI
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3.4.4 Fluid-structure interaction model development: the solid
model

The cellular morphing hydrofoil is constituted of two different parts: a skin and a
cellular core. As concluded in Chapter 2, the skin and the cellular core will be modeled
with continuous materials. The hydrofoil’s core being a homogeneous equivalent material
of a cellular structure. In order to use this configuration, the scale difference in the skin’s
principle and the core’s rigidity coefficients must be at least of 100 times (see § 2.4.2 in
Chapter 2).

Figure 3.24 shows the hydrofoil configuration. The skin is modeled as an isotropic ma-
terial with two elastic coefficients: the Young’s modulus and the Poisson’s ratio. The skin
is expected to be a 3D-printable polymer, thus the value of the Young’s modulus is ex-
pected be between a few hundreds of MPa to 3000 MPa (corresponds to the most rigid 3D-
printable polymer). Moreover, it has been chosen as isotropic, because there is currently
no information about the anisotropic coefficients of the skin if it is 3D-printed. Thus, keep-
ing an isotropic skin remains the simplest solution. The core is modeled as an anisotropic
elastic material with nine coefficients of elasticity. The homogeneous anisotropic core is a
representation of a polymeric cellular material, thus its rigidities values fluctuate between
few MPa to one hundread of MPa at max. The leading-edge of the hydrofoil is pinned for
the trailing-edge to move under the hydrodynamic loading. The hydrodynamic loads are
then applied to the hydrofoil’s upper and lower surface.

e = 3 mm

Isotropic skin

Anisotropic core 

Figure 3.24. Solid hydrofoil model’s configuration
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The solid model’s units are not in N.mm−1 but in N.m−1. This unit system has been
chosen, because the fluid model is based on N.m−1, hence for avoiding unit mismatching
the fluid model’s unit system is conserved. The model’s mesh was generated with 3D
quadratic finite elements with full integration. A quadratic mesh was selected instead of
a linear mesh for being able to precisely model the bending deformations. 1729 elements
were used in total to mesh this model.

3.4.5 Fluid-structure interaction model development: spatial and
temporal interfacing

The model’s temporal interfacing was conducted by dissociating the solid’s simulated
time and the fluid’s simulated time in an explicit synchronised offseted scheme (see
§ 3.1). The fluid’s model pressure forces are modeled and then sent after 0.0015 s of sim-
ulated time, the reaction displacements are then estimated by the solid solver and these
displacements are then sent back to the fluid model.

For transmitting the pressure forces from the fluid model to the solid model, a spatial
interface is used. Indeed, the airfoil’s wall boundary in the fluid model is composed of
almost 1300 nodes whereas the solid model’s hydrofoil boundaries are composed of ap-
proximately 750. In order to transmit the pressure to the solid model, a spatial interface
is used.

This spatial interface consists in grouping the 1300 values of pressures into pressure
regions. For applying specific pressure values on an area on a solid model in Abaqus, the
mesh maximal size needs to be at the size of the pressure region considered.
Thus, if no interface is used, the 1300 nodes values will be considered as pressure regions,
inducing that the solid model must have 1300 elements which will slow the simulation
down in a non-negligible way.

Hence, the different pressure nodes of the 1300 nodes on the boundaries are grouped
in pressure regions where a mean pressure value P̄ is applied on the solid’s surface. In
a pressure region, the pressure values are located within a range of P̄ ± 10%. Algorithm 3
depicts the procedure of how a pressure region is generated. In this algorithm, the Eppler
420 profile is divided into a superior edge and an inferior edge. The procedure depicted
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in Algorithm 3 is done separately for the superior and the inferior edges. The continuity
between the pressure regions is ensured by setting the end point of a pressure region as
the starting point of another pressure region.

Algorithm 3 Pressure region algorithm
Require: Xsstart = Xs0 ▷ Initialise the starting pressure region’s coordinate
Require: Xsend = Xs0 ▷ Initialise the ending pressure region’s coordinate
Require: P̄ ← P0

1: for i ← 1:n do ▷ n is the number of nodes on the superior or the inferior hydrofoil
edge

2: if |P̄ − Pi| > 0.1×P̄ then
3: Store the actual start and end pressure region points and the P̄ value
4: Xstart = Xend

5: nbPoints = 0 ▷ number of points in the pressure region
6: PressureSum = 0 ▷ sum of pressure values in the pressure region
7: end if
8: nbPoints += 1
9: PressureSum += Pi

10: P̄ = PressureSum/nbPoints
11: Xend = Xi

12: end for

Figure 3.25 shows the different pressure regions on the Eppler 420 faces obtained with
Algorithm 3.

A spatial interfacing is also used for transmitting the structure’s deformed shape to
the fluid model. Indeed, the solid meshing being highly refined, the 750 nodes that under-
went a displacement are available for representing the hydrofoil’s geometric shape. This
number of points being large and highly time-consuming for drawing the hydrofoil in a
CAD software, a point number diminution is needed.

Algorithm 4 shows how this displacement interfacing is realised for Eppler 420 profile.
Once again here, the hydrofoil is separated into 2 edges: a superior edge and an inferior
edge. The reduction of the number of points begins after a value of 0.015% of the chord’s
length, because a lot of points is needed for precisely representing the Eppler 420 hydro-
foil’s leading edge.

After this chord’s value, one out of eight nodes are stored into the coordinate file that
will be used later for building the hydrofoil’s shape in the fluid domain. An exception is
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Figure 3.25. Pressure regions obtained for around the hydrofoil

made for the final trailing edge node of the superior and inferior edges of the hydrofoil,
this one is always stored because it is common to both edges. With this procedure, the
number of points is reduced down to 100 points instead of 750.

Algorithm 4 Hydrofoil points reduction algorithm
1: for i ← 1:n do ▷ n is the number of nodes on the superior or the inferior hydrofoil

edge
2: if x coordinate < 0.015*chord length then
3: Store the points coordinate into a data structure
4: else
5: Store the points coordinate once every 8 rows
6: end if
7: end for
8: Store the points into a new file

3.4.6 Fluid-structure interaction program operation

Now that all the building blocks of the Fluid-Structure Interaction program have been
presented, this section aims to present how the program operates. On the contrary of
regular Fluid-Structure Interaction programs that have a temporal stopping criteria; i.e.
the program is stopped when the simulated time is attained by the program, the FSI
program developed in this thesis stops when the passive hydrofoil stops moving.
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Algorithm 5 presents the operation of the FSI program. This algorithm is mainly a
loop that finishes running only until the trailing edge tip of the hydrofoil displacement
becomes small compared to the total trailing edge displacement; i.e. the displacement of
the final iteration is smaller than 10 % of the total value.

Algorithm 5 Hydrofoil points reduction algorithm
Require: i ← 1 ▷ Number of FSI iterations

1: while U tip
last/U tip

tot > 0.1 do ▷ Stopping criteria = the last displacement value of the
trailing Edge tip is inferior to 10 % of the total tip’s displacement

2: Fluid model generation with latest hydrofoil geometric shape
3: Fluid model: flow around hydrofoil simulated
4: Spatial interface: Extraction of pressure values and pressure regions generation
5: Solid model generation and pressure regions application
6: if i = 1 then ▷ First iteration
7: Solid model: Hydrofoil’s displacement simulated
8: else ▷ Other iterations
9: Solid model: Previous iteration’s solid model’s residual stress mapped on the

new one
10: Solid model: Hydrofoil’s displacement simulated
11: end if
12: Solid model: Store the current trailing edge tip displacements and update the

total tip displacement
13: Spatial interface: Deformed hydrofoil’s contour transferred to the fluid model
14: end while

For operating, firstly, the fluid model is built with the latest version of the Eppler
420 profile; i.e. the original undeformed profile if it is the first iteration and the lastly
deformed one otherwise. After building the fluid model, the flow simulation is ran. The
pressure values obtained with this model are then transmitted, with the spatial interface,
towards the solid model.

Afterwards, the solid model is generated with the different pressure regions. However,
the next step depends on the iteration numbers. If, it is the first iteration, the simulation
is ran directly after building the model. Else, if the number of iterations is superior to
one, the previous iteration’s solid residual stress is mapped on the current solid model
before running the new simulation. This is done in order to take the elastic spring-back
effect of the hydrofoil’s deformations.

After the simulation is finished, the displacement of the trailing edge tip is stored and
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the total displacement is updated. Finally, the spatial interface is used to transfer the
deformed hydrofoil’s contour to the fluid model and the whole procedure is repeated until
the stopping criteria is met.

Figure 3.26 summarizes the operation of the Fluid-Structure Interaction algorithm.

Flow simulation

While Ulast/Utot > 0.1 (red point)

Fluid model generation

Spatial
interface

Pressure values
extraction

Solid model generation

Ulast/Utot checked
Update the total

displacement

Spatial
interface

Displacements
transfer

Hydrofoil displacement 
simulated

Hydrofoil displacement 
simulated

Former hydrofoil model's residual 
stress mapped on the new one

If 1st 
iteration

If more than 
1 iteration

If True

Iteration 1

Figure 3.26. FSI operation schematic

3.4.7 Sensitive core elastic coefficient identification protocol

Now that the FSI algorithm has been presented, a focus needs to be made on the
solid’s model components, namely the hydrofoil’s skin and the hydrofoil’s core, elastic
coefficients need to be set to the skin and the core. Then with a parametric optimisation
program the continuous anisotropic core’s properties will be approximated with a double-
arrow cellular material previously presented in Section 2.2.5.
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However, before doing that, it must be noted that optimising a cellular structure
for exactly fitting 9 coefficients of elasticity is a complex task. Thus, for simplifying the
optimisation problem, the elastic coefficients of the core having an actual effect on the
hydrofoil flexural properties must be identified.

In order to do that, a numerical experiment is set up where the skin and the core of
the hydrofoil are submitted to the hydrodynamic load described in § 3.4.3. Specific values
have been given to the hydrofoil’s skin and core, these are presented in Table 3.5 and
Table 3.6 respectively. In the latter Table ’M’ stands as ’Millions’ for making the Table
more comprehensive.

Young’s modulus Poisson’s ratio
(Pa) (-)

1 900 000 000 0.37

Table 3.5. Elastic properties of the hydrofoil’s skin

E11 E22 E33 ν12 ν13 ν23 G12 G13 G23

(Pa) (Pa) (Pa) (-) (-) (-) (Pa) (Pa) (Pa)
72.5 M 73.5 M 1 310 M 0 0 0 10 M 215 M 215 M

Table 3.6. Elastic properties of the hydrofoil’s anisotropic core

The elastic coefficients provided in Table 3.5 correspond to the isotropic CPE polymer
used for 3D printing structures in Chapter 2. The elastic coefficients used in Table 3.6 are
based on the swastika pattern’s homogenised elastic coefficients seen in Chapter 2. The
swastika pattern’s homogenised coefficients were chosen here, because each coefficient can
undergo strong individual variations while respecting the material stability requirements
(see Equation 3.47).
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E11, E22, E33, G12, G13, G23 > 0

|ν12| <
(

E11

E22

)1/2

|ν13| <
(

E11

E33

)1/2

|ν23| <
(

E22

E33

)1/2

1− ν12ν21 − ν23ν32 − ν31ν13 − 2ν21ν32ν13 > 0

(3.47)

For other pattern’s homogenised elastic coefficients, the testing of certain coefficients
would need to readjust the other coefficients values. The new elastic rigidity coefficients
of Table 3.6 were set higher than those of Chapter 3.6 for ensuring no hydroelastic insta-
bilities.

A FSI simulation is ran with these coefficients in the same configuration as described in
§ 3.4.4 and the total hydrofoil tip displacement; i.e. the red point’s displacement in Figure
3.27 is measured at the end of the simulation. The anisotropic core’s properties depicted
in Table 3.6 and its associated displacement value of the morphing hydrofoil depicted in
Figure 3.27 are considered as the initial configuration to which other configurations
with different coefficients of elasticity will be compared to.

Utip = 5.76 x 10-3 m

Figure 3.27. Displacement of the initial configuration of the sensitivity test

For testing the sensitivity of the final hydrofoil’s tip displacement with regard to the
different elastic coefficients of the core, each elastic coefficient will be individually in-
creased or decreased and the relative difference of tip displacements between the different
configurations will be calculated with Equation 3.48. In this Equation, Utested is the hy-
drofoil’s final displacement of a configuration where one elastic coefficient is tested and
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Uinit is the displacement of the initial configuration tested above.

r = Utested − Uinit

Uinit

(3.48)

For increasing or decreasing each elastic coefficient, two different methods will be used
for two groups of coefficients: the elastic tensile and shear rigidities and the Poisson’s
ratios. For the elastic rigidities, the coefficient of interest is divided by 10 and multiplied
by 10. An example is provided in Table 3.7 with the coefficient E11. Such extreme decreases
and increases are made, because of the morphing concept chosen here, the skin’s rigidity
should be the main parameter tailoring the hydrofoil’s behavior. Thus, such extreme
variations are required for observing some differences on the trailing edge displacements.

Configuration E11 E22 E33 ν12 ν13 ν23 G12 G13 G23

(Pa) (Pa) (Pa) (-) (-) (-) (Pa) (Pa) (Pa)
Initial 72.5 M 73.5 M 1 310 M 0 0 0 10 M 215 M 215 M

Divided by 10 7.25 M 73.5 M 1 310 M 0 0 0 10 M 215 M 215 M
Multiplied by 10 725 M 73.5 M 1 310 M 0 0 0 10 M 215 M 215 M

Table 3.7. An example of rigidity testing with the E11 coefficient

For the Poisson’s ratios, because of their null values, they are submitted to an increase
of 0.2 and a decrease of 0.2. Table 3.8 shows an example with the coefficient ν12.

Configuration E11 E22 E33 ν12 ν13 ν23 G12 G13 G23

(Pa) (Pa) (Pa) (-) (-) (-) (Pa) (Pa) (Pa)
Initial 72.5 M 73.5 M 1 310 M 0 0 0 10 M 215 M 215 M

0.2 decrease 72.5 M 73.5 M 1 310 M -0.2 0 0 10 M 215 M 215 M
0.2 increase 725 M 73.5 M 1 310 M 0.2 0 0 10 M 215 M 215 M

Table 3.8. An example of Poisson’s ratio testing with the ν12 coefficient

Out of the 9 elastic coefficients, 8 will be tested. The Poisson’s ratio ν13 won’t be
tested, because for this morphing concept, it is expected to be null. Indeed, a non-null ν13

Poisson’s ratio would induce a torsion of the structure that is not wanted.
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3.4.8 Tailorability tests of the morphing hydrofoil

The aim of this section is to determine the tailorability range, i.e. the relative trailing
edge displacement (see Equation 3.50), of the current hydrofoil morphing concept. In order
to do that, the mechanical properties of the core will be fixed to specific elastic coefficients
and the skin rigidity’s mechanical properties are then tailored. The fixed anisotropic core’s
elastic coefficients values are given in Table 3.9.

E11 E22 E33 ν12 ν13 ν23 G12 G13 G23

(Pa) (Pa) (Pa) (-) (-) (-) (Pa) (Pa) (Pa)
7 M 7 M 152 M -0.5 0 0 15 M 24 M 24 M

Table 3.9. Elastic properties of the hydrofoil’s anisotropic core

The coefficients shown in Table 3.9 are purposely low for two reasons: firstly, in order
to maximize the tailorability range, the core’s rigidity needs to be the lowest possible, and
the second reason is to ensure that the core main elastic rigidities are always at least 10
times lower than the skin’s elastic rigidity for having a behaviour similar to a sandwich
composite (see Chapter 2). This coefficient distribution was chosen to be close to the
values of the elastic coefficients of a homogenised double-arrow pattern.

The skin’s rigidity is tailored in an interval given in Equation 3.49. The lower and
upper bounds values correspond to the minimum and maximum rigdity of 3D printable
polymers. The lower bound of 200 M Pa corresponds to the rigidity of a compliant
Polyethylene, whereas the upper bound of 3000 M Pa corresponds to the rigidity of
a PEEK polymer. For all the skin rigidities included in this interval, a corresponding
3D-printable thermoplastic polymer can be found. This latter requirement ensures the
manufacturability of the skin.

Eskin ∈ [200 M Pa, 3000 M Pa] (3.49)

The reason for modifying the skin’s mechanical properties instead of the core’s is linked
to the hydrofoil’s operation mode. Indeed, the hydrofoil operates as a sandwich composite
and the sandwich composite’s bending stiffness is theoretically more affected by the skin’s
mechanical properties variations than the core’s mechanical properties variations [283].
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In this interval, the evolution of the tailorability in function of the skin rigidity values
will be displayed. If, the tailorability ranges of the three reference concepts are matched,
namely Heo’s [76], Bornengo’s [47] and Spadoni’s [284] concepts, a 3D-printable polymer
will be associated with their tailorability values. Finally, the evolution of the lift/drag
ratio CL/CD in function of the hydrofoil’s tailorability will be displayed in order to see the
impact of the hydrofoil’s deformations on the hydrodynamic properties of the hydrofoil.
Equation 3.50 shows how the tailorability is calculated. The tailorability of a concept is
defined as the ratio between Utip, the tip total displacement, seen in § 3.4.7 and the chord
length chord given in Eq. 3.50.

Tailorability = Utip

chord
(3.50)

3.4.9 Parametric optimisation algorithm of the double arrow
architecture

The aim of this section is to present and develop an algorithm able to optimise the
geometric features of an architectured material’s pattern for approaching its homogenised
mechanical properties to the anisotropic mechanical properties of the homogeneous core.
The selected architectured material here is the double-arrow shape investigated in chap-
ter 2. This pattern was selected for its high shear rigidity/relative density ratio, thus its
homogenised coefficients could match a large interval of values.

Figure 3.28 show the double arrow pattern’s geometric features to optimize: the double
arrow’s width L, the inner inner angle θ, the outer angle α and the cell wall thickness t.
The cell’s height H can be determined with the other parameters.

L

H

α

θ

t

Figure 3.28. Geometric parameters defining a Double-arrow unit cell
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The intervals of optimisation of each parameters are given in Equation 3.51. The
value of the hydrofoil’s maximal height corresponds to the maximal height attainable in
the hydrofoil’s thickness direction. This value is dependent on the type of hydrofoil used
in the simulation model, here with the Eppler 420 profile, the hydrofoil’s maximal height
corresponds to hmax = chord× 0.14.



L ∈
[

Hydrofoil max height
15 mm; Hydrofoil max height

5 mm
]

t ∈ [0.5 mm; 4 mm]
α ∈ [95o; 160o]
θ ∈ [5o; 80o]

(3.51)

Thus, in our case, the precise values are L ∈ [4 mm; 12.4 mm]. The lower boundary
value was set to be very low, in order to broaden the research domain as much as possi-
ble. Indeed, null values cannot be explicitly specified in the interval for avoiding geometry
generation problems in the algorithm. Because of some constraints, that will be detailed
later, the width value L cannot reach the lower boundary.

Because of geometry generation issues in the Abaqus code, the width L has been se-
lected instead of the cell’s height H as the cell’s size parameter. In Chapter 2, it has been
shown that the cell size has not a tremendous impact on the bending stiffness of a cellular
bending structure. Thus, it should be only ensured that the cell’s height is not superior to
the hydrofoil’s height. Hence, as an almost square Representative Volume Element (RVE)
is expected, the cell’s width is set to be lower than one fifth of the hydrofoil’s height to
ensure to have a cell size that is not too large.

In addition to these intervals, optimisation constraints were added to this optimisation
for avoiding geometry generation problems. Equation 3.52 shows the different optimisa-
tion constraints used for generating the geometry. the two first constraints on t and the
θ/α ratio consist in avoiding self-intersection between the different struts composing the
double-arrow.

t <
L

8 AND θ

α
< 0.5 AND ρ∗

ρs

< 0.3 AND H <
Hydrofoil height

5 (3.52)
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The two other constraints affect the relative density ρ∗

ρs
and the hydrofoil’s height H.

To calculate these values, the set of equations of Equation 2.27 are used. These sets of
equations are given back in Equation 3.53.

H1 = L

4sin( θ
2)

H2 = L

2sin(α
2 )

H = 2H1cos

(
θ

2

)
−H2cos

(
α

2

)
ρ∗

ρs

= 4H1t + 2H2t

H.L

(3.53)

The constraint on the relative density aims to avoid to exceed the limit relative density
of 0.3, beyond which the cellular material do not behave as a compliant cellular material
anymore [108]. The constraint on the height H is needed to be sure that the cell size is
not too long compared to the hydrofoil’s core height.

The interval values of both angles α and θ are set as large as possible. If their values
exceed the lower or the upper boundaries of the interval, the geometry cannot be gener-
ated.

The lower interval value of the wall thickness t corresponds to the minimum thickness
of a polymeric 3D printed layer. However, the upper boundary value was set as big as
possible in order to not avoid any possible solution.

The link between the pattern’s geometric values and its homogenised mechanical prop-
erties is complex and the amount of combination needed is too important to just try them
all out and see which ones provide the closest mechanical properties to the homogeneous
core. Thus, a parametric optimisation algorithm based on the meta-heuristic optimisa-
tion algorithm PSO is used for finding the geometric features values leading to the best
homogenised mechanical properties. The PSO algorithm used was found on [259] and
adapted to the problem.

Before developing the algorithm, one must define precisely the objective function tar-
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geted. In this case, the objective function can be defined as having homogenised double-
arrow elastic coefficients as close as the homogeneous core’s coefficients presented in Table
3.9 of § 3.4.8.

The results of the experiment presented in § 3.4.7 that will be presented in § 3.5
demonstrate that only three coefficients E11, E22 and G12 out of the original nine have
an impact on the bending properties of the hydrofoil. Hence, only those three coefficients
will be approximated. Thus, the optimisation vector X is composed of three coefficients
and its form is given in Equation 3.54.

X =


E11

E22

G12

 (3.54)

To do that, the objective function is formulated in Equation 3.55. The objective func-
tion corresponds to the norm of the error vector between the homogenised coefficients
E11, E22 and G12 and the targeted elastic coefficients ET ar

11 , ET ar
22 and GT ar

12 corresponding
to the homogeneous core depicted in Table 3.9 of § 3.4.8.

f(X) =

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥



E11 − ET ar
11

ET ar
11

E22 − ET ar
22

ET ar
22

G12 −GT ar
12

GT ar
12



∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
(3.55)

Algorithm 6 shows the pseudo-code used used for this optimisation. This algorithm is
very close to the PSO algorithm depicted in Algorithm 2 and presented in § 3.2.2. The
difference lies from lines 5 to 13, where the objective function is calculated for all particles
and the stopping criteria has to be detailed.
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Algorithm 6 Particle Swarm Optimisation
1: N = Particles number
2: D = number of dimensions
3: while Number of max iterations not attained AND Speed low than minimal step do
4: for i=1,N do
5: if the geometry can be generated then
6: Generate and homogenise the double-arrow pattern
7: calculate the objective function f(Xi)
8: else
9: f(Xi) = 1000000 ▷ Large fitness value for non-converegence

10: end if
11: end for
12: for i=1,N do
13: if f(Xi) > f(Pi) then
14: for d=1,D do
15: pid = kid ▷ pid is the best individual fitness so far
16: end for
17: end if
18: end for
19: g = i

20: for All the neighboring particles of i do
21: if f(Pj) > f(Pg) then
22: g = j ▷ g is the best individual of the neighborhood
23: end if
24: end for
25: for d=1,D do
26: Updating speeds and positions with Equation 3.56
27: end for
28: end while

The Equation used at line 26 of Algorithm 6 is reminded in Equation 3.56.
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V k

i = ω × V k
i︸ ︷︷ ︸

Inertia

+ c1 × rand1 × (P k
i,best −Xk−1

i )︸ ︷︷ ︸
Particle′s best position memory

+ c2 × rand2 × (Gk
i,best −Xk−1

i )︸ ︷︷ ︸
Best position in the neighborhood

Xk
i = Xk−1

i + V k
i

(3.56)

Two stopping criteria are used in this algorithm, the first one is when the maximum
number of iterations is reached. In this algorithm, the maximal number of iterations has
been set to MI = 100. The other stopping criterion is when the speed do not excess the
minimal speed. At the beginning of the simulation, a minimum step of MS = 1.10−3 is
set, when the value of the speed of all the particles is inferior to this value, it means that
global minimum of that function is found.

From line 4 to 10, the fitness is calculated for all the different particles. To do that,
for each particle, the algorithm checks whether the geometry can be generated and if the
constraints linked to the geometry are fulfilled. Two generative constraints are set: the
first one checks that the wall thickness t < L/8 and that the angle ratio α/θ < 0.5.
These parameters have been determined empirically on a parameterized CAD model on
Abaqus. These conditions have to be checked before the constraint, otherwise the program
crashes during operation. If the generative constraints are not met a large fitness value of
1000000 is attributed to the concerned particle.

The different parameters used for this simulation are given in Equation 3.57:



ω = 0.8
N = 20
c1 = 0.5
c2 = 0.5
Maximum iteriations = 100
Minimum steps = 1.10−3

(3.57)

Figure 3.29 summarises the operation of the algorithm operation.
Once the optimised geometric parameters and the optimised elastic properties E11,

E22 and E33 are obtained with the optimisation algorithm, the resulting homogenised
elastic properties will be introduced in the hydrofoil’s homogeneous core (see Figure 3.30).
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Double arrow 
Homogenisa�on

Objec�ve 

reached?

Op�misa�on
constraints

PSO op�misa�on
program 

No

No

Yes

Yes

Output:
[Lopt ; θopt ; αopt ; topt]

Geometric parameters 
genera�on

Input:

[L0 ; θ0 ; α0 ; t0]

Figure 3.29. Parametric optimisation algorithm

The FSI computations depicted in § 3.4.8 are ran another time with the double-arrow’s
optimised homogeneous elastic properties used in the anisotropic core. The results will
then be compared to the ones obtained with the protocol of § 3.4.8.

e = 3 mm

Isotropic skin

Double-arrow optimised 
homogenised elastic properties 

Figure 3.30. FSI solid configuration with double-arrow optimised homogenised elastic
coefficients used in the anisotropic core

202

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



3.5. Results

3.5 Results

3.5.1 Sensitive elastic coefficient identification

Figure 3.31 shows the relative difference in tip displacements for increased and de-
creased elastic coefficients compared to the original configuration. On this Figure, it can
be clearly seen that out of the nine coefficients, only 3 coefficients have a clear impact
on the hydrofoil passive bending : E11, E22 and G12. The hydrofoil bending stiffness
is governed by these 3 coefficients. Thus, in real life, a material having similar E11, E22

and G12 as the anisotropic continuous core can be used for targeting the same bending
properties.

Hence, concerning the parametric optimisation algorithm, only appraoching E11, E22

and G12 with the homogenised elastic coefficients of the double arrow pattern is sufficient
for obtaining similar bending properties for the hydrofoil with a cellular core.
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20
0

20
40
60
80

100
120
140

di
sp

la
ce

m
en

t r
el

at
iv

e 
di

ffe
re

nc
e 

(in
 %

)

Coefficient decrease
Coefficient increase

Figure 3.31. Relative difference in hydrofoil tip displacement between a modified con-
figuration and the original one

3.5.2 Tailorability tests of the morphing hydrofoil

Figure 3.32 shows the evolution of the tailorability as a function of the skin’s stiffness.
On this figure, it can be seen that the tailorability decreases in a linear trend with regard
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to skin’s rigidity value. These results are in good agreement with Spadoni’s study that
also observed numerically a decrease of the profile’s decambering with the increase of
skin’s rigidity [96].
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Figure 3.32. Evolution of the tailorability in function of the skin’s rigidity

Table 3.10 shows the tailorability ranges obtained with 3 different skin configurations
compared to the tailorability range of the reference concepts found in the literature. It
can be seen that, the new passive hydrofoil morphing concept is able to attain the same
operation ranges as most of the different concepts encountered in the literature with 3D
printable polymer skins ensuring their manufacturability. Only Heo’s concept cannot be
attained with 3D printable polymers, the underlying reasons will be discussed in the next
Section. One must also be careful to not attain skin rigidity values that are too low. For
example here, with a Skin rigidity of 200 MPa, an aeroelastic instability occurs and the
algorithm never converges.
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Skin type PEEK PP PE (high) PE (low)
Eskin(Pa) 3 000 M 950 M 400 M 200 M

Tailorability range ∆ 0.6 1.7 3.0 No
(in % of chord) convergence

Tailorability range ∆ 0.4 1.6 3.2 (-)
of the literature Heo [76] Bornengo [47] Spadoni [69]
(in % of chord)

Table 3.10. The tailorability ranges obtained with the different skin rigidity configu-
rations associated to 3D printable polymers and the different tailorability ranges
found in the literature

Figure 3.33 shows the evolution of the lift/drag ratio CL/CD and the tailorability
ranges. It can be seen that, the lift/drag ratio increases linearly with the tailorability.
These results are in good accordance with the morphing literature that predicts a lift/drag
ratio increase with 2D morphing [9], [82], as seen in Chapter 1. These results also fulfill
the objective set at the beginning of the study: being able to deform the hydrofoil, when
the boat starts foiling, for reducing the drag intensity and having an energy efficient flight.

0.5 1.0 1.5 2.0 2.5 3.0 3.5
Tailorability (in % of chord)
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12

13

14

CL
/C

D

Figure 3.33. Evolution of the Lift/Drag ratio in function of the hydrofoil’s tailorabil-
ity
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3.5.3 Parametric optimisation algorithm of the double arrow
architecture

Figure 3.34 depicts the geometry of the optimised double-arrow pattern and Table
3.11 details the values of the different optimised patterns.

α

θ

t

L

Figure 3.34. Optimised geometric pattern

Parameter L t α θ

name (mm) (mm) (o) (o)
Value 9.7 0.5 140 39

Table 3.11. Double-arrow geometric parameters optimised values

Figure 3.35 shows the convergence curves of 3 different optimisation algorithm’s com-
putations. All three computations outputted the same optimised geometric parameters
that are given in Table 3.11. The minimum fitness value of the three computations con-
verged towards 0.088. All the computations fully converged after approximately 40 itera-
tions.

Table 3.12 shows the corresponding homogenised elastic coefficients of the optimised
double-arrow, which parameters are given in Table 3.11. On this Table, it can be seen
that the E11, E22 and G12 coefficients are very close to the anisotropic core’s elastic values
demonstrating that the optimisation algorithm developed here works well.
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Figure 3.35. Evolution of the tailorability in function of the skin’s rigidity

Material E11 E22 E33 ν12 ν13 ν23 G12 G13 G23

type (Pa) (Pa) (Pa) (-) (-) (-) (Pa) (Pa) (Pa)
Anisotropic 7 M 7 M 152 M -0.5 0 0 15 M 24 M 24 M

core
Homogenised 6.9 M 7.1 M 153 M -0.89 0 0 16.3 M 23.6 M 28.3 M
Double-arrow

Table 3.12. Comparison between the original anisotropic core and the double-arrow’s
homogenised optimimum elastic properties

Figure 3.36 compares the morphing hydrofoil’s tailorability obtained with the original
anisotropic core and with the double-arrow optimised homonogenised elastic properties.
These results show that the approach chosen in this thesis can reliably tailor a cellular
hydrofoil’s passive deformation by optimising the geometric parameters of the cellular
pattern while ensuring the manufacturability of the structure.
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Figure 3.36. Tailorability comparison between the homogeneous elastic core elastic
coefficients values and the optimised homogenised elastic coefficients in function
of the skin’s rigidity

3.6 Discussions

3.6.1 Sensitive elastic coefficient identification

In the results displayed in § 3.5.1, one can note that the in-plane Poisson’s ratio ν12

of the continuous material does not play any significant role in the decambering control
of the hydrofoil. This observation goes against most of the literature that states that the
Poisson’s ratio ν12 is linked to the shear modulus G12, a coefficient that strongly governs
the hydrofoil bending behaviour [47], [115], [285]. However, as shown in § 2.3 of Chapter 2,
one has to verify first that the material is transversely isotropic. Indeed, a direct relation
between auxeticity and shear rigidity is only true for isotropic or transversely isotropic
materials [286].

Furthermore, the results of § 3.5.1 show that the shear coefficient G12 is the elastic co-
efficient that has the largest impact on the bending properties of the hydrofoil. This result
is in good concordance with what has been found in Chapter 2, in a sandwich composite
mode, the shear rigidity coefficient G12 is the elastic coefficient of the core that governs
the bending properties of the structure. This result is a concordant element evidencing
that the core behaves in shear mode and that the conclusions drawn in chapter 2 are
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applicable to this current morphing hydrofoil.

On Figure 3.31, it can be seen that the largest displacement differences between con-
figurations is obtained when the shear coefficient G12 is divided by 10. Indeed, when G12

is divided by 10, the divided configuration’s displacement is 143 % more important than
the original configuration, whereas when the coefficient’s value is multiplied by 10 the
multiplied configuration’s displacement is approximately 20 % lower than the original co-
efficient.

This relative difference value can also be obtained by multiplying E11 by 10. This dif-
ference can be explained by the fact that the hydrofoil becomes so rigid, when E11 and G12

are multiplied by 10, that the displacements are almost null. Thus, the elastic coefficients
used on the original configurations are too high. The elastic coefficients E11, E22 and G12

need to be set as low as possible, while trying to avoid hydroelastic instabilities.

3.6.2 Tailorability tests of the morphing hydrofoil

The results observed in Table 3.10 show that, at best, the tailorability of the present
morphing hydrofoil concept is midly more effective than the morphing concept developed
by Spadoni et al, 3.7 % for our concept and 3.2% for their concept [69]. However, it is
important to note that the dynamic forces with which a tailorability of 3.7 % was reached
are almost twice more important than the ones modeled in the studies of Heo and Spadoni
[76], [284]. Equation 3.58 shows the dynamic pressures estimation around the morphing
hydrofoil of this study and the morphing airfoils investigated by Heo and Spadoni (see §
3.3.4 for more details).


P hydrofoil

dyn = 1
2ρwaterU

2
∞ = 1

2 × 1000× 72 = 24 500 Pa

P airfoil
dyn = 1

2ρairU
2
∞ = 1

2 × 1.2× (0.45× 343)2 = 14 300 Pa
(3.58)

This observation implies that the concept developed in this study is far more stiffer
than the ones developed by Spadoni [76], [284]. The hydroelastic instability that appeared
for a skin rigidity of 200 MPa implies that this increase of stiffness is necessary for morph-
ing hydrofoils applications. Indeed, Table 3.4.2 of § 3.4.2 indicates that the flow velocity
regime, and thus the dynamic pressure intensity, is in the lower part of the velocity in-
terval that a sailing boat can reach. Hence, a stiffening is necessary for avoiding such
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instabilities at higher velocities.

This large difference of dynamic pressures also explains why it is not possible to attain
Heo’s tailorability value [76] with the concept developed in this thesis. The forces are too
important to be able to ensure such small deformations with polymeric materials.

The other observable results of Table 3.10 showed that, by tailoring the elastic prop-
erties of the skin with existing polymers, one can attain the scale of tailorability of all the
different morphing concepts. Hence, these results show that the bending stiffness of the
morphing concept developed in this thesis can be tuned from a stiff configuration [76] to
a more compliant one [96] according to the needs. This tailorability was attained while
ensuring the manufacturability of the morphing hydrofoil. This was not possible in the
concepts previously encountered that were either compliant [47], [284] or stiff [76].

This approach of adjusting the hydrofoil’s skin rigidity is also novel compared to what
has been investigated in the literature so far. All the morphing concepts focused on tai-
loring the pattern’s geometry [76] or the geometric parameters of a given pattern [69],
[284]. Moreover, the insurance of the skins and the core’s printability adds a new nov-
elty compared to the literature. Considering the double arrow-pattern, new simulations
are carried out to check whether the pattern’s geometric parameters have an equal or a
greater importance on the structure’s bending properties than the skin’s rigidity.

To do that, new FSI simulations are carried out with 3 different double-arrow ho-
mogenised elastic coefficients configurations, corresponding to 3 different sets of parame-
ters, with a skin rigidity corresponding to a high PE (E = 300 MPa). These new elastic
coefficients configurations are presented in Table 3.13. The first one is the original one
depicted in § 3.4.8, this configuration has the lowest elastic coefficients and it is considered
as a compliant configuration. The second one is the double-arrow configuration investi-
gated in Chapter 2, here, the main double-arrow’s homogenised elastic coefficients are two
times more rigid than the first compliant configuration.
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Configuration E11 E22 E33 ν12 ν13 ν23 G12 G13 G23

(Pa) (Pa) (Pa) (-) (-) (-) (Pa) (Pa) (Pa)
Original 7.1 M 6.9 M 152 M -0.88 0 0 16.3 M 23.6 M 28.3 M

Chapter 2 17.4 M 12.3 M 152 M -0.99 0 0 33.6 M 24 M 24 M
Rigid 56 M 45 M 2618 M -0.99 0 0 172 M 429 M 429 M

Table 3.13. Elastic properties of homogenised double anisotropic core

For the last configuration, geometric parameters values have been selected to have 7
times more rigid homogenised elastic coefficients than the original one. This configuration
is obtained by homogenising the geometric parameters depicted in Table 3.14 with a bulk
material rigidity of E = 10000 MPa.

Parameter L t α θ E
name (mm) (mm) (o) (o) (Pa)
Value 9.7 0.5 140 39 10000 M

Table 3.14. Rigid configuration of the double-arrow pattern’s geometric and mate-
rial’s parameters values

The tailorability results found for these three configurations are showed in Table 3.15.
In this Table, it can be seen that, the tailorability range of the most rigid configuration
is 20 % lower than the original configuration, while its elastic rigidities are 7 times higher
than the original ones. Whereas, on Table 3.10, it can be seen that, by dividing the skin
rigidity by 4, the morphing hydrofoil’s tailorability is multiplied by 4.

Configuration Original Chapter 2 rigid
Tailorability range ∆ 3.6 3.5 3.0

(in % of chord)

Table 3.15. The tailorability ranges obtained with different double-arrow ho-
mogenised elastic coefficients

This can be explained by the fact that, in general, sandwich composites rigidity de-
pends on the skin’s rigidity, the core’s size and mass repartition [283]. Because the core
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size is constant and the mass repartition is fixed with the double-arrow shape, only the
skin’s rigidity can be tuned to modify considerably the hydrofoil’s bending stiffness. Thus,
for morphing hydrofoils based on the sandwich composite modes of operation, tailoring
the skin’s rigidity directly is more efficient than tailoring the pattern’s geo-
metric parameters.

The latter conclusion must also take into account the fact that the skin’s rigidity value
order must be always 10 times superior to the core’s elastic rigidities for keeping a sand-
wich composite behaviour mode [286]. In this thesis, this condition has been taken into
account, indeed Figure 3.32 shows that the tailorability is inversely proportional to the
skin’s rigidity.

Equation 3.59 gives the exact relation between the deflection δ and the beam’s Young
modulus E of a cantilever sandwich composite bending problem. This equation is con-
stituted of two members: one that represents the deflection due to skin’s rigidity and
the other one represents the deflection due to core’s shear rigidity, with F being the
applied force, L being the length of the beam, I being the second moment of area, G

being the shear modulus and Ā being the specific area of the core. In this equation, all
the terms are constant except the skin’s rigidity E. Thus, in Equation 3.59, only the
skin rigidity deflection term changes with the variation of the skin’s rigidity.

δ = FL3

3EI︸ ︷︷ ︸
skin rigidity deflection

+ FL

4GĀ︸ ︷︷ ︸
core′s deflection

(3.59)

The evolution of the hydrofoil’s tailorability and the beam’s skin rigidity observed on
Figure 3.32 is in a good concordance with the inverse proportional relation of the beam’s
deflection δ and the skin’s rigidity E observed in Equation 3.59. The results observed in
Table 3.15 and Figure 3.32 and discussed earlier also tend towards the conclusion that
the morphing hydrofoil behaves like a sandwich composite. Hence, the morphing hydro-
foil problem can be assimilated to a cantilever sandwich bending problem with a complex
geometry.

Indeed, in § 2.4.2 of Chapter 2, it has been shown that when the skin’s rigidity becomes
too soft, its rigidity variations do not impact the bending properties of the structure any-
more. Hence, having a skin that still impacts the bending behavior of the hydrofoil is an
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additional hint that it operates in a sandwich composite mode.

Figure 3.33 depicts the evolution of the lift/drag ratio with the hydrofoil’s tailorability.
On this Figure, it can be seen that the lift/drag ratio evolves linearly with the hydrofoil’s
trailing edge displacement. A linear regression gives a slope value of 1.47, an intercept of
8.44 and an r value of 0.97.

This evolution seems to be consistent with the fact that the lift/drag ratio evolves
linearly with the angle of attack, when the value of the latter remains small [287]. Indeed,
changing the hydrofoil’s cambering is an indirect way of changing the angle of attack
[33] (see § 1.1.2 of Chapter 1 for more details). However, while decambering, it could be
interesting to see how the lift coefficient CL and the drag coefficient CD evolves with the
tailorability: is it the lift coefficient CL that decreases and makes the ratio decrease? Or
is it the drag coefficient CD? Or maybe it is both?

Figure 3.37 shows the evolution of the lift and drag coefficients as function of the
tailorability. On this Figure, it can be seen that the drag coefficient CD and the lift
coefficient CL both decrease with the increase of tailorability. However, the lift coefficient
decreases much faster than the drag coefficient. Thus, during operation, one should ensure
that enough lift force is generated by the hydrofoil for keeping the boat at the water’s
surface.

3.6.3 Parametric optimisation algorithm of the double arrow
architecture

The results obtained in Table 3.12 show that the optimisation algorithm developed in
§ 3.4.9 is able to optimise the different geometric parameters of the double-arrow pattern
in order for its homogenised elastic coefficients to attain accurately the targeted values of
a given homogenised equivalent material’s elastic coefficients.

The results obtained in Figure 3.36 also highlighted that the use of the double-arrow
optimised homogenised elastic coefficients displayed the same tailorability capabilites as
when the continuous elastic core’s coefficients are used. Nonetheless, despite this good
operation, the targeted continuous core’s elastic coefficients ET ar

11 , ET ar
22 and GT ar

12 were
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Figure 3.37. Evolution of the lift coefficient CL and the drag coefficient CD in function
of the hydrofoil’s tailorability

purposely chosen to ensure a possible convergence, would it be possible to have such a
good targeted elastic coefficients approximation using the double-arrow pattern with more
random coefficients?

For answering that question, new optimisation computations were carried out with new
coefficients. Table 3.16 shows the new targeted coefficients used for testing the parameteric
optimisation algorithm. In this case, ET ar

11 and ET ar
22 were not changed compared to the

previous run, only the G12 was changed and set equal to the two other coefficients.

Coefficient ET ar
11 ET ar

22 GT ar
12

Value (in MPa) 7 7 7

Table 3.16. New targeted elastic coefficient values for testing the parametric optimi-
sation algorithm

Table 3.17 shows the comparison between the targeted elastic coefficients and the dou-
ble arrow’s optimised homogenised elastic coefficients. Figure 3.38 shows the convergence
of the optimisation computations. The computation converges towards a fitness value of
0.966. By looking at the fitness value of Figure 3.38 and the coefficient comparison in
Table 3.17, it can be seen that the coefficients that are obtained are dramatically different
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from the targeted values. These results show the limit of the current optimisation method,
not all the targeted elastic coefficients are targetable with the double-arrow pattern.

Coefficient ET ar
11 ET ar

22 GT ar
12

Target values 7 7 7
(in MPa)

Optimisation values 1 1 7.3 10
(in MPa)

Optimisation values 2 & 3 1 6.5 13.4
(in MPa)

Table 3.17. New targeted elastic coefficient values for testing the parametric optimi-
sation algorithm
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Figure 3.38. Convergence curve of the optimisation computation

Multiple studies have shown that the elastic rigidity values that an architectured pat-
tern can have is limited by the symmetries induced by its geometry [288]–[290]. Thus, for
being able to target a large scope of elastic coefficients, multiple strategies can be inves-
tigated. One strategy would be to compile different patterns in a library with different
patterns with different symmetries for different coefficients, for instance for cases where
E11 ≊ E22, transverse isotropic patterns can be used such as the hexachiral pattern or
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the regular hexagon [95], [108] or some pattern that exhibits 90o symmetries where the
shear modulus is not connected to the latter coefficients values [289]. If one coefficient is
superior to the other, e.g. E11 > E22, a pattern that presents a strong directionality such
as the reentrant pattern can be used.

This solution would allow to enlarge the number of elastic coefficients that could
be targeted, nevertheless it might not be exhaustive. For those reasons, a new type of
optimisation, topology optimisation, is currently deeply researched in the literature
[291]–[293].Topology optimisation can be defined as the optimisation of the repartition of
matter in a given space that must respect constraints in order to match some objective
function [292]. Being able to tailor the matter distribution for an RVE would allow to tailor
its homogenised coefficients and make them match precisely any targeted coefficients.

3.7 Summary

In this chapter, in order to fulfill the objectives set at the beginning of this thesis; i.e.
design a 3D-printable hydrofoil that can control its passive deformation and
improve its hydrodynamic properties; a Fluid-Structure Interaction program and a
parametric optimisation program were developed. The FSI program aimed at modeling
the interaction between the turbulent fluid-flow and the solid hydrofoil in order to in-
vestigate the hydrofoil’s tailorability and its impact on the properties. The hydrofoil was
modeled in a sandwich composite mode, a rigid skin 10 times stiffer than the core. The
core is modeled with a homogeneous elastic anisotropic material. The FSI showed that
the most influential core’s coefficients governing the hydrofoil’s bending properties were
the in-plane shear rigidity coefficient G12 and the in-plane tensile coefficients E11 and
E22. Only these three coefficients need to be matched, for a real material to replace the
homogeneous one. Out of these coefficients, G12 is the most influential one, confirming
that the hydrofoil’s behavior is similar to a sandwich composite.

In this mode, the FSI has shown that the skin’s rigidity influences dramatically more
the tailorability of the hydrofoil than the core’s elastic rigidities. Thus, the core was set
as compliant as possible for maximising the hydrofoil’s tailorability. The skin’s rigidity
was tailored from 200 MPa to 3000 MPa and the tailorability of the hydrofoil was then
measured. These values of rigidities correspond to the rigidity of the softer and the most
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rigid 3D-printable existing polymers. Results demonstrated that most of the previously
encountered morphing concepts were attainable with 3D-printable polymer skin’s. Only
Heo’s rigid concept was not attainable due to hydrodynamic forces that were too impor-
tant. The trailing-edge tailoring of the hydrofoil improved the lift/drag ratio by strongly
decreasing the lift’s value. Thus, for a foiling boat application, this parameter must be
taken into account for ensuring enough lift generation.

For replacing the homogeneous equivalent core by a manufacturable cellular material,
a parametric optimisation algorithm was developed. This algorithm’s objective function
is to optimise the geometric parameters of a double-arrow pattern in order to match
the G12, E11 and E22 values of the continuous core. Manufacturability constraints were
implemented in the algorithm for ensuring that the final output of the program is 3D-
printable. The optimisation program managed to find optimum values for the initial values
of the elastic core. Nevertheless, for the constraints set to the double-arrow pattern, the
number of optimisable elastic coefficients is limited. To enlarge this scope, other strategies
based on the parametric optimisation of different patterns or on topology optimisation
could provide deeper insights.
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CONCLUSION AND OUTLOOKS

Conclusion

In this thesis multiple objectives were set in the introductory section, a global objec-
tive and smaller subsidiaries objectives:

— The global objective of this thesis was to design and develop a passive adapta-
tive foil concept that could be manufactured and whose deformations could be
controlled,

— The first subsidiary objective was to get a state of the art of the existing technolo-
gies and identify one that might be interesting to develop,

— The second subsidiary objective was to identify a manufacturing process that is
suitable for fabricating the morphing hydrofoil and study the impact of the man-
ufacturing process on the morphing hydrofoil’s elastic properties,

— The third subsidiary objective was to deeply investigate the morphing operation
mechanism of the morphing technology selected and identify the different param-
eters tailoring its behaviour,

— The final subsidiary objective was to model numerically the morphing hydrofoil in
a turbulent water flow and optimise the different governing parameters to be able
to control the hydrofoil’s deflection. The manufacturing constraints are integrated
into the optimisation for ensuring the fabrication of the prototype.

The objective behind being able to control the hydrofoil’s deflections is the possibility
to tailor the hydrofoil’s hydrodynamic properties. Indeed, 3 navigation modes were iden-
tified where different hydrodynamic properties are needed:

— The first one corresponds to the moments before the boat takes off, the hydrofoil
must provide a high lift force for lifting the boat’s hull over the surface. Hydrofoil
morphing is not expected here, the hydrofoil is already designed for generating
high lift,
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— The second one corresponds to the moment when the boat’s hull is above the
water’s surface. At this time, the hydrofoil’s shape must favor the best lift/drag
ratio for keeping the flight stable and energy efficient. This is at this time that the
morphing is expected to happen,

— The last navigation mode corresponds to the landing, for this mode the hydrofoil is
expected to produce a high liftfor landing the boat’s hull smoothly. At this stage,
the morphing mechanism is expected to stop operating.

All these objectives were fulfilled in this thesis work. In the first chapter, the 2D mor-
phing cellular airfoil concept, developed by Bornengo [47], was selected to be investigated
deeper. This morphing concept is constituted of an architectured cellular core and a sur-
rounding skin. The major reason for selecting this application is its ability to adapt the
air-or-hydrofoil’s camber passively and autonomously, with the architectured core acting
as the camber control device. This passive operation implies an absence of electronic or
mechanic actuation systems, that are highly prone to maintenance, and present major
issues for already existing morphing devices.

In order to manufacture this structure containing architectured materials, additive
manufacturing has been identified as the process family that present the most promising
characteristics. Indeed, this family of processes have been developed for manufacturing
complex geometric shapes, especially the 3D-printing polymer Fused Filament Fabrica-
tion (FFF) process. This process consists in extruding a heated polymer from a nozzle
that deposit the hot filament on a heated plate in order to build the final part layer
per layer. The interest of using this process particularly, instead of any other process, is
firstly its ability to build a given part in a relatively acceptable time. Secondly, the bulk
materials used, polymers, are cheap materials that are perfect for developing prototypes.
Finally, the 3D printing of continuous fiber composites is being currently developed on
FFF. The parts manufactured with this process exhibit similar mechanical properties as
metallic 3D printed parts. Thus, the methods used in this thesis for manufacturing a poly-
meric hydrofoil can be later reused for a composite hydrofoil that has better mechanical
properties.

Yet, using this process for manufacturing the hydrofoil impacts its bulk material’s me-
chanical properties. Indeed, the use of the FFF process induces the presence of anisotropy
and porosity that transforms the bulk polymer material’s properties. These changes of
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properties also impact the global structural behaviour and properties.
For being able to take into account these changes of properties numerically and to

predict the behaviour of the structure, a methodology has been developed through an
experimental and numerical multi-scale analysis. This study has demonstrated that char-
acterising the anisotropic mechanical properties of the 3D-printed bulk material, setting
local material orientations in a numerical structural model and associating the local ori-
entation of the model to the experimental anisotropic elastic coefficients is sufficient for
being able to reliably correlate the numerical structure’s elastic behaviour with the ex-
perimental structure’s elastic behaviour.

The multi-scale analysis used earlier did not only target to take into account reliably
the changes of the bulk material’s mechanical properties and to predict the behaviour of a
3D-printed structure. Its original aim was to investigate the morphing mechanism of the
cellular hydrofoil and identify key parameters governing the airfoil’s bending properties.
With the use of representative cellular semi-structures (cellular beam), the theory of
homogenisation and the characterisation of the 3D-printed bulk material, a key parameter
governing the bending behavior was identified: the structure’s skin rigidity.

Indeed, two different modes of behaviour can be identified with different skin rigidities.
If the skin is considered rigid; i.e. its rigidity scale order is at least 10 times superior to the
core’s elastic rigidity values; the morphing structure behaves as a sandwich composite.
The cellular core of the hydrofoil is submitted uniformly in shear, with the rigid skins
concentrating the bending moment. The rigid skin opposes to the bending deformation
and stiffens the structure. The core’s shear rigidity is the other parameter tailoring the
bending behavior of the structure. Because of the uniform shear loading, the cellular core’s
unit cell size has a negligible impact on the bending properties of the structure, compared
to the skin’s rigidity and the core’s shear rigidity. Furthermore, thanks to the uniform
shear loading of the core, the bending behavior of the structure can reliably be modeled
numerically by replacing the cellular core with a Homogeneous Equivalent Material (HEM)
having the homogenised elastic properties of the cellular pattern. Replacing the cellular
core by the HEM fastens the structure’s bending deformation simulation.

Now, if the skin is considered soft; i.e. its rigidity scale order is at least 10 times
inferior to the core’s elastic rigidity values; the morphing structure behaves in a more
complex way. The core is submitted to a non-uniform complex loading, where the domi-
nant deformation mode is the tensile/compressive mode. This behaviour originates from
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a too soft skin that does not concentrate the bending moment anymore and transmits
them directly to the core. Indeed, the rigidity variations of the skin do not modify the
bending stiffness of the structure anymore, in this behavioural mode. In this configuration,
the superior and inferior regions of the core are tensile/compressive dominated and the
center of the cellular core is loaded in shear. In this mode, the unit cell size has a strong
influence on the bending properties, increasing the number of cells in the direction of the
beam’s width dramatically increases the bending stiffness of the beam. This dependence
is so important, that in this bending mode, the cell size is the most important parameter
tailoring the beam’s bending behaviour. Because of this dependence, the beam’s core can
not be modeled numerically with a HEM having the homogenised elastic properties of
the cellular pattern. Indeed, the cell size dependence cannot be reliably modeled with
continuous homogeneous materials.

After identifying the various parameters governing the beam bending properties and
the different modes of behaviour of a morphing structure, a Fluid-Structure Interaction
(FSI) numerical simulation between the cellular morphing hydrofoil and a turbulent wa-
terflow was numerically modeled. The turbulent fluid model was developed on a hybrid
finite-elelment and finite volume CFD code using the Reynolds Averaged Navier-Stokes
(RANS) method with the Spalart-Allmaras turbulence model. The solid hydrofoil model
was modeled with a rigid skin and a homogeneous anisotropic elastic core. Because of the
use of the homogeneous material as the hydrofoil’s core, the solid hydrofoil is expected to
operate in a sandwich composite operation mode. This operation mode was favored over
the soft skin mode, because of the reduction of the calculation time induced by the use
of a homogeneous core instead of a cellular core.

In order to be able to predict and control the hydrofoil’s deflections under a hydro-
dynamic loading, the anisotropic core properties were fixed and the skin’s rigidity values
were taken in an interval between 200 MPa and 3000 MPa. This interval corresponds to
the rigidity interval of 3D-printable thermoplastic polymers. Then, the tailorability of the
hydrofoil is simulated by changing the skin’s rigidity value in the previous interval.

The results demonstrated that the tailorability values obtained with this new morphing
hydrofoil concept was able to match or outperform almost all the different cellular airfoil
morphing concepts encountered earlier in the literature. These results were obtained with
a hydrodynamic pressure that was two times superior to the aerodynamic pressure of
the concepts studied in the literature. The latter point justifies the use of the sandwich
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composite concept for hydrofoil morphing application, the additional stiffness provided by
the rigid skin prevents the apparition of hydro-elastic instabilities due to too important
hydrodynamic loads. When the skin rigidity becomes close to 200 MPa, these instabilities
start appearing

With these tailorability increase, the lift/drag ratio can be improved up to 50 % of its
original value. These results fulfill the objective of the morphing mechanism: improving
the lift/drag ratio of the hydrofoil. However, this reduction is obtained with a very high
lift reduction. Thus, one must take this into account and verify that enough lift is still
produced to lift the boat’s hull above the water’s surface.

To finish with, for ensuring the manufacturability of the hydrofoil, an existing cellular
material that matches the anisotropic core’s elastic properties must be identified. In order
to do that, a parametric optimisation algorithm has been developed. This parametric
optimisation algorithm optimises the geometric parameters of a cellular pattern; in this
thesis a double-arrow pattern was selected; for making its homogenised elastic coefficients
match with the core’s elastic coefficients. In this thesis, this algorithm demonstrated that
this method was effective, optimised solutions existed and had the same performance once
integrated into the hydrofoil’s core. Nevertheless, the scope of the core’s elastic coefficient
that can be matched with optimisation is limited. It can only be done with few selected
coefficients. Improving the operability scope of this algorithm can be considered as a
perspective.

Outlooks

As said in the former paragraph, the first identifiable perspective is the improvement
of the parametric optimisation algorithm. For improving it, the parametric optimisation
of a given pattern can be replaced by a topology optimisation algorithm. This topology
optimisation algorithm can optimise the material repartition inside a periodic pattern for
being able to match any core elastic coefficient.

Other aspects regarding the hydrofoil’s operation can be researched, such as the pre-
diction of plasticity. Indeed, for operating efficiently, the hydrofoil must always remain
in the elastic regime for being able to recover totally the hydrofoil’s deformation when
the boat’s hull is landing. In this thesis, only the elastic regime of the hydrofoil has been
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studied, no plasticity modeling has been made. Being able to predict the apparition of
plasticity can be important to see whether the hydrofoil can undergo the higher level
of tailorability numerically predicted without plastifying. In the literature, the effective
tailorability of some passive cellular airfoil morphing concepts was reduced after taking
plasticity into account [69]. For the concept developed in this thesis, the plasticity is likely
to appear in the skin where the majority of loads is concentrated.

An other aspect of the structure needs to be studied, it is its performance in fatigue.
Most of the racing sailboats are expected to travel through all the oceans of the world
during almost half a year. Thus, seeking the performance in fatigue of the morphing
hydrofoil can be interesting to see how much cycles the hydrofoil can undergo with the
hydrodynamic loading, without plastifying or failing.

Yet, all these perspectives, despite being important, are still long term perspectives.
The most immediate perspective is the actual possibility of manufacturing a prototype
that can be tested for verifying the operation of the solution practically. A polymeric
prototype can be manufacture and tested in a water tunnel to see if the sturcture deforms
under the hydrodynamic loads.

After validating the experimental operability of the concept with a polymeric proto-
type, continuous carbon fiber prototypes can be 3D-printed and tested in the conditions
of a racing sail boat at full speed.

All these objectives pretend to reach one objective, having a wide mainstream imple-
mentation of passive morphing hydrofoils on boats.
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Appendix A

NUMERICAL MODELING OF A TURBULENT

WATER FLOW AROUND A HYDROFOIL

This chapter’s objectives are to select the hydrofoil shape that will be used for the
optimisation and to generate numerically the dynamic loading around the hydrofoil. To
achieve these objectives, we need to use Fluid dynamics and Computational Fluid Dynam-
ics (CFD). In the following sections, these two domains will be presented and numerical
models and methodologies will be developed for simulating the waterflow around a hy-
drofoil.

A.1 General overview

Fluid dynamics is a discipline in fluid mechanics that studies the properties of a fluid
in motion, also known as a flow, around a particular object. In physics, a fluid is defined
as an object that cannot resist shearing stress [274]. In other words, it means that as long
as a shear stress is applied on a fluid, the fluid keeps on moving.

CFD is a branch of fluid dynamics that uses numerical analysis and data structures to
analyse and solve problems that involve fluid flows. Thus, before being focused on CFD,
the physical objects, the physical properties and the governing equations of fluid dynamics
need to be presented.

The physical objects called fluids are liquids (water, oil, honey...) and gases (air,
methane, helium). The property differentiating those two objects is the compressibil-
ity. Gases are compressible, whereas liquids are not. In fluid flows, the compressible or
incompressible nature of a fluid can lead to major distinctions in behavior, when the flow
encounters an object. Thus, one must be able to quickly assess whether the fluid is com-
pressible or not. For a compressible fluid, such as air, very complex phenomena known as
shock waves can occur, when the flow reaches very high velocities. The physics governing
shock waves are based on the compressibility of a fluid. Those extreme conditions are
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usually met around an airplane’s wing or a rocket engine [294], [295]. For incompressible
fluid flows, other unique physical phenomenons occur as for instance cavitation in water
flows. An efficient way to verify a fluid’s compressibility is by checking its isothermal com-
pressibility factor noted κT for English speakers and χT for French speakers. In the rest
of this paper, this coefficient will be noted down as κT . The expression of this coefficient
is given in Eq. A.1 where V is the volume of fluid and P the pressure of the fluid.

κT = − 1
V

(
∂V

∂P

)
T

(A.1)

For a fluid to be considered as incompressible, the isothermal compressibility factor
must be equal to zero. Now that we know that fluids are defined as objects that can be
set in motion through the application of a shear stress, one can address the following
question: How is it possible to link the flow state (velocity, pressure, temperature...)
with the intensity of the shear stress applied ? And what other parameters influence the
flow state ? These questions, which are highly complex and are currently deeply studied
in literature, will be addressed in the following paragraph, where the different physical
parameters and non-dimensional numbers that give explanation keys to these questions
will be presented.

A.2 Key physical properties, concepts and dimen-
sionless numbers

In fluid dynamics, being able to understand the behavior of a flow around an object
means being able to define the following quantities in the whole considered fluid field:
the flow velocity, the flow pressure and the flow temperature. The variation of these
quantities are highly dependent on several physical parameters and inner flow properties.
The most important ones to consider are the following: the viscosity, the density, the
Reynolds number and the Mach number. Depending on the considered problem, other
dimensionless numbers can be used.

A.2.1 Viscosity

In the General overview section A.1, the following question has been raised: How is
it possible to link the flow state (velocity, pressure, temperature...) with the intensity of
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the shear stress applied ? This questioning can be partially answered with the concept
of fluid viscosity. For fully understanding this concept, the shear stress must be clearly
defined in this section. In solid mechanics, the aim of studying static deformable solids is
to link the stress field to the strain field of that object, through elasticity tensors and/or
constitutive models. Here, the idea is similar in fluid dynamics, however because the fluid
is unable to statically deform to burden the shear stress, using the concept of strain is
impossible in this case. Instead, the stress field is linked with the shear rate of the fluid.
To illustrate this concept, a flow between two parallel plates distant from a height of h

(measured in meters), where one plate is moving at velocity v (measured in meters per
seconds) and the other one remains stationary is considered (see Figure A.1).This flow is
known in the literature as the Couette flow and it is the most simple example where the
shear rate is observable [296].

By looking more carefully to Figure A.1, it can be seen that there is a constant gra-
dient of velocity between the upper plate P1 and the lower plate P2. This gradient of
velocity can be explained by viscosity, viscous fluid particles tend to stick to solid surfaces
(e.g. water on wet human hand). Thus, by sticking to a solid, the fluid gains the solid’s
velocity: the fluid particles sticked on the plate P1 have a velocity of v and those sticked
on the plate P2 have a velocity of 0. Now, if the non-sticked fluid layer just beneath
the plate P1 are considered, its constitutive particles will now start to move, because
the particles sticked to P1 will transmit their kinetic energy to them. However, because
the fluid is viscous, the fluid particles are sticky. So a part of that kinetic energy will
be lost through particle-particle friction, resulting in a lower velocity for that layer. By
going lower and lower in the fluid particle layers, their velocity will decrease through the
same mechanism until reaching a velocity of 0 where fluid particles are sticked to P2.
In the considered problem, the evolution of velocity is linear, but in more complicated
flows the fluid interlayer might be more complicated and result in non-linear relationships.

If the previous explanations are translated into equations, the fluid’s velocity can be
expressed with Equation A.2:

v(y) = Cy (A.2)

Where C is a constant velocity gradient. This constant is what we call the shear rate
of the fluid. physically, this quantity tend to describe how the velocity of one fluid layer
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is influenced by its surrounding layers. It is dimensionally defined as the relation between
a characteristic velocity and a characteristic length. By combing Equation A.2 with the
fact that v(y = h) = v and v(y = 0) = 0. The shear rate of the Couette flow is defined
with Equation A.3. where γ̇ is the shear rate (measured in per seconds).

γ̇ = v

h
(A.3)

In this simple case, the shear rate was a constant. However, in other cases (e.g. a pipe
flow), its expression might be more complex: the shear rate can be directionally dependent
(γ̇ = γ̇(x, y)). Thus a more general relation is needed. Instinctively, it can be presupposed
that the shear rate relation, describing fluid interlayer influence on each other, will involve
velocity gradients with partial derivatives. Moreover, the shear rate field is linked with
the shear stress field, hence the final shear rate relation must be a tensorial Equation. To
finish with, its final form must be similar to the solid strain tensor, due to its link to shear
stresses. The general relation of the shear flow rate is given by Equation A.4.

γ̇ij = ∂vi

∂xj

+ ∂vj

∂xi

(A.4)

By looking at Equation A.4, it can be seen that its form is similar to the strain tensor
in solid mechanics (i.e. the sum of a gradient and its transposed form), as predicted.
Furthermore, the use of partial derivatives on velocities describes perfectly the complex
fluid interlayer interactions.

v1 = v

h

P1

P2

v2 = 0X

Y

Figure A.1. Planar Couette flow

As said earlier, the shear stress field τij and the shear rate γ̇ij are linked by a physical
quantity. This quantity is called viscosity and is noted η in Equation A.5.
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τij = ηγ̇ij (A.5)

Depending on the type of fluid considered, the values and types of η are numerous. It
can be either be a combination of constants or a combination of various complex physical
parameters. The different categories of viscous fluids are depicted in Figure A.2.

Figure A.2. The different types of existing fluids 1

From Figure A.2, it can be seen that three main types of fluids exist in nature: The
Newtonian fluids, the dilatant shear thickening fluids and the pseudoplastic shear thinning
fluids. Pseudoplastic fluids have a non-linear viscosity that decreases over time, which
leads the stress to grow slower and slower with the rise of shear rate. Whipped cream
or modern paints are examples of fluids that exhibit a shear thinning behaviour. On the
contrary of those fluids, dilatant fluids have a viscosity that rises with the growth of shear
rate. This rise in viscosity leads to a growth of shear stress with shear rate. Corn starch
is a good example of dilatant fluids existing in nature. To finish with, newtonian fluids
are fluids whose viscosity remains constant with the growth of shear rate. This constant
viscosity leads to a linear behaviour between stress and shear rate. Common fluids, like
water and air have a Newtonian fluid behaviour. For the range of flows investigated here,
we essentially dealt with water and air which are Newtonian fluids.

The relation between shear stress and shear rate for Newtonian fluids is given by the
Equation A.6. In this Equation, µ is called the dynamic viscosity expressed in Pa.s, µ′ is

1. Image found on [297]
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called the volumic viscosity also expressed in Pa.s and δij is the Kronecker’s symbol for
identity tensor.

τij = µγ̇ij + µ′ ∂vi

∂xi

δij (A.6)

The dynamic viscosity is physically measurable with rheometers. This is generally this
viscosity that comes into peoples mind when nothing is precised on the nature of viscosity.
This viscosity is highly sensitive to temperature. The volumic viscosity is in nature very
similar to the previous one, nevertheless its value changes depending on the hypothesis
on the flow. If the fluid is incompressible, its value is equal to zero. In the compressible
case, the Stokes’ hypothesis is used for determining its value [298]. Stokes’ hypothesis is
described in Equation A.7.

µ′ + 2
3µ = 0 (A.7)

In the rest of this work, the considered fluids will mostly be incompressible, thus µ′

will be considered as zero.
Having set these models, it can be interesting to use all the previous equations to

determine the shear stress field and shear rate field of water in the Couette’s flow problem
and see if the final results are similar with what has been found at Equation A.3 (see
Figure A.1). The fluid considered in this problem is water and the velocity v has only an
x component: v(y) =

[
v(y) 0

]T
.

In the first place, the shear rate of the flow must be calculated with Equation A.4.
The result is given at Equation A.8.

γ̇ij =
 0 dv

dy
dv
dy

0

 (A.8)

In Equation A.4, because the velocity is only in function of y full derivatives can be
used instead of partial derivatives. Now by using Equations A.5 and A.7, the shear stress
field in the Couette’s flow can be expressed in Equation A.9

τij =
 0 µwater

dv
dy

µwater
dv
dy

0

 (A.9)

Now knowing the stress field and the shear rate field, these theoretical results can be
compared to the mean ones expressed in A.3. The shear stress vector τi in the y direction
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(normal direction) is given by Equation A.10.

τi = τijnj =
 0 µwater

dv
dy

µwater
dv
dy

0

0
1

 =
µwater

dv
dy

0

 (A.10)

So, if the quantity v(y) is replaced by the quantities encountered in Figure A.1 and
depicted in Equation A.11.

v(y) = v

h
y (A.11)

Equations A.12 and A.13 become:

γ̇ij =
0 v

h
v
h

0

 (A.12)

τij =
 0 µwater

v
h

µwater
v
h

0

 (A.13)

The final tensors are symmetric and are totally consistent with what has been found
in Equation A.3. This is a proof that general Equations A.4, A.5 and A.7 are relevant to
describe the fluid’s behavior. Now that the viscosity has been thoroughly described, the
use in fluid mechanics of an another fundamental quantity will be introduced: the density.

A.2.2 Conservation of mass: mass density and Reference Fluid
Volume Element (RFVE)

In fluid dynamics, the mass density expressed in kg per cubic meters, is a fundamental
quantity that is used in every constitutive equation of a fluid to describe its state. At first
sight, it might look surprising, because generally in physics the mass is encountered at the
place of density (e.g. Newton’s second law of motion, Gravitation equation, Coulomb’s
law...). So, why is the mass density preferred over the mass to describe a fluid’s behavior ?

For answering that question, the concept of Reference Fluid Volume Elment (RFVE)
must be introduced. In highly complex problems, such as pipe network flows, setting the
flow’s constitutive equations and finding the pressures, velocities and densities of the flow
in the full domain is impossible. Thus, the considered flow domain can be divided in small
volumes where the constitutive equations can be applied and where it is easier to find
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the fundamental physical quantities of the flow. This volume is called a Reference Fluid
Volume Element (RFVE), it is generally represented by an infinitesimally small cube of
fluid. Figure A.3 gives an illustration of what this volume looks like for compressible fluids.

a) b)
dx

dy

dz

dx

dy

dz

t1, V1, 1

t2, V2, 2

Figure A.3. Reference Fluid Volume elements in two different flow configurations for
compressible fluids

For incompressible fluids, the volume of the RFVE remains constant and does not
change its shape (see Figure A.3). As depicted in Figure A.3, compressible fluid’s RVFE
changes its shape with respect to time. Having said that, this Reference Volume must
respect one constitutive law of physics which is the conservation of mass (see Equation
A.14).

dm

dt
= 0 (A.14)

This Equation states that the mass of the volume must remain constant with respect
to the change of time. Thus, if the volume of the Reference Element taken can change with
time, it means that for having a mass that remains constant the density of the fluid must
also change. So, studying the behaviour of the fluid by using its mass in these equations
means dealing with two intrinsical physical quantities that changes with time: density and
volume. To avoid that, fluid mechanicians decided to manipulate only density. By doing
so, they only deal with one variable physical quantity instead of two. Equation A.14 will
be rewritten accordingly with density and volume in section A.3.1.
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A.2.3 Reynolds number

In fluid dynamics, the fluid’s motion can be categorised in two types of flow: lami-
nar flow and turbulent flow. The fluid’s motion state depends on the kinetic energy of
the considered flow. When the kinetic energy is low, the flow particles follow rectilinear
streamlines in the flow and the general state of the flow is non-chaotic. This state is called
the laminar state (see Figure A.4 on the bottom). When the kinetic energy of the flow is
high, the momentum accumulated by the particles becomes too high to follow rectilinear
streamlines. So the particles starts swirling and the motion of the fluid becomes chaotic
and non-deterministic. This state of flow is called a turbulent state (see Figure A.4 on the
top). One third state exists, which is called transient. This state is only observable when
a flow passes from a laminar to a turbulent state.

Figure A.4. Turbulent flow (on the top) and laminar flow (on the bottom)

Now that these states are identified, how is it possible to determine qualitatively the
state of the flow? The answer to this question is by using a fundamental number of
fluid dynamics: the Reynolds number. The Reynolds number was named after Osborne
Reynolds, who evidenced in 1883 that a flow has 3 different states: laminar, transition from
laminar to turbulent (transient) and turbulent state. He is also the one who publicised
the use of this number. This number’s most common expression is given in Equation
A.15. With Re being the Reynolds number, ρ being the fluid’s density, V being the fluid’s
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velocity, D being a characteristic length and µ being the dynamic viscosity.

Re = ρV D

µ
(A.15)

The expression of the Reynolds number given in Equation A.15 is very interesting.
The numerator of this number is the product of the momentum of the fluid ρV and the
characteristic length D. This characteristic length will change depending on the object
and problem considered. For instance, the characteristic length considered for a flow inside
a pipe will be its diameter D instead of its length L (see Figure A.5 a)). Whereas, for an
airfoil, the characteristic length considered will be its chord c instead of its thickness d

(see Figure A.5 b)). By looking at Figure A.5 a), it can be seen that alongside the pipe’s
length L the velocity profile does not change. However alongside the diameter D of the
pipe, the velocity profile changes depending on the distance the particle of fluid is from
the rims of the pipe. Thus, it is the diameter of the pipe that has to be considered as the
reference length governing the flow’s motion, not the length of the pipe. On the contrary,
airfoil flows do not change because of airfoil’s thickness (see Figure A.5 b)). The state
of the flow changes depending on the position considered alongside the airfoil’s chord c.
Hence, the length of the airfoil c will be preferred for being used as a reference length.
In the Reynolds number’s expression, this quantity is used for describing "the quantity
of fluid that must be set in motion". The bigger this length is, the more energy the fluid
needs for getting in motion and the unsteadier the flow would be.

The product of the momentum and the reference length are considered as being a
representation of the "inertial forces of the fluid" in the Reynolds number. Indeed, the
higher this numerator is, the higher inertial energy the flow has. On the contrary, the
denominator is composed of the dynamic viscosity µ only (see Equation A.15). This
denominator is representing the viscous forces occurring inside the flow as depicted in
the paragraph dedicated to viscosity. These forces tend to reduce the inertial velocity
inside the flow and makes it steadier. Physically speaking, the Reynolds number is a ratio
between the inertial forces and the viscous forces (see Equation A.16).

Re = inertial forces
viscous forces (A.16)

When this ratio is far less than 1. It means that the viscous forces dominate the flow’s
behavior. This flow is called the Stokes flow and it has already been widely studied for
flows around spheres [272], [273]. When the value of the Reynolds number is far greater
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D

L

a)

c

d

b)

Laminar Turbulent

Figure A.5. Differents object characteristic length for a) a pipe flow b) an airfoil flow

than 1 (which happens quite often in nature), the inertial forces dominate the flow. De-
pending on the value of this number, the state of the flow can be either a laminar flow, a
transient flow or a turbulent flow. When the Reynolds number is below a certain limit, the
flow has a low inertial energy which is observable as a laminar flow behavior (see Figure
A.4). This limit changes depending on the considered problem, for instance for pipe flows
the Reynolds number limit value of a laminar flow is 2000, for an opened channel flow
passing over a flat plate the limit value of the Reynolds number is 5.105 [274] and for flows
passing over airfoils, the laminar limit depend on the type of the considered airfoil. This
limit value varied from 3.5.104 to 1.105 [275]. However, if the limit is unknown, the lami-
nar transition point taken will taken at Re = 5.105, the laminar limit value for a flat plate.

Beyond this limit value, there is an interval where the flow has a complex behavior
for which turbulences and small vortices start appearing in the flow. Moreover, the speed
and the pressure in the flow starts to be erratic. It is the transient flow status. As for the
laminar limit, this interval changes depending on the problem considered. For pipe flows,
this interval is between a Reynolds number of 2300 and 4000 and for a flat plate, this
interval is between 5.105 and 1.106 [274].

If the Reynolds number is greater than the upper boundary of the interval, the inertial
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forces of the flow are so important that an infinite number of chaotic vortices are present
inside the flow, the speed and the pressure of the flow become chaotic and brutally os-
cillate non-periodically. This state is called the turbulent state of the flow (see Figure A.4).

Besides being able to predict the state of a given flow and qualitatively estimating
the inertial forces present in it, the Reynolds number is also very popular because of its
ability to link geometric and kinetic quantities of two different scaled flows. Figure A.6
shows a motorised boats models, one is a full scale model with a length L1 that moves at
a velocity v1. The other model is a small scale model with a length L2 that moves at a
velocity v2. A motorised boat is usually 8m long (L1 = 8 m) and moves at a velocity of
8.2 m/s (v1 = 8.2 m/s).

L1

V1
(a) Motorised boat at full scale

L2

V2
(b) Motorised boat at small scale

Figure A.6. Motorised boat at full scale and at reduced scale

Before manufacturing the boat, a smaller scale prototype is tested on water. This
smaller scale prototype is designer at the 1/4th scale of the full boat. This small scale boat
will be tested in a water tunnel, i.e. large tubes where water is expelled at controlled high
velocities for testing boats in cruising conditions. According to the Vaschy-Buckingham
similitude principle, the small and the bigger scale problems can be put in the same con-
ditions of navigation. However, because of the difference of scale size, the speed must be
modified accordingly to have a flow that is in the same state for the full scale and small
scale model.

As explained earlier, the Reynolds number is a mean of qualitatively estimating the
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inertial forces inside a flow for a given fluid dynamics problem. So for two problems, that
have the same boundary conditions but where only the scale of the considered objects
change; Having a similar Reynolds for the two problems means that the state of the flow,
and thus its inertial energy, are the same for the both considered problems. So, it said
that the two problems are in a dynamic similarity. Equation A.17 shows the dynamic
similarity between the full scale boat 1 and the small scale boat 2.

Re1 = Re2

ρV1L1

µ
= ρV2L2

µ

(A.17)

The dynamic similarity is not only used for boats, but also for aircrafts and other
complex industrial systems [276]. Nevertheless, as implied previously by studying the
Reynolds number, the dynamic similarity of different scales depend strongly on the prob-
lem considered. Thus, having only a similar Reynolds number is not enough, for some
problems, to have a dynamic similarity. For instance for problems where the flow velocity
is close enough or superior to the speed of sound, the Mach number must also be checked
to be sure that the flow is in the same conditions on the scaling model and in reality.

The Mach number will be later introduced in § A.2.5. For the problems encountered
in this work, checking the Reynolds number and the Mach number similarity is sufficient
for having a dynamic similarity.

A.2.4 Kinematic viscosity

In the Reynolds number equation depicted in Equation A.15, the physical quantities
V , the velocity and D, the characteristic length are characteristics that are proper to the
flow, regardless of the type of the fluid described. On the contrary of these quantities,
the density ρ and the dynamic viscosity µ are not properties of the flow, but of the fluid.
That is why, usually, researchers in fluid dynamics prefer to write the Reynolds number
expression in an alternative way (see Equation A.18).

Re = V D

ν
(A.18)

With ν being the kinematic viscosity, and it is defined by Equation A.19. With µ being
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the dynamic viscosity and ρ being the fluid’s density.

ν = µ

ρ
(A.19)

In this new form, the kinematic viscosity represents the capacity of a given fluid
to go into motion. Hence, this quantity represents the amount of energy to provide for
transforming a static fluid into a flow. Moreover, the viscosity and the density of a fluid
are temperature and pressure dependant. So, for variational studies, having the Reynolds
number equation written in the form seen in Equation A.15 obliges the studies to take
into account the variation of two parameters instead of one in the form of Equation A.18.

A.2.5 Mach number

As said in the paragraph devoted to the Reynolds number, many dimensionless num-
bers can be used for describing and comparing the states of different flows submitted to
different conditions. They are also used to scale up or down fluid flow problems by having
similar dimensionless numbers. The Mach number is one of these dimensionless numbers.

The Mach number compares the velocity of a flow to the speed of sound in this fluid.
Its expression is given in Equation A.20. With V being the velocity of the flow and a

being the velocity of sound in the considered fluid. The velocity of sound in a fluid is
highly influenced by the temperature and pressure conditions encountered by the fluid.

Mach = V

a
(A.20)

Depending on the value of this number, the state and the regime of the flow changes.
Table A.1 shows the different existing types of regimes for a flow, depending on its Mach
number.

Looking at Table A.1, the first existing regime is the incompressible subsonic regime
which is encountered if the Mach number is inferior to 0.3. In this configuration, the
flow’s velocity is not great enough to start compressing the flow’s particles. Incompressible
hypothesis can be used for constitutive equations.

The second existing regime, the compressible subsonic regime, occurs when the Mach
number’s value is between 0.3 and 0.8. At this regime, the fluid’s velocity is high enough
for compressing flow’s particles. This compressible fluid’s behaviour can be described by
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Regime name Mach number value Regime description
Incompressible M < 0.3 The considered flow is incompressible

subsonic
Compressible 0.3 < M < 0.8 The considered flow is compressible and

subsonic it can be modeled with an ideal gas law
Transonic 0.8 < M < 1.2 The flow’s velocity is high enough

for the apparition of the first shock waves,
but these are located on the backside of

the object inside the flow
Supersonic 1.2 < M < 5 The flow’s velocity is greater

than the speed of sound in this media,
which leads to the appearance of

shock waves in the front of this object
Hypersonic M > 5 The flow’s velocity is so great

that the fluid’s friction starts
to heat the object’s surface,

which changes many physical laws
governing the flow

Table A.1. Regimes of a flow for different Mach numbers

a perfect gas law.

The transonic regime can be observed for Mach numbers reaching values between
0.8 and 1.2. At these velocities, the changes in pressure and temperature in the flow
around the object leads to local regions where the speed of the fluid exceeds the speed
of sound. By reaching the speed of sound, the fluid particles become so compressed that
brutal changes in temperature and pressure happen inside the fluid. These brutal changes
lead to the appearance of two regions: one where the flow’s physical properties (pressure,
temperature and velocity) are low and a region where the physical properties are high.
The border between these regions is called a shockwave (see Figure A.7). This border is a
region where the flow velocity has compressed the particles so much, that the compressed
fluid becomes a physical wall that brutally collide with the upcoming particles. This
compressed air region acts like a discontinuity in the flow, the supersonic upcoming flow
separates after this shockwave.

The supersonic regime is encountered for Mach numbers values between 1.2 and 5.
For such high Mach numbers, the fluid particles are compressed up to a point of forming
shockwaves before encountering the object. These shockwaves are what people call "the
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M=0.7 (below the critical number)

Maximum local veolcity

lower than Mach 1

a)

M=0.82 (critical number)

b)

Supersonic

flow
Normal

shock

Separation

Figure A.7. Visualisation of two different Mach regimes: a) Subsonic b) Transonic

sound wall". They are the reason why condensate water appears around fighter jets when
they approach the speed of sound and the "sonic boom" that can be heard when the fighter
jet crossed the speed of sound corresponds to the moment when the jet crosses this wall
of particles.

The hypersonic regime can be observed for Mach numbers greater than 5. In this
regime, the flow velocity is so important that the fluid friction over the surface starts de-
grading the surfaces of the object. Moreover, the compressible fluid cannot be described
by a perfect gas law anymore, other models need to be used for describing the fluid’s
behavior.

In our work, we tried to always verify that the Mach number is below to M < 0.3
because the equations and numerical models used for describing the flow’s behavior only
modeled incompressible fluids. No compressible fluid model was implemented in this nu-
merical solution.

A.2.6 Lagrangian and Eulerian descriptions

Once again, if fluid dynamics are compared to solid mechanics, the ways of describing
the evolution in time of a system’s physical quantities are substantially different. Two
major ways of tracking their evolution lie in two systemic descriptions: the Lagrangian
description and the Eulerian description. Solid mechanics mostly use the Lagrangian de-
scription to depict the evolution of a physical system (at the exception of some solid
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mechanics subfields, lsuch as finite transformations) and Fluid mechanics mostly use the
Eulerian description to keep a track of a system’s evolution. Figure A.8 will be used for
explaining the way these two description operate.

t1, X1, 1,

 1

t2, X2, 2, 2

Configuration 

1

Configuration 2

U2 = X2 - X1 U2 = X2 - X1

(a) Lagrangian description: Used in
solid mechanics

1 2 3

t1, X1

1, 1

t2, X2

2, 2

t3, X3

3, 3

U2 
= X2 

- X1 U3 = X3 - X2

(b) Lagrangian description: Used in
fluid mechanics

Velocity field v at a time t

(c) Eulerian description: Used in
fluid mechanics

Figure A.8. Description of two possible physical descriptions: Lagrangian and Eule-
rian

In solid mechanics, usually for estimating the time variations of a physical quantity,
an initial configuration is selected at a reference time. Figure A.8a shows an example of
an inflating sphere. This system’s name is configuration 1. Configuration 1 is composed
of all the points present on the sphere. In this system, t1 is the reference time, X1 is the
system’s reference position, ρ1 is the initial density of the system and Ω1 is the system’s
reference volume.

After charging the system with loads, the system starts to change with respect to
time. For observing these changes, the system needs to be observed at a time t2. This new
configuration has the name configuration 2 on Figure A.8. For calculating the evolution
of a physical quantity of the system (e.g. the density), the difference between the final
configuration (configuration 2) and the initial configuration (configuration 1) needs to be
made with regard to the time. Equation A.21 depicts the variation of density with time
from the case in Figure A.8a.

δρ(Xi, t)
∂t

= Final configuration− Initial configuration = ρ2(Xi, t)− ρ1(Xi, t)
t2 − t1

(A.21)

The description depicted until now is the Lagrangian description. The principle of this
description is following the system’s deformation and evolution from a starting point up
to a final point.

241

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



Figure A.8b, shows the Lagrangian description for studying a 2D flow around a cylin-
der. On this Figure, the studied system is represented by the blue square that represents
a volume of fluid. In this volume, some fluid particles have been highlighted in red. The
behavior of these particles will be tracked with the displacement of the volume. For the
initial configuration denoted by the number 1 in the blue volume of Figure A.8b, it can
be seen that the selected particles belong to parallel streamlines that seem to share the
same velocities independently from the particles position.

The configuration number 2 of Figure A.8b has been now displaced by a value U2. At
this displaced configuration, the volume has been split in two because of the cylinder’s
presence. This split in volume has changed the particles trajectories, i.e. their velocities
also (see Figure A.8b). In this new configuration, the physical properties, like velocity or
pressure, are dependent on the distance of the particle with the cylinder surface. How-
ever, the lower and upper volumes have a symmetrical behavior due to the symmetrical
geometry of the cylinder.

For the last configuration, configuration number 3 of Figure A.8b, the volume of fluid
displaced from a displacement value U3 and is now far behind the cylinder. At this config-
uration, the particle’s trajectory is rectilinear again. These are the same as the ones seen
in configuration 1, the cylinder has no more effect on the flow and the fluid flow turned
back as it was before encountering the obstacle.

As it has been described just above, the configuration 3 of Figure A.21 has the same
physical properties as configuration 1. Far from the objects, the flow’s streamlines are
parallel and have a rectilinear trajectory. Thus, those regions of the model do not need to
be simulated because their behavior is simple and easily predictable. The real deal comes
for estimating flow’s physical properties around objects, that are the interesting regions.
So with the Lagrangian description, the fluid volume needs to be reseted to its original
position (position 1 for Figure A.8b) for being able to describe the fluid’s properties ef-
fectively. As exposed here, this type of description is not very effective for describing the
flow’s property around an object: calculation time is lost on positions where the flow’s de-
scription is easy to predict. Moreover, using the Lagrangian configuration is not effective
for describing non-stationnary flows. Indeed, the control volume is only able to describe
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the flow’s properties for one particular position at one particular time. However, for ac-
curately describing a non-stationnary flow’s properties, for a given position the flow’s
properties must be known for all step of time. For these reasons, the Lagrangian descrip-
tion is not an accurate way of describing a flow’s behavior in fluid dynamics.

The other way found by physicists for describing effectively a flow’s behavior is the
Eulerian configuration (see Figure A.8c). The Eulerian description consists in "taking
photos" of a particular flow volume (also called a flow domain) at a given time and then
estimating the flow’s properties (velocity, pressure, density...) for all the points of the
fluid domain at this time. This picture of the volume is called a "control volume", it is
static and it only captures the fluid flow that is inside it at a given time t. Usually, this
control volume is selected in a way that the solid object is included in this volume domain
(see Figure A.8c). However, one new problem arises with this new configuration: the fluid
properties variations are no more predictable with Equation A.21 because there is only
one configuration here (no more initial and final configuration).

These physical properties variations can be estimated through the variation of other
variables on which the considered physical property depends. Usually, the flow’s physical
properties depend on time, noted down by t and the spatial position in the control volume
noted down by the vector Xi. With this being said, let us try to express the variation of
density ρ(Xi, t) with regard to time with the Eulerian description. Equation A.22 gives
the differentiation of the density.

dρ(Xi, t) = ∂ρ

∂t
dt + ∂ρ

∂Xi

dXi (A.22)

Now for finding back the time derivative of density with respect to time, Equation
A.22 has to be divided by dt. Equation A.23 shows the final result.

dρ(Xi, t)
dt

= ∂ρ

∂t
+ ∂ρ

∂Xi

dXi

dt
(A.23)

Equation A.23 can be more simplified: the term dXi

dt
represents the variation of the

position of a fluid particle inside the volume with respect to time, this term represents
in fact the velocity of that particle. It will be denoted by v. The term ∂ρ

∂Xi
represents the

variation of density with respect to its spatial position, this term is in fact the spatial
gradient of the density. By rearranging the considered terms of Equation A.23, Equation
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A.24 can be found.

dρ(Xi, t)
dt

= ∂ρ

∂t
+ ∂ρ

∂Xi

vi (A.24)

Equation A.24 is called the "material derivative" of the density, this type of Equation
is used for describing the variation with respect to time of any physical quantity inside the
control volume used in the Eulerian description. Equation A.25 gives the general form of
the material derivative for any physical quantity (e.g. velocity, pressure, density...) inside
the fluid, with a being the considered quantity.

da(Xi, t)
dt

= ∂a

∂t
+ vi

(
∂

∂Xi

)
a (A.25)

Having said that, in the following sections of this paper, fluid models and fluid-
structure interaction models will be presented. All the models that will be exposed in
the fluid sections are presented in an Eulerian description, whereas the solid models that
will be exposed are presented in a Lagrangian description. All the different quantities
estimated in these models will be calculated accordingly with the corresponding time
variational models presented for each description.

A.2.7 Boundary Layer

For air or water flows with a high Reynolds number passing around an object, the flow
can be divided in three regions: (1) An unperturbed area where the streamlines remain
parallel (i.e. the regions in front of and behind the cylinder in Figure A.8b) (2) A thin
viscous area on the surface of the object immersed in a flow (see Figure A.9) where the
viscous forces act as depicted in the subsection A.2.1 (3) a region behind te object, where
the fluid’s pressure and velocity are low.

This thin area depicted in (2) is called a boundary layer, a region where the shear
forces have a high impact on the flow. The unperturbed region of the flow (1) is called
"the external flow", it is considered as being inviscid because the shear stress effect on
the flow becomes negligible. The region behind the object (3) is called "the wake". It is a
region that appears when the boundary layer detaches from the immersed object leading
to low pressure and low velocity (see Figure A.9). Hence, the limit that separates the two
regions starts where the shear stress effect on the flow becomes negligible. In practical
terms, this occurs when the x component of the velocity of the flow in the boundary layer
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U∞

U∞
(1)

(2)

(3)

δ

Figure A.9. Three existing areas of the flow (1) Inviscid external flow (2) Viscous
boundary Layer (3) Low pressure wake

U has a value close to 99 percent of the x component of the velocity of the external flow
U∞ (see Equation A.26). On Figure A.9, this limit is the black line between region (1)
and region (2).

U(η(y) = δ) = 0.99U∞ (A.26)

In Equation A.26, δ represents the thickness of the boundary layer, and η represents
the immersed object’s curvilinear height coordinate from the object’s surface. This curvi-
linear height coordinate is dependent on the global object’s height coordinate y.

In addition to this limit, there is another object with which the boundary layer has a
border: it is the immersed object itself. As stated in Section A.2.1, flow particles passing on
a solid’s object surface stick to this surface. For fluid particles, it implies that their velocity
is null at the object’s surface. Equation A.27 formulates this observation mathematically.
Note that at η(y) = 0, a considered point is located on the object’s surface.

U(η(y) = 0) = 0 (A.27)

As Figure A.9 seems to illustrate, the boundary layer thickness δ tends to grow along
the object. Indeed, the Reynolds number, the velocity and the pressure tends to change
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along the boundary layer. The Reynolds number for a boundary layer is estimated by
Equation A.28. Where s is the curvilinear position on the surface of the immersed object.

Re = U∞s

ν
(A.28)

Equation A.28 shows that the boundary layer’s Reynolds number increases along the
object’s curvilinear length. Thus, it means that the inertial forces and energy increase
with length inside the boundary layer. This implies that the velocity increases within
the boundary layer. In section A.2.1, it has been showed that the shear stress increases
linearly with the shear rate, which is a sum of velocity gradients. Hence, if the velocity
inside the boundary layer increases alongside the object, so does the shear rate and the
shear stress. This increase in shear stress implies a thickening of the boundary layer, as
the flow gains kinetic energy.

The increase in velocity along the object’s surface leads to an another important ob-
servations for 2D flow problems: the X component of velocity u (direction X is considered
to be alongside the surface of the immersed object) is way greater than the Y compo-
nent of velocity v (direction normal to the object’s surface). Using this hypothesis in the
constitutive momentum equation for fluids (i.e. Equation A.69, paragraph A.6), it can
be shown that the pressure gradient depends directly on the velocity compounds u and v

(see Equation A.29).

−∂P
∂x

= A(t, x, y)u
−∂P

∂y
= B(t, x, y)v

(A.29)

In Equation A.29, A(t, x, y) and B(t, x, y) are complex gradient operator. Using the
hypothesis that u >> v on this equation leads to Equation A.30.

−∂P
∂x

>> −∂P
∂y

−∂P
∂y
≈ 0

(A.30)

This hypothesis is true for most types of flows (laminar, turbulent, supersonic...), only
flows that have a Mach number superior or equal to 20 do not respect this hypothesis
[29]. Nonetheless, these types of flows are way out of the scope of our work where Mach
number never exceeds 0.3.

Having said that, if the velocity is high enough and if the object is long enough,
Equation A.28 implies also that the boundary layer can pass from a laminar state to
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a transition state and then to a turbulent state on the surface of the immersed object.
This is indeed the case, at the front edges of the object, the boundary layer is always
laminar. But after some time the boundary layer becomes turbulent (see Figure A.10).
The transition state, being highly complex, is out of the scope of our manuscript.

x

y

Laminar boundary layer

x

y

Turbulent boundary layer

u(x,y) u(x,y)
The boundary 

layer thickness

• Relatively thin layer

• Relatively low velocity

  gradient near the wall

• Relatively low skin friction

• Thick layer

• Higher velocities near

   the surface

• High skin friction

Figure A.10. Laminar and turbulent boundary layer

Having two different flow states means that the equations governing the boundary
layer’s behavior also change. Indeed in laminar boundary layers, the inertial energy of the
boundary layer is low. Thus, the particles velocity inside the boundary layer is low which
leads to have laminar streamlines that remain parallel to the object’s surfaces. Hence,
having parallel streamlines implies that the exchange of inertia and momentum between
the different streamlines composing the boundary layer is made on a microscopic level as
depicted in section A.2.1.

The low inertial energy of laminar streamlines and the microscopic momentum ex-
change between streamlines for laminar boundary layers make the development of con-
stitutive equations governing the behavior of laminar boundary layers possible. This con-
stitutive equation is given in Equation A.31. This last equation will not be thoroughly
explained and discussed, as it is not used later on. It is just provided for the reader to
know the equation’s main form. We will advise the reader to go and check Reference [29]
for more details.

The equation will not be detailed here for many reasons. First of all, in this work,
we will be focused on studying a turbulent hydrofoil fluid flow with numerical methods.
Thus, explaining this equation thoroughly will be out of the scope of this work. Secondly,
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the derivation and explanation of this equation is very challenging, hence the only thing
to remember from this equation is the possibility to find a governing equation for laminar
boundary layers. For solving Equation A.31, one must find the f ′ value, representing the
relative velocity of a streamline in a boundary layer f ′ = U

U∞
. The ’prime’ signs in the

equation are derivatives with regard to η(y).

ff ′′ + f ′′′ + [1− (f ′)2]β = 0
f ′ = U

U∞

(A.31)

On the contrary of laminar boundary layers, turbulent boundary layers have high iner-
tial energy. Hence, the particles inside this boundary layer have a very high velocity. The
inertial energy in this kind of state is so great that the particles do not form streamlines
anymore, but move frenetically up and down in the boundary layer. With the particles
having that kind of behavior, the momentum exchange is not microscopic anymore, as it
was in the laminar boundary layer. Right now, it is macroscopic: the particles move from
the top to the bottom of the boundary layer.

Having said that, in the turbulent case, there is currently no governing equations that
has been found for accurately describing the flow’s behavior. Indeed, the turbulence un-
derstanding is still incomplete and is a current very active research topic [277], [278].
Nevertheless, some attempts have been tried for being able to find equations that fits the
macroscopic velocity variation in the boundary for some particular basic cases.

One of the basic cases studied for better understanding turbulent boundary layers is
a flow over a flat plate. Even in this case no exact solution exists. Nonetheless, some
attempts have been made for finding mathematical models that fit more or less precisely
the empirical results obtained on the turbulent flat plate boundary layer flow.

Ludwig Prandtl, the engineer and scientist that theorised and discovered the boundary
layers, made an hypothesis for the boundary layer’s flow very near to the wall: in this
region, the viscous shear forces outperform inertial forces and creates a laminar sub-layer.
He deduced that the velocity in this region depends on three parameters: the wall shear
stress, the fluid’s physical properties and the distance y from the wall. In turbulent
flows, one does not use pure velocities anymore but uses mean time-averaged
velocities ū instead. The reason behind this will be explained in Section A.4, however
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it is linked to the lack of knowledge in Turbulence’s behavior.

Hence, if the flow’s profile is linear near the wall, ū is proportional to y. The shear stress
expression for a Newtonian fluid must still be true (see Equation A.32). In this expression
τw is called the wall shear stress, it physically represents the shear forces applying just
above the surface of the object called a "wall" here.

τw = µ

(
∂ū

∂y

)
y→0

= µ
ū

y
(A.32)

Despite the fact, that it has been observed for a flat plate, this laminar sub-region
exists in all the different types of boundary layers that can be encountered and in general
turbulent flows. Thus, in an attempt of generalising the results and observations made
here for other kinds of problems, all datas and variables have been adimensionalised. For
instance, the velocity is expressed as the variable u+, called "the wall velocity" and defined
by Equation A.33.

u+ = ū

u∗ (A.33)

In Equation A.33, u∗ represents the "wall-friction velocity". Physically, it represents
the velocity that is infinitesimally above the wall, at a distance y = 0+ from the wall. It’s
value is defined by dimensional analysis with Equation A.34.

u∗ =
√

τw

ρ
(A.34)

The distance from the wall y+ expressed in non-dimensional "wall units" is given by
Equation A.35.

y+ = yu∗

ν
(A.35)

In Equation A.35, ν represents the fluid’s kinematic viscosity. By looking at this equa-
tion more carefully, it can be seen that the non-dimensional distance has the form of
the Reynolds number. If u+ of Equation A.33 and y+ of Equation A.35 are replaced in
Equation A.36.

τw = µ
u+u∗

(y+ν)/u∗ =
(

u+

y+

)
ρu∗2 (A.36)
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Now, if the definition of wall-friction velocity (see Equation A.34) is introduced into
Equation A.36. It is obvious that:

u+ = y+ (A.37)

The model described in Equation A.37 is known as the "linear sublayer law". The
laminar sublayer, where the velocities are small and where the viscous forces dominate
the flow, lies under a y+ value of 5. This means that the viscous sublayer law described in
Equation A.37 is true up to a y+ value of 5, i.e. the viscous sublayer law is true until the
inertial forces of the boundary layer reach a value 5 times superior to the viscous forces
(the y+ having an expression similar to the Reynolds number). The y+ can go up to 10,
if there is a 10 percent error tolerance on the velocity precision.

Beyond this laminar region, there are other sub regions that exists. The viscous sub-
layer, a region where the viscous forces dominate the flow, is composed of the linear lam-
inar layer seen just before and located at a y+ interval of 0 and 5 and the "buffer layer"
a region located between a y+ location of 5 and 50. In the buffer layer region, the flow
becomes so complex that there is currently no model that describes this region accurately.

Above a y+ value of 50, there are two other regions composing the "Defect-law region":
the Log-law region and the Outer region. In those regions, Theodore von Kármán, a
hungarian physicist, showed that the velocity magnitude did not directly depend on the
viscosity anymore, but it depended directly on the wall shear stress and the distance y
over which this effect has diffused. Having said that, von Kármán showed that there is a
logarithmic relation between the velocity and the distance from the wall. Equation A.38
depicts this mathematical relation. In this equation, κ is called the von Kármán constant,
this constant physically represents the wall shear stress diffusion in the upper layers of
the boundary layer. It is because of this mathematical fitting law that the "log law region"
was named this way. This fitting law remains true up to a y+ value of 200.

u+ = 1
κ

ln y+ + B

κ ≈ 0.4− 0.41
B ≈ 5.0− 5.5

(A.38)

The last region is called the outer region, this region is the thickest one in the boundary
layer, it represents 80 to 90 percent of the overall boundary layer size and starts at a value
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of y+ of 200. In the outer region, another nameless fitting law was discovered (see Equation
A.39). In this equation, u+

∞ represents the dimensionless free stream velocity u+
∞ = U∞

u∗

and δ is the boundary layer height.

u+
∞ − u+ = − 1

κ
ln y

δ
+ A

κ ≈ 0.4− 0.41
A ≈ 2.35

(A.39)

Those semi-empirical fitting equations are very important for turbulence modeling.
Even though they were developped for flat plates, it is widely used in simulation software
and numerical analyses for estimating the physical quantities in the boundary layer of
complex objects - e.g. cylinders, airfoils, aircrafts... - (see section A.4.1). Figure A.11
resumes all the regions encountered so far and shows their various locations.
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Figure A.11. Turbulent boundary layer regions, graph taken from [29]

To summarise everything that has been said in this section, a boundary layer is defined
as being the region that separates the external flow from the object’s surfaces. This region
is considered to have high viscous effects compared to the external flow, however these
viscous effects decrease alongside the object’s curvilinear length in the profit of inertial
forces. Indeed, if the object is long enough, the boundary layer passes through three dif-
ferent states: the laminar, the transition and the turbulent state. The laminar boundary
layer behavior is depictable with analytic constitutive equations on the contrary of tran-
sition and turbulent state.

Despite the absence of constitutive models, semi-empirical mathematical laws have
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been developed by dividing the turbulent boundary layer into several regions. A region
called the viscous sub-layer very close to the object’s surface, where the viscous forces are
so high that the flow is in laminar state.

Very close to the wall, the dimensionless velocity rises linearly with the dimensionless
height from the wall. Above the viscous layer, the Defect-law region is not influenced
directly by the viscous forces, but by the diffusion of the shear stress near the surface
in those upper regions of the boundary layer. Here, the dimensionless velocity evolves
in a logarithmic trend with the dimensionless height of the boundary layer. Figure A.12
illustrates the evolution of the boundary layer with regard to curvilinear length of the
surface.

Laminar

Transition
region

Turbulent

Linear
sublayer

Viscous
sublayer

U

Limit of 
Boundary Layer U = 0.99 U

�

Figure A.12. Summary of a boundary layer properties and states

A.2.8 Aero- and hydrodynamic coefficients

When an aero- or hydrodynamic object is subjected to a fluid flow, there are hydrody-
namic forces that apply on its surface with the form of hydrodynamic pressure (see Figure
A.13). The main forces resulting form the pressure forces on this object are lift and drag.

The lift force is defined as the force that is perpendicular to the oncoming flow di-
rection. Whereas, the drag force is the force that opposes to the object’s motion in the
surrounding fluid. As it can be seen on Figure A.13, these forces depend on the pressure
forces that act on the object and the viscous friction forces made by the flow on the object’s
surface. The drag force depends strongly on the viscous friction forces for high velocities.
As suggested in the previous sections, the pressure forces in a fluid flow strongly depend
on the fluid flow’s properties (density, viscosity, velocity...) and the object’s geometry
(shape, lenght, width...).
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Figure A.13. Hydrodynamic pressure forces on the hydrofoil

Thus, if someone would like to compare the best geometrical shapes, and shapes only,
for some targeted force, (e.g. shapes that generates highest lifts, shapes that generates
highest drag, best lift/drag ratio...) how should he proceed ? Indeed, because of the
numerous parameters affecting pressure forces applied to an object in a flow, how is it
possible to isolate the shape only ? The answer to this problem is the same as the one
implemented for the Reynolds number’s issues: non-dimensionalisation of forces.

All these forces depend on the pressure field around the object, and this pressure field
is strongly dependent on the geometry, the fluid’s velocity and the fluid’s density. Hence,
even for pressure, there is a need of isolating the effect of geometry only and not the other
parameters. The solution to do that for pressure, is to remove the hydrostatic pressure
component of the total pressure expression, and divide the total amount of pressure around
a body by the initial dynamic pressure of the fluid (see Equation A.40).

Ci
p = Pi − P∞

1
2ρU2

∞
(A.40)

In Equation A.40, Ci
p represents the non-dimensional pressure coefficient at a given

location, Pi is the pressure value of a given location, P∞ represents the hydrostatic pressure
value of the fluid flow far from the object, ρ stands for density and U∞ is the flow’s velocity
far from the object.

This pressure coefficient gives insight on how the pressure in the flow is affected by the
object’s geometry. The pressure coefficient Ci

p can have negative, positive or null values.
— A negative value of Ci

p means that the local pressure near this region of the object
is lower than the reference pressure P∞ (in a majority of cases, for aeronautics
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problems, the reference pressure is the atmospheric pressure Patm = 1.105Pa). It
is said that these regions are "low" or "under-pressured" regions of the flow.

— On the contrary, a negative value of Ci
p means that the local pressure near this

region of the object is higher than the reference pressure. It is said that these
regions are "over-pressured" regions of the flow.

— Finally, a null value of Ci
p means that the local pressure near this region of the

object is equal to the reference pressure. For these types of regions there is no
specific name attributed.

The product 1
2ρU2

∞ states as the dynamic pressure term, it represents the dynamic
pressure embodied by the flow. Despite being negative, null or positive, the pressure
coefficient Ci

p can have values inferior, equal or superior to 1. Depending on the absolute
value exhibited by this coefficient, this gives information about the flow’s velocity status.

— An absolute value of Ci
p inferior to 1 means that the local velocity in the considered

region of the object is lower than the reference velocity U∞ (in a majority of cases,
the reference velocity is the velocity far from the considered object).

— On the contrary, an absolute value of Ci
p superior to 1 means that the local velocity

in the considered region of the object is higher than the reference velocity.
— Finally, an absolute value of Ci

p equal to one means that the local velocity near
this region of the object is equal to the reference velocity. This type of region is
called a "stagnation point".

An additional interesting properties from the formulation of pressure coefficient Ci
p in

Equation A.40 is that no quantity related to the object’s dimension is included (length,
radius, width...). This imply that the values of pressure coefficients obtained for a smaller
scale object are the same for bigger size objects. Thus the pressure coefficients values
obtained for the 1/10th scale model of an aircraft is the same as the full scale aircraft.

Now, for the lift and drag forces that are related to pressure forces, the logic is the
same for non-dimensionalising them. However, on the contrary of pressure, the forces
have a direct dependance on the scale of the objects that must be taken into account in
the non-dimensional equations. To be more precise, the lift and drag forces have a direct
dependence with the surface of contact of the considered object. Having said that, the
non dimensional lift coefficient CL and drag coefficient CD are defined by Equation A.41.
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CL = FLift
1
2ρU2

∞S

CD = FDrag
1
2ρU2

∞S

(A.41)

In Equation A.41, FLift and FDrag are respectively the total lift force and the total
drag force that applies on the object. S is the surface where the lift and pressure forces
apply. For the case of a 2D profile with an infinite span, the surface can be replaced by
the characteristic length of the object (e.g. the chord length c for an air- or hydrofoil
represented on Figure A.13). Equation A.42 represents the lift and drag coefficients for a
2D hydrofoil.

CL = FLift
1
2ρU2

∞c x 1m

CD = FDrag
1
2ρU2

∞c x 1m

(A.42)

In Equations A.41 and A.42, there is still a link to be made between the lift forces
and the drag forces and the pressure forces applying to an immersed object (see Equation
A.40). For being able to do that, the external forces applying to the object must be listed.
Equation A.43 lists all forces applied from the fluid to the immersed object.

∑
FF luid→Object = FP ressure + FF riction drag

= FLift + FDrag pressure + FF riction drag

(A.43)

It can be seen that the pressure forces can be divided in two categories: lift forces
and drag forces. Lift forces are composed of the pressure forces components that are
perpendicular to the flow motion, whereas drag forces are composed of the pressure forces
components that are parallel to the flow motion. In addition to these, there are also the
viscous friction forces that result from the flow’s movement next to the surface of the
object. Figure A.14 illustrates how the forces act on the immersed object.

Now that the fluid forces exerted on the object have been explicited, each force will be
isolated and its expression will be sought after. The lift forces are the first to be concerned,
these ones are composed of the pressure forces components that are normal to the flow
motion, thus these forces can be formulated by Equation A.44. Considering Figure A.14,
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Viscous
forces

Figure A.14. Fluid forces action on the immersed object

the direction normal to the flow motion is considered as being the vector ȳ, n̄S being the
surface normal vector and S being the exterior surface of the object.

FLift =
∫

S
(P (S)− P∞) · n̄S · ȳ.dS (A.44)

Now that the expression of the lift forces have been expressed, if Equation A.44 is
introduced into Equation A.41, the expression of the lift Coefficient is given in Equation
A.45.

CL = 1
1
2ρU2

∞S

∫
S
(P (S)− P∞) · n̄S · ȳ.dS = 1

S

∫
S

Cp(S) · n̄S · ȳ.dS (A.45)

If the considered problem is 2 dimensional (i.e. the object’s span is infinite), Equation
A.45 can be rewritten as Equation A.46 with c being the object’s length (i.e. c is used for
an hydrofoil chord).

CL = 1
c

∫
x

Cp(x) · n̄S · ȳ.dx (A.46)

Reciprocally, for the drag forces coming from the fluid’s pressure on the object can be
expressed in a similar form (see Equation A.47). Here, the only thing that changes is the
components of the pressure forces that are taken, these are taken in the x̄ direction.

CDp = 1
c

∫
x

Cp(x) · n̄S · x̄.dx (A.47)
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The last forces that need to be expressed are the friction viscous forces that opposes
to the object’s movement. The viscous frictions occurs very near the wall, inside the
boundary layer of the object. Thus, the viscous forces can be expressed as the surface
integral of the product of the local wall shear stress τw (see section A.2.7 for more details)
and the object’s local surface dS (see Equation A.48).

FV iscous =
∫

S
τw(S) · n̄S · x̄.dS (A.48)

Dividing these forces by the dynamic forces expression 1
2ρU2

∞S, it gives the expression
of the viscous friction forces non-dimensional coefficient, the skin-friction coefficient (see
Equation A.49). With cf (S) being the local skin friction coefficient.

Cf = 1
1
2ρU2

∞S

∫
S

τw(S) · n̄S · x̄ · dS = 1
S

∫
S

cf (S) · n̄S · x̄ · dS (A.49)

As for the other coefficients, in a 2D problem, Equation A.49 can be rewritten as
Equation A.50.

Cf = 1
c

∫
x

cf (x) · n̄S · x̄.dx (A.50)

Adding Equation A.47 and A.50 gives the final expression of the total drag coefficient
A.51.

CD = CDp + Cf = 1
c

∫
x
(CP (x) + cf (x)) · n̄S · x̄.dx (A.51)

A.3 Fluid dynamics governing equations

For any scientific discipline, solving a given problem consists in finding all the unknown
variables and unknown fields by solving their governing equations. In fluid dynamics, there
are 6 unknowns variables and fields to be found: the pressure field P , the 3 components
of the velocity field v(vx, vy, vz), the density field ρ and the temperature field T . Thus, for
solving fluid dynamics problems 6 different equations are needed for finding those fields.
Generally these equations are derived by adapting three laws of physics that govern the
behavior of all objects found in nature: the governing of mass, Newton’s second law and
the laws of thermodynamics (1st and 2nd law of thermodynamics). In the next paragraphs
the governing equations of fluid dynamics will be derived from these physical laws.
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A.3.1 Continuity equation

This first equation is derived from the principle of the conservation of mass. This
principle states that, for a given system, the total mass should always remain constant
in this system. No variation of mass through time should be observed in this system.
Equation A.52 translates this principle into an equation.

dm

dt
= 0 (A.52)

The considered system of study will be a Reference Fluid Volume Element (RFVE)
where a flow passes through its faces (see Figure A.15). In Figure A.15, dΩe represents
the infinitesimal volume value of the RFVE, dΓe represents the infinitesimal surface value
of the faces of the RFVE and v represents the velocity of the flow passing through the
RFVE faces. This system will be studied in the Eulerian description, where the RFVE is
used as the control volume.

d e

d e

v

dx

dy

dz

Figure A.15. Reference fluid volume element studied for the conservation of mass

Three physical actions have an action on the RVFE’s mass in this problem: the density
variations inside the RVFE, the massic flow of fluid entering the RVFE and the massic
flow of fluid going out of the volume. With respect to conservation of mass, all these
quantities must be equal to zero. The equilibrium of these mass actions is depicted in
Equation A.53.

∫
Ωe

dρe

dt
dΩe︸ ︷︷ ︸

Density variations

+ (ρeΓev)out︸ ︷︷ ︸
Massic outflow

− (ρeΓev)in︸ ︷︷ ︸
Massic inflow

= 0 (A.53)

By choosing a very small size of RVFE, the term devoted to density variations can be
simplified into a differential term (see Equation A.54).
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∫
Ωe

dρe

dt
dΩe = dρe

dt
dxdydz (A.54)

The mass inflow term of Equation A.53 remains the same and is presented in Equation
A.55.

(ρeΓev)in = ρeΓev (A.55)

The mass outflow term of Equation A.53 undergoes some changes, in the RVFE all
properties are considered to be uniformly varying functions of time and position. Thus,
mass outflow could have slightly changed on the opposite face of the inflow. if the inflow
mass is known Qin = ρv, the variations of the mass outflow can be quantified as Qout =
ρv + ∂v

∂x
dx. Equation A.56 shows the expression of the massic outflow term.

(ρeΓev)out = ρeΓe

(
v + ∂v

∂x
dx

)
(A.56)

Now, if all these terms are put back into Equation A.53, its final form would become
Equation A.57. This final form is the form of the conservation of mass for one directional
fluid flows.

dρe

dt
+ ρe

∂v

∂x
= 0 (A.57)

In a similar manner, if the derivation is expanded for a 3 directional flow problem,
Equation A.58 is obtained. This final form of the 3D mass conservation equation is also
known as the continuity equation.

dρe

dt
+ ρe

∂vi

∂xi

= 0 (A.58)

For incompressible fluids, the density is considered constant. Hence, the general form
of the continuity equation for incompressible fluids is given in Equation A.59.

∂vi

∂xi

= 0 (A.59)

In CFD, some numerical methods use this equation for finding the velocity and pressure
unknowns for incompressible flows [299], [300]. In the rest of the manuscript, the fluid flow
problems encountered are mostly incompressible, thus the considered continuity equation
for these problems will be Equation A.59.
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A.3.2 Navier-Stokes equations: the transport of momentum

In fluid mechanics, the Navier-Stokes equations are the most fundamental equations
used for describing fluid flow motions. These equations are derived from the Newton’s
second law. this law states that the sum of the external forces applied on a closed system
are equal to the product of the mass of this system and its acceleration. The general form
of Newton’s second law is given in Equation A.60. With F ext

i being the external forces
applied to the fluid, m being the mass of fluid and ai being the acceleration of the fluid.

∑
F ext

i = mai (A.60)

As clarified earlier, in § A.2.2, the use of density in the fluid’s motion equations is
more relevant than the use of mass. Thus, the forces that will be expressed later on are
forces per volume unit. Moreover, the definition of the acceleration is the time derivative
of the velocity of the fluid. Having said that, Equation A.60 becomes Equation A.61. In
this new Equation, all the forces expressed are dimensionally homogeneous to
a force per unit volume (N/m3).

∑
F ext

i = ρ
dvi

dt
(A.61)

Now for continuing the derivation of the Navier-Stokes equations, Equation A.61 will
be applied on a system similar to the one shown in Figure A.15. This system is composed
of a RFVE with fluid flows passing through all its faces. Figure A.16 sums up the overall
external forces applying to the RVFE. All the possible forces applicable to a fluid are at
the number of three: the pressure forces, the body (gravitational) forces and the viscous
forces. If Equation A.61 is changed accordingly to those forces, Equation A.62 is obtained.

F P ressure
i + F Body

i + F Shear
i = ρ

dvi

dt
(A.62)

The final form of the equations describing the different forces are given in Equation
A.63. These are derived in a similar method as continuity equation was derived in § A.3.1,
by suming the actions of the forces on the different faces of the RVFE. In these equations,
Pi is the pressure field, fi is the gravitational acceleration vector, η is the viscosity of the
fluid and vi is the velocity of the fluid. For more details about the derivation of these
forms, see the following Reference [274].

260

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



vx

x

y

z

vz

vy

(a) Flow passing through the RFVE
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(c) Body forces applied on the RFVE
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(d) Shear forces applied on the RFVE

Figure A.16. External forces applied to the RVFE

F P ressure
i = −∂Pi

∂xi

F Body
i = ρfi

F shear
i = ∂

∂xj

(
η

(
∂vi

∂xj

+ ∂vj

∂xi

)) (A.63)

Now that all forces have been mathematically fully defined, the inertial term of Equa-
tion A.62 ρdvi

dt
has to be finally developed. This term describes mathematically the motion

of the flow in the control volume (see Figure A.16a). The Eulerian description’s material
derivative from Equation A.25 of § A.2.6 is used for this term (see Paragraph "Lagrangian
and Eulerian description" from Section A.2). The final form of the inertial term is given
in Equation A.64.

ρ
dvi

dt
= ρ

∂vi

∂t
+ ρvj

(
∂vi

∂xj

)
(A.64)

Now if all the forces terms calculated so far are brought back into Equation A.62, it
gives the general form of flow motion Equations also known as Navier’s Equation. Navier’s
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Equation is depicted in Equation A.65.

ρ
∂vi

∂t
+ ρvj

(
∂vi

∂xj

)
= −∂P

∂xi

+ ρfi + ∂

∂xj

(
η

(
∂vi

∂xj

+ ∂vj

∂xi

))
(A.65)

At the time of the mathematician and engineer who found this equation, Henri Navier,
it was hard to use this equation for studying fluids. Indeed, the general viscosity term η

was not well known for fluids, even the most common ones as water or air which made
the equation not usable.

To expand the term η, the investigated fluid’s type must be identified (cf § A.2.1).
The fluids studied in this thesis are Newtonian fluids. Hence, the general expression of
the viscous stresses for Newtonian fluids is reminded in Equation A.66.



µ′ + 2
3µ = 0

τij = µγ̇ij + µ′ ∂vk

∂xk

δij

γ̇ij = ∂vi

∂xj

+ ∂vj

∂xi

(A.66)

By changing the viscous term with the general form of Newtonian fluid’s shear stress
and by injecting Stokes hypothesis, the regular Navier-Stokes final form equation for
Newtonian compressible fluids is obtained in Equation A.67.

ρ
∂vi

∂t
+ ρvj

(
∂vi

∂xj

)
= −∂P

∂xi

+ ρfi + µ
∂2vi

∂x2
j

+ 1
3µ

∂

∂xj

(
∂vi

∂xi

)
(A.67)

This last Equation is the one governing the motion of all compressible Newtonian
fluids. Now, if the considered fluid is incompressible, the continuity equation ensures a
divergence free velocity field (i.e. ∂vi

∂xi
= 0). This transforms Equation A.67 into Equation

A.68 that governs the motion of incompressible Newtonian fluids.

ρ
∂vi

∂t
+ ρvj

(
∂vi

∂xj

)
= −∂P

∂xi

+ ρfi + µ
∂2vi

∂x2
j

(A.68)

Depending on the type of problem considered, the equation can be further simplified.
For a turbulent water flow around a hydrofoil, the gravitational body forces are negligible,
thus the Navier-Stokes equation can be simplified in Equation A.69.
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ρ
∂vi

∂t
+ ρvj

(
∂vi

∂xj

)
= −∂P

∂xi

+ µ
∂2vi

∂x2
j

(A.69)

A.3.3 The energy equation

With the continuity equation and the Navier-Stokes equations, there are now four
scalar equations that can determine four of the six unknown variables. The continuity
equation can be used for determining the velocity components or the fluid’s pressure, and
with the Navier-Stokes equations the velocity compounds can be found. However, there is
currently no equation for thermal dependent flows. Hence, for developing a new equation,
the first law of thermodynamics will be used. Indeed, this law describes the evolution of
a system where its energy exchange, and thus temperature variations occur.

The first law of thermodynamics states that for an isolated system, its energy state
remains constant. The energy inside the system cannot be created, nor destroyed, it can
only be transformed. Equation A.70 shows the mathematical expression of this first law.
dE represents the change of internal energy in the system, δQ denotes the quantity of
energy given to the system as heat and δW is the energy given or ejected by the system
as thermodynamic work.

dE = δQ− δW (A.70)

Thus, if a fluid flow system is considered, the different types of internal energies (dE)
composing the system are the following : (1) the kinetic energy of the system ke, (2) its
potential energy pe and (3) all other energies ue. Thus Equation A.70 can be rewritten in
the following form (see Equation A.71) for a fluid flow system:

de = dke + dpe + due = δq − δw (A.71)

Here all the precedent physical quantities dE, Q and W are written in lower cases in
Equation A.70, because those quantities are expressed as energy per unit mass of fluid.
Now for estimating the variation of energy in an RFVE per unit time, Equation A.70 is
written in its rate form in Equation A.72.

ρ
dke

dt
+ ρ

dpe

dt
+ ρ

due

dt
= ρq̇ − ρẇ (A.72)
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As it was done for the previous equations, each term has to be expanded for finding the
final form of the first principle of thermodynamics applied to fluids dynamics. Equation
A.73 shows the final form of the different terms involved in the equation. The first term
represents the work done by the RVFE, without taking into account the body force, the
main work change produced by the RVFE comes from pressure and viscous forces. In this
term, µ is the fluid’s viscosity, P is the pressure, vi is the velocity field and γij is the shear
rate.

The second term represents the heat change, this heat change is mostly done between
the fluid and the solid through surfaces contact, thus the Fourier’s law of conduction is
used for the RVFE. In this expression, k is the thermal conductivity coefficient and T is
the fluid’s temperature. The third term corresponds to the potential energy changes, i.e.
gravity. The potential is obtained by multiplying the body force vector fi by the velocity
field vi.

The fourth term corresponds to the internal energy of the system and it is obtained by
adding the specific enthalpy of the RVFE h and the ratio between the pressure P and the
density ρ. The last term corresponds to the kinetic energy and its expression corresponds
to the half of the square of the velocity.



−ρẇ = 2µ

(∂vi

∂xi

)2
− P

(
∂vi

∂xi

)
− 2

3µ

[
∂vi

∂xi

]2

+ µ

( ∂vi

∂xj

+ ∂vj

∂xi

)2


+ vi

∂
(
−P − 2

3µ ∂vi

∂xi

)
∂xi

+ vj

(
∂µγ̇ij

∂xi

)
+ vi

(
∂µγ̇ij

∂xj

)

ρq̇ = ∂

∂xi

(
k

∂T

∂xi

)

ρ
dpe

dt
= −ρvifi

ue = h + P

ρ

ke = v2
i

2

(A.73)

By introducting the terms of Equation A.73 into Equation A.72, the final Energy
equation is obtained in Equation A.74. For looking at the derivation for this Equation we
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refer to reference [29].

ρ
dh

dt
− dp

dt
= ∂

∂xj

(
k

∂T

∂xj

)
+ ϕ

ϕ = −2
3µ

(
∂vi

∂xi

)2

+ 2µ

(
∂vi

∂xi

)2

+ µ

(
∂vi

∂xj

)2

+ µ

( ∂vi

∂xj

+ ∂vj

∂xi

)2
 (A.74)

In fluid dynamics, the energy equation is used for keeping a track of the evolution of
the temperature in the flow.

The problems treated in this paper are considered to be isothermic. Thus, the energy
equation won’t be used for the numerical models needed for solving these problems.

With this thermal equation, there is now 5 equations in our equations library: the
continuity equation, the Navier-Stokes equations and the energy equation. These libraries
of equations are used for finding five variables, the three velocity vector components, the
pressure and the temperature. But what about the density ? It is also a variable. For
density variations, other sets of constitutive equations are used but these belong more to
the field of thermodynamics rather than fluid dynamics. These equations usually describe
the evolution of the fluid’s density with respect to pressure or temperature [301]. This
equation cancels our reference library, the equation library has as much equations as
unknowns : six equations for six unknowns.

A.3.4 Poisson’s pressure equation

As said in the upper paragraphs, the problems encountered in this manuscript will be
isothermal and incompressible fluid flow problems. Thus, only two sets of equations will
be relevant here: the continuity equation and the Navier-Stokes equations. The continuity
equation imposes a divergence free velocity (i.e. ∂vi

∂xi
= 0) to the incompressible flow. Then,

only the Navier-stokes equations remain for determining the velocity components and the
pressure components.

Nevertheless, it is difficult to couple velocity and pressure from these equations only.
Indeed, the Navier-Stokes equations do not provide any boundary conditions for the pres-
sure. For overcoming this difficulty, an another equation with pressure boundary condi-
tions is sought. To find this new equation, the divergence of incompressible Navier-Stokes
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(see Equation A.68) are taken. Equation A.75 depicts the result of the divergence of
Equation A.68.

ρ
∂

∂t

∂vi

∂xi

+ ρ
∂

∂xi

(
vj

(
∂vi

∂xj

))
= −∂2P

∂x2
i

+ ρ
∂fi

∂xi

+ µ
∂

∂xi

∂2vi

∂x2
j

(A.75)

Now considering the continuity equation (i.e. divergence free velocity ∂vi

∂xi
= 0), Equa-

tion A.68 is simplified to come to the Poisson’s pressure equation (see Equation A.76).

∂2P

∂x2
i

= −ρ
∂vj

∂xi

∂vi

∂xj

(A.76)

Usually for incompressible flows, the Poisson’s pressure equation, replaces the conti-
nuity equation for solving fluid flow problems. This equation gives boundary conditions
to the pressure term, furthermore it respects the divergence free conditions.

A.4 Fluid dynamics closure equations

In section A.3, all the equations governing the motion of fluids flow were introduced.
However, one of the equations, the Navier-Stokes equations, is not analytically solvable
until today’s day for turbulent inviscid flows. Indeed, the advective term ρvj

(
∂vi

∂xj

)
from

Equation A.69 is the one causing the turbulences. This term is highly non-linear and gives
many difficulties to theoretical and numerical mathematicians for solving this equation.
Indeed, the velocity and pressure profiles observed in a turbulent flow have a chaotic
behavior and are toughly usable in an analytical or a numerical method to solve these
equations. Thus, additional equations and hypothesis had to be used for finding solutions
for these equations: these conditions and equations are called the closure equations.

A.4.1 Turbulence modeling approaches

Current approaches for turbulence modeling are included in one of these three groups:
Direct Numerical Simulations (DNS), Large-Eddy Simulations (LES) and Reynolds-averaged
Navier-Stokes (RANS) [29], [302], [303].

The Direct Numerical Simulation (DNS) methods consists in solving numerically the
turbulent Navier-Stokes equations (Equation A.69) without any turbulence models or time
averaging of the Navier-Stokes equations. To be able to do this, all different scales of a
turbulent flow must be directly solved: the viscous sublayer, the log-law region, the outer
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region... (see section A.2.7) and the interscale turbulence diffusion must be well simulated.

In order to numerically solve all these scales, the meshing of the control volume of the
fluid flow problem must be highly refined. Bertin et al [29] estimate that the grid size N
is proportional to Re9/4

x , with x being the streamwise length of the object. In 2021, Yang
and Griffin [304] estimated that the number of grids needed for spatial and time discreti-
sation to solve directly Equation A.69 is proportional respectively to Re2.05

x and to Re2.91
x .

In the types of problems studied in our work, water flows over hydrofoils, the Reynolds
number can go up to 3 millions or 6 millions. For these kind of problems, the number of
points needed for using a Direct Numerical Simulation (DNS) would be located between
2.1013 and 7.1018 if Yang and Griffin [304] calculations are used.

These values of grids imply that the time needed for solving such problems is ex-
tremely long. In fact, those methods can be used only for low Reynolds numbers. A fact
already confirmed by Moin and Mahesh [305] in 1998 that saw these kinds of simulations
more as a tool for continuing to explore Turbulence reasearch on various problems (e.g.
aeroacoustics) rather than using it for engineering problems. Spalart et al. [302] estimated
that DNS computations for full aircrafts at flight number would not be possible before
2080, if the computer speed simulation growth kept on. All these informations tend to
show that using this approach for morphing hydrofoil flow problems would not be suitable.

The second type of approaches, the Large Eddy Simulation (LES) turbulence simula-
tion technique do not try to deal directly with Navier-Stokes equations anymore. In fact,
in these approaches, the smaller turbulence scales are neglected (the most time consuming
ones to solve numerically). To do that, a low-pass filtering function is used for suppressing
the effect of smaller scales eddies (an another name of turbulences). This low-pass filter-
ing acts on a spatial and temporal dimensions of the problem. Equation A.77 shows the
filtering operation. With G being the filtering function, ∗ being the convolution operator
and (X, t) being respectively the variables representing space and time.

Vi(X, t) = G ∗ vi =
∫ ∞

−∞

∫ ∞

−∞
vi(r, τ)G(X − r, t− τ)dτdr (A.77)

Depending on the type of flow encountered, different filtering functions exist. Nonethe-
less, all of them define a minimal spatial scale ∆ and a minimal temporal scale τc as
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variables. The filtering function eliminates all eddies which spatial scale is inferior to ∆ or
which temporal scale is inferior to τc. The "Box filter" is given as an example in Equation
A.78.

G(x− r) =


1
∆ , if |x− r| ≤ ∆

2

0, otherwise
(A.78)

Equation A.77 enables the smoothing of velocity and pressure behavior (see Figure
A.17), nonetheless they remain unsteady and large eddies can be accurately simulated
with this method. Compared to DNS, the LES computational time has been reduced that
allows to simulate higher Reynolds numbers with this method. Moreover, this method
precisely captures eddies compared to the RANS method that will be presented later
[306].

However, despite those improvements, the computational time needed for computing
this approach for engineering problems remain to big. Indeed, Spalart et al. [302] have
calculated that for an airfoil with a fully turbulent boundary layer and a Reynolds number
of 6.5× 106, a number of 5 million time steps would be needed, which will result in 1020

simulation operations. The reason for having such a big number lies in the difficulty to
formulate inlet boundary conditions [307]. As Tabor et al. [307] said the final results of
a LES simulation change consequently with the precision of these inlet boundary condi-
tions. The inlet flow must include a random number generation at each step of time that
must "look" like turbulence and be easy to specify. This is this parameter especially that
needs high computational power and is time consuming.

Targeting a simulation of a turbulent waterflow over an hydrofoil and in a further step
trying to couple this fluid simulation with a deformable solid numerical model, this type
of approach would not be adapted for our case.

The final types of existing approaches is the Reynolds Averaged Navier-Stokes (RANS)
approach. The aim of this approach here is to come back to a configuration that is known
and easier to solve. In laminar stationary viscous flows, at one particular point, the ve-
locity remains constant with respect to time and in these kind of cases analytic governing
equations and numerical results can be found (see section A.2.7). To come back to this
kind of problems, the turbulent velocity is time-averaged over a fixed period T (see Figure
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A.17). The time-averaging approach will be detailed in the following sections.

This approach simplifies the problems: All the quantity that were time dependent be-
come constant. Nonetheless, despite time-averaging all quantities and the Navier-Stokes
equations some quantity remain analytically and numerically non-solvable (see section
A.4.3). Thus additional equations have to be added to successfully determine those quan-
tities. The different RANS modeling techniques are identified by the number of side equa-
tions used for calculating the unkown terms: Zero-equation models, equation models or
two equation models.

t

V
e
lo

c
it
y
 (

m
/s

)

time (s)

DNS
LES
RANS

Figure A.17. Summary of the different turbulence modelisation approaches

Having said that, on the contrary of DNS and LES, RANS approaches are computa-
tionally efficient and are adapted to uses for industrial applications. Moreover, RANS ap-
proaches can model most of the scales on the contrary of LES. Nonetheless, time-averaging
has a major flaw compared to DNS and LES approaches: the precision of RANS results
is way less performant than the other approaches (see Figure A.18). Indeed, in RANS
simulation and only time-averaged isovalues are displayed, the flow is not time dependent
anymore. This leads to neglecting phenomena as turbulence diffusion that are highly time
dependent.

Despite those flaws, the RANS approaches have been chosen in order to model our
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turbulent flow over a passive morphing hydrofoil. For our work purpose, that are calculat-
ing the hydrodynamic coefficients CL and CD and determining the pressure forces around
the hydrofoil, having mean pressure and velocity values are enough for being able to do a
proper fluid-structure interaction. Using LES or DNS would enable us to model the dif-
fusion of the flow around the morphing hydrofoil precisely and get velocity and pressure
fields with high precision. However, the computational time devoted to that would also
dramatically increase. As it will be shown later, the computational time is already highly
problematic for the fluid-structure interaction part. Thus, making it increase would be
non-desirable for our applications.

Hence, the RANS approach is chosen here to model turbulent flows. This approach
will be detailed in the following sections.

Figure A.18. Simulation of a turbulent jet by RANS, LES and DNS techniques [308]

A.4.2 Reynolds time-averaging concept

As said in the paragraph above, the advective term of Navier-Stokes equations (see
Equation A.69) is a very difficult mathematical term to estimate. For low Reynolds flows,
this term is estimable with numerical methods [300]. However, when the Reynolds num-
ber turns out to be big and the flow becomes turbulent, the velocity profile measured
in empirically starts to have a rather chaotic behavior (see Figure A.19). Pressure and
velocity being coupled, the pressure profile also displays such a behavior. This type of
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velocity profile is currently non-solvable numerically or theoretically with Equation A.69
only.

U

u'(t)

U
(t

) 
[m

/s
]

t [s]

T

Figure A.19. Example of a velocity profile in a turbulent flow [29]

As engineers, being able to predict these kind of profiles precisely is not interesting for
our application (simulating the water flow around a turbulent hydrofoil): only the mean
velocity matters. Hence, Osborne Reynolds has developed an idea in 1895, time averaging
the velocity profile of turbulent flows. Equation A.79 shows the time averaging formula.

V̄i = 1
T

∫ T

0
vi(t)dt (A.79)

In this equation, V̄i represents the mean velocity vector, T is the averaging period
and vi(t) is the fluctuating velocity profile. On Figure A.19, U(t) represents the turbulent
fluctuating velocity and Ū is the mean velocity profile. Having said that, the fluctuating
velocity equation can be formulated by Equation A.80.

vi(t) = V̄i + v′
i(t) (A.80)

In Equation A.80, the v′
i(t) term represents the fluctuations in velocity due to turbu-

lence in the flow. By time averaging these fluctuations, it can be found that its final value
is 0 (see Equation A.81). For this equation to be true, the period T must be taken so that
T is much greater than the fluctuation period (e.g. in Figure A.19, the period T is equal
to 0.3 s which includes hundreds of fluctuations).
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v′
i(t) = 1

T

∫ T

0
vi(t)− V̄i dt = V̄i − V̄i = 0 (A.81)

Nonetheless, one must be careful, the time averaging of the product of fluctuating
terms is not equal to zero (see Equation A.82). The principle of time-averaging quantities
is to eliminate those unkown fluctuations, thus having expressions in fluid dynamics con-
stitutive equations similar to the ones time-averaged in Equation A.82 would be though.
Indeed, there would be no analytical or numerical ways to estimate this term in a direct
approach.

v′
i(t)2 = 1

T

∫ T

0
v′

i(t)2 dt ̸= 0 (A.82)

As implied earlier, the Reynolds time-averaging is also true for pressure values (see
Equation A.83).



P̄ = 1
T

∫ T

0
p(t)dt

p(t) = P̄ + p′(t)

p′(t) = 1
T

∫ T

0
v(t)− P̄ dt = P̄ − P̄ = 0

(A.83)

A.4.3 Reynolds averaged Navier-Stokes (RANS) approach: time
averaging governing equations

Now that the Reynold’s averaging method has been presented, it can be applied to
the continuity equation (see Equation A.59), the Navier-Stokes equations (see Equation
A.69) and the Pressure Poisson’s Equation (see Equation A.76). Equation A.84 shows the
Reynolds averaging of continuity equation.

∂V̄i

∂t
= 0

∂v′
i(t)

∂t
= 0

(A.84)

Now that the continuity equation has been time averaged, it is the turn of the Navier-
Stokes equations to be transformed (Equation A.69). Equation A.85 shows the final result
after many adjustments that are detailed in [29].
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RANS

ρV̄j
∂V̄i

∂xj

= −∂P̄

∂xi

+ µ
∂

∂xj

(
∂V̄i

∂xj

+ ∂V̄j

∂xi

)
− ρ

∂v′
iv

′
j(t)

∂xj

(A.85)

The final form obtained in Equation A.85 is called Reynolds Averaged Navier-Stokes
(RANS). The last remaining equation to time average is the Pressure Poisson’s Equation.
The expression of the time averaged Poisson’s Pressure Equation is given in Equation
A.86. The method for deriving the final form is very similar to the method depicted in
[29] for deriving the RANS equations.

∂2P̄

∂x2
i

= −ρ
∂V̄j

∂xi

∂V̄i

∂xj

− ρ
∂2v′

iv
′
j(t)

∂xj∂xi

(A.86)

In these new forms, all the terms of Equation A.85 and Equation A.86 can be calculated
numerically in a direct way, except the terms −ρ

∂v′
iv

′
j(t)

∂xj
and −ρ

∂2v′
iv

′
j(t)

∂xj∂xi
for RANS and

averaged Poisson’s Pressure Equation respectively. These terms are very problematic,
because they are composed of the product of velocity fluctuations. There are no hypothesis
in the time-averaging theory describing the evolution of fluctuations. There are currentely
no ways known for directely estimating those terms numerically.

However, if a dimensional analysis is done on the term ρv′
iv

′j(t), it can be found that
it is expressed in kg.m−1.s−1. These units are actually homogenous to... a stress ! So this
unknown term actually is identified as the turbulent shear stress and is known as the
Reynold’s stress in the literature. Knowing that, Equation A.87 and A.88 are written in
a different way.

ρV̄j
∂V̄i

∂xj

= −∂P̄

∂xi

+ ∂

∂xj

(
µ

(
∂V̄i

∂xj

+ ∂V̄j

∂xi

)
− ρv′

iv
′
j(t)

)
(A.87)

Because the analytical form of the Reynolds shear stress is not known, many methods
were developed for estimating this term in fluid flows. This problem is known as the
"closure problem" for turbulent flows, hence those solutions are also known as "solution
for closure".

∂2P̄

∂x2
i

= −ρ
∂V̄j

∂xi

∂V̄i

∂xj

+ ∂2

∂xj∂xi

(
−ρv′

iv
′
j(t)

)
(A.88)
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A.4.4 Turbulence closure equations

The aim of turbulence closures models or procedures are to be able to estimate effec-
tively the Reynolds stress tensor −ρv′

iv
′
j(t). For doing that, many models assume that the

Reynolds stress tensor is proportional to the mean stress tensor (see Equation A.89). This
assumption is known as the Boussinesq eddy-viscosity approximation, introduced in the
late nineteenth century. in Equation A.89, The parameter µt is known as the turbulent
eddy viscosity. This term becomes the new unknown to determine. In this Equation, the
term 2

3ρkδij represents the spherical part of the Reynolds stress tensor. The term k repre-
sents the turbulence kinetic energy, the value of this turbulent kinetic energy is k = 1

2v′
iv

′
i

(see Equation A.95).

− ρv′
iv

′
j(t) ≡ τReynolds

ij

− ρv′
iv

′
j(t) = µt

(
∂V̄i

∂xj

+ ∂V̄j

∂xi

)
− 2

3ρkδij (Boussinesq approximation)
(A.89)

Applying the Boussinesq eddy-viscosity approximation on Equations A.87 and A.88
leads to having a new form for these equations (see Equation A.90 and A.91). In these new
equations, the pressure P̄k is the sum of the fluid pressure P̄ and the isotropic Reynolds
stress P̄k = P̄ + 2

3ρk.

V̄j
∂V̄i

∂xj

= −1
ρ

∂P̄k

∂xi

+ ∂

∂xj

(
νeff

(
∂V̄i

∂xj

+ ∂V̄j

∂xi

))
(A.90)

1
ρ

∂2P̄k

∂x2
i

= −∂V̄j

∂xi

∂V̄i

∂xj

+ ∂2

∂xj∂xi

(
νt

(
∂V̄i

∂xj

+ ∂V̄j

∂xi

))
(A.91)

In Equation A.90, the νeff is the effective kinematic viscosity of the flow. It is composed
of the regular kinematic viscosity and of the turbulent eddy kinematic viscosity (see
Equation A.92). Something interesting can be highlighted in this formula: the effective
and the eddy viscosity are position and time dependent, whereas the kinematic viscosity
is not. This difference can be explained by the fact that the regular kinematic viscosity is
an intrinsic fluid property, whereas the turbulent viscosity is a flow property. If a fluid flow
is considered where all the conditions are similar to the original flow (Reynolds number,
Mach number...), but the fluid changes, the turbulent viscosity would remain the same.
Thus, if the flow depends directly on time and position in the boundary layer, so does
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the turbulent viscosity. And because the effective viscosity is composed of the turbulent
viscosity, it automatically becomes dependent on space and time.

νeff (X, t) = ν + νt(X, t) (A.92)

The closure procedures objective is to find a way to determine the turbulent eddy
viscosity νt, for doing that each method is identified as the number of additional partial
differential equations that are used: zero-equation, one-equation or two equation models
being the most popular ones.

Algebraic models

The zero equation models are known as algebraic turbulence models. For high scale
simulations, like full aircraft configurations, these algebraic turbulence models are the
most popular solution due to their simplicity [309]. They are mostly used for simple prob-
lems where the local production of turbulence is balanced with the local dissipation of
turbulence. One of the most popular solution used for solving boundary layer problems
is the mixing length concept.

This concept was proposed by Prandtl, and found an empirical relation for estimating
the kinematic eddy viscosity in a boundary layer. This empirical relation is depicted in
Equation A.93. lmix is the mixing length, physically it represents the maximal size eddies
can get at a particular region of the flow. Ū is the x-component mean velocity in the
boundary layer.

νt(X, t) = l2
mix

∣∣∣∣∣∂Ū

∂y

∣∣∣∣∣ (A.93)

The mixing length parameter lmix in the equation cannot be analytically or numeri-
cally found, it can only be found through experiments and its value is strongly dependent
on the state of the flow. That makes the mixing length model a semi-empirical model.

As seen in section A.2.7, the boundary layer is made up of composite regions and
layers where different physical mechanisms and quantities control the turbulence. This
mixing length formulation does not take into account those composite layers, as lmix is
constant. It doesn’t also take into account the numerous interactions between those lay-
ers. Multiple models have been developed for describing the turbulence behavior in these
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different layers. The Van-Driest model, for example takes into account the effect of vis-
cosity on the mixing length at the viscous sub-layer [309]. Many others empirical models
exist for describing the turbulent eddy viscosity in the outer region (e.g. Baldwin-Lomax
model [309]) or in the inner regions of the boundary layer but for different Mach numbers
(Subsonic flows, transonic flows, hypersonic flows...).

This multiplicity of empirical models and their lack of generality for estimating the
mixing length leads to various problems. The first one is the precision of the values
obtained for the turbulent boundary layer. Indeed, the models are calibrated with a set
of assumptions that apply only to particular types of flows (e.g. one model, the Baldwin-
Lomax model, is calibrated for transonic flows only. For hypersonic flows, the results
obtained with this model lacks of precision). Though, for many engineering applications,
these algebraic models provide reasonable turbulent viscosity and shear stress results [29].

Nonetheless, the second big problem encountered with having a lot of models for
limited range of applications is the difficulty to apply these solutions to the problems.
Despite the fact that these models are computationally simple to implement, in a single
flow problem different types of turbulent flows can be encountered (e.g. the inner region
of a boundary layer is not modeled the same way as the outer region). Hence, multiple
algebraic models for mixing length calculations must be applied for each region of the
flow [309].

The last big problem encountered by those models is the conceptual description of
turbulence. Here with the algebraic models, the turbulences are described as static quan-
tities. However, the eddies diffuses through the whole flow and have a convective motion
in the flow that influences all the different composite layers of the turbulent boundary
layer. The expression of diffusion and convection is absent in algebraic descriptions.

For our turbulent hydrofoil flow problem, this kind of approach would have been inter-
esting despite the complications linked to the empirical estimation of the mixing length.
Nevertheless, because of our lack of expertise and experience in all the different algebraic
models used for determining the different mixing lengths in the boundary layer and the
time that would have been needed for having deep knowledge in all the different models,
the algebraic solutions have not been selected.
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One equation models

In order to formulate the diffusion of turbulence inside the flow and having a more
global expression for the eddy kinematic viscosity νt, a new approach has been sought by
engineers and researchers. In 1942, an other equation for expressing the eddy kinematic
viscosity has been found through dimensional analysis (see Equation A.94). This new
expression’s name is the Prandtl-Kolmogorov formula [310].

νt = Cµk
1
2 l (A.94)

In Equation A.94, l defines the turbulence length scale. Contrary to the mixing length
lmix, the length scale represents the actual eddies size and not just the largest ones. The
variable k is known as the turbulence kinetic energy and is defined by Equation A.95 and
Cµ is a constant also called a "closure coefficient" [310].

k = 1
2v′

iv
′
i (A.95)

With this new expression of the eddy viscosity, there is a new variable that needs to
be found. This variable is the turbulence energy k. Thus, for finding it, there is a need to
have a new partial derivative constitutive equation for the turbulence energy k. In order
to find it, the different physical processes in charge for producing turbulence must be
listed (look at [310] for more details):

— The convection C inside the flow that helps the turbulence to travel in the entire
boundary layer flow.

— The production P is the rate at which the kinetic energy of the mean flow (noted
by V̄i) is transfered to the turbulence (noted by v′

i)
— The dissipation E is the rate at which turbulence kinetic energy is converted

into thermal internal energy
— The molecular diffusion ∇T is the diffusion of the turbulence energy caused by

the fluid’s natural molecular transport process
— The turbulent transport T is the rate at which turbulence energy is transported

through the fluid by turbulent fluctuations
— The Pressure diffusion ∇P represents the turbulence transport resulting from

correlation of pressure and velocity fluctuations
All those physical processes are considered to compensate each other, having said

that, Equation A.96 can be written down. This equation is called the "turbulence energy
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equation" [310]. This equation is on the basis of all the further turbulence governing
equations models, only the considered quantity and the derivatives expressions change.

C − P + E −∇T − T −∇P = 0 (A.96)

Each physical term is then formulated through dimensional analysis in the turbulent
flow (see [309] for more information). Equation A.97 shows the final form of the partial
differential equation governing the behavior of the turbulence kinetic energy.

∂k

∂t
+ V̄i

∂k

∂xj︸ ︷︷ ︸
Convection

= 1
ρ

τij
∂V̄i

∂xj︸ ︷︷ ︸
Production

− ϵ︸︷︷︸
Dissipation

+ ∂

∂xj

(
(ν + νt/σk) ∂k

∂xj

)
︸ ︷︷ ︸

Molecular diffusion + Turbulent transport + Pressure diffusion
(A.97)

In Equation A.97, τij is the Reynolds stress tensor (see Equation A.89), ϵ is the dissi-
pation per unit mass which expression is detailed in Equation A.98 and σk is an another
"closure constant". Having said that, in the current situation, Equation A.97 cannot be
solved, the quantities ϵ and νt have yet to be expressed more explicitly.

ϵ = ν
∂v′

i

∂xj

∂v′
i

∂xj

(A.98)

In 1935, Taylor showed through a dimensional analysis that the dissipation rate is pro-
portional to the turbulence length scale and the turbulence kinetic energy (see Equation
A.99).

ϵ = CD
k

3
2

l
(A.99)

For the turbulent kinematic viscosity νt, by using Equation A.94 and assuming that
the constant Cµ is equal to one, the final version of the turbulence kinetic energy equation
can be found (see Equation A.100).

∂k

∂t
+ V̄i

∂k

∂xj

= 1
ρ

τij
∂V̄i

∂xj

− CD
k

3
2

l
+ ∂

∂xj

(
(ν + k

1
2 l/σk) ∂k

∂xj

)
(A.100)

The set of Equations A.94 and A.100 are known as the One-Equation Models for
determining the turbulent viscosity. The main transport equation for turbulence kinetic
energy is numerically solvable if the length scale l and the closure coefficients σk and CD

are provided. These closure coefficients were estimated to be equal to σk = 1 and Cµ
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being between 0.07 and 0.09 [311], [312]. The last closure variable l was estimated with
distribution models for estimating the turbulence length scales [313], [314].

Decades later, new models have been developed that are not based on the Turbulence
energy equation directely (Equation A.97), nonetheless they are still based on the primi-
tive turbulence equilibrium equation (see Equation A.96). The most popular models, still
used nowadays, are the Baldwin-Barth model [315] and the Spalart-Allmaras model [279].
These new equations avoid the need of having algebraic length scales models for solving
the partial differential equation, they are self-sufficient.

The Baldwin-Barth model is derived from the two differential equations model k-ϵ. On
the contrary of the previously studied one equation models, the principle variable to find
with this new differential equation is not the turbulence kinetic energy k anymore, but
the turbulence Reynolds number RT = k2

νϵ
. The definition of the eddy viscosity νt do not

change from Equation A.94. The constants of this new model have then been set empiri-
cally in order for it to describe as close as possible the behavior of the different turbulent
regions and the skin friction on a flat plate. Baldwin and Barth then tested their new
model on a Transonic Viscous RAE 2822 airfoil in the following conditions : M∞ = 0.75
and an angle of attack of α = 2.72o. Their model showed a very good agreement with the
different experiments conducted [315].

The Spalart-Allmaras one equation model, is different from the other equations de-
picted earlier. Spalart et al. developed a one differential equation model where the variable
to find is the turbulent eddy viscosity νt itself, no intermediate variables are needed [279].
Moreover, the model handles dissipation of turbulence with an other way compared to the
previous model. The dissipative term is now called Destruction, it just takes into account
the friction of the eddies with the wall. Equation A.99 is not considered true anymore.
For more details, the full derivation of the set of Equations is detailed in the Appendix
section A. Equation A.101 shows the new turbulence equilibrium for Spalart-Allmaras
model.

C − P + D −∇T − T −∇P = 0 (A.101)

The different terms of this differential equation have been found by Spalart et al
through a dimensional analysis and through an iterative process. In different set of flows
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starting from the most simple ones and going towards the most complicated ones, each
term of the equation is identified and the coefficients are set to respect the Galilean
invariance (i.e. must be independent from the referential frame chosen) and to match the
empirical results measured in a flat plate turbulent boundary layer. The final form of the
Spalart-Allmaras model’s set of Equations is given below, see the Appendix section A.1
for more details on the derivation.

Spalart-Allmaras

Kinematic Eddy Viscosity

νt = ν̃fv1 (A.102)

Eddy Viscosity Equation

∂νt

∂t
+ V̄i

∂νt

∂xi

= cb1S̃ν̃ + 1
σ

 ∂

∂xi

(
(ν + ν̃) ∂ν̃

∂xi

)
+ cb2

(
∂ν̃

∂xi

)2
− cw1fw

(
ν̃

d

)2
(A.103)

Closure coefficients

cb1 = 0.1355, cb2 = 0.622, cv1 = 7.1, σ = 2/3
cw1 = cb1

κ2 + 1+cb2
σ

, cw2 = 0.3, cw3 = 2, κ = 0.41
(A.104)

Auxiliary Relations

fv1 = χ3

χ3+c3
v1

, fv2 = 1− χ
1+χfv1

, fw(r) = g
[ 1+c6

w3
g6+c6

w3

]1/6
,

χ = ν̃
ν
, g = r + cw2(r6 − r), r = νt

Sκ2d2

S̃ = S + ν̃
κ2d2 fv2, S =

√
2ΩijΩij Ωij = 1

2

(
∂V̄i

∂xj
− ∂V̄j

∂xi

) (A.105)

Compared to algebraic models, the gain obtained by the last versions of one-equation
model is important. First of all, the implementation of one differential equation models is
way more straight forward than it used to be with algebraic models. Indeed, the differential
equation used for estimating the eddy viscosity gives more freedom to the user to apply it
on a wide range of flows. Then, these equations shwed very promising results, especially
for the modeling of boundary-layer flows around turbulent airfoils. Finally, one-equations
model are not limited to boundary layer flows anymore, it gives now pretty decent results
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for a majority of free shear flows. Despite being less precise than algebraic models for
simple flows like the Samuel-Joubert flow.

On the other hand, these models are far from being universal models. As seen before,
they either still use some algebraic models for being solved or some coefficients and ex-
pressions are based on empirical laws or results, such as the Baldwin-Barth model and
the Spalart-Allmaras model. For totally removing those algebraic model’s presence, two
equations models are investigated to try to define a second partial derivative equation
for determining the dissipation’s value without going for empirical models or dimensional
analysis.

Two equations models

The two equations models of turbulence are the ones that are right now the most
widely used in turbulence research and applications. These models provide computational
solutions to the turbulence kinetic energy k and the length scale l linked to the dissipation
ϵ. Thus, these models are complete, there is no need of prior knowledge in the turbulence
structure of the considered problem. The only thing to provide for solving those two models
equations are the initial turbulence kinetic energy k and the initial dissipation rate ϵ or ω

(depending on the model used) of the free stream flow. As shown earlier, there is multiple
ways of determining the length scale l or the dissipation ϵ in an equivalent manner: with
algebraic models, empirical models or through dimensional analysis. In 1942, Kolmogorov
[316] was the first to propose to add a supplementary differential equation for finding
these physical quantities. To do that he introduced a new variable, the specific dissipation
rate per unit volume ω that links the turbulence energy, the turbulence length scale, the
dissipation rate and the turbulent viscosity together (see Equation A.106). These relations
were built through a dimensional analysis.

νt ∼ k/ω, l ∼ k1/2/ω, ϵ ∼ ωk (A.106)

In the mean time, Chou [317] proposed to add a partial differential equation for finding
ϵ directly. He also proposed the following dimensional relations for linking νt, l and ϵ

(see Equation A.107). As the k − ω base relations, these relations were built through
dimensional analysis.

νt ∼ k2/ϵ, l ∼ k3/2/ϵ (A.107)
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Kolmogorov works will inspire Wilcox [318] in his work for developing the k−ω turbu-
lence model and the work of Chou has served as basis for developing the k− ϵ turbulence
model by Launder et al [319]. These two models are the most widely used ones in turbu-
lence related problems in industrial and academic fields.

k−ω and k− ϵ models are presented in Equation A.108 and A.109, the details leading
to those equations are given in Appendix A.2 and A.3.

k-omega (k− ω)



∂k

∂t
+ V̄i

∂k

∂xj

= 1
ρ

τij
∂V̄i

∂xj

− β∗kω + ∂

∂xj

(
(ν + σ∗νt)

∂k

∂xj

)
∂ω

∂t
+ V̄i

∂ω

∂xj

= 1
ρ

α
ω

k
τij

∂V̄i

∂xj

− βω2 + ∂

∂xj

(
(ν + σνt)

∂ω

∂xj

)
α = 5/9, β = 3/40, β∗ = 9/100, σ = 1/2, σ∗ = 1/2

(A.108)

k-epsilon (k− ϵ)



∂k

∂t
+ V̄i

∂k

∂xj

= 1
ρ

τij
∂V̄i

∂xj

− ϵ + ∂

∂xj

(
(ν + νt/σk) ∂k

∂xj

)
∂ϵ

∂t
+ V̄i

∂ϵ

∂xj

= 1
ρ

Cϵ1
ϵ

k
τij

∂V̄i

∂xj

− Cϵ2
ϵ2

k
+ ∂

∂xj

(
(ν + νt/σϵ)

∂ϵ

∂xj

)
Cϵ1 = 1.44, Cϵ2 = 1.92, Cµ = 0.09, σk = 1.0, σϵ = 1.3

(A.109)

These two models give good relations to free shear flows and wakes. Nonetheless, ma-
jor drawbacks are to be pointed out, none of these models have a near wall treatment
for viscous sublayers of boundary layers. There is no modelisation of the alteration of the
turbulence length scales in viscous layers like what has been done for the Spalart-Allmaras
model or the Van-Driest model. Thus, when using these equations on numerical models,
the mesh should be refined enough to well descretise the viscous sublayer (mesh size must
be at a size y+ < 1), furthermore the final results observed in the boundary layer are
highly sensitive to the values of k and ω of the free stream. Consequently, for being able
to handle these effects, near wall treatments were set up which lead to alternative models
for the k − ω model: Shear-Stress Transport (SST) k − ω model [320] or modified k − ω

model [310].
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For the k− ϵ model, a damping function fµ was added to the equation defining turbu-
lent viscosity (see Equation A.110). This damping function’s aim is to model the fluid’s
viscous effect on turbulence. To model these viscous effects, supplementary terms are
added to Equation A.109. The value of the function fµ and the value of the additional
terms vary with the type of models used for modeling viscous effects [321]–[323]. Other
solutions, common for both models, consist in using algebraic equations when the mesh
stops at the log-law layer. These are called wall functions and reduce model’s sensitivity
to mesh refinement.

νt = Cµfµk2/ϵ (A.110)

The algebraic models used consist in the log-law region velocity equation detailed in
section A.2.7 (see Equation A.38) for estimating the friction velocity u∗ and the gradient
inside the viscous sublayer. This technique allows to close the two differential equations
while having a mesh that stops in the log-law region. In the literature, this kind of approach
is called as a High Reynolds Number (HRN) treatment, whereas the solution where
the mesh is highly refined and damping functions are used is called the Low Reynolds
Number (LRN) treatment.

To conclude, the main advantage earned with two equations models compared to the
previous turbulence modeling technique is the gain in generality with those techniques. As
said earlier, these equations are complete and do not require any prior knowledge on the
flow to obtain results. Thus, for many practical cases reliable predictions can be obtained
with those models. Having two equations for modeling turbulence also leads to take into
account a greater number of quantities and mechanisms influencing the turbulence pro-
duction, diffusion or dissipation leading to more precise results. However, in some complex
flows like flows around wind turbine airfoils, this leads to some physical inconsistencies
which do not happen with the k − ω SST model [324]. Despite these major advantages,
two-equations models also suffer from major drawbacks, the major issues encountered by
these models is their convergence rate. Because of the lack of terms handling the viscous
sublayer and their strong non-linearity, the convergence of those models are strongly de-
pendent on the free stream’s initial turbulence kinetic energy and dissipation rate values
and mesh refinement. Moreover, despite their great improvements, two-equations models
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still cannot model some turbulent flow cases like jet flows for instance.

Conclusion

My personal opinion as the author of this manuscript on the accuracy and efficiency of
these different turbulence models is that as long as we lack a strong and general definition
of turbulence, those models will remain imprecise and flawed to some extend. Indeed, the
only definition we have of turbulence is a chaotic fluctuation noted v′

i that oscillate around
the mean velocity field V̄i. No information is known about this oscillation: no time period,
no knowledge on the movement of particles at the molecular level, a little knowledge on
the scale of turbulence... Thus, without a clear definition of turbulence, the best thing
that can be done is trying to approach empirical observations of turbulence in various flow
environments with different turbulence models. As seen earlier, in each turbulence model
construction, there is a portion of it that is calibrated with empirical data observed in
some particular cases (e.g. closure coefficients for Spalart-Allmaras, k−ω or k− ϵ models
are calibrated for log regions of free shear flows and flat-plate boundary layers). Moreover,
those models rely very much on dimensional analysis that approximate turbulence well,
but do not unveil any feature of the underlying physics behind turbulence phenomenons.
That is why, the best thing to do is to use turbulence models that are well fitted for some
kind of application.

Hence, for our application the software Abaqus v.6-14 is used for developing numerical
models and solving these equations. On this version of the software, two turbulence models
were implemented: the Spalart-Allmaras model and the k− ϵ model. By looking at many
studies that comparatively tested turbulence models for airfoil problems. These studies
showed that for simulating the airfoil flow, the Spalart-Allmaras model and the SST k−ω

model were the ones that gave the most precise results [324], [325]. Moreover, these papers
have put forward the robustness of the Spalart-Allmaras model that converges to a result
pretty fast. The inlet boundary condition required for the Spalart-Allmaras model is only
an initial turbulent viscosity ν0

t which value is approximately equal to 3 or 5 times the
molecular viscosity ν0

t = (3− 5)ν [326]. For comparison, the k− ϵ model is less robust, it
is highly dependent on the inlet boundary conditions of the free stream k and ϵ. Thus for
all these reasons, the Spalart-Allmaras model is chosen for our future works.

284

Optimisation paramétrique de matériaux architecturés imprimés 3D : application au morphing des appendices de navire Malik Spahic 2022



A.5 Methodology for numerical model development:
validation test

Now that all the theoretical bases were set, it is time to start the development of a
numerical model for simulating a water flow around a hydrofoil. Developing such a model
is a complicated task that needs to be carried out in multiple steps. In a first step, there
is a need of defining precisely the flow conditions to be simulated. In a second step, there
is a need of defining how the hydrofoil fluid domain should be modeled. In a third step,
discussions should be carried out on the different boundary conditions to use in the model.
And finally, after simulating the flow, comparing the results obtained with our numerical
model with a reference model.

A.5.1 Initial flow conditions

Before starting to develop the numerical model, it is very important to clearly identify
the conditions to which the flow will be subjugated (velocity, hydrofoil size, Reynolds
number of the flow...). The first thing to identify is the flow’s velocity range that can be
attained by a foiling vehicle (sailing boat, motorised boat, surf...) that is equipped with
hydrofoils. In our work, we are especially interested in the velocity ranges that can be
attained while the boat is foiling (when the boat’s hull is widely above the water’s surface
while moving). To do that, it can be interesting to look at the scientific literature and the
commercial products speed that are available.

In the scientific literature, Graf et al have tried to optimise some sailing parameters for
being able to reach the maximum’s velocity attainable for an Olympic sailing boat while
foiling over water [28]. In their predictions, the maximum speed that the sailing boat could
attain while foiling was comprised between 8 and 9.5 m/s for true wind speeds ranged
between 5 and 9 m/s [28]. Nonetheless, the highest measured velocity for the sailing boat
while foiling was 7 m/s for a true wind velocity of 7 m/s [28]. In the work of Hagemeister et
al [27], they tried to predict the velocity of foiling sailing catamarans used for America’s
Cup. In these studies, Hagemeister et al predicted that the boat’s foiling velocity was
ranged from 12 m/s up to 25 m/s [27]. In the commercial area, electric motorised foiling
surfs have been developed [280], the maximum velocity attainable is approximately 9 m/s.
However, the surf can start foiling at a speed lower than this one, even though the speed
is not specified in the video. Other small sailing boats, called Moths have speed ranged
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between 5 m/s and 10 m/s [281]. Hence the range of speed that can be targeted in our
work would be between 5 m/s and 20 m/s.

Now that the velocity range has been fixed, we must determine the size of the hydrofoil
that will be underwater. In their work, Hagemeister et al stated that the hydrofoil’s chord
length varied depending on the region and the type of foil considered [27]. The hydrofoil’s
length is ranged for 0.30 meters for the smallest and 0.80 meters for the longest one [27].

So with these data, and by knowing the fact that water’s kinematic viscosity value is
ν = 1.10−6, the Reynolds number range of functionality can be calculated for an hydrofoil.
The Reynolds number ranges from 1500000 to 16000000, which makes the water flow
around the airfoil strongly turbulent. Moreover, knowing that the speed of sound in water
is approximately 1480 m/s in water, this leads to have a Mach number with a value
extremely close to zero. Hence, this water flow is incompressible. All these criteria are
sumed up in Table A.2.

Hydrofoil properties Range values
Fluid name and properties Water

ρ = 1000 kg/m3

µ = 1.10−3 Pa.s
Mach number Mach ≈ 0

Incompressible fluid
Hydrofoil dimensions min = 0.3 m

max = 0.8 m
Flow speed min = 5 m/s

max = 20 m/s
Reynolds number min = 1 500 000

max = 16 000 000

Table A.2. Boat’s hydrofoil flow properties

The very last requirement needed, that is not present in the Table, is the obligation
to avoid cavitation around hydrofoil.

A.5.2 Material and methods

In the introduction, it has been shown that turbulence models reliance is limited
if the results obtained with those are not compared to experimental data. Thus, for
assessing of the efficiency of the Spalart-Allmaras model, it is necessary to compare it to
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experimental data or reliable numerical data. Fortunately, the NASA tested and developed
a numerical modeling of the NACA0012 tested with 4 different simulation codes and
compared to experimental data [214]. The flow conditions simulated in NASA’s work is
given in Table A.3. Logically, because the fluid properties changed, the dimensions and
velocities encountered in this problem are way higher than the ones encountered in Table
A.2. However, the Reynolds number and the Mach number requirements are met if the
values from Table A.3 are in the same range as Table A.2. Consequently, this implies that
the flow conditions developed here can be reused in future models. Thus, as a first model,
the numerical model will be developed with these data.

Airfoil flow properties values
Fluid name and properties Air

ρ = 1.2 kg/m3

µ = 1.85−5 Pa.s
Mach number Mach = 0.15 < 0.3

Incompressible fluid
Airfoil dimensions 1.82 m

Flow speed 51.6 m/s
Reynolds number 6 millions
Angle of attack 0°

Turbulence model used Spalart-Allmaras

Table A.3. NASA’s airfoil simulations input data [214]

The model used by the NASA for modeling the turbulent flow around an airfoil is the C
shaped domain (see Figure A.20a). These domains are regularly used for modeling airfoil
or hydrofoil turbulent flows [327]–[329]. Their popularity lies in many reasons: this domain
is good for having a structured mesh that matches the leading-edge curvature which helps
with flow separation, it helps controlling the mesh wall size for good results and finally
gives better convergence for airfoils flows. The size of this model is given in Figure A.20a.
This model is approximately 910 m × 910 m big for an airfoil of size c = 1.82 m. The
domain needs to be large enough for avoiding fluid’s recirculation or modification because
of the control volume’s borders. The Farfield needs to be far enough. Nonetheless, this
domain is so large that the numerical simulation of this model needs a supercalculator
to have the results in a reasonable amount of time. This type of domain is used to have
differences that are inferior to 1 % from reality. However, for our model, such a precision
is not needed. A model of size 11 m× 18 m is more than enough for having differences in
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a 5 % range in a respectable amount of time (see Figure A.20b).

c

5
0
0
c

500c

(a) C type model used by NASA

c
6
c

10c

(b) C type model used on Abaqus

Figure A.20. C-type models for airfoils

Now that the model has been defined, it is time to define the boundary conditions
of this flow. The boundary conditions of this control volume are given in Figure A.21.
First, the velocity values of the free stream must be defined here corresponding to the
front, the top and the bottom of this control volume. The flow’s velocity vector has a
non-zero value of 51.6 m/s only in the x direction. Then, on the surface of the airfoil, a
non-slip condition is specified. This non-slip boundary conditions is used for specifying
that a solid boundary is here and that at this location ||vi|| = 0. The surface on the back
of the control volume is used for specifying the relative pressure of the free stream. The
relative pressure is defined as the difference between the measured pressure P (X̄) and the
hydrostatic pressure Patm: Prel(X̄) = P (X̄)− Patm with an atmospheric pressure value of
Patm = 1.105Pa. To finish with, two final boundary conditions are added to the model: a
2D flow boundary condition is specified, the z velocity component is 0 everywhere in the
model and an initial value for the turbulent viscosity ν̃0 is initialised. This initial value
is equal to 5 times the kinematic viscosity of air ν̃0 = 7.5.10−6m2.s−1 as advised in the
Abaqus documentation [326].

To finish with, the model has to be meshed for being able to solve the equations. In
Abaqus v6-14, the fluid’s constitutive equations are the RANS equation (Equation A.87)
and the time averaged Poisson’s equation (Equation A.88). Numerically, those equations
are solved differently: the RANS equation is solved with a finite volume numerical tech-
nique, and the time averaged Poisson’s equation is solved with a finite Element technique.
Here, both methods won’t be thoroughly developed, the reader can check the following
references for further information for finite volume numerical technique [330]. The reader
must just know that, the main difference between the both methods lies in the location
where the exact solution of the partial differential equation is estimated: for the finite
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Y

X

vi
vx = 51.6 m.s-1

vy = 0 m.s-1 P = 0
No slip

vi = 0

Symmetry

Vz = 0

Figure A.21. Airfoil fluid model’s boundary conditions

volume method, it is in the center of the finite volume element and for the finite element
method it is at the nodes of the finite element. For meshing this model, 3D hexahedral 8
nodes linear bricks are used. Linear elements are sufficient for solving these CFD problems
with the finite volume and elements method.

For estimating well the pressure field and the velocity field, the most important part to
mesh finely is the boundary layer of the airfoil. As seen in paragraph A.2.7, the boundary
layer is constituted of different composite regions: the viscous region, the log region and
the outer region. These regions must be meshed as precisely as possible for having the
most precise results. This implies that the mesh’s size near the airfoil’s wall must be
inferior or equal to the dimensionless height y+ = 1 for covering all these regions (See
section A.2.7 for more details). for converting the dimensionless boundary layer height y+

into an absolute height y, i.e. the mesh’s size, Equation A.111 needs to be used (equation
already depicted in Section A.2.7, Equation A.35).

y+ = yu∗

ν
(A.111)

In this Equation, the wall velocity u∗ is not known for the NASA flow problem around
the NACA0012 airfoil. This makes it currently not usable for estimating the mesh’s size.
Thus, u∗ must be estimated through an empirical approach. The empirical method used
was found on the internet site CFD online [331]. For estimating the mesh size, firstly, the
skin friction coefficient must be empirically estimated. Then, the wall shear stress needs to
be calculated with this skin friction coefficient. With the wall shear stress, an estimation
for the friction velocity u∗ can be found. And finally, the mesh size can be estimated for
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a desired y+.

For estimating the skin friction over the airfoil, the Schlichting formula was used
(see Equation A.112). This Equation is used for estimating the turbulent skin-friction
coefficient for a turbulent flow passing over a flat plate which has a Reynolds number
inferior to 109 [332]. By using the Reynolds number at the end of the airfoil Rec = 6.106

in Equation A.112, the empirical value of the skin friction coefficient can be estimated as
Cf = 2.79× 10−3.

Cf = [2 log10 (Rex)− 0.65]−2.3 (A.112)

With an estimated value of the skin friction coefficient, it is now possible to estimate
the wall shear stress τw with Equation A.113 (see Section A.2.8 Equation A.49 for more
details). With this Equation, th wall shear stress is estimated to be τw = 4.46Pa.

τw = 1
2CfρU2

∞ (A.113)

Finally, with Equation A.114 it is possible to find the estimation of the wall-friction
velocity u∗ (see Section A.2.7 Equation A.34 for more details). Its estimated value is
u∗ = 1.93m.s−1.

u∗ =
√

τw

ρ
(A.114)

For being able to reach the region with a y+ = 1, the mesh’s size y would have to
be y = 7.78 × 10−6m if Equation A.111 is used. Unfortunately, with the technique used
for meshing the model was not able to generate a mesh that is so low. This technique
was able to mesh low enough to attain the log region with y+ = 64 corresponding to a
meshing size of y = 5.10−4m. Reminding the reader that, the exact velocity of a finite
volume element is computed in the center of this volume. The center, being at a value
y+ = 32 > 30, the finite volume element is in the log region.

Comparing this mesh height size of y = 5.10−4 m to the control volume’s total surface
of 11× 18m2, there is quite a scaling problem for the control volume meshing. One has to
pass from a meshing scale of 1 m for the farfield meshing to a meshing scale of 1.10−4 m

for the airfoil’s walls. This represents a scale factor of 104 m. This difference in scale is
a big issue not encountered so far in the solid mechanics part. For solving this issue, the
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C-shape control volume is perfect: it is possible to easily partition the control volume
for imposing a meshing gradient while keeping simple geometric parts to be meshed (see
Figure A.22). The front leading edge domain of the control volume is composed of two
semi-cercles and the back trailing edge domain of the control volume is composed of two
rectangles (see Figure A.22). These simple geometric shapes assure a structured mesh in
the whole domain. Along the partition lines, a gradient of size is imposed: near the outer
edges of the control volume, the mesh’s height is 1 m and near the airfoil the mesh’s
height is 0.0005 m. To assure such extreme gradients, the automatic meshing procedure
of Abaqus is used. The airfoil’s boundaries mesh is 0.0015 m wide (see Figure A.22), it is
the minimum that was affordable by the automatic Abaqus meshing software. For lower
values, the algorithm was not able to generate the gradient mesh. Nonetheless, having a
mesh size of 0.0005 m × 0.0015 m at the airfoil’s boundaries is a decent size and aspect
ratio (equal to 3) that guarantees precise results and a good convergence. The mesh’s
out-of-plane depth value is 0.910 m and only one row of element is present in the model’s
depth direction.

0.0005 m1 m

0.0015 m

Figure A.22. Numerical model’s partition and mesh gradient size

The total number of elements used in the model is 297 432, Figure A.23 shows the
final numerical model’s shape.

The results that need to be extracted from these models for comparing our model to the
NASA model are the pressure coefficient Cp, the lift coefficient CL and the drag coefficient
CD. These coefficients are not computed by Abaqus and need to be calculated on our own.
The Equations for calculating these coefficients are given in Section A.2.8, respectively
Equation A.40, A.46 and A.51. However, most of these equations are integral equations
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Figure A.23. NACA0012 C type model meshed

or are spatially dependent equations. Hence, these equations need to be reformulated
for them to match the finite element model developed here. The Cp Equation adapted
for airfoils is given in Equation A.115. In this Equation, Pi represents the pressure at a
considered node on the airfoil’s wall.

Ci
p = Pi − P∞

1
2ρU2

∞
(A.115)

The CL equation is an integral equation, consequently there is a need to transform
Equation A.46, a continuous sum in space, into a new Equation that would be discrete in
space as the finite elements are. Equation A.116 depicts the new discrete lift coefficient
equation. In this Equation, cairfoil represents the chord of the airfoil, Cpi represents the
pressure coefficient at a considered node on the airfoil’s wall, n̄ci represents the vector
normal to the edge of a considered element that is in contact with the airfoil’s wall and
finally dci is the length of the edge of a considered element that is in contact with the
airfoil’s wall.

CL ≈
1

cairfoil

nc∑
i=1

Cpi.n̄ci.ȳ.dci (A.116)

For the drag coefficient CD integral Equation, the same approach is done. Equation
A.117 is the discrete equation for calculating CD in the numerical model. In this equation,
cairfoil represents the chord of the airfoil, Cp(i,j) represents the pressure coefficient at a
considered node on the airfoil’s wall, n̄c(i,j) represents the vector normal to the edge of a
considered element that is in contact with the airfoil’s wall, dc(i,j) is the length of the edge
of a considered element that is in contact with the airfoil’s wall and cf(i,j+1) represents the
local skin friction coefficient of the upper nodes of a considered element in contact with
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the airfoil’s wall. The latter information is not given by Abaqus directly, an additional
step is needed for estimating it.

CD ≈
1

cairfoil

nc∑
i=1

(CP i + cf(i,j+1)).n̄ci.x̄.dci (A.117)

For determining the local friction coefficient cf(i,j+1), according to Equations A.113
and A.114 the wall shear stress τw and the friction velocity u∗. Here, the "law of the
wall" will be needed once again to determine u∗. The mesh size being in the log region,
Equation A.38 holds for the elements at the airfoil’s walls (the ones of interest here). So,
if this Equation is reformulated into Equation A.118 for having u∗ as the main variable.
In this equation, ui is the streamwise velocity at a given node.


u∗

i ln
(

yiu
∗
i

ν

)
+ Bκu∗

i − κui = 0

κ = 0.41
B = 5.0

(A.118)

Unfortunately, this equation is not solvable in a straightforward method, that is why
a dichotomy algorithm was used for finding the value of u∗

i . After determining the friction
velocity at a particular node, the wall shear stress at this node τwi can be estimated with
Equation A.119.

τwi = (u∗
i )2ρ (A.119)

And with Equation A.120 and the local wall shear stress value obtained at one partic-
ular node, the local skin friction coefficient cf(i,j+1) can be estimated and the total drag
over the airfoil can finally be calculated with Equation A.117.

cf(i,j+1) = τwi
1
2ρU2

∞
(A.120)

A.5.3 Results and discussion

Figure A.24 displays the pressure isovalues (see Figure A.24a) and velocity isovalues
(see Figure A.24b) obtained with the numerical model formerly described. On these fig-
ures, it can clearly be seen that because of the symmetric geometry, the pressure and the
velocity gradients are also symmetric. Seeing that the angle of attack of the hydrofoil is
0 deg, matching this with the previous observation leads to have a lift coefficient value that
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must be close to zero. Moreover, it can be seen on Figure A.24b that the boundary layer
remains well attached to the hydrofoil up to the trailing edge, thus the drag coefficient is
mostly composed of skin friction and not the pressure drag.

(a) Pressure isovalues in Pa around the NACA0012
airfoil

(b) Velocity isovalues in m/s around the NACA0012
airfoil

Figure A.24. NACA0012 pressure and velocity profiles

Figure A.25 shows the pressure coefficient Cp distribution along the NACA0012 air-
foil for the numerical model we developed with Abaqus, the numerical model used by
the NASA CFL3D and experimental values obtained by NASA scientists Ladson et al.
It can be seen on this Figure that the values predicted by our Abaqus model matches
perfectly with the NASA CFL3D numerical model. And both models match very closely
the experimental pressure coefficients distribution of Ladson et al. The differences be-
tween numerical and experimental data might come from a combination of two factors,
first of all the measurement of pressure values for turbulent boundary layers can be very
though and the values can vary from their initial theoretical values, and on a second hand,
Section A.4 has showed that turbulence modeling is quite approximative, espescially the
RANS approach, so this might also play a role in the difference observed. Nonetheless, our
numerical model matches NASA’s results quite decently, this is a first sign showing up
that the Spalart-Allmaras model is reliable for modeling a turbulent flow over an airfoil.
it also shows that our approach for using numerical model is reliable.

Table A.4 displays the comparison between the lift and drag coefficients obtained with
our numerical model developed on Abaqus and the numerical model developed by the
NASA. On this Table, it can be seen that the Lift coefficient and Drag coefficient values
are very close and no signicative difference can be observed. Nonetheless, for the drag
coefficient, there is a small difference of 1.8% and it can be interesting to see the origin
of this difference. To do that, the drag coefficient can be split in two components, the
pressure drag component and the skin friction drag.

Table A.5 shows the pressure and friction drag percentage part of the total drag
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Figure A.25. Pressure coefficients distribution along the NACA0012 airfoil

Aerodynamic coefficient NASA CFL3D value Abaqus value difference (in %)
Lift coefficient CL Approx 0 −3.43× 10−17 0

Drag coefficient CD 0.00819 0.00804 1.83%

Table A.4. Lift and drag coefficients comparison with the NASA

coefficient obtained with the numerical model on Abaqus. The skin friction mechanism is
the one dominating the total drag. To model this mechanism well, the mesh must refine
closely the airfoil’s walls. However, in our numerical model the mesh goes down to the
log region and not to the viscous sublayer. The small difference might come from the skin
friction coefficient distribution.

Drag coefficient component value percentage of total drag (in %)
Pressure drag coefficient CDp 0.00135 17%
Skin friction coefficient Cf 0.00668 83%

Table A.5. Pressure and skin friction components of the final drag coefficients

Figure A.26 displays the local skin friction coefficient distribution along the NACA0012
airfoil used for the calculation of the global skin friction coefficient. On this figure, it can
be seen that there is a small overestimation of the skin friction very near the leading edge
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of the airfoil. Then along the airfoil, the skin-friction coefficient becomes pretty close to
the one estimated by the NASA again.
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Figure A.26. Simulated local skin friction coefficient distribution along the
NACA0012 airfoil

Saravia, in a master thesis work of 2014, used the same approach depicted here to
model the turbulent NACA0012 airfoil proposed by the NASA: meshing down to log-law
layer and then using walls of the law for determining the skin friction for finally comparing
the to highly meshed results (y+ < 1) [333]. The only difference in this work from this
study and NASA’s work is the use of the k − ω SST model as a turbulence modeling
strategy instead of the Spalart-Allmaras model. At different y+ values of the log regions,
Saravia showed that the skin-friction part of the drag coefficient is ranging from a lower
value of 0.00665 up to 0.00745. The value found from our model lies in this interval and
is very close to the lower boundary. In this work, Saravia also did the same comparison
comparison for the pressure drag coefficient CDp. He showed that for this coefficient, being
in the log-layer or the viscous sublayer do not change the results so much, they are located
in a interval between 0.0012 and 0.0014. The pressure coefficient obtained with Abaqus
is located in this interval.

Thus, these results prove that the Spalart-Allmaras turbulence model is reliable for
modeling turbulent flows around airfoils. Not only the turbulence model, these results
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imply that the method chosen to develop the numerical model, to mesh the numerical
model and to post-treat the results obtained with it are also highly reliable. The only
weakness that can be witnessed for this model is the time needed for obtaining fully con-
verged results. For the NACA0012 Abaqus numerical model, the time needed for having
fully converged results is 3 hours and 40 minutes. This is far too long, especially if these
results need to be reused for a fluid-structure interaction problem. In addition to this
problem, our method showed a reliable answer only for a symmetric airfoil at an angle
of attack of 0 deg without the presence of wake or strong adverse pressure gradients. For
non-symmetric cambered airfoils or hydrofoils, the ones for interest for morphing, the
performance of this methodology developed here was not yet tested. In the following sec-
tion, the very same methodology will be applied for a cambered hydrofoil: the Eppler420
hydrofoil.

A.6 Methodology for numerical model development:
cambered hydrofoil test

The Eppler420 airfoil is a highly cambered airfoil profile that was already used in
numerous passive morphing studies and applications [47], [69], [207]. This airfoil was
selected in these applications, because its cambered profile enhances the pressure gradient
between the lower and the upper surface which helps its deformation. Moreover, the more
an aerodynamic profile is cambered, the more its pressure center point will move towards
the leading-edge resulting in leading edge deformation if the pressure forces are sufficient.
The Eppler 420 profile is a perfect candidate for morphing study and for testing the
methodology developed in § A.5. Fortunately, a study was conducted by Aguilar et al
[282] where a turbulent water flow around an Eppler420 hydrofoil was modeled. The
objective of this section will be to compare the results obtained by a numerical model
developed on Abaqus with the numerical results obtained in Aguilar et al’s study.

A.6.1 Material and Methods

As it was the case for the previous model, the initial conditions simulated in the work
of Aguilar et al. is given in Table A.6. If these values are compared with the values of
Table A.2, it can be seen that the velocity simulated here is in the range of the velocity
that foiling boats can undergo. However, the hydrofoil’s chord has half the value of the
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smallest encountered foils, which has an impact on the Reynolds Number. The Reynolds
number of the flow studied in this configuration is a little bit out of the interval where
foiling boats perform. Nonetheless, it is very close to the lower boundary of the Reynolds
number interval Re = 1500000 that is not very different from a Reynolds number value
of Re = 1000000, indeed in both cases the flow is turbulent. The turbulence model used
here the k − ω SST model is different from the Spalart-Allmaras model used previously,
but considering some papers the results obtained with both of the models are very similar
[324], [325]. Hence, this case study can be considered as being representative to conditions
of foiling boats. In terms of software, Aguilar et al used Ansys Fluent 19 R1 and the model
here is developed on Abaqus CFD.

Airfoil flow properties values
Fluid name and properties Water

ρ = 1000 kg/m3

µ = 1.00−3 Pa.s
Mach number Mach ≈ 0

Incompressible fluid
Airfoil dimensions 0.177 m

Flow speed 5.52 m/s
Reynolds number 1 million
Angle of attack 3°

Turbulence model used k − ω SST

Table A.6. Eppler 420 flow boundary conditions

The domain used by Aguilar et al is also a C-shaped domain that has the following
dimensions: 10 chords upstream (1.77 m) and 20 chords downstream (3.54 m) (see Figure
A.27). The exact same model was developed on Abaqus.

Figure A.28 shows the boundary conditions used for the Eppler 420 numerical mod-
eling. On this model the boundary conditions are very similar to the ones displayed for
the NACA0012 at Figure A.21, the only difference lies in the velocity x value that was
changed to 5.52 m.s−1. The initial turbulent viscosity was set to ν̃0 = 4.0 × 10−6m2.s−1,
which is four times the flow’s kinematic viscosity.

For determining the mesh, the same method as the one depicted in Section A.5.2 was
used. The changes that were made in the formulas concerned the kinematic viscosity of
the fluid νwater = 1.10−6, the y+ that was sized down to y+ = 45 and the plate Reynolds
number in the Schlichtling Equation that passed to Re = 1000000. All these changes
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Figure A.28. Boundary conditions used for the Eppler 420 numerical model

lead to a minimum mesh size of 1.63× 10−4 m, with this mesh the log region was clearly
targeted again. However, here it is important to note that Aguilar et al highlighted the
fact that the mesh needed to go down to y+ = 0.1431 to start having reliable results
[282]. Unfortunately, this region of the boundary layer was not accessible with the default
Abaqus meshing system. As it was the case for the NACA0012 airfoil, a mesh gradient
was imposed on the domain, this mesh gradient had a max size of 0.1 m for the external
boundaries of the model and a minimum height of 1.63 × 10−4 m for the hydrofoil walls
(see Figure A.29). The same mesh size of 1.63× 10−4 m was used for the hydrofoil’s wall
leading to meshes with an aspect ratio of 1 in the plane. The out of plane depth of the
elements is 4.4 × 10−3 m long. This value in depth has been selected to ensure that one
row of elements is present in the model’s depth.

Figure A.30 shows the fully meshed Eppler 420 numerical model meshed on Abaqus.
The total number of elements of the model is 303 744.
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Figure A.29. Eppler 420 numerical model’s partition and mesh gradient size

Figure A.30. Eppler 420 C type model meshed

For this model, the results to be extracted remain the pressure coefficients Cp, the
lift coefficient CL and the drag coefficient CD. All the formulas to compute them are the
same as the one depicted at the end of Section A.5.2.

A.6.2 Results and discussion

Figure A.31 and Figure A.32 show pressure and velocity isovalues comparison between
the results obtained by Aguilar et al [282] and the ones obtained on Abaqus. By comparing
Figure A.31a and Figure A.31b, globally the isovalues are very similar to each other, there
is a global minimum of pressure where the curvature is maximum. There is also an over
pressure at most of the lower side of the hydrofoil, and the stagnation pressure is present
at the leading edge of the hydrofoil. However, despite these similarities, there are major
differences between the two models. Indeed, in the results obtained with Abaqus, there
are two regions of strong underpressure that are not present in Aguilar et al’s model.
Under the leading edge and at the trailing edge of Figure A.31a there are zones that are
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strongly green colored/lightly blue colored indicating strong depression zones that are not
present on Figure A.31b.

(a) Abaqus pressure isovalues in Pa around the Ep-
pler 420 hydrofoil

(b) Pressure isovalues in Pa around the Eppler 420
hydrofoil from Aguilar et al [282]

Figure A.31. Eppler 420 pressure and velocity profiles

These depression zones have also an impact on the hydrofoil velocities. If Figure A.32a
and Figure A.32b are compared, they are exactly the same: the overpressure and depres-
sion zones are located in similar zones, the maximum and minimum velocity scales simu-
lated are the same. However, at the same positions that depression regions were observed,
there are reductions of the flow velocity near these regions.

(a) Velocity isovalues in m/s around the NACA0012
airfoil

(b) Velocity isovalues in m/s around the NACA0012
airfoil

Figure A.32. Eppler 420 pressure and velocity profiles

If the Cp values distribution is observed on Figure A.33, it can be seen that the
regions where the depression zones were observed the Cp distribution curves obtained
from Abaqus (blue curve) drops sharply whereas the Cp distribution curves obtained by
Aguilar et al do not change so much (red curve). Despite these changes, the global shape
of the curves remain similar. Yet a general difference of values between the two curves
can be observed, the curves follow each other in a parallel way. The hypothesis explaining
these changes might come from the mesh refinement difference of the two models.
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Figure A.33. Eppler 420 pressure coefficient distribution comparision around the hy-
drofoil

Coming back to the depression zones, these ones also strongly affect the lift and drag
coefficients. On Table A.7, the global difference observed between the lift and drag coeffi-
cients obtained with Abaqus and by Aguilar et al are in the range of 20%. Without these
strong depressions, there would be less difference between coefficients. Having said that,
a question can be addressed: What is the origins these depression in these regions of the
hydrofoil?

Aerodynamic coefficient Aguilar et al [282] Abaqus value difference (in %)
Lift coefficient CL 1.25 1.04 17%

Pressure drag coefficient CDp 0.0209 0.0251 20%

Table A.7. Eppler 420 lift and drag coefficients comparison between Aguilar [282] and
Abaqus-CFD for t=0.33s

For the depression zone located at the trailing edge of the hydrofoil, this one is due to
the difference of turbulence models used. Indeed, Reggio et al observed similar differences
while testing different turbulence models (Spalart-Allmaras, k − ω SST, k − ϵ RNG and
RSM turbulence models) for a NACA 63-415 airfoil [324]. The author supposed that this
difference came from the fact that the Spalart-Allmaras model’s destructive term is fully
based on the wall’s distance, the dissipation as a quantity does not explicitly exist in
the model. Whereas, the k − ω SST model handles the dissipation best with a partial
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differential equation for handling the specific dissipation rate ω.

Figure A.34 shows the pressure coefficient Cp distribution along the Eppler 420 airfoil
at two different simulated time: the first one represents the Cp distribution at a simulated
time of t = 0.086 s and the second one represents it at a simulated time of t = 0.33 s.
The main difference that can be observed between the two models is the intensity of the
depression zone near the leading edge. At a simulated time of t = 0.086 s, the Cp reached
a value near to −1.0 in this region, whereas at a simulated time of t = 0.33 s, this peak
was lower than −0.5. These Cp values imply that the simulation is not fully converged.
Other things tend to imply this, the upper surface Cp distribution modeled with Abaqus
(blue curve tending to negative values of Cp) has almost reached the upper surface Cp

distribution modeled by Aguilar et al (red curve tending to negative values of Cp) at a
time of t = 0.33 s. Note down that, despite the difference of time, the trailing edge values
of pressure coefficient did not change at all.
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(a) Eppler 420 pressure coefficient distribution for a
simulation time of t=0.086s
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(b) Eppler 420 pressure coefficient distribution for a
simulation time of t=0.39s

Figure A.34. Eppler 420 Abaqus modeling at two different times

Figure A.35 shows the evolution of the pressure coefficient in the depression region.
This figure shows that while the simulation was progressing, the pressure coefficient was
rising. At a simulated time of approximately t = 0.23 s, the pressure coefficient/time rela-
tionship started to evolve quasi linearly. Thank to a linear regression, the fitting relation
between the pressure coefficient and the time was y = 0.68x − 0.60. If the convergence
time did not change anymore, the value simulated in this region by Aguilar et al (i.e.
Cp = 0) would have been attained at a simulation time of t = 0.88 s. Consequently, the
reasons why the values compared to Aguilar et al were so different are because not fully
converged results were compared to fully converged ones.

Unfortunately, the Eppler 420 modeling displayed above are the best results that were
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Figure A.35. Eppler 420 pressure coefficient evolution in the leading edge depression
in function of simulated time

attainable with the current model design. Indeed, the simulation stopped after too many
divergences of the time averaged Poisson Pressure Equation, the biggest divergence prob-
lem encountered with turbulent flows on Abaqus. To fix those problems, the solution might
be to mesh down to y+ = 0.1431 as suggested by Aguilar et al [282]. However, this would
bring another issue, the explosion of the simulation time. With a mesh reaching y+ = 45,
10 days were necessary to have the simulation converge to these results before diverging
! This case shows the limits of the modeling strategy chosen: not precise enough to have
"true" pressure values and far too time consuming to use fully converged simulations to
model a turbulent water flow for a fluid-structure interaction purpose.

A.7 Summary

In this chapter, we built a methodology to generate numerical models for being able
to model turbulent water flows around hydrofoils of foiling boats. This model’s purpose
is to be reused for building a fluid-structure optimisation program later. In the numerical
model development strategy, the use of the Spalart-Allmaras turbulent model needed to
be confirmed as being a reliable model for predicting a turbulent’s flow behavior for aero-
dynamic profiles. For that purpose, the model was compared to a NASA’s NACA0012
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airfoil numerical simulation that matched pretty well foiling boat’s conditions, that were
compared to experimental results and that also used the Spalart-Allmaras model. The
pressure coefficient distribution, the lift coefficient prediction and the drag coefficient
prediction given by the Abaqus CFD model were almost the same as the one found by
the NASA, numerically and experimentally, this confirmed the relevance of choosing the
Spalart-Allmaras turbulence model for modeling a turbulent water flow. It also showed
that very precise results could be found with a boundary layer meshed down to the log
law region, without having the need to mesh the viscous region.

After validating the turbulence model, it was the occasion to test the modeling strat-
egy for hydrofoils that were already used for morphing purpose, the Eppler 420 profile.
The methodology developed earlier was used again for the Eppler 420 hydrofoil. The flow
conditions were set considering a research work done by Aguilar et al [282] that modeled
numerically a turbulent water flow over an Eppler 420 hydrofoil with conditions close to
a foiling boat’s conditions. This time the pressure coefficient distribution and the lift and
drag predictions were different from Aguilar et al’s results. The main reasons explaining
this is the difference of turbulence models used and the non-total convergence of our nu-
merical model. This comparison showed the limits in precision of our numerical modeling
strategy for turbulent water flows and in time that can be afforded for simulating this
flow: 10 days of simulation were necessary to obtain these results.

Nonetheless, despite not being accurate in results displayed, the modeling strategy
developed in this chapter always showed reliable pressure distribution around the Eppler
420 airfoil. Thus, for the fluid-structure optimisation program using the numerical model
we developed would give a first idea of the pressure to which the hydrofoil would be
submitted. The pressure computed by our model would be qualitatively correct, but not
quantitatively. Consequently, if a fluid-structure optimisation program is developed on the
basis of that model, the results it would provide would remain true for these qualitative
pressures. And one day, if methods are found to have more reliable pressure outputs
in a short amount of time, this turbulent flow modeling technique can be upgraded or
replaced in the fluid-structure optimisation program while having a global reliable method.
Moreover, this model is currently the only option we have for determining dynamically
a pressure field for a morphing hydrofoil. For that reason, this modeling strategy will be
reused in the next chapter for the development the fluid-structure optimisation.
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Appendix A

APPENDIX

A.1 Appendix One: Spalart-Allmaras one equation
model details

The first types of turbulent flows that are considered for developing a turbulence model
are the free shear flows. The free shear flow category represents all the types of viscous
flows that are not attached to any solid wall or boundaries, for instance wakes behind an
airfoil, buoyant jet from an erupting volcano or the jet of air coming out of one’s mouth
after exhalation are types of free shear flows. in these types of flows, the turbulence is
globally homogeneous, different scales of turbulence can cohabit in the same region on
the contrary of boundary layer flows. Because of the lack of solid boundaries, many phys-
ical terms from Equation A.101 can be neglected. The dissipation of turbulence E (also
called "destruction term" by Spalart et al) is not effective because of the absence of wall
that implies the absence of friction, as much as the molecular diffusion ∇T that become
negligible with the absence of molecular friction. So Equation A.101 can be simplified as
following for free shear flows (see Equation A.1).

C = P + T +∇P (A.1)

In Equation A.1, the convection C, the production P , the turbulence transport T

and the pressure diffusion ∇P are the main physical quantities influencing the turbulence
behavior. The convective term of this equation can naturally be described by Dνt

Dt
, by

using the eulerian particular derivative to expand this term, the new equation becomes
Dνt

Dt
≡ ∂νt

∂t
+ V̄i

∂νt

∂xi
.

The production was defined as the rate at which the kinetic energy of the mean flow
is transferred to the turbulence field. Quite logically, Spalart et al wanted to use the
term ∂V̄i

∂xj
as it was used in all other turbulence models and represents the mean flow rate.
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Nonetheless, many requirements have to be met in order to integrate it into the model.
First of all, since that variable νt is a scalar, a scalar norm of this tensor that will be
noted by the term S must be used to have a final scalar equation. The final expression
of the production term would be in the form P ≡ cb1Sνt, a term that fits the dimension
of Dνt

Dt
. cb1 is a constant where the subscript b stands for "basic". The second requirement

that needs to be met by the norm S is that it must provide the Galilean invariance.
The perfect candidate selected by Spalart et al was the vorticity S =

√
2ΩijΩij where

Ωij = 1
2

(
∂V̄i

∂xj
− ∂V̄j

∂xi

)
.

The turbulence Transport T and the pressure diffusion ∇P are usually expressed to-
gether in a single term that has the following form ∂

∂xi

(
νt

σ
νt

∂xi

)
. This form has been chosen

in many models because its form conserves the integral of νt (i.e. the expression of νt is
similar to a potential), nevertheless Spalart et al do not see any good reason why this
integral should be conserved. They than developed a term 1

σ

[
∂

∂xi

(
νt

∂νt

∂xi

)
+ cb2

(
∂νt

∂xi

)2
]

that
is non-conservative for νt but that is for ν1+cb2

t . More details and information are provided
in [279] for explaining thoroughly why this second term has been adopted.

The different constants cb1, cb2 and σ were fixed by calibrating the model (see Equation
A.2) by requiring correct levels of shear stress in two dimensional mixing layers and wakes.
The values found are σ = 2/3, cb1 = 0.1355 and cb2 = 0.622.

Dνt

Dt
= cb1Sνt + 1

σ

 ∂

∂xi

(
νt

∂νt

∂xi

)
+ cb2

(
∂νt

∂xi

)2
 (A.2)

Now that the model has been calibrated for free shear flows, Spalart et al expanded
the model for boundary layer flows. They first focused on the Near-wall Regions where
the Reynolds number is high (log-law region and outer region of the boundary layer). In
this configuration, because of the presence of the wall, the dissipation mechanism E has
now to be taken into account. The sum of physical processes influencing the turbulence
is now depicted in Equation A.3.

C = P + T +∇P − E (A.3)

In this new equation, only the dissipation term (also called "destruction" in [279])
has to be expanded through a dimensional analysis. To find a suitable term, a list of
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requirements that the term must ensure is listed. First of all, the effect of dissipation is
inversely proportional to the distance d of a region in the flow from the wall. The closer
it is to the wall, the more turbulence energy dissipates into thermal energy. Secondly,
far enough from the wall the dissipation is not effective anymore, so for d → ∞ the
term should be zero. Finally, empirically this term has a non-linear behavior. Spalart et
al expressed the dissipation in the following form E = cw1(νt/d)2. Here, the subscript
w stands for "wall" in the coefficient cw1. Replacing all the physical quantities by their
expression in Equation A.3 gives a new form to the Spalart-Allmaras one equation model
(see Equation A.4).

Dνt

Dt
= cb1Sνt + 1

σ

 ∂

∂xi

(
νt

∂νt

∂xi

)
+ cb2

(
∂νt

∂xi

)2
− cw1

(
νt

d

)2
(A.4)

In this new Equation, the constant cw1 is still unknown and must be clarified. To find
the value of cw1, the log-law region would be of interest. Empirically, in this region the
productive, the diffusive and the dissipative terms are in equilibrium. This leads to the
absence of convection in this region, i.e. Dνt

Dt
= 0. In a classical log-law layer, by taking the

expression of the streamwise velocity depicted in Equation A.38 of the paragraph A.2.7,
the rotational norm in the log-law is S = u∗/(κ.d) and νt = u∗κd with u∗ being the friction
velocity at the wall (see Section A.2.7). By injecting all these information in Equation A.4
and solving it, the final expression of the constant is cw1 = cb1/κ2 + (1 + cb2)/σ. Spalart
et al have tested the model given in Equation A.4 on a flat-plate boundary layer. This
model predicted accurately the behavior of its log-law layer.

Nevertheless, the skin-friction coefficient obtained with this model was too low. The
explanation for this is because the dissipative term do not reduce fast enough in the outer
region of the boundary layer. To address this problem, the destructive term is multiplied
by a non-dimensional function fw that helps this term decreasing fast enough. Thus, the
Spalart-Allmaras model equation is changed (see Equation A.5).

Dνt

Dt
= cb1Sνt + 1

σ

 ∂

∂xi

(
νt

∂νt

∂xi

)
+ cb2

(
∂νt

∂xi

)2
− cw1fw

(
νt

d

)2
(A.5)

The requirements set for this function is that its value must be equal to 1 when the
log-law layer is reached, this function must affect the destructive term only when the outer-
layer is reached, with this model the results obtained in the log-law region is accurate. To
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develop this function, the authors inspired themselves from the existing algebraic models
with the mixing length concept. They defined the mixing length as being l ≡

√
νt/S, then

they formulated a non-dimensional argument r representing the non-dimensional mixing
length (see Equation A.6). Both r and fw are equal to 1 in the log layer and both decrease
in the outer layer.

r ≡
(

l

κd

)
= νt

Sκ2d2 (A.6)

A satisfactory function fw was developed by Spalart et al (see Equation A.7). At r
equal 1, fw is also equal to 1 and when r decreases, fw decreases also. In this Equation, the
step from g to fw is just a limiter for avoiding large values of fw. The values of the different
constants cw2 and cw3 were set by Spalart et al so that the skin friction coefficient predicted
by the model matches the skin friction coefficient of a turbulent flat-plate boundary layer.

fw(r) = g

[
1 + c6

w3
g6 + c6

w3

]1/6

, g = r + cw2(r6 − r) (A.7)

Now that the high Reynolds regions of a boundary layer have been investigated, the
low Reynolds number regions (i.e. the buffer layer and the viscous sublayer) remain for
investigation. As said earlier, in the algebraic models, near the wall the viscous forces
are so strong that the fluid becomes laminar again. These viscous forces influence the
eddies size which become smaller than the eddies of the more turbulent regions. In these
configurations, the viscous molecular diffusion mechanism becomes highly influential on
the turbulence transport in the boundary layer. However, on the contrary of other one
equation models, Spalart et al did not only add a new term in the equation. He added
viscous functions for modeling the impact of molecular diffusion on the eddy viscosity
νt. Taking into account the molecular diffusion, The final global equation summing the
different turbulence processes is given in Equation A.8

C = P + T +∇P +∇T, νt = ∇T (ν̃) (A.8)

So Spalart et al decided to add a new variable ν̃ that represents the eddy viscosity
in the turbulent regions of the turbulent boundary layer. From the log-law layer up to
the outer layer, the value of the turbulent viscosity is νt = κdu∗, it is only in the viscous
laminar parts of the turbulent boundary layer that this relation is not true anymore.
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Thus, in this case, the way chosen for modeling the evolution of the turbulent viscosity in
the laminar viscous layers is similar to what have been done for the previous dissipation
term: using damping functions on the turbulent eddy viscosity ν̃ in order to find the true
eddy viscosity νt. Equation A.9 is used for modeling this behavior. In this equation, the
subscript v stands for "viscous".

ν̃ = κdu∗, νt = ν̃fv1 (A.9)

The reason why the molecular diffusive term is written that way is because Equation
A.5 is already set to give very precise values for high Reynolds regions of the turbulent
boundary layers. The global equation must not change, only the effect of viscosity must
be modeled by this viscous function. Equation A.5 is used for calculating ν̃, the eddy
viscosity in turbulent layers and then, with the damping function, this term is corrected
for being coherent with the empirical results observed in the viscous sublayer.

As the previous wall function, this new function must fulfill two requirements: it must
be non-dimensional and it must be equal to 1 when coming in the log-law layer. For
formulating this function, Spalart et al inspired themselves from an another work that
formulated this function, see [279] directly for more details. Equation A.10 shows how the
damping function is implemented. In this equation, the value of cv1 is set to 7.1 and χ

represents the dimensionless eddies size in the viscous layers.

χ ≡ ν̃

ν
, fv1 = χ3

χ3 + c3
v1

(A.10)

This function here models the impact of viscosity on turbulence when the region is
close to the wall. Spalart acknowledged that having a function based on the Van-Driest
model would be equivalent to this current function. Now Equation A.5 can be transformed
into a new equation with ν̃ as the center variable (see Equation A.11).

Dν̃

Dt
= cb1S̃ν̃ + 1

σ

 ∂

∂xi

(
(ν + ν̃) ∂ν̃

∂xi

)
+ cb2

(
∂ν̃

∂xi

)2
− cw1fw

(
ν̃

d

)2
(A.11)

In addition of changing variables, the rotational norm S̃ replaces now the former norm
S. This new norm is constructed in a way that S̃ maintain its log-law region behavior
from the wall to the outer layer so that ν̃ can maintain its log-law behavior. This change
of norm is given by Equation A.12. This change of norm also impacts other quantities
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developed before in order for them to keep the value they have in the log-law layer, e.g.
r that is now defined as r ≡ ν̃

S̃κ2d2 .

S̃ ≡ S + ν̃

κ2d2 fv2, fv2 = 1− χ

1 + χfv1
(A.12)

Furthermore, a diffusion term ν has been added with respect to the boundary con-
dition that ν̃ = 0. This term has been placed in the equation so that it has a negligible
impact in the log-law layer, ν̃ evolving linearly, with high values its Laplacian would be
negligible. Equation A.11 yields equilibrium Dν̃

Dt
= 0 from d=0 to the outer layer of the

boundary layer. Thus, this version of the differential equation is the final one. Equation
A.13, A.14, A.15 and A.16 sums up all the equations and constants used for this final
version of the model.

Kinematic Eddy Viscosity

νt = ν̃fv1 (A.13)

Eddy Viscosity Equation

∂νt

∂t
+ V̄i

∂νt

∂xi

= cb1S̃ν̃ + 1
σ

 ∂

∂xi

(
(ν + ν̃) ∂ν̃

∂xi

)
+ cb2

(
∂ν̃

∂xi

)2
− cw1fw

(
ν̃

d

)2
(A.14)

Closure coefficients

cb1 = 0.1355, cb2 = 0.622, cv1 = 7.1, σ = 2/3
cw1 = cb1

κ2 + 1+cb2
σ

, cw2 = 0.3, cw3 = 2, κ = 0.41
(A.15)

Auxiliary Relations

fv1 = χ3

χ3+c3
v1

, fv2 = 1− χ
1+χfv1

, fw(r) = g
[ 1+c6

w3
g6+c6

w3

]1/6
,

χ = ν̃
ν
, g = r + cw2(r6 − r), r = νt

Sκ2d2

S̃ = S + ν̃
κ2d2 fv2, S =

√
2ΩijΩij Ωij = 1

2

(
∂V̄i

∂xj
− ∂V̄j

∂xi

) (A.16)

Spalart et al tested then their models on various types of experimental flows. This
model predicted in a reliable way a great number of flows. The results for flow cases
where the pressure gradient was very strong, like airfoil flows, were the most reliable and
highly precise.
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A.2 Appendix two: k-omega turbulence model

For building the k − ω model, Wilcox et al [318] used the dimensional relations in
Equation A.106 are used for building the relations that will be needed for building the
main relations used for approximating the eddy viscosity νt. These relations are presented
in Equation A.17. With β∗ being a constant.

νt = k/ω, l = k1/2/ω, ϵ = β∗ωk (A.17)

The definition of these new equations allows Wilcox et al to change the original tur-
bulence energy transport equation (see Equation A.97) into a new one. Equation A.18
shows the turbulence kinetic transport equation in the k − ω model. In this equation β∗

and σ∗ are constants.

∂k

∂t
+ V̄i

∂k

∂xj

= 1
ρ

τij
∂V̄i

∂xj

− β∗kω + ∂

∂xj

(
(ν + σ∗νt)

∂k

∂xj

)
(A.18)

In Equation A.17, a partial differential equation for the specific dissipation rate ω needs
to be formulated for closing the system. To do that, Wilcox et al used again the sum of
the physical quantities influencing turbulence in a flow (see Equation A.101) applied on
the specific dissipation rate [318]. Here a strong hypothesis is made on the fact that the
physical quantities governing the apparition of turbulence (i.e. the turbulence kinetic
energy k) are the same governing the dissipation (i.e. the specific dissipation rate ω).
Each terms are then extended through a dimensional analysis. Equation A.19 shows the
final partial differential equation used for finding ω.

∂ω

∂t
+ V̄i

∂ω

∂xj︸ ︷︷ ︸
Convection

= 1
ρ

α
ω

k
τij

∂V̄i

∂xj︸ ︷︷ ︸
Production

− βω2︸︷︷︸
Dissipation

+ ∂

∂xj

(
(ν + σνt)

∂ω

∂xj

)
︸ ︷︷ ︸

Molecular diffusion + Turbulent transport + Pressure diffusion
(A.19)

In the k − ω model, there are 5 closures coefficients that needs to be found β∗, σ∗, α,
β and α. For finding them, the strategy is similar to what has been done in the Spalart-
Allmaras model, set the values of these coefficients for various observed turbulence prop-
erties in various types of flows, and verify that the Equation with these coefficients verify
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the different boundary conditions and is close to the empirical results. Those coefficients
have been set by looking at log-law layers of free-shear layers and boundary layers. The
values of those coefficients are given in Equation A.20.

α = 5/9, β = 3/40, β∗ = 9/100, σ = 1/2, σ∗ = 1/2 (A.20)

A.3 k-epsilon turbulence model

On the basis the work of Chou [317], Jones and Launder [319] developed the Standard
k − ϵ model. This first model was full of unknown coefficients and was applicable only to
a limited range of flows. Later, Launder and Sharma [321] modified the original model
for it to match with various types of flows. This last model is world widely known as
the standard k − ϵ model. It is until today, the most popular and most used model in
industrial and research problems dealing with turbulence. The main relations used for
being able to construct the model were found through dimensional analysis, and looks
similar to the ones used for the k−ω model (see Equation A.20). Equation A.21 presents
the relations between νt, k, l and ϵ. In this Equation, a relation for determining ω is
also present despite its absence in the final differential equations. In this Equation, the
constant Cµ is the same as the one presented in the Prandtl-Kolmogorov equation (see
Equation A.94).

νt = Cµk2/ϵ, l = Cmuk3/2/ϵ, ω = ϵ/(Cµk) (A.21)

The first transport equation of this model is the turbulence energy equation depicted
in Equation A.97. For an easier understanding, this Equation is given back below (see
Equation A.22).

∂k

∂t
+ V̄i

∂k

∂xj︸ ︷︷ ︸
Convection

= 1
ρ

τij
∂V̄i

∂xj︸ ︷︷ ︸
Production

− ϵ︸︷︷︸
Dissipation

+ ∂

∂xj

(
(ν + νt/σk) ∂k

∂xj

)
︸ ︷︷ ︸

Molecular diffusion + Turbulent transport + Pressure diffusion
(A.22)

The second transport equation is built for the dissipation rate ϵ. On the contrary of
Spalart-Allmaras and Wilcox, this equation is not built to be dimensionally homogeneous,
they are derived from Equation from equation A.23. The k − ϵ model has revolutionised
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the study of turbulence, and became the most popular turbulence model, because of the
building of this equation. In this equation N(vi) is called the Navier-Stokes operator, it is
mainly the Navier-Stokes equations written in the form f(vi, ν, ρ) = 0. From these equa-
tions, Launder et al showed for the first time that in turbulence modeling any quantity
can be modeled through transport equations similar to Navier-Stokes equations. From
the time-averaging of the Navier-Stokes equations, Launder et al arrived mathematically
at a form where there was a balance of Convection, Production, Dissipation, Molecu-
lar diffusion and Turbulent transport for dissipation. This approach gave rise to further
investigations and enhancements of various two equations models.

2ν
∂v′

i

∂xj

∂
∂xj

[N(vi)] = 0
N(vi) = ∂vi

∂t
+ vj

(
∂vi

∂xj

)
+ 1

ρ
∂P
∂xi
− ν ∂2vi

∂x2
j

N(vi) = 0

(A.23)

After many mathematical derivations and empirical identifications detailed in [318],
the final transport equation for the dissipation has the following form (see Equation A.24).
One can note that this final form is very similar to the k − ω model exposed earlier.

∂ϵ

∂t
+ V̄i

∂ϵ

∂xj︸ ︷︷ ︸
Convection

= 1
ρ

Cϵ1
ϵ

k
τij

∂V̄i

∂xj︸ ︷︷ ︸
Production

− Cϵ2
ϵ2

k︸ ︷︷ ︸
Dissipation

+ ∂

∂xj

(
(ν + νt/σϵ)

∂ϵ

∂xj

)
︸ ︷︷ ︸

Molecular diffusion + Turbulent transport

(A.24)

As it was the case for the previous models, there are now closure constants to determine
for having a usable model. Those constants are 5 in number: Cϵ1, Cϵ2, Cµ, σk and σϵ. As
it was the case for other models, the values of these coefficients were determined by
setting their values in a way that the results obtained with this model matches empirical
turbulence data in various types of flows. The coefficients given in Equation A.25 were
set in a similar way that the k−ω coefficients were determined: by looking at the log-law
region properties of a free shear layer and a boundary layer.

Cϵ1 = 1.44, Cϵ2 = 1.92, Cµ = 0.09, σk = 1.0, σϵ = 1.3 (A.25)
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appendices de navire

Mot clés : Morphing, Matériaux architecturés, Interaction fluide-structure, Impression 3D, Homogénéisa-

tion, Analyse multi-échelle

Résumé : Dans le domaine de la course au large,
Les hydrofoils sont utilisés pour augmenter la vi-
tesse maximale des bateaux. Cet appendice agit
comme une aile d’avion et permet au bateau de sur-
élever sa coque au-dessus de l’eau et de ne repo-
ser que sur ses hydrofoils. Cependant, les hydro-
foils connaissent des limitations, la principale étant
la difficulté d’adapter leurs propriétés hydrodyna-
miques aux changements d’environnement. Cette li-
mitation les rends parfois sous-performants. L’objec-
tif de cette thèse a donc été de permettre à un hy-
drofoil de modifier passivement et de façon auto-
nome sa géométrie dans le but de maximiser ses
propriétés hydrodynamiques. Pour réaliser ce but,
un concept de morphing passif composé d’une âme
faite de matériaux architecturés et d’une peau conti-

nue a été étudié. L’objectif de cette thèse a été
d’identifier et d’optimiser les différents paramètres
permettant de piloter la déformation passive de cet
hydrofoil cellulaire. Pour faire cela, les travaux de
cette thèse ont été divisés en deux parties. Premiè-
rement, une analyse multi-échelle expérimentale et
numérique a permis d’identifier les différents para-
mètres pilotant la déformation de l’hydrofoil. Dans un
second temps, une interaction fluide-structure et un
programme d’optimisation paramétrique ont permis
d’étudier les intervalles d’adaptabilité de ce concept
et d’assurer l’impression 3D polymère de cet hydro-
foil. Les résultats obtenus lors de cette thèse ont
montré que, lors du morphing, la rigidité de la peau
de l’hydrofoil est le paramètre clé gouvernant le mor-
phing de cet hydrofoil.

Title: Parametric optimisation of 3D-printed architectured materials: application to boat’s morphing ap-

pendages

Keywords: Morphing, architectured materials, fluid-structure interaction, 3D printing, Homogenisation,

Multi-scale analysis

Abstract: In the domain of yacht racing, hydrofoils
are used for increasing the maximal velocity of the
yacht. This appendage operates as an aicraft’s wing,
it raises the yacht’s hull above the water’s surface
and withstands the yacht’s weight. Nevertheless, hy-
drofoils face limitations, the main being its inability to
adapt their hydrodynamic properties to changes in
the environment. This issue makes them underper-
formant. The objective of this thesis was to provide
the capacity to a hydrofoil to modify passively and
autonomously its geometry in order to maximise its
aerodynamic properties. In order to attain this goal, a
passive morphing was studied. This concept is made
out of two elements: a continuous skin and a cellular

core. Thus, the objective of this thesis was to identify
and optimise the different parameters governing the
passive deformation of this cellular hydrofoil. To do
that, the work was divided in two major parts. The
first one consisted in an experimental and numeri-
cal multi-scale analysis that aims to identify the dif-
ferent parameters governing the deformation of the
hydrofoil. The second one consisted in developing a
fluid-structure interaction and a parametric optimisa-
tion program for studying the interval of tailorability
of this concept and insure that the hydrofoil is 3D-
printable. The results obtained in this thesis showed
that, the skin’s rigidity is the main parameter govern-
ing the hydrofoil’s morphing.
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