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Abstract

Ultra-slow spreading ridges are a new category of spreading ridges characterized
by quasi-amagmatic crustal accretion, exposing considerable amounts of mantle-
derived peridotites on the seafloor. Investigating the contributions of tectonic,
magmatic, and other involved processes is necessary to gain a comprehensive
conceptual model of ultra-slow spreading ridges. Imaging the crustal and upper
mantle structures can help us to understand the past and current geological activities
in the ultra-slow spreading ridges. The aim of the project is to understand the oceanic
crust formed in an ultra-slow spreading ridge called the Southwest Indian Ridge with
a low melt supply. Our research project is based on the processing and modeling
of the active and passive seismic data in the easternmost part of Southwest Indian
Ridge. The data acquisition took place in 2014 during the SISMOSMOOTH cruise.
We analyzed vertical component recordings from 43 ocean-bottom seismometers in
our passive seismic approach and the hydrophone components of 16 ocean-bottom
seismometers in the active seismic approach. Ambient-noise interferometry and
full-waveform inversion (FWI) of refraction data were used to image the internal
structures of the lithosphere. In the modeling of ambient-noise interferometry,
we find an average crustal thickness of 7 km with a shallow layer of low shear
velocities. Moreover, we infer that the uppermost 2 km are highly porous and may
be strongly serpentinized. The average shear wave velocity between the base of
the crust and the maximum depth of our model (15 km) was less than the global
reference value of 4.5 km/s and was explained by the younger age of the seafloor
in our area. Our two-dimensional P-wave velocity model obtained from FWI
suggests considerable variations in the upper lithospheric compositions along the
axis-parallel profile. A transition is expected at a distance of ∼65-95 km along the
profile from the predominantly volcanic domain in the western zone to variable
serpentinized peridotite in the eastern zone. Dike injections are predicted in this
area. A westward increase in melt supply is proposed in the seafloor accretion mode.
The serpentinization and P-wave velocity model suggests that the Moho is a gradual
transition from hydrated to unaltered peridotite.
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Le résumé

Les dorsales ultra-lentes quasi-amagmatiques constituent une nouvelle catégorie de
dorsales océaniques caractérisées par une accrétion crustale, exposant sur le fond
marin des quantités considérables de péridotites provenant du manteau. L’étude
de la contribution des processus tectoniques, magmatiques et d’autres processus
impliqués est nécessaire pour obtenir un modèle conceptuel complet des dorsales
océaniques à accrétion ultra-lente. L’imagerie des structures de la croûte et du
manteau supérieur peut nous aider à comprendre les activités géologiques passées et
actuelles sur les dorsales à accrétion océanique ultra-lente. L’objectif du projet est
de comprendre la croûte océanique formée dans une dorsale à accrétion ultra-lente
appelée ride sud-ouest indienne, à faible apport de magma. Notre projet de recherche
est basé sur le traitement et la modélisation de données sismiques actives et passives
dans la partie la plus orientale de la dorsale Sud-Ouest Indienne. L’acquisition des
données géophysiques a eu lieu en 2014 lors de la campagne SISMOSMOOTH,
à bord du N/O Marion-Dufresne. Nous avons analysé les enregistrements des
composantes verticales de 43 sismomètres fond de mer (OBS) dans notre approche
sismique passive et les composantes hydrophones de 16 sismomètres fond de mer
pour l’approche sismique active. L’interférométrie de bruit ambiant et l’inversion de
forme d’onde complète (FWI) des données de réfraction ont été utilisées pour imager
les structures internes de la croûte et de la lithosphère. Grâce à la modélisation
de l’interférométrie de bruit ambiant, on trouve une épaisseur moyenne de croûte
de 7 km avec une couche peu profonde de faibles vitesses de cisaillement. De
plus, nous en déduisons que les 2 km supérieurs sont très poreux et peuvent être
fortement serpentinisés. La vitesse moyenne des ondes de cisaillement entre la base
de la croûte et la profondeur maximale de notre modèle (15 km) est inférieure à
la valeur de référence globale de 4.5 km/s et peut s’expliquer par le jeune âge des
fonds marins de notre zone. Notre modèle bi-dimensionnel de vitesse des ondes
P obtenu à partir de notre analyse FWI suggère des variations considérables de
composition dans la partie supérieure le long du profil parallèle à l’axe. Notre étude
propose un domaine de transition entre un domaine à prédominance volcanique et
un non magmatique, entre ∼65 à 95 km de distance sur le profil. Des injections
magmatiques dans des dikes sont proposées dans le domaine oriental non volcanique.
Une augmentation vers l’ouest de l’apport de matériel magmatique est confirmée
pour le mode d’accrétion océanique. Le modèle de vitesse des ondes P associé
aux variations de serpentinisation suggère que le Moho est une transition graduelle
d’une péridotite hydratée vers une péridotite non altérée.
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Chapter 1

Introduction and the objectives

Summary

The subject matter investigated in this thesis is discussed in this chapter. We start
introducing mid-ocean ridges and we explain why ultra-slow spreading ridges
are interesting. The discussion of ultra-slow spreading ridges is narrowed to the
Southwest Indian Ridge. The chapter brings to attention the main objectives of the
work and the outlines of the thesis.

1.1 Different plates

Plate tectonics is the theory that characterizes the distribution of geological phenom-
ena on a global scale. it refers to the movement of the earth’s lithosphere and the
resulting geological events such as mountain building, seismicity, volcanism, and
continental drift. According to the theory of plate tectonics, Earth’s rigid outermost
layer, or lithosphere (crust plus upper mantle) overlies a plastic (moldable) layer
called the asthenosphere. The lithosphere is broken into seven major continental-
sized and ocean-sized plates: African, Antarctic, Eurasian, Indo-Australian, North
American, Pacific, and South American. There are also some minor plus micro
plates. The plates of the lithosphere move relative to each other at different rates
(Kay et al., 1970; Dewey and Bird, 1970; Cawood et al., 2006; Palin and Santosh,
2021).

The movement of plates can be convergent, divergent, or transform. At divergent
boundaries, the separation between plates may occur either on the continental
lithosphere or on the oceanic lithosphere. Rift valleys will be produced as long as
the plates are taken apart on the continental lithosphere. As the rift valleys widen,
the separation of plates is achieved and a new oceanic lithosphere is created. The
mid-ocean ridges will be formed as a result of the formation of the oceanic crust.
The details of mid-ocean ridges, and in particular the Indian mid-ocean ridge, which
is the focus of this research, will be studied in the next sections.

13
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1.1.1 Divergent boundary: different types of mid-ocean ridges and their features

The difference between the spreading rates, volcanic activity, structural behaviors
(tectonic stretching), and morphology has categorized the mid-ocean ridges. Mid-
ocean ridges are classified into 4 divisions based on their spreading rates (DeMets
et al., 1994; Schmid, 2017): 1. Fast (> 8 cm/yr) 2. Intermediate (5-8 cm/yr) 3.
Slow (< 5 cm/yr) 4. Ultra-slow (< 2cm/yr). Fast-spreading ridges are hotter and
a significant amount of magma breaks the sea floor through volcanic eruptions.
Slow-spreading ridges act like cold chocolate and they crack when the sea floor
stretches enough. Therefore, in fast-spreading ridges, the morphology is mainly
affected by volcanic activity, while in slow-spreading ridges, tectonic stretching is
dominant (Snow and Edmonds, 2007). The difference between the morphology of
fast and slow-spreading ridges is shown in Figure 1.1. As we see, the slow-spreading
ridges are characterized by axial rift valleys and more rough topography, while
the fast-spreading ridges have axial highs and smooth topography. Intermediate
spreading ridges can have axial highs, axial rift valleys, and transitional morphology.
In spite of dissimilarities between slow, fast, and intermediate spreading ridges,
they share certain characteristics: 1) similar crustal thickness and composition.
2) The involvement of dominant transform faults in spreading (Püthe and Gerya,
2014). The comparable characteristics of mid-ocean ridges were explained by the

Figure 1.1: Morphology of fast and slow mid-ocean ridges (Slideplayer, 2019). Mid-ocean ridges are
classified into four divisions based on their spreading rates (Schmid, 2017): 1. fast (> 8 cm/yr) 2. Intermediate
(5-8 cm/yr) 3. slow (< 5 cm/yr) 4. ultra-slow (< 2cm/yr)

traditional Penrose model and similar ideas (MASON, 1985). The robustness of
these traditional models came into question for the following reasons:

1. According to the Penrose model, a 6 km layer of basaltic rocks and gabbro was
proposed to cover the upper mantle peridotite. However, widespread exposure
of serpentinized mantle-derived peridotite was found on the sea floor of slow
and ultra-slow spreading ridges such as the Mid-Atlantic ridge and Southwest
Indian Ridge (SWIR) (Aumento and Loubat, 1971; Dick, 1989; Engel and
Fisher, 1975). Additionally, the old-fashioned model didn’t have any display
of how water penetrated into the mantle and created serpentinized peridotite
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(Snow and Edmonds, 2007).

2. The crustal thickness of mid-ocean ridges is commonly considered as a direct
measure of the amount of produced melt (Schmid, 2017). Another violation
of the Penrose model was recognized when the thickness of the oceanic crust
of ultra-slow spreading ridges was studied through seismic data. However, in
most of the mid-ocean ridges, the thickness is nearly constant at around 6 km,
in ultra-slow spreading ridges, we observe thinner and variable oceanic crust
(Conley and Dunn, 2011).

3. Seafloor sampling and seismic tomography studies in parts of the slow-
spreading Mid-Atlantic Ridge, especially at the end of spreading segments and
the ultra-slow-spreading Southwest Indian Ridge indicate that the magmatic
crustal model may not adequately describe the observations in these domains,
especially when the melt supply is relatively low. As early as the 1980s and
early 1990s, the possibility of a crust forming when the magma supply is mod-
erate began to receive intense attention. Various crustal models were proposed
and were refined and are still being refined as new data becomes available.
However, the ’smooth seafloor’ model from Cannat et al. (2006) is supported
by mantle-derived rocks outcrop over areas up to 82 km across the axis and >20
km along the axis. The smooth seafloor is not found in faster spreading ridges
and is shaped in the form of broad ridges with a rounded smooth tomography
(Cannat et al., 2006; Sauter and Cannat, 2010).

4. In contrast to the Penrose model, a significant level of volcanism was dis-
covered in the ultra-slow Gakkel ridge, which means that the temperature is
not depending solely on the spreading rate (Sohn et al., 2008; Edwards et al.,
2001).

1.2 Objectives

The aspects of ultra-slow spreading ridges (especially in SWIR and Gakkel ridges)
show the necessity of new research to describe the processes involved in the ultra-
slow spreading ridges (Dick et al., 2003). The aim of our project is to contribute to
this case by focusing on SWIR. To gain a more comprehensive conceptual model of
slow-spreading ridges, we will try to investigate the contributions of tectonic and
magmatic processes and image the crustal structures in SWIR. In parallel, we will
have this opportunity to study active processes which can affect mantle exhumation.
Imaging the crustal structure is necessary to understand past and ongoing geological
processes and provides an important base for mantle tomographic studies.

As a consequence of the low melt supply, the creation of the seafloor was
explained by successive, flipping polarity, detachment faults that form north and
south of spreading ridge in the SWIR (Cannat et al., 2006, 2019; Sauter et al.,
2013). According to recent studies, these detachment fault systems, have been
proposed to explain the emplacement of ultramafic rocks. However, the geometry
of detachment faults has been studied by numerical modeling (Buck, 1988; Lavier
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et al., 1999; Schouten et al., 2010), paleomagnetic studies of core samples (Garcés
and Gee, 2007) and seismic reflection data (Momoh, 2018; Momoh et al., 2017,
2020), the geometry of the detachment fault system at depth is not well known yet.
In a recent seismic reflection study of the area, the limitation of streamer length
(4.5 km) restricted us to less information about the deep parts (Momoh, 2018).
Imaging the velocity structure of the footwall of this detachment fault system is
critical to discover the damaged zone of the system. To investigate deep parts of the
fault, we will apply the full waveform inversion (FWI) of refraction seismic data
and ambient noise tomography. However, imaging methods such as full waveform
inversion and tomography of reflection and refraction data have been widely used in
mid-ocean ridges (Purdy and Detrick, 1986; Arnulf et al., 2012; Kandilarov et al.,
2008; Operto et al., 2006; Lizarralde et al., 2004), this is the first time that full
waveform inversion of refraction data and passive seismic tomography of ambient
noise data are being tried in our study area. More importantly, it is quite new to
do passive seismic tomography of ambient noise data in mid-ocean ridges, mostly
due to the limited availability of ocean bottom seismometers and high levels of
local noise. We also investigate the robustness of the ambient noise method in a
marine exploration setting. The obtained subsurface S-wave velocity model will
be compared to previous studies and interpreted in the context of the regional
tectonic evolution. Taking the advantage of more complete information of data
in FWI, we also attempt to improve the results of recent travel time tomography
obtained in (Momoh, 2018) and (Corbalán et al., 2021). We aim to have a P-wave
velocity model of FWI with better resolution than current models and an S-wave
velocity model of ambient noise interferometry. The detailed velocity model could
be utilized to produce a more robust pre-stack depth migration of selected seismic
lines (Canales et al., 2017).

Another importance of our study is to construct a more accurate crustal thickness
by the seismic method where the crust modeled from gravity is probably invalid
(Cannat et al., 2008, 2006). A number of studies applied passive seismic interfer-
ometry to reconstruct the crust with increasing resolution, confirming the interest of
our selected method (Zulfakriza et al., 2014; Saygin and Kennett, 2012; Kao et al.,
2013; Lin et al., 2008). Recent travel time tomography of P-wave has revealed the
crustal thickness (4-5 Km) with variable velocity from 3.5 to 7.3 Km/s (Momoh
et al., 2017), which will be looked into more thoroughly in our research.

The spatial distribution and intensity of serpentinization in the crust of slow-
spreading ridges are another interest of our study. The samples from dredges,
submersibles, and drilling holes were collected from the uppermost part of the
detachment fault system and they could not easily be the best representative of
the deepest parts (Cannat et al., 1995; Rouméjon and Cannat, 2014). Increasing
the degree of serpentinization from 0 % to 100 % leads to a decrease in seismic
velocities and density (Miller and Christensen, 1997). Therefore, our seismic
approach can provide information about the degree of serpentinization at deeper
parts of the detachment fault system.

The ratio of P and S wave velocities provides an additional constraint on the
lithology (Kandilarov et al., 2008) and is sensitive to the presence of fluids (Hamada,
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2004). The final P-wave velocity model of FWI and S-wave velocity model of
ambient noise interferometry will be included in a general model of SWIR.

Figure 1.2: crustal thickness obtained by seismic studies, as a function of full spreading rate (Snow and
Edmonds, 2007).



Chapter 2

Seismic method: acquisition, processing,
and imaging

Summary

This chapter starts with the initial concepts of the marine seismic method, such as
body waves, surface waves, passive source, active source, and OBS in Appendix B.
A brief description of marine seismic data acquisition and data display is discussed.
We focus on some necessary theoretical notions for the processing and imaging of
passive and active seismic data.

2.1 Acquisition of Marine seismic data

Acquisition of marine seismic data in terms of receiver type is divided into two
main methods, which are called multi-channel seismic data (abbreviated as MCS
for reflection) and ocean bottom seismometer (wide-angle seismic). Both of these
methods can be utilized to gain active seismic data, but only the OBS acquisition
is recruited for recording passive seismic data. In 2D seismic surveys, the sources
and receivers are located on the same profile (Mari, 2021). The main differences
between marine reflection seismology and refraction seismology will be explained
in the following.

The characteristics of reflection seismology (multi-channel seismic) in the marine
acquisition are defined as follows:

1. The distance between the source and receiver is small in comparison with the
depth of the target.

2. The receivers for this method are groups of hydrophones (channels) that are
placed on streamers.

3. Depending on the characteristics of the seismic source, the vertical and
horizontal resolution of the reflection method is at a better level than the refraction
method.

The features of refraction seismology are described as:
1. It is known as wide-angle refraction because the distance between source and

receiver must be large to detect deeper structures (Dondurur, 2018). In addition to
refraction, we can also have a reflection.

18
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2. The receivers of this method are three component geophones and one hy-
drophone at the bottom of the ocean. The receivers can also be sonobuoys on the
sea surface.

3. It has a relatively low structural resolution.
We can see in Figure 2.1 how to collect the data in marine seismic by MCS and

OBS acquisition. In this study, we work on OBS data, and our focus is not on MCS
data. You can find in the appendix A.5 more details about the seismic surveys.

Figure 2.1: Marine seismic acquisition for MCS and OBS methods. MCS records reflection data and OBS
measures refraction and reflection data (Bücker et al., 2014).

2.2 Display of active and passive seismic data

2.2.1 Convolution and seismic trace

The concept of convolution in seismic is utilized to explain how the seismic traces
(seismograms) are created. According to this concept, a recorded seismic trace s(t)
is defined as follows (Yilmaz, 2001; Mousa and Al-Shuhail, 2011):

s(t) = w(t) ∗ e(t) + γ(t) (2.1)

where w(t) is the generated source’s wavelet, e(t) is the Earth’s impulse response
and γ(t) is random noise. We have shown in Figure 2.2 how the convolution model
can produce a seismic trace.

2.2.2 Receiver gather and seismogram

In active seismic surveys, a seismic record is usually a set of seismic traces displayed
in a shot gather or receiver gather. The horizontal axis (X) and vertical axis (T) of
gathers are defined based on the distance between the source and receivers (offset)
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Figure 2.2: Convolution seismic trace model. w(t) is the generated source’s wavelet, e(t) is the Earth’s
impulse response and γ(t) is random noise. A seismic wavelet source is convoluted with the impulse
response of the Earth to create a recorded trace (GEOS, 2006).

and the arrival time of waves (in minutes or seconds), respectively. The horizontal
and vertical axes can also be shown by the number of recorded traces and sampled
data, respectively. Body waves and surface waves can be distinguished by their T-X
curves in a seismic record (seismogram). The ray-path of body waves in a medium
for one shot (yellow star) and an array of receivers have been imaged in Figure
2.3a. T-X curves associated with different body waves are displayed in a shot gather
(Figure 2.3b). A similar display can be shown by the receiver gather. Different
types of body waves in a shot gather are explained as follows (Zhou, 2016):

* Direct waves (green arrows): they travel directly from source to receiver
without undergoing seismic reflection or refraction from the medium’s layers.

* Wide angle refraction or diving waves or turning waves (green dash arrows):
This type of wave dives into a higher velocity zone so as to arrive at the receiver in a
shorter time than a direct wave. They leave nearly a straight move-out. When body
waves strike an interface at the critical angle, the refracted wave is created. This
only occurs when the wave is transmitted from a lower velocity layer to a higher
velocity layer (Mari, 2021). The wave propagating in parallel with the interface acts
as a secondary source and produces waves toward the receivers.

* Reflected waves (blue, red, and purple arrows): When a wave strikes at
interfaces, part of its energy is reflected back to the surface. This reflection creates
significant hyperbolic shapes in the seismogram. Blue, red, and purple arrows
present the reflected waves at the depths of 1.5, 3, and 5 km.

* Wide angle reflection waves (dashed red and dashed purple arrows): Another
form of reflection is that if the angle of the strike is greater than the critical angle,
all the energy of the wave will be reflected. This reflection is known as a wide-angle
reflection (Sheriff and Geldart, 1995; Mari, 2021).

* Diffracted wave (yellow arrows): that is the radial scattering of a wave into the
new wavefronts after a wave strikes a sharp edge, a discontinuity, or an unconformity
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in the rock. They appear as hyperbolic-like shapes in the seismogram.
* Multiples (Cyan arrows): These are the waves that have been reflected multiple

times between the surface and interface or only between the interfaces.

Figure 2.3: Display of the active seismic record. A) Velocity model. B) Shot gather or seismogram. The
yellow star presents the location of the shot. The colored arrows denoted the different types of P-waves in
the seismogram and their associated ray-paths. These arrows are explained in the text (Zhou, 2016).

In passive seismic, the display of the data is a single seismogram that shows the
ground motions over some days, months, or years. In the data, the horizontal axis
shows the time and the vertical axis shows the magnitude of amplitude. What we
record in the horizontal and vertical components of geophones is like Figure 2.4B.

2.3 Velocity of P-wave, velocity of S-wave and elastic modules

The occurrence of passive seismic sources such as earthquakes or active sources like
explosions produces stress (including compression, tension, and shearing) within
the Earth. The consequence of this stress is the change in the volume and/or shape
of the internal materials, which is known as strain. In elastic earth, the variations
between stress and strain are defined by 21 modules. In this case, the medium is
anisotropic, and the properties of the material may change with direction. However,
in reality, while anisotropy exists, it has been proven that the properties of the
earth’s interior are, within a reasonable approximation, the same in all directions,
i.e., in the first approximation, the earth can be treated as approximately isotropic.
The relationship between stress and strain in an elastic isotropic earth is determined
by only two λ and µ modules, known as the Lamé parameter and shear modulus,
respectively. The velocity of P and S waves can be written in relation to the Lamé
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Figure 2.4: Passive seismic data is recorded by vertical, N-S, and E-W geophones. P-waves mostly affect
the vertical component of the geophone. The motion produced by S-wave is more energetic in the horizontal
components of geophones (E-w and N-S). Surface waves can be detected and distinguished in the horizontal
and vertical components of geophones (IRIS, 2021). The display is with some exaggeration: for example,
there can be other signals than "S waves" in the blue. If there are S waves, it’s not the direct S waves during
all that time.

parameter and shear modulus by defining the wave propagation equation in terms
of density (ρ), strain (displacement), and stress tensor and solving this equation in a
homogeneous medium as follows (Bormann et al., 2012):

V p =

√
λ+ 2µ

ρ
(2.2)

V s =

√
µ

ρ
(2.3)

There are some main parameters that can affect seismic velocities:
1. Composition of rocks: In principle, the Vp and Vs of igneous, metamorphic,

anhydrite, and carbonate rocks are higher than the velocities of soils and sedimentary
rocks. In fact, the resistance of the rocks against the stress affects the elastic modulus
and increases the velocity (Geosci, 2017). Vp of some materials has been shown in
Figure 2.5.

2. Porosity: It is defined as a fraction of the volume of empty spaces in rocks
over the total volume of rocks (including solid and empty space) (see Figure A.6).
This empty space can be filled with fluids such as water, oil, and gas. When the
porosity is higher, the seismic velocity decreases (Salah et al., 2018).

3. Pore fluids and saturations: The empty spaces in the rocks can be filled with oil
and air, known as pore fluids. The velocity of the P-wave in water and oil is larger
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Figure 2.5: A) P-wave velocity for different materials (Kohnen, 1974).

than in the air, and the saturation can increase the Vp of the material (Kahraman,
2019; Hamada, 2004).
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2.4 Dispersion curve of surface waves

The penetration depth of surface waves is comparable to the skin effect of electro-
magnetic waves. Surface waves with longer periods or shorter frequencies sense
shallower layers, and surface waves with shorter periods or longer frequencies pene-
trate into shallower layers of the Earth. This feature led to the frequency dependency
of their horizontal propagation velocity. The display of the velocity of a surface
wave versus period or frequency is called a dispersion curve. Dispersion curves may
vary in terms of group or phase velocity, Rayleigh and Love waves, the medium,
and the mode of surface waves (Bormann et al., 2012). Group velocity is defined
as the velocity of wave packets while phase velocity is based on the velocity of
individual peaks (see Figure 2.6). Using the harmonic wave parameters, group wave

Figure 2.6: The group velocity is defined in terms of the velocity of the wave packets. The phase velocity is
identified as the velocity of the individual peaks (Konter, 2021).

velocity (U) may be written in terms of phase velocity (c) as follows (Konter, 2021):

U =
dω

dk
= c+ k

dc

dk
= c(1− k

dc

dω
)−1 (2.4)

Where ω is frequency and k is wave number. The phase velocity of both Love
and Rayleigh waves normally decreases with frequency; thus, dc/dω is negative.
Therefore, in principle, the phase velocity is supposed to be larger than group
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velocity. It can be seen in Figure 2.7 which presents Love and Rayleigh dispersion
curves calculated from the PREM (Preliminary Reference Earth Model). More than
one phase velocity can be attributed to a given frequency of surface waves because
these waves can travel at different velocities at any relevant frequency. The lowest
velocity for the frequency range is known as the fundamental mode velocity. All
velocities that are higher than the fundamental mode or first mode velocities are
called higher modes (Xia et al., 2003). The differences in crustal thickness and
composition between oceanic and continental areas result in various related average
group-velocity dispersion curves (Figure 2.8). They are particularly significant for
Rayleigh waves.

Figure 2.7: Dispersion curves related to the fundamental mode of Rayleigh and Love waves are calculated
from the PREM (Preliminary Reference Earth Model) (Konter, 2021).

2.5 Passive seismic interferometry (ambient noise method)

The passive seismic method is classified into three main branches: 1. based on the
use of local earthquakes as a source 2. A source based on distant earthquakes. 3.
Based on the source of the ambient noise. The frequency of ambient noise sources
used in most regional-scale tomography is 0.03 to 1 Hz. At higher frequencies, the
dominant source of noise is attributed to human activity (Mordret et al., 2013). The
start of interferometry is steamed from Claerbout (1968) and Rickett and Claerbout
(1999), where they showed the reflected response of ambient noise sources in the
horizontally layered medium and 3D Earth, respectively. The first detailed evidence
of a theory can be attributed to Lobkis and Weaver (2001). Until 2003, scientists
didn’t know how to extract useful information from ambient noise. That’s why most
of the research was relevant to removing the ambient noise to enhance the resolution
of coherent signals (Nicolson et al., 2012). Theoretical derivations became complete
in (Derode et al., 2003; Snieder, 2004; Wapenaar, 2004). These days, the usage
of passive seismic interferometry has been applied in four main areas, which are
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Figure 2.8: Group-velocity dispersion curves versus period for Love and Rayleigh waves (fundamental
mode and higher mode (overtone)) (Bormann et al., 2012).

imaging, monitoring, determination of quality factor, and suppression of surface
waves (Draganov and Ruigrok, 2014). The successful applications on solid Earth
were started by Campillo and Paul (2003) and Shapiro and Campillo (2004) using
ambient seismic noise and earthquakes. It should be noted, however, the passive
data include P-wave and S-wave from body waves and Rayleigh wave and love
waves from surface waves, surface waves dominate in the ambient noise data (Kästle
et al., 2016; Friedrich et al., 1998).

In comparison with active seismic methods and passive seismic methods with
earthquake sources, the advantages of ambient noise interferometry are explained
as follows:

1. There are some conditions where the acquisition of passive methods can
be more successful and useful in comparison with active measurement. These
are as follows (Hanssen, 2011): A. Where the explosive sources are forbidden,
such as urban areas (Wathelet, 2005). B. Where we have limited access to vibro-
trucks, streamers, and proper geophone lines for reasons such as protected jungles,
mountainous regions, shallow depths of water, and glaciers. C. Where we have the
weakness of active methods like imaging of sub-salts. D. Passive methods could be
one of the solutions to preventing the plausible negative effects of active methods
such as physical, auditory, and behaviorally-mediated damages on marine mammals
like whales, dolphins, seals, and turtles (Gordon et al., 2003).

2. Surface waves in the period range from 5 s to 30 s cannot be detected
by the teleseismic method, and the teleseismic method is more successful for
mantle imaging. The observation of the ambient seismic noise method can provide
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complementary information to the teleseismic method in this period range, which
means the ambient noise method is more suitable for crustal and lithosphere imaging
(Molinari et al., 2015; Boschi and Weemstra, 2015).

3. This method produces an S-wave velocity model where the active method
cannot be easily implemented (Hanssen, 2011).

4. Ambient noise is always available while the occurrence of earthquakes is too
rare. For this reason, ambient noise interferometry is sometimes more suitable for
monitoring and investigating changes in structures such as faults (Gouedard et al.,
2008).

Passive seismic interferometry has been widely utilized to image the crust and
upper mantle in continental areas (Lin et al., 2007; Moschetti et al., 2007; Zheng
et al., 2008; Yang et al., 2007). Nevertheless, there are few cases in oceanic regions,
mainly because of the limited availability of seismic networks on the ocean bottom
and the short duration of a vessel’s deployment (Stewart, 2006; Harmon et al., 2007;
Yao et al., 2011). Nevertheless, the industrial applications of passive seismic in
oceanic regions are getting more popular (de Ridder, 2011; Bussat and Kugler,
2011; Mordret et al., 2013).

2.6 Passive seismic processing

2.6.1 Cross-correlation

The term "passive seismic interferometry" is defined as producing the new seismic
responses of passive sources by cross-correlating the recorded passive data at
different receiver locations. In fact, we need to do cross-correlation to estimate
the empirical Green’s function, which is considered a recorded seismogram at
the location of one of the receivers due to an impulsive source at the location of
another receiver. Because of the role of this empirical green function, the passive
interferometry method is sometimes called Green’s function retrieval (Wapenaar
et al., 2010). In contrast to passive seismic interferometry, we have active seismic
interferometry, which involves the summation of correlations over different source
locations in addition to the receivers’ cross-correlations (Schuster, 2001; Bakulin
and Calvert, 2004). Shapiro and Campillo (2004) emerged as the first pioneers who
represented the reconstruction of Green’s function between seismometers distributed
over the United States from the cross-correlation of long-recorded seismic noise
data. The dispersion curves extracted from ambient noise were similar to those
reconstructed from earthquakes.

Let us clarify the basics of cross-correlation using a simple example. We illustrate
the cross-correlation by 1D analysis of direct waves, which directly arrive from
source to receivers without any reflection. We consider an impulsive unit source
and two receivers along the x-axis and the direction of propagation is rightward.
The impulse source and receivers are located at xs, xa, and xb, respectively, and
with t as the initial time of propagation, the recorded times at the receivers are ta
and tb (Figure 2.9a). With regard to the assumptions, the responses of receivers to
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Figure 2.9: cross-correlation once the source is impulse unit. a) The location of the source and receivers. b)
Recorded time at receiver xa. c) Recorded time at receiver xb. d) cross-correlation of responses of xa and xb

(Wapenaar et al., 2010).

the source are denoted by Green’s function as follows:

G(xa, xs, t) = δ(t− ta) (2.5)

G(xb, xs, t) = δ(t− tb) (2.6)

The delta denotes Dirac delta. The cross-correlation of responses at receivers xa
and xb is defined as follows:

G(xb, xs, t) ∗G(xa, xs,−t) = δ(t− (tb − ta)) = G(xb, xa, t) (2.7)

This equation shows that the cross-correlation is equal to a new Green’s function
(right side of the equation), which is interpreted as the receiver xb recording the
response of the source xa.

Now suppose the source is a wavelet (s(t)) (see Figure 2.10). The response of
receivers to the wavelet source is defined as below:

u(xb, xs, t) = G(xb, xs, t)s(t) (2.8)

The cross-correlation of responses at the location of receivers results in:

u(xb, xs, t) ∗ u(xa, xs,−t) ∗ s(t) ∗ s(−t) = G(xb, xa, t) ∗ Ss(t) (2.9)

where Ss(t) is the wavelet’s auto-correlation. Therefore, when we have a source
function, the cross-correlation is equal to the green function between receivers,
convolved with the auto-correlation of the wavelet.
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Figure 2.10: Cross-correlation once the source is a wavelet. a) The response observed at xa receiver. b) The
response observed at xb receiver. c) correlation of xa and xb responses (Wapenaar et al., 2010).

2.6.2 Phase velocity determination

The comparison between the empirical Green’s function and the theoretical Green’s
function is analyzed in different ways with the final purpose of obtaining information
about the subsurface between two receivers (Boschi et al., 2012). Most scientists
either extract group velocity from the peak of the surface waves (Shapiro et al.,
2005; Stehly et al., 2006, 2009) or measure phase velocity in dispersion curves or
on maps (Lin et al., 2008; Ekström et al., 2009). Fewer scientists preferred to utilize
full waveform for analysis of passive seismic data (Tromp et al., 2010). However,
both phase and group velocity have been used to get S-wave velocity models (e.g.,
(Molinari et al., 2015), but phase velocity is the preferable method for modeling
because of the following advantages (Kästle et al., 2016):

• Obtaining the group velocity from the peak of the envelope in a surface wave
is less precise than measurements of phase velocity.

• Phase velocity is more useful for imaging deeper structures (Boschi et al.,
2012).

• Phase velocity is less contaminated by interfering phases since measurements
are done in wider time windows (Molinari et al., 2015).

Several methods for measuring phase velocity have been proposed, including the
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image transformation technique in the time domain (Yao et al., 2006), the method
based on the time delay between stations in the time domain (Bensen et al., 2007),
Frequency-wave number (F-K) method (Lacoss et al., 1969; Capon, 1969), multiple
filter analysis (Herrmann, 2013), Bessel function matching with the usage of zero-
crossing in the frequency domain (Ekström et al., 2009; Ekström, 2014; Aki, 1957),
zero-crossing with regard to attenuation (Prieto et al., 2009), zero crossing with
vertical-vertical (ZZ) and vertical-radial (ZR) components (Haney et al., 2012),
Waveform fitting of Aki formula in the frequency domain (Menke and Jin, 2015).
We use the Bessel function matching with the usage of zero-crossing introduced
in (Kästle et al., 2016). Before cross-correlation, the signals are filtered in the
proper frequency range, which can decrease the sampling rate and speed up the
processing. For cross-correlating, the signal is cut into overlapping time windows
(e.g., 30 minutes) with an overlapping range of 1 to 99 percent. More complete
explanations of the effects of overlapping time windows can be found in (Seats et al.,
2012). A cosine tapper is applied at both ends of the signal. Moreover, spectral
whitening is implemented to equalize the amplitudes and down-weight the effects of
earthquake signals. However, it is notable that the removal of the earthquake signal
has negligible effects on the phase velocity determinations (Kästle et al., 2016).

The theoretical Green’s function is estimated by cross-correlating the vertical
displacement of one station pair given in equation (7.144) of Aki and Richards
(2002), which is a multiplication with conjugate complex, with assumptions that
the ambient noise is dominated by fundamental mode, the amplitude is normalized
according to Snieder (2004) and we have a large number of sources. After some
simplifications, the theoretical Green’s function (theoretical cross-correlation) in
the frequency domain and in terms of the Bessel function is defined as follows
(Ekström et al., 2009):

C(ω) ≈ (A(ω))2J0(
ω∆

c(ω)
) (2.10)

where ω is frequency, phase velocity is indicated by c. and amplitude is shown
by A. J0 is Bessel function which is variant with the inter-station distance ∆,
frequency and phase velocity. The empirical Green’s function is determined by
the cross-correlation of ambient noise data between station pairs. The real part
of equation 2.10 is supposed to be equal to the real part of cross-correlation. The
importance of equation 2.10 is that by having the real part of the cross-correlation
of recorded ambient noise and the distance between station pairs, we will be able
to estimate the phase velocity. This real part often generates the additional zero-
crossings in the cross-correlation spectrum and, consequently, velocity jumps in
phase velocity measurement (see Figure 2.11A in frequency 0.038 Hz). For this
reason, a smoothing filter was recruited to overcome this problem (red curve in
Figure2.11A). The zero crossing of this smooth curve is identified and compared
with the Bessel function. With regard to the proposed method in (Ekström et al.,
2009), whenever the cross-correlation is zero (or we have zero-crossing), for every
discrete frequency, we can derive all the possible phase velocities. The final goal
is to choose the most realistic dispersion curve by picking the right phase velocity
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(red curve in Figure 2.11B). The least ambiguity is discovered at the low-frequency
end, where only a few probable phase velocities take place in a realistic range
(Kästle et al., 2016). In order to choose the most likely value, we can be guided
by a reference model (yellow curve in Figure2.11A). This reference model can be
estimated from previous studies or by the average dispersion curve of a couple of
station pairs in the region.

Figure 2.11: A) Processing of ambient noise Cross-correlation. In the real part of Cross-correlation, the
original spectrum is black, and smoothed version is red. A clear peak is seen at 0.038 Hz, which is not
related to the rest of the spectrum and is ignored by smoothing. B) Phase velocities from the zero crossing
spectrum, are shown in gray circles, and the picked phase velocity has been shown in red. The reference
curve in yellow usually helps to pick the right curve (Kästle et al., 2016).
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2.7 Passive seismic tomography

The dispersion curve of surface waves can be used to obtain the Vs versus depth
through an inversion (Wathelet, 2005; Herrmann, 1994). The derivation of Vs model
used to be solved by linearized approaches of inversion (Nolet, 1981; Tarantola,
1987). However, the strong non-linearity in the inversion of the dispersion curve
has proposed the usage of non-linear inversion methods such as the grid spacing
methods, gradient methods, Newton’s methods, Monte Carlo methods, simulated
annealing methods, and neighborhood algorithms (Menke, 2018; Wathelet, 2005).
Our dispersion curve inversion is based on the conditional neighborhood algorithm.
Its objective is to sample all the regions of the parameter space.

As in other Monte Carlo methods, we have to pre-define a range of priors for
the pseudo-random sampling approach. The range of statistical speculation and the
role of prior information in this method are discussed in articles such as (Scales
and Tenorio, 2001) and (Mosegaard and Tarantola, 1995). The parameter space of
this approach is limited to a volume defined by the parameter prior ranges. All the
generated models take place in this defined volume (Wathelet, 2005). Compared
to other Monte Carlo approaches, the conditional neighborhood algorithm is more
self-adaptive when searching through the parameter space. The search starts with
a pre-defined number (ns0) of models distributed with a uniform probability in
parameter space. The misfit function (L2 norm) is calculated for every model and the
nr models with the lowest misfits are selected for the next iterations. This is iterated
nt times, and at each iteration the selected lowest-misfit models are decomposed
into ns/nr new models. The data misfit is given in relative units, normalized by the
input data. In the conditional neighborhood algorithm, the dependency between
parameters is taken into account at the beginning of the inversion by using a variable
transformation (Wathelet, 2005).

The model is parameterized in terms of thickness, shear wave velocity (Vs),
compressional wave velocity (Vp), and density (ρ) for each layer. Among them, Vs
has the most important role and ρ exercises the least influence on the dispersion
curve. The Poisson’s ratio, links Vs and Vp, according to the value of Poisson’s
ratio for geological materials (Wathelet, 2005). Vp and Vs are free parameters of the
inversion. The Poisson’s ratio is not a free parameter, but if a solution is generated
with Vp and Vs such that the value of the Poisson’s ratio is outside of the allowed
range, that solution is discarded. An example of inversion for S-wave velocity can
be found in Figure 2.12.

2.8 Processing of active seismic data

Active seismic data can be corrupted by noise originating from different types
of sources. This noise can be categorized into two main groups (Yilmaz, 2001):
coherent noise and random noise (incoherent noise). If the noise is distinguished
from the signal by one of its characteristics, such as amplitude, frequency band or
velocity, then it is easier to attenuate the noise while preserving the signal (Dondurur,
2018).
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Figure 2.12: Synthetic example of inversion result for S-wave velocity. The black line is the theoretical
velocity model (Wathelet, 2005).

Disturbances without phase coherency between consecutive traces of seismic
data are considered random noise. Such disturbances are usually not related to
the seismic source. Instruments, near-surface scatterers, rain, and wind can be
sources of random noise. Coherent noise is the disturbance that is produced by a
seismic source. Coherent noise appears with a consistent phase between adjacent
traces. Examples of coherent noises are multiples, surface waves like ground roll,
airwaves, and coherent scattered waves (Mousa and Al-Shuhail, 2011). Seismic
data processing, in principle, cannot remove all noises interfered with in the seismic
signal. Therefore, the objective of processing is to increase the signal-to-noise ratio
(SNR) by using adapted approaches.
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2.8.1 Frequency filtering of noise

The swell noise is the most dominant disturbance in the marine seismic data. It
mainly originates from weather conditions that generate wind–driven longitudinal
sea surface waves. Swell noise is a type of incoherent noise that interferes in the
amplitude spectrum’s low-frequency band (Dondurur, 2018). Marine seismic data
can also be contaminated by high-frequency noise produced from electrical cables
or heavy machines (Asghar, 2011). To mitigate the effects of noise on the signal, a
frequency filter is designed and applied to the data (Yilmaz, 2001). The application
of frequency filtering requires the conversion of data from the time domain into
the frequency domain (amplitude as a function of frequency). This conversion is
implemented by using a Fourier transform. The frequency filtering is based on the
multiplication of converted data into the designed filter. The conventional filters in
the data processing are low-pass filter, high-pass filter, band-pass filter, and band
stop filter (Figure 2.13). A low-pass preserves low frequencies. A high-pass filter
retains high frequencies. The band pass and band stop contain and suppress the
frequencies within a defined range of frequency, respectively (Sheriff and Geldart,
1995; Asghar, 2011). The band-pass filter is by far the most common filter used.

Figure 2.13: Four typical filters. (a) Low-pass(b) High-pass (c) band-pass(d) band-stop (Allan Jones and
Picton, 2020).

In general, it is better to use a smooth version of a band-pass filter to avoid the
undesired ringing in the signal in the time domain (known as the Gibbs effect). This
effect is easily produced with Ormsby filters by determining unrealistic steep slopes
taken from four corner frequencies (like Figure 2.13c). Band-pass filters increase
the overall gain of each seismic shot gather and consequently the SNR ratio. An
example of band-pass filtering has been shown in the frequency domain in Figure
2.14. We can see the effects of band-pass filtering on the raw seismic data in Figure
2.15.
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Figure 2.14: Amplitude spectrum of seismic data in the frequency domain (F-X magnitude spectra). (a)
Before band-pass filtering. (b) After band-pass filtering (c) the difference between raw data and filtered data
(Mousa and Al-Shuhail, 2011).

Figure 2.15: Seismic data in the time domain. (A) Before band-pass filtering. (B) After band-pass filtering
(Dondurur, 2018).
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2.9 Active seismic imaging by full waveform Inversion

The full waveform inversion (FWI) is a technique in which the computed shot gather
attempts to reproduce the observed shot gather in order to gain an optimal model
(here, the P-wave velocity model). However, while the concept seems to be easy,
the practical application of the FWI is a hard procedure. We may encounter some
difficulties as follows (Bishop et al., 1985; Billette and Brandsberg-Dahl, 2005;
Operto et al., 2013; Chauris, 2021):

• The process is non-linear.

• Having a proper initial model is important.

• The quality and accuracy of the final inverted model are really dependent on
the low-frequency range of observed data.

• Lack of data in the frequency range or limited data due to the acquisition causes
an aliasing problem.

• Wave equation inaccuracies in generating synthetic seismographs due to ap-
proximations, in theory, such as grid dispersion in finite difference schemes,
a simplified earth model such as a 1-D model or 2-D for a 3-D structure, and
ignoring anisotropy or attenuation.

The first configuration and formalism of FWI were created by Tarantola and his
group (Tarantola, 1984; Mora et al., 1987). The new perspective for the applicability
of FWI to MCS data was proposed by (Sirgue and Pratt, 2004). Their strategy
was to begin the inversion at low frequencies and gradually refine the modes of
higher frequencies. At first, the concentration of FWI was on the 1D velocity
model. Nevertheless, the advancement of computer facilities and progress in data
acquisition has extended the application of FWI to 2D models (Operto et al., 2006;
Arnulf et al., 2011), and recently to 3D models (Plessix et al., 2013; Raknes et al.,
2015). FWI has experienced the development from acoustic medium to elastic
and visco-elastic mediums, including the context of anisotropy and attenuation
parameters (Chauris, 2021).

2.9.1 Theory of FWI

The objective of FWI is to find a velocity model that minimizes the least-squared
difference between observed data and calculated (synthetic) data. The least-squares
misfit function is defined as follows (Chauris, 2021):

J(m) =
1

2
∥dcal(m)− dobs∥2 (2.11)

where m is the model and it is a function of spatial coordinates. dobs is the observed
data. The calculated data set, dcal, denotes the solution of the wave equation and is
a function of the model. The general form of the wave equation is as follows:

L(m)dcal(s, r, t) = δ(s− r)Ω(t) (2.12)
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where L represents the wave equation operator, Ω(t) represents the seismic source,
and δ represents the Dirac distribution. There are three important parameters to
evaluate the quality of the obtained models: 1. Choosing a model of the elastic
parameters of the medium of propagation 2. Selection of seismic source 3. Forward
model resolution (Louboutin et al., 2018). In general, two strategies can be used
to determine the models in FWI. The first strategy is global search methods such
as Monte Carlo and genetic algorithms (Sajeva et al., 2016). These approaches
would be advantageous if the model space’s unknown parameters were small, but in
reality, the model space is discretized along the axes (x, y, and z) with millions of
unknown parameters. Moreover, the CPU cost of this strategy is quite expensive
(Raknes et al., 2015). The second strategy, which is more practical, is local search
methods (Shipp and Singh, 2002). This approach determines the model iteratively
through the calculation of the gradient of the misfit function (Tarantola, 1987;
Plessix, 2006). The starting model of this strategy is usually determined based on
a standard tomography model. The gradient of the misfit function is defined as
the derivative of the misfit function with regard to the model parameters (Chauris,
2021). The iterative procedure of this approach is as follows:

mn+1 = mn − α
∂J

∂m
(2.13)

where the number of iterations is n, the gradient of the misfit function is ∂J
∂m , and

α represents a positive scalar length step. α is assessed at each iteration like the
method of (Pica et al., 1990). In parallel with the objective of FWI, the gradient
of the misfit function indicates the direction that the misfit function is minimized
(Shipp and Singh, 2002).

The gradient for each source location can be calculated in three steps: 1. Solving
wave equation 2.12 to obtain shot gathers for every source (dcal). 2. calculating λ =
dcal - dobs for every source, which is the backward residual (in time) between dcal
and dobs. 3. The gradient is derived from the cross-correlation of λ and dcal with
the sum of all times (Shipp and Singh, 2002).

FWI can be performed either in the time domain or in the frequency domain
(Virieux and Operto, 2009; Raknes and Arntsen, 2017). As long as we include the
full range of frequencies, both domains lead to the same results. As a result, the
misfit function for both domains will be the same (Chauris, 2021):

J(m) =
1

2
∥dcal(m)[t]− dobs[t]∥2 =

1

2
∥dcal(m)[ω]− dobs[ω]∥2 (2.14)

where t and ω represent time and frequency domains, respectively. However, the
computational cost of the frequency domain is lower, the selection of frequency
range is the drawback of this domain (Shoja et al., 2018). Therefore, the inclu-
sion of more complete data in the time domain could bring more robust results
(Freudenreich and Singh, 2000). Moreover, temporal windowing, which proved to
be an important step in the inversion of real data, is more difficult in the frequency
domain.
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2.9.2 Forward modeling

In order to obtain the calculated data, we have to solve the wave equation introduced
in 2.12. Depending on our interest, the wave equation operator can be different.
For example, if we are going to consider the attenuation factor, the wave equation
should be written with visco-acoustic or visco-elastic terms. The elasticity should
be considered as long as surface wave analysis is of interest (Chauris, 2021).

2D wave equation for elastic and isotropic medium (x horizontal and z vertical
axis) in terms of velocity (vx, vz) and components of stress tensor (τxx, τxz, τzx, τzz)
is written as follows (Levander, 1988):

ρ
∂2vx
∂t2

=
∂τxx
∂x

+
∂τxz
∂z

ρ
∂2vz
∂t2

=
∂τzx
∂x

+
∂τzz
∂z

(2.15)

The components of the stress tensor for the mentioned medium are written:

τxx = (λ+ 2µ)
∂vx
∂x

+ λ
∂vz
∂z

τzx = µ(
∂vx
∂z

+
∂vz
∂x

)

τzz = (λ+ 2µ)
∂vz
∂z

+ λ
∂vx
∂x

(2.16)

where λ and µ are Lame parameters. To have a better comprehension of the stress
tensor, look at figure A.4. The equations 2.15 and 2.16 are first-order coupled
equations for particle motion, stress, and velocity.

Different numerical methods have been introduced to find the solutions of differ-
ential equations:

1. Volumetric methods such as finite-difference approaches (Virieux, 1986; Levan-
der, 1988), finite-element methods (Marfurt, 1984; Min et al., 2003), finite-
volume (Brossier et al., 2008) and pseudo-spectral methods (Danecek and
Seriani, 2008).

2. Boundary discretization methods such as boundary integral methods (Kennett,
1983), discrete wave-number methods (Bouchon et al., 1989) and generalized
screen methods (Wu, 2003).

3. Generalized ray methods (Popov, 1982; Chapman et al., 1985; Klem-Musatov
et al., 1985).

Solving the coupled set of equations 2.15 and 2.16 is performed by the finite-
difference method with discretization on a grid. Our preferred method was intro-
duced in (Levander, 1988) based on a staggered grid with a scheme of second order
in time and fourth order in space. The finite difference is one of the most efficient
and flexible numerical methods which is used in solving wave equation (Cao and
Greenhalgh, 1992). Alterman and Karal Jr (1968) and Boore (1972) were the first
pioneers of the finite-difference method and the accuracy and capability of the
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method were developed by Madariaga (1976) and Levander (1988). The coupled set
of equations includes spatial and temporal derivatives. The calculation of the spatial
derivatives and temporal derivatives of the first mentioned equation is obtained on
the grid as follows:

D+
t vx(m,n, l − 1/2) = 1/ρ(m,n)[D−

x τxx(m+ 1/2, n, l) +D−
z τxz(m,n+ 1/2, l)]

(2.17)
where D+

x and D−
x are forward and reverse finite-difference operators in the space

domain. D+
t is a forward operator in the time domain. The density and vertical

velocity are specified in (n, m) on the grid. We can have a similar approach for other
equations. The location of density and horizontal velocity is (m+1/2, n+1/2). The
normal stresses and Lame parameters are defined at the location (m+1/2, n). Shear
stress and µ are at (m, n+1/2). Vertical and horizontal velocities are on the time
levels l-1/2 and l+1/2. Stress components are defined on the time levels l and l+1
(Levander, 1988).

In the finite-difference method, the time and space increment on the grid cannot
be random, and the increment should satisfy the dispersion and stability conditions.
If we define the space increment along the x and z axis by ∆x and ∆z and we
define the time increment by ∆t, the dispersion and stability conditions are written
as follows, respectively (Levander, 1988; Chauris, 2021):

∆x = ∆z ≤ 1

5

vmin

fmax
(2.18)

∆t ≤ 0.606
∆x = ∆z

vmax
(2.19)

The space increment ∆x or ∆z in the stability equation dispersion condition should
be 5 times smaller than the minimum wavelength, defined by the minimum expected
velocity and maximum frequency. Five grid points per wavelength is a good
improvement in comparison with the schemes of Virieux (1984) and Kelly et al.
(1976). As long as the dispersion condition is not met in finite difference, the
dispersion can be seen on the signal. Notice that for a larger value of maximum
frequency, the grid increment must be smaller, and, consequently, more storage and
a stronger CPU will be needed. The stability equation 2.19 is a function of maximum
velocity. Not satisfying this condition can lead to unprofitable information (Chauris,
2021).

The other two significant conditions in finite-difference modeling of wave propa-
gation are the free-surface condition and the boundary condition. The free-surface
condition must be satisfied at the top of the model space. This condition is applied
at the surface (z = 0) with zero vertical stress, which means that τzzand τzxin the
equation 2.16 are both zero (Lan and Zhang, 2011). However, different methods
have been presented to deal with zero vertical stress equations. Our approach is
based on a Levander (1988). A boundary condition is applied to prevent spurious
reflections from the boundaries on the modeled data. To mitigate this problem, we
followed the approach proposed by Martin and Komatitsch (2009).



Chapter 3

Geological and geophysical backgrounds
of Study area

Summary

In this chapter, we present the geological features and geophysical studies of SWIR.
Detachment fault systems are explained because of their main role in the low melt
supply of the region. The context is continued with serpentinized peridotite on
the seafloor ascribed to exhumation in the footwall of the detachment faults. We
also provide some information about the role of the seismic method in determining
serpentinization and melt supply.

3.1 Crustal accretion models in ultra-slow spreading ridges

The plate separation at the slow-spreading ridges can be accommodated by two
contrasting mechanisms of accretion. If the melt supply is enough, the magmatic
spreading is dominant and produces a thick igneous crust. Plate divergence in
the center of most slow and ultra-slow spreading ridges is a result of the volcanic
injection and moderate offset faults (see Figure 3.1A). Therefore, more volcanic
rocks might be seen on the seafloor of axial domains (Smith and Cann, 1999). In
contrast, at segment ends and segments with poor melt supply, the plate separation
is mainly accommodated through detachment fault systems (see Figure 3.1B). The
detachment fault systems were proposed to explain the presence of ultramafic rocks
in the ultra-slow spreading ridges. They bring mantle-derived ultramafic rocks on
the seafloor through the axial lithosphere (Cannat, 1993).

The mechanism or mode of spreading has a large effect on the lithology of
the crust and upper mantle, the chemical interaction between the ocean and the
solid earth, as well as the biology of the seafloor (Cannat et al., 2019). Seismic
studies of Vp and Vs velocities in most mid-ocean ridges (including slow ridges
with rich melt supply) suggested that the oceanic crust is composed of mafic rocks
located on the underlying upper mantle peridotite. In this case, the Moho is a
petrological boundary (Carlson, 2001). In more detail, at the Penrose conference,
the layer model of the ocean lithosphere was proposed based on seismic studies
and seafloor dredging. According to the Penrose model, layer 1 of the oceanic crust

40
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Figure 3.1: Spreading modes at slow and ultra-slow spreading ridges: A) Magmatic spreading mode. A
combination of magma injection and several moderate normal offset normal faults accommodate the plate
divergence and the seafloor exposes magmatic rocks. B) detachment-dominated spreading mode. The
detachments fault system brings mantle-derived ultramafic rocks up through the axial lithosphere and creates
smooth seafloor. B and E are the breakaway and emergence of fault system (Cannat et al., 2019).
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is sediment. Layer 2 of the oceanic crust includes basalt, either intruded as dikes
or extruded on the seafloor as pillow-lava. Layer 3 consists of basalt and gabbro,
and layer 4 is the upper mantle, consisting of peridotite. Layer 4 separates from
layer 3 through a seismically defined Moho at a depth of around 6 km beneath
the seafloor (Mével, 2003) (see Figure 3.2left). The crust formed at ultra-slow
spreading ridges with poor melt supply does not follow the proposed model of
Penrose and a heterogeneous structure is specified (Cannat et al., 1995). In ultra-
slow spreading ridges, the abundance of partially serpentinized peridotites in the
oceanic crust is more compatible with the introduced model by Dietz (1963); Hess
et al. (1962); Hess (1965). In this model, the oceanic crust is composed of partially
serpentinized peridotites with gabbros inclusions and is separated from the upper
mantle by peridotites (see Figure 3.2right). So, the Moho is supposed to be a phase
transition between the crust and the upper mantle.

Figure 3.2: Left: Geological Penrose layered model and seismic P-wave velocity model proposed for
the oceanic crust and upper mantle of mid-ocean ridges with richer melt supply. Right: a geological
heterogeneous model and a seismic P-wave velocity model are proposed for the oceanic crust and upper
mantle at slow and ultra-slow mid-ocean ridges with low melt supply (Mével, 2003).
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3.2 Detachment fault systems and oceanic core complexes

The initial conceptual models of detachment faults with the role of exhumation
were introduced in Dick et al. (1981); Brown and Karson (1988); Karson (1990).
Among the indicated faults in Figure 3.3 detachment faults are considered in the
normal group. In the detachment fault system, uplifted footwalls in slow-spreading
ridges are known as oceanic core complexes or Magamullions. Detachment faults
or normal faults with large offsets initiate at steep dips. After a while, the footwall
of the faults rotates over a hing to be flat in response to a flexural failure and then
they create oceanic core complexes (Lavier et al., 1999; Pressling et al., 2012).
We show schematically in Figure 3.4 how normal faults with large offsets form
oceanic core complexes and exhume the lower crust and upper mantle at the ridge.
However, in this figure, we are showing that oceanic core complexes form when a
zero rate of magma is injected into the lithosphere (pure amagmatic process). Recent
geological, geophysical, numerical, and modeling studies suggest that detachment
faulting can occur when 30–70 percent of plate divergence is due to moderate
melt supply (magmatic process) (Cannat et al., 1995; Dick et al., 2008; Buck
et al., 2005; Tucholke et al., 2008; Cannat et al., 2019). Oceanic core complexes
are so significant because they contribute up to 60 percent of the new seafloor at
intermediate to slow-spreading ridges (Smith et al., 2006, 2008; Olive et al., 2010).
Figure 3.5 shows the global distribution of the exhumed footwall of detachment
fault systems (oceanic core complexes) in slow and ultra-slow spreading ridges.

To comprehend the relative contributions of melt supply and faulting in the
detachment fault systems, one could use the M factor introduced by Buck et al.
(2005). This factor is defined as the proportion between melt supply through dike
intrusion and plate separation. For M = 0, melt supply accounts for none of the plate
separations, and for M = 1, melt supply accommodates all of the plate spreading. It
was shown by numerical modeling of slow-spreading ridges that when M = 0.95
(Buck et al., 2005) and in general, M > 0.5 (Tucholke et al., 2008), a symmetric
axial valley with nearly symmetric inward-dipping small-offset faults is observed
(see Figure 3.6A). These small-offset faults thickened with the distance from the
ridge axis and finally break on the opposite side. This break creates symmetric
abyssal hills in the mid-ocean ridge (see Figure B.1). Under the condition M = 0.5,
two large offset faults (20-30 km) on one side and a bunch of small-offset faults
were modeled on the other side of the spreading axis. Almost all the magmatic
accretion takes place on the side with a series of small-offset faults. The modeled
structures with M = 0.5 are like the observed oceanic core complexes in over 20
ridge-transform intersections on slow-spreading ridges (Buck et al., 2005; Momoh
et al., 2017). As M is reduced by less than 0.5, the hanging wall of large-offset
faults moves toward the outside of the axial domain. This characteristic tends to
induce the initiation of new faults and flip the polarity (you can see Figure 3.4 and
Figure B.2 defined in (Platt et al., 2015)).
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Figure 3.3: Fault types: 1. normal, 2. reverse, and 3. transverse. The detachment fault system is a normal
fault (Earle, 2019). To have a better understanding of the detachment fault system, the main components of
normal faults have been reported as follows: A) Fault plane: it is a surface that has two parts of the fault
moving on it. B) Footwall and hanging wall: two sides of faults are the hanging wall and the footwall. In
normal faults, the footwall is on the upper side and the hanging wall is on the lower side. C) Fault scarp: it is
a small offset of the ground surface where one side of the fault has moved vertically.

3.3 Ultramafic rocks of crust in slow-spreading ridges

Mafic rocks and a significant amount of ultramafic rocks are present in slow and
ultra-slow spreading ridges. First, let’s look at the basic concepts of igneous
rocks to understand the difference between mafic and ultramafic rocks. Chemical
analysis proved that igneous rocks have abundant silicate oxides. Igneous rocks are
differentiated based on this characteristic, and in terms of increasing the order of
silica content, they are classified into four groups: ultramafic, mafic, intermediate,
and felsic (Britannica, 2020). Felsic rocks are igneous rocks that contain more than
66 percent silica. Intermediate rocks have a silica content of 52–66 weight percent.
They are called mafic with 45–52 weight percent silica, and those with less than 42
weight percent silica are ultra-mafic (Rakovan, 2009). The two most common mafic
rocks are gabbro and basalt, and the most common ultra-mafic rock is peridotite,
which includes mostly the silicate minerals olivine and pyroxene.

3.4 Serpentinization in slow-spreading ridges

The serpentinization reaction in the crust of slow-spreading ridges occurs when the
upper mantle peridotite interacts with seawater at temperatures under ∼450°C (Al-
bers et al., 2021). This reaction forms serpentinite. The main and initial consequence
of the hydration of the mantle is serpentinization. The volume of consumed water
is often utilized as an approximation to determine the degree of serpentinization
(Mével, 2003).

The knowledge of the spatial distribution and intensity of serpentinization in the
crust of slow-spreading ridges has been of great interest for the following reasons:

• The consequences of serpentinization on the environment and geodynamics
are significant (Rouméjon and Cannat, 2014).

• It changes the rheology of the oceanic lithosphere (Reinen et al., 1994).
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Figure 3.4: Detachment fault system. 1. Normal fault roots into Brittle-ductile transition zone, which is the
strongest part of the crust. 2. The footwall of the fault is coming up due to the slip on the fault. 3. The slip
continues until the plate is bent, which causes minor faults on the footwall and consequently leads to the
oceanic core complex (Megamullion). 4. The magmatic process heats up the lithosphere and makes melt
sills, leading to the abandonment of the detachment fault (Tucholke et al., 1998).

• The consumption of a large amount of water in serpentinization reactions
creates methane anomalies in the water column and releases large amounts of
serpentinization-related fluids at slow spreading mid-ocean ridges (Charlou
and Donval, 1993; Charlou et al., 1998).

• Serpentinization contributes to the hydrothermal fluxes at and near slow-
spreading ridges. The heat produced by the serpentinization mechanism may
partly fuel low-temperature hydrothermal circulations (Kelley et al., 2001;
Früh-Green et al., 2003).
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Figure 3.5: The global distribution of oceanic core complexes in slow and ultra-slow spreading ridges when
the spreading rate is less than 25 mm/year. (Ciazela et al., 2015).

Figure 3.6: Numerical modeling shows the contribution of faulting and melts supply in a detachment fault
system. A) M = 0.95, melt supply is abundant, and symmetric small offset faults can be seen on both sides of
the ridge axis. (B) M = 0.5, an equal proportion of melt supply and faulting. Large offset faults form on one
side, resulting in asymmetric spreading. Modified from (Tucholke et al., 1998).

• The volume of methane and hydrogen resulting from serpentinization reactions
can affect the quantity of produced biomass at mid-ocean ridges (Cannat et al.,
2010).
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• The ecosystems and specific conditions of serpentine-hosted hydrothermal
vents may be similar to those that existed on the early Earth and led to the
emergence of life. (Shock and Holland, 2004) .

• Serpentinization at slow-spreading ridges can help us to understand similar
processes at the ocean-continental margin transition (Whitmarsh et al., 2001;
Cannat et al., 2010).

In general, there are two ways to get information about the intensity and spatial
distribution of serpentinization. The first approach is to study samples of ser-
pentinized peridotites at slow-spreading mid-ocean ridges. The limitation of this
approach is that the collected samples from dredges, submersibles, and drilling
holes indicate the uppermost part of the detachment fault system and one of the
deepest holes drilled studied so far was 200 m (Cannat et al., 1995) (see Figure 3.7).
Therefore, this approach can not easily be the best representative of the deepest parts
of the detachment fault system (Rouméjon and Cannat, 2014). Another approach is
geophysical information such as seismic velocities and gravity data. As the degree
of serpentinization increases from 0 % to 100 %, seismic velocities and density
decrease (Miller and Christensen, 1997) (see Figure 3.7). Therefore, geophysi-
cal methodologies can provide information about the degree of serpentinization
at deeper parts of the detachment fault system. Conversion of seismic velocity
to the degree of serpentinization is defined by a linear relationship for partially
serpentinized peridotite described in Carlson and Miller (2003).

3.5 Study area: The Southwest Indian Ridge

The Southwest Indian Ridge (SWIR) is an ultra-slow spreading ridge that separates
Africa and Antarctica (Figure 3.8A). The extension of SWIR is from Bouvert triple
junction (BTJ) in the southern Atlantic Ocean to the Rodrigues triple junction (RTJ)
in the Indian Ocean (see Figure 3.8B). The spreading rate of this axis is about 14
mm/year, which changes slightly along the ridge axis (Sauter and Cannat, 2010).
From 0° E to 9° E and between 25°E and 60° E of the ridge axis, there are significant
fracture zones, but between 9°E and 25°E, and also east of 60°E, long stretches of
the ridge axis with few fracture zones are observed.

Ridge obliquity is supposed to have an effect on melt supply. When obliquity of
the ridge versus spreading direction increases, mantle up-welling must be slower
(Sauter and Cannat, 2010; Montési and Behn, 2007; Dick, 1989). Cannat et al.
(2008) suggested that, although this effect is important and considerable, it is not
enough to make near-amagmatic spreading in the most oblique regions. Generally,
SWIR can be divided into some subsections based on changes in obliquity in the
ridge axis:

∗ From 10° (Shaka Transform fault) to 16°, the supersegment is highly oblique
(51°) with poor basalt compositions and a dominant peridotite sea floor except
for two anomalous regions of the Joseph Mayont Seamount and the Narrowgate
segment (see Figure 3.8B). This feature of oblique supersegment indicates the
crust with a mean depth of 4 km (Bach et al., 2002; Standish et al., 2008).
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Figure 3.7: Sketch of serpentinization of mantle-derived peridotite and detachment fault system (Rouméjon
and Cannat, 2014; Cannat et al., 2010). The detachment fault brings the peridotite into the domain of
axial hydrothermal circulation, which results in serpentinization. On the left, we see how the degree
of serpentinization changes with the variation of the seismic velocity model. An available sampling of
serpentinized peridotites is limited to shallow parts of the crust through the collected (oblique rectangle in
the figure) samples from dredges, submersibles, and drilling holes (vertical rectangle in the figure).

∗ Between 16° and 25°, the supersegment is orthogonal, which is nearly per-
pendicular to the spreading direction. In the orthogonal supersegment, the
seafloor rocks are predominantly basaltic, and the generation of the seafloor
has a magmatic nature (Grindlay et al., 1998; Dick et al., 2003).

∗ From 25°30’to 52°20’, SWIR is divided by the subsections: Du Toit (DT
transform fault), Andrew Bain Transfrom fault (TF), Marion TF (Ma), Prince
Edward TF (PE), Eric Sympson (Es), Discovery TF, Indomed TF (In) and
Gallieni TF. The subsections between Prince Edward, Discovery, Indomed,
and Gallieni are slightly oblique (25°) (Georgen et al., 2001).

∗ Between 52°20’ (Gallieni Tf) and 64°, the ridge section is oblique (> 30° or
oblique supersegment) with Atlantis II, Novara, and Melville TFs.

∗ From Melville (Me) to Rodriguez triple junction (RTJ), the ridge axis is slightly
oblique and becomes more oblique toward RTJ. In this area, the axial valley
reaches a mean depth of 4730 meters, which is the deepest part of the ridge
(Mendel et al., 1997; Sauter and Cannat, 2010), (Sauter and Cannat, 2010).

Our study area is located in the easternmost part of SWIR, which is centered at
64°35’E of longitude and 28°S of latitude (The blue rectangle in Figure 3.8B) and
represents a melt poor member of the global ridge system with few and short-lived
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magma centers. This easternmost portion of SWIR presents the widest non-volcanic
(smooth) seafloor so far (Corbalán et al., 2021). The first comprehensive off-axis
data set in the easternmost part of the SWIR was collected in 2003 by bathymetric,
magnetic, and gravimetric methods, covering an area of up to 250 km away from the
ridge axis on both sides (Cannat et al., 2006). It was found that 37% of the surveyed
seafloor showed only a little or no evidence of volcanic activity. This non-volcanic
seafloor is termed "smooth seafloor" because of its rounded topography. It has no
equivalent in the faster-spreading ridges (Cannat et al., 2006). Four percent of the
mapped region was identified as corrugated OCCs (Tucholke et al., 1998) and the
remaining 59 % was found to be the result of volcanic activity (Sauter and Cannat,
2010). The melt supply appears to be focused beneath the volcanic centers. This
focus has been explained by melt originating near the base of the lithosphere and
rapid extraction via dikes (Momoh et al., 2017; Smith et al., 2006; Cannat et al.,
2003; Sauter et al., 2004; Standish et al., 2008). Off-axis studies showed higher
values of magnetic anomaly over volcanic seafloor areas and lower magnetization
over smooth seafloor or non-volcanic regions. This weakly induced magnetization
in non-volcanic areas of the seafloor is supposed to be produced by serpentinized
peridotites (Sauter et al., 2008; Sauter and Cannat, 2010). A similar separation
can be seen from maps of residual mantle Bouguer gravity anomaly where lower
values (negative) were found for the volcanic seafloor and higher values (positive)
for deep sections or non-volcanic regions (Standish et al., 2008; Cannat et al., 2003).
The scarcity of the melt supply is also predicted as a result of the large axial depth
and high mean basalt sodium content (Cannat et al., 2008; Seyler et al., 2003).
Moreover, east of the focused area at 66°, the P-wave model of seismic refraction
delineated a 4.2km average crustal thickness, which is thinner than typical oceanic
crust (6-7km) (Momoh et al., 2017; Minshull et al., 2006; White et al., 1992). A 3D
seismic reflection study by Momoh et al. (2017) at 64°30’ was another evidence
of low melt supply through a proposed crustal thickness of 4-5 km composed of
highly serpentinized peridotite.

As a consequence of the low melt supply, the formation of the seafloor was
explained by successive, flipping polarity, detachment faults that formed north and
south of the spreading ridge (Cannat et al., 2006, 2019; Sauter et al., 2013). The
considerable quantity of outcrops of the serpentinized peridotite on the seafloor is
ascribed to exhumation in the footwall of the detachment faults in the amagmatic and
smooth terrains of the SWIR known as non-corrugated Oceanic Core Complexes
(OCC) (Momoh et al., 2020). The dredging of the non-corrugated OCCs exhibited
90% serpentinized peridotites with a minor contribution of gabbros (Sauter et al.,
2013). Corbalán et al. (2021) estimated the serpentinization depth extent on a
ridge-perpendicular profile ranging from 2 to 5 km and on a ridge-parallel profile
ranging from 2.5 to 4 km. Active and abandoned detachment faults have been
imaged and observed by side-scan sonar (Sauter et al., 2013), seismic reflection
data (Momoh et al., 2017) and wide-angle OBS profiles (Corbalán et al., 2021) in
the study area. In the following the seismic studies in the region, conducted during
SISMOSMOOTH cruise (Leroy and Cannat, 2014), will be presented in more detail.
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Figure 3.8: A) The location of the SWIR on the map (Rosen, 2015). B) Free-air gravity anomalies over
SWIR. The blue rectangle marks the study area of SISMOSMOOTH cruise. The thin black line shows the
SWIR axis. Thin white lines indicate the fracture zones. C19, C23.o, and C33 are indicative of magnetic
anomalies. The variation in transform fault orientation corresponds to the variation in spreading direction
along the ridge axis (Chu and Gordon, 1999; Sauter and Cannat, 2010). The extension of SWIR is from
Bouvert triple junction (BTJ) in the southern Atlantic Ocean to the Rodrigues triple junction (RTJ) in the
Indian Ocean. Abbreviations of transform faults: DT, Du Toit TF; Ma, Marion TF; PE, Prince Edward TF;
ES, Eric Simpson TF; In, Indomed TF; At, Atlantis II TF; no, Novara TF; Me, Melville TF

3.6 Seismic studies

Momoh et al. (2017) analyzed 18 multi-channel seismic data lines in a rectangle
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19 km long and 1.8 wide along the ridge axis (Figure 3.9). They interpreted these
profiles based on the 3D Kirchhoff post-stack time migration and its depth conver-
sion (see Figure 3.10 and Figure 3.11). South-dipping reflectors were identified
as the most prevalent events in the northern parts of the profiles and under the
emergence of the axial detachment fault (in purple in Figure 3.10). Two distinct
packages of south-dipping reflectors were identified. They were separated from
each other horizontally and vertically. The upper package was extended up to 2 km
below the seafloor. The lower package was traced up to 5 km below the seafloor.
The north-dipping reflectors were interpreted in the central and southern parts of
the profiles, mostly under the axial valley (in green in Figure 3.10). Their depth
was followed up to 4 km below the seafloor. The third and fourth categories of
reflectors in the region were shallow and deep sub-horizontal reflectors. The shallow
sub-horizontal reflectors were ubiquitous between the north-dipping reflectors and
the south-dipping reflectors. They were mostly observed up to 1 km below the
seafloor. The shallow sub-horizontal reflectors were located between the deepest
portions of the south-dipping reflectors and the deepest portions of the north-dipping
reflectors. They were up to 5 km below the seafloor.

Momoh et al. (2017) also obtained a 2D P-wave velocity model from travel time
tomography of 10 OBS stations (see Figure 3.9)b and Figure 3.12). With regard to
the maximum P-wave velocity of olivine-rich gabbros, the presence of crustal-type
rocks was predicted in the upper 4 to 5 km. Moreover, two 1D velocity models
were extracted to estimate the percentage of serpentinization (blue and red triangles
are the locations of these two OBS in Figure 3.12). According to the empirical
relationship between velocity and serpentinization (Miller and Christensen, 1997),
the percentage of serpentinization could be 100% in the upper 1 km and decrease
up to 16% at the base of the predicted crust. A geological sketch was proposed
based on the information from the 3D Kirchhoff post-stack time migration and 2D
P-wave velocity models (see Figure 3.13). The green dashed lines are the north-
dipping reflectors and were introduced as the hanging wall of the active detachment
fault system. The south dipping reflectors were imaged with dashed purple lines
beneath the emergence of the active detachment fault and were interpreted as the
footwall of the active detachment fault system. The fault plane, which is considered
the limit between the hanging wall and the footwall, is shown by the continuous
purple line. The horizontal distance (2-2.7 km) between the fault plane and the
weaker south dipping reflectors in the footwall was recognized as the damage zone.
The shallow sub-horizontal reflectors (Cyan dash lines) were explained by isolated
sill-shaped bodies of magmatic rocks that likely cool and crystallize rapidly into the
host ultramafic host (Cannat, 1993). The deeper sub-horizontal reflectors (orange
dash lines) could be the transition from serpentinized peridotite to the fresh mantle.

Longer 2D reflectivity profiles obtained by time migration were studied by
Momoh et al. (2020). The groups of reflectors were identified in across-axis profiles
and their crossing along-axis profiles. They considered the surface extent of the
detachment fault systems to range from the younger or active detachment fault
systems (D1) to the oldest one in the region (D7). Across-axis profiles were
indicated by SMOO2, SMOO3, SMOO4, SMOO5 and SMOO33, and along-axis
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Figure 3.9: a) The location of the area in the SWIR’s easternmost region. b)A bathymetric map of the area.
The white rectangle presents another reflectivity study (Sauter et al., 2013). The thin white lines in this
rectangle are the 18 MCS lines. c) Location of the MCS lines with numbers ranging from 13 to 31 across
the ridge axis on the acoustic back-scatter image. OBS stations are shown with white circles. The traces
of the breakaway of inactive detachment fault systems are shown with blue lines in the southern part. The
breakaway and emergence of an active axial detachment fault are mapped in the northern part of the axial
valley in blue and purple, respectively. The thick red line represents the ridge axis (Momoh et al., 2017;
Sauter et al., 2013)

profiles were labeled by SMOO8 and SMOO10 (see Figure 3.15). Similar to
(Momoh et al., 2017), south-dipping reflectors were located near the emergence of
the active detachment fault system (E1) (purple color in Figure 3.16A to Figure
3.16D). North dipping reflectors were observed near the axis between 6 and 14
km south of the mentioned emergence (E1) (green color in Figure 3.16A to Figure
3.16C). Two packages of north-dipping reflectors were seen between 6.8 and 9.6
km north of E1 on profile SMOO33 (green color in Figure 3.16C). Sub-horizontal
reflectors near the axis occur between north-dipping reflectors and south-dipping
reflectors up to 2.5 s below the seafloor on profiles SMOO2 and SMOO33 (cyan
color in Figure 3.16A and Figure 3.16C). Apparent dipping reflectors were detected
between 35 and 38 km distance from E1 on SMOO2 (Figure 3.16a), between 19
and 43 km distance from E1 on SMOO3 (Figure 3.16b), between 27 and 42 km
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Figure 3.10: a) Perspective of 3D Kirchhoff post-stack time migration of 18 MCS profiles with profile
number 13 on the forefront. The view is from the SSE. b) Perspective of interpreted reflectors from migration
seismic section. The view is from the SSE. c) The same as b, but the view is from the east. Reflectors are
explained in the text (Momoh et al., 2017).

distance on SMOO33 (Figure 3.16c) and between 6 to 10 km from E1 on SMOO5
(Figure 3.16D).

On along-axis profiles SMOO8 and SMOO10, packages of disjointed sub-
horizontal reflectors were found. These sub-horizontal reflectors were ubiquitous
beneath smooth and volcanic seafloor (Figure 3.17a and Figure 3.17b). The deep-
est package of sub-horizontal reflectors was observed along the profile SMOO8
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Figure 3.11: a-left) Time migrated section of profile 31. b-left) Depth migrated section of profile 31. a-right)
Time migrated section of profile 31 with interpretation. b-right) Depth migrated section of profile 31 with
interpretation. (Momoh et al., 2017).

Figure 3.12: 2D P-wave velocity model obtained from first arrival travel time tomography. The white circles
indicate the locations of OBSs. The blue and red triangles are the two OBS that are used for serpentinization
estimation. The black dashed line corresponds to peridotite with 16 % serpentinization and the white line
indicates the base of the crust obtained from constant density gravity (Cannat et al., 2006; Momoh et al.,
2017).

between 34.13 and 43.93 km and between 8.74 s and 9.77 s (Figure 3.17b).
Profile SMOO33, which was a combination of three adjacent profiles, was chosen

to discuss the origin of different packages of reflectors and interpret their possible
structure and/or composition (see Figure 3.18). Magmatic injections, in addition to
tectonic damage and serpentinization, were introduced as the possible mechanisms
for the formation of the reflectors associated with D1. The preferred interpretation
for these reflectors was that they originate from the fractures of the damage zone and
may act as a pathway for serpentinizing the magma and fluids. The north-dipping
reflectors in the footwall of D1 could be attributed to the fractures generated from
bending during tectonic uplift. When the footwall bends during the tectonic uplift, it
can be indicative of accommodation faults and accommodate internal deformations.
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Figure 3.13: Geological sketch obtained from 2D P-wave velocity and 3D Kirchhoff post-stack time
migration. The green dashed lines are the north-dipping reflectors introduced as the hanging wall of the
detachment fault. The south dipping reflectors are shown by dashed purple lines. Thinner dashed purple
lines indicate weaker amplitude reflectors. The shallow sub-horizontal reflectors are indicated by cyan dash
lines. We can see the deeper sub-horizontal reflectors by the orange dashed lines. The pale gray represents
the serpentinized crustal layer (Momoh et al., 2017).

Moreover, it can serve as a magmatic plumbing system (Momoh et al., 2020). In the
northern part of the profile, the sub-horizontal reflectors could be explained by the
extent of damage in the footwall of D1, or the boundary between the serpentinized
peridotite of D2 and intrusive magmatic sills.

North-dipping reflectors in the hanging wall of active detachment fault were
interpreted as recent conjugate faults which may work as magmatic conduits onto
the seafloor. It was also proposed that the tectonic damage zone of the previous
detachment fault system (D2), which is now in the hanging wall of the active
detachment fault, was the cause of the faulting. The sub-horizontal reflectors in
the hanging wall could be explained by one or a combination of the following
suggestions: 1. magmatic sill boundaries in the ultramafic basement 2. between
ultramafic basements that are highly serpentinized and those that are only partially
serpentinized 3. a damaged zone filled with magma inherited from D2 (Momoh
et al., 2020).

Away from the axial valley, beneath the emergence E3, a package of south-
dipping reflectors can be observed which project to volcanic patches on the seafloor.
Two hypotheses were proposed to explain these reflectors: 1. They are associated
with the damage zone of D3. 2. They might be the traces of magmatic channels
feeding the volcanic patches. The reflectors between E3 and E5 were interpreted as
a magma-infiltrated damage zone, created either during the D3 detachment fault
cycle or the D4 detachment fault cycle (Momoh et al., 2020).

Corbalán et al. (2021) constrained the velocity structures along-axis and across-
axis from two orthogonal wide-angle OBS profiles. Around 75 % of the uppermost
lithosphere in their investigated area was estimated to be highly fractured and fully
serpentinized peridotite at the top. There was no distinct Moho observed in their
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Figure 3.14: 1D P-wave velocity model extracted at model distances of 18 and 31 km. Estimated
serpentinization versus depth can be seen on the left part of the figure. The dashed lines correspond to 7.5
and 8 km/s velocities (Momoh et al., 2017).

analysis. One active and five abandoned detachment faults were recognized on the
across-axis profile. The sharpest lateral velocity change and the highest vertical
gradient were observed on the active axial detachment fault. The comparison
between the 1D velocity models of orthogonal profiles at their crossing point
proposed 5 % ridge-parallel fast-axis anisotropy at a depth of nearly 0.5 to 2.2
km and 5 % reversed polarity ridge-normal fast-axis anisotropy at depths greater
than 2.2 km. They were attributed to the preferential distribution of cracks across
the ridge-axis and lattice-preference orientation of olivine minerals in the less
serpentinized peridotite, respectively. A westward increase in the melt supply and,
consequently, seafloor accretion was suggested by the analysis of the axis-parallel
profile.
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Figure 3.15: Location of the area from SISMOSMOOTH cruise in the easternmost part of SWIR. The
region’s bathymetric map. The traces of the emergence and breakaway of detachment fault systems with
increasing age are labeled with D1, D2, D3,..., D7. 2D reflectivity profiles are shown with white lines. OBS
stations are shown with white circles. The darkened region is an indicator of smooth seafloor or ultramafic
rocks, and the rest is volcanic seafloor (Momoh et al., 2020).
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Figure 3.16: Interpretation of across-axis profiles a) SMOO2 b) SMOO3 c) SMOO33 d) SMOO5. The
acronyms B and E indicate the breakaway and emergence of detachment fault systems. Colorful lines at the
top of each figure and on the horizontal axis represent the extent of the detachment fault system interpreted
from seismic data and bathymetry. The yellow lines on the seafloor are indicative of volcanic patches (Cannat
et al., 2019). SD = south-dipping reflectors, ND = north-dipping reflectors, SH(s) = subhorizontal reflectors
(shallow), aSH = apparent subhorizontal reflectors, aSD = apparent south-dipping reflectors, and aND =
apparent north-dipping reflectors. The close-up shows the prevalent reflectors with more details (Momoh
et al., 2020).
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Figure 3.17: Interpretation of along-axis profiles a) SMOO8 b) SMOO10. The close-up shows the prevalent
reflectors with more details. aSH(s) = apparent sub-horizontal reflectors shallow, aSH(d) = apparent sub-
horizontal reflectors deep, aED(s) = apparent east-dipping reflectors (shallow) (Momoh et al., 2020).



CHAPTER 3. GEOLOGICAL AND GEOPHYSICAL BACKGROUNDS OF STUDY AREA 60

Figure 3.18: The upper part shows the depth-converted section of the combined lines (SMOO33) with the
bathymetry overlain. The acronyms B and E indicate the breakaway and emergence of detachment fault
systems D. The most visible reflectors are shown with arrows. The lower part shows the interpreted reflectors.
Colorful lines at the top of each figure and on the horizontal axis represent the extent of the detachment
fault system interpreted from seismic data and bathymetry. Thick black lines at the top of the seafloor are
indicative of volcanic patches. The black lines in the model represent the active detachment fault system,
and the dashed black lines indicate the inactive detachment fault system (Momoh et al., 2020).



Chapter 4

Data acquisition and pre-processing

Summary

This chapter is a brief description of data acquisition during the SISMOSMOOTH
cruise (Leroy and Cannat, 2014). Preparation, pre-processing, and conversion of
passive and active data in required formats will be reported in the following.

4.1 Pre-processing of passive seismic data

The smooth seafloor was discovered during the SWIR 61-64 cruise of R/V Marion
Dufresne in 2003. A more detailed geophysical-geological survey of smooth
seafloor was conducted by the SMOOTHSEAFLOOR R/V Marion Dufrense cruise
in 2010. The easternmost of SWIR is well documented in terms of gravity, magnetic
and seismic data. However, the seismic experiment was restricted to volcanic areas.
The selected region for the seismic experiment of the SISMOSMOOTH cruise
includes the Smooth seafloor area. The data acquisition took place between 25
September and 30 October 2014 during the SISMOSMOOTH cruise (Leroy and
Cannat, 2014; Leroy et al., 2015). The passive seismic data used in this study were
acquired by 43 Ocean Bottom Seismometers (OBS), each having three components
geophones and one hydrophone. To analyze the ambient-noise signals, we used only
the vertical component of the geophones (Yao et al., 2011; Bohlen et al., 2004). As
the instruments were from three different countries, we have labeled the stations
Canadian (C), Taiwanese (T), and French (F) (Figure 4.2 and Figure 4.1). Of the
43 OBS stations used in this study, 29 were Canadian, 7 Taiwanese, and 7 French.
The sampling rate was 250 Hz. The spacing between the OBS stations was 2.1–
5 km, and their depth ranged between 3.9 and 5.01 km. The raw records have been
split into their components and corrected for clock drift and relocation errors. The
OBS data is recorded continuously on the seafloor at a sampling rate of 250 Hz.
The deployment time and retrieval time of these stations have been shown in table
4.1.

What we received for passive seismic interferometry was raw data. The conver-
sion of raw data to SAC format is a necessary step in passive seismic interferometry.
This stage of the work was very time-consuming. Because the data were from
different instruments, and every instrument had its own software or code working

61
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Figure 4.1: Bathymetry map of the study area. The locations of ocean bottom seismometers are shown by
reverse triangles. The final stations used for inversion are indicated in black, and the removed stations based
on data analysis are shown in gray. The darkened region is an indicator of smooth seafloor or ultramafic
rocks, and the rest is volcanic seafloor. Most of the stations have been placed on smooth seafloors. The thick
red line is the axis, and the purple line indicates the emergence of the axial detachment fault system. The
breakaway of the active fault is located at the top of the northern axial valley and suggested breakaways of
inactive faults are seen in the southern Antarctic plate.

in different operating systems. In the next section, we will explain how we obtained
the SAC file for each of the three types of OBS instruments. After conversion, every
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Figure 4.2: A) Canadian OBS instrument B) French OBS instrument C) Taiwanese (MicrOBS)
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SAC file is related to one station of OBS, one channel (hydrophone, x, y, and z
components of geophone), and a specific period of time (e.g., 1 month). No-shot
periods of data are considered passive data. The channel numbers were attributed
to different components of OBS in our data set. To ensure using the required
component in the next phases, we have indicated the channel numbers and their
corresponding OBS instruments in the tables 4.2, 4.3 and 4.4. OBSs may usually
experience clock drifts detected after retrieval by a time difference between internal
clocks and the GPS clock (Naranjo et al., 2021). The drift of the internal clock of
the OBS and moving the OBS on the sea floor during their descent to the seafloor
demanded the necessity of the clock drift and relocation corrections. The relocation
of data was done by information from table 4.1.

4.1.1 French instrument

We converted raw data to SAC format by using runL2C − SAC.m program
provided by IPGP in the MATLAB environment. First, we relocated our data in this
program and then by giving the information, the clock drift was applied by formula
as follows:

clock drift = (end of instrument time - end of GPS time)/(end of GPS time - Time
zero)

The produced SAC files for the whole time of acquisition and three French OBS
are shown in Figure 4.3.

4.1.2 Taiwanese instrument

As the instruments are MicrOBs, MCC-Process 2.10 software from IFREMER was
used to obtain SAC data. Figure 4.5 depicts the interface of this program. First, we
obtained the SAC file, including the whole information of every station. Then, we
relocated our data using SAC software (Goldstein and Snoke, 2005; Goldstein et al.,
2003). Clock drift was corrected in MCC-Process 2.10 software. To get smaller
sampling intervals, we have written a code in Python. We selected 3 stations as
examples to show the processed SAC data for the vertical component of OBSs and
the whole time of acquisition in Figure 4.4.

4.1.3 Canadian instrument

To get the SAC data of each OBS, we have taken different steps for Canadian
instruments. First, we converted raw data into SEG-Y format using Dobs2sgy
software. Then, we made the trace table for every minute of one station. Because of
the weakness of this software in writing the proper header , we converted SEG-Y
format into Ascii format in the Seismic Unix environment (Cohen and Stockwell,
2003). We obtained the SAC file, including the whole time of acquisition, from this
Asciil file using Sac software. Then we fixed the problem of headers with the scripts
of SAC software. We relocated and applied clock drift in this step. The display of 3
OBSs for the whole time of acquisition is indicated in Figure 4.6.
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STATIONS DEPLOYMENT RETRIEVAL LATITUDE LONGITUDE
C2 28/09/2014 14/10/2014 -27.8978 64.65360
C5 28/09/2014 15/10/2014 -28.0432 64.70610
C6 28/09/2014 15/10/2014 -28.0914 64.70530
C7 28/09/2014 15/10/2014 -28.1840 64.65000
C8 28/09/2014 15/10/2014 -28.1386 64.64950

C10 28/09/2014 15/10/2014 -28.0436 64.6510
C11 28/09/2014 15/10/2014 -27.9939 64.6512
C12 28/09/2014 13/10/2014 -27.9930 64.5574
C13 28/09/2014 13/10/2014 -27.9924 64.5038
C14 28/09/2014 13/10/2014 -28.0423 64.5038
C15 28/09/2014 13/10/2014 -28.0914 64.5046
C16 28/09/2014 14/10/2014 -28.1371 64.5053
C17 28/09/2014 14/10/2014 -28.1844 64.5552
C18 28/09/2014 14/10/2014 -28.1378 64.5550
C19 28/09/2014 13/10/2014 -28.0913 64.5560
C20 28/09/2014 13/10/2014 -28.0412 64.5597
C21 14/10/2014 25/10/2014 -27.9467 64.5286
C22 14/10/2014 23/10/2014 -27.9466 64.4775
C23 14/10/2014 23/10/2014 -27.9465 64.4363
C24 14/10/2014 23/10/2014 -27.9466 64.3956
C25 14/10/2014 23/10/2014 -27.9466 64.3422
C26 14/10/2014 23/10/2014 -27.9465 64.2975
C27 15/10/2014 26/10/2014 -27.9466 64.6782
C28 15/10/2014 26/10/2014 -27.9466 64.7284
C29 15/10/2014 24/10/2014 -27.9466 64.7656
C30 15/10/2014 27/10/2014 -27.9465 64.8015
C34 15/10/2014 25/10/2014 -27.8430 64.6057
C35 15/10/2014 25/10/2014 -27.8125 64.6054
C36 15/10/2014 25/10/2014 -27.7793 64.6051
F1 28/09/2014 24/10/2014 -27.8965 64.60610
F2 28/09/2014 20/10/2014 -27.9459 64.60600
F3 28/09/2014 20/10/2014 -27.9942 64.60410
F4 28/09/2014 20/10/2014 -28.0426 64.60490
F5 28/09/2014 20/10/2014 -28.0914 64.60460
F6 28/09/2014 20/10/2014 -27.9463 64.55830
F7 28/09/2014 24/10/2014 -27.9467 64.65160
T1 27/09/2014 25/10/2014 -27.9468 64.50490
T3 28/09/2014 20/10/2014 -27.9468 64.62800
T4 28/09/2014 24/10/2014 -27.9475 64.70460
T5 28/09/2014 24/10/2014 -27.9215 64.60530
T6 28/09/2014 20/10/2014 -27.9694 64.60590
T7 28/09/2014 21/10/2014 -28.0181 64.60430
T8 28/09/2014 21/10/2014 -28.0677 64.60510

Table 4.1: The columns from left to right are station names, date of deployment, date of retrieval, the latitude
of stations in terms of degrees, and the longitude of stations. This information was used for relocation.
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(A)

(B)

(C)

Figure 4.3: Display of SAC data from three French OBS stations for the whole time of acquisition. From
top to bottom, the station numbers are F3, F4, and F6. The component of OBS is vertical.
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Figure 4.4: Display of SAC data from three Taiwanese stations for the whole time of acquisition. From top
to bottom, the station numbers are T1, T3, and T5. The component of OBS is vertical.
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Number of channels type of French receiver
1 Hydrophone
2 Horizontal
3 Horizontal
4 Vertical

Table 4.2: The number of channels shows the type of receiver in a French OBS instrument.

Number of channels Type of Taiwanese receiver
1 Hydrophone
2 Vertical
3 Horizontal
4 Horizontal

Table 4.3: The number of channels shows the type of receiver in a Taiwanese OBS instrument.

Figure 4.5: The interface of MCC-Process 2.10 software for conversion of the Taiwanese data set.

4.2 Acquisition and preparation of active seismic data

The active seismic data used in this investigation was acquired by 16 2D OBSs
(long horizontal profile in Figure 4.1). To analyze active data, we used only the
hydrophone component of OBS. The OBSs are located in an EW profile sub-parallel
to the ridge axis in the easternmost part of SWIR. The length of the profile is 56 km.

Number of channels Type of Canadian receiver
1 Hydrophone
2 Vertical
3 Horizontal
4 Horizontal

Table 4.4: The number of channels shows the type of receiver in a Canadian OBS instrument.
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Figure 4.6: Display of SAC data from three Canadian stations for the whole time of acquisition. From top
to bottom, the station numbers are C2, C5, and C19. The component of the receiver is vertical.

The seismic source included 14 guns for a total volume of 6790 in3. The average
depth of the seismic source was 14 m (Leroy et al., 2015; Leroy and Cannat, 2014).
360 shots were used in this study. The shot interval between stations 4 and 15 was
150 meters, and for the rest of the stations, it was 300 meters. The inter-station
distance was 2.1–7.2 km, and OBS’s depths ranged between 4.2 and 4.8 km. The
standard format of active data is SEGY. A relocated data set in SEGY format was
handed to us from Dalhousie University. Figure 4.7 depicts the display of three
OBS SEGY files.
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(A)

(B)

(C)

Figure 4.7: The display of OBS gathers of three stations. A) Station T1; B) Station C28; and C) Station F2.
The component of the receiver is the hydrophone.



Chapter 5

Seismic Ambient Noise Imaging of a
Quasi-Amagmatic Ultra-Slow Spreading
Ridge

Summary

This chapter focuses on the usage of ambient noise interferometry in SWIR and
has been published as: Mohamadian Sarvandani, M., Kästle, E., Boschi, L., Leroy,
S. and Cannat, M., 2021. Seismic Ambient Noise Imaging of a Quasi-Amagmatic
Ultra-Slow Spreading Ridge. Remote Sensing, 13(14), p.2811. The published article
can be found through the link: https://doi.org/10.3390/rs13142811.

5.1 Abstract

Passive seismic interferometry has become very popular in recent years in explo-
ration geophysics. However, it has not been widely applied in marine exploration.
The purpose of this study is to investigate the internal structure of a quasi-amagmatic
portion of the Southwest Indian Ridge by interferometry and to examine the perfor-
mance and reliability of interferometry in marine explorations. To reach this goal,
continuous vertical component recordings from 43 ocean bottom seismometers
were analyzed. The recorded signals from 200 station pairs were cross-correlated in
the frequency domain. The Bessel function method was applied to extract phase–
velocity dispersion curves from the zero crossings of the cross-correlations. An
average of all the dispersion curves was estimated in a period band 1–10 s and
inverted through a conditional neighborhood algorithm which led to the final 1D
S-wave velocity model of the crust and upper mantle. The obtained S-wave velocity
model is in good agreement with previous geological and geophysical studies in
the region and also in similar areas. We find an average crustal thickness of 7 km
with a shallow layer of low shear velocities and high Vp/Vs ratio. We infer that the
uppermost 2 km are highly porous and may be strongly serpentinized.
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5.2 Study Area and Motivation

The Southwest Indian Ridge (SWIR) is an ultra-slow spreading ridge that separates
Africa and Antarctica. It reaches from the Bouvet triple junction (BTJ) in the
southern Atlantic Ocean to the Rodrigues triple junction (RTJ) in the Indian Ocean
(Figure 5.1A). The mean spreading rate of this ridge is about 14 mm/year (Sauter
and Cannat, 2010). Our study area is located in the easternmost part of the SWIR,
centered at 64°35′E and 28°S. This easternmost portion of the ridge comprises
its deepest parts reaching more than 5500 m below sea level. Compared to other
mid-oceanic ridges, it is relatively melt-poor (Cannat et al., 1999).

Previous surveys revealed the apparent absence of volcanic activities both at
segment ends and along the ridge axis for over 100 km (Sauter et al., 2004; Carbotte
et al., 2016). A large amount of mantle peridotite was detected in the axial val-
ley (Dick et al., 2003; Sauter et al., 2004). The considerable quantity of outcrops of
serpentinized peridotite on the seafloor is ascribed to exhumation in the footwall of
detachment faults known as Oceanic Core Complexes (OCC) (Momoh et al., 2020).
Corrugated OCCs appear in more magmatically active regions of the SWIR and can
be identified by spreading-parallel corrugations. OCCs also occur in amagmatic
and smooth terrains of the SWIR, which are named non-corrugated OCCs (Cannat
et al., 2006; Sauter et al., 2013). Seafloor sampling in corrugated OCCs shows
a variety of petrologic compositions including peridotites, gabbros, and volcanic
types (Zhao et al., 2013). The dredging of the non-corrugated OCCs exhibited 90%
serpentinized peridotites with a minor contribution of gabbros (Sauter et al., 2013).
The exposed part of the detachment fault system related to these OCCs is divided
into emergence and breakaway (Figure 5.1B).

Sampling and direct geological observations were limited to the near-surface
seafloor and could not define the extension and depth distribution of serpentinization,
magmatic rocks, and detachment faults. Therefore, geophysical methods were
recruited to better understand the processes involved in shaping this melt-poor,
ultra-slow spreading ridge. Limited off-axis geophysical data in the late 1990s
indicated significant crustal thickness variations across and along the ridge axis
in the eastern part of the SWIR. These significant variations suggested that the
melt supply is spatially more concentrated and short-lived, in comparison to faster
spreading ridges (Cannat et al., 2003). The first comprehensive off-axis data set in
the easternmost part of the SWIR was collected in 2003 by bathymetric, magnetic,
and gravimetric methods, covering an area of up to 250 km away from the ridge axis
on both sides (Cannat et al., 2006). It was found that 37% of the surveyed seafloor
showed only little or no evidence of volcanic activity. This non-volcanic seafloor
is termed smooth seafloor because of its rounded topography. It has no equivalent
at faster spreading ridges (Cannat et al., 2006). Four percent of the mapped region
was identified as corrugated OCCs (Tucholke et al., 1998) and the remaining 59%
was shown to be formed by volcanic activity (Sauter and Cannat, 2010). The melt
supply appears to be focused beneath the volcanic centers. This focusing has been
explained with melt originating near the base of the lithosphere and rapid extraction
via dikes (Momoh et al., 2017; Smith et al., 2006; Cannat et al., 2003; Sauter et al.,
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2004; Standish et al., 2008). Off-axis studies showed higher values of magnetic
anomaly over volcanic seafloor areas and lower magnetization over smooth seafloor
or non-volcanic regions. This weakly induced magnetization in non-volcanic areas
of the seafloor is supposed to be produced by serpentinized peridotites (Sauter et al.,
2008; Sauter and Cannat, 2010). A similar separation can be seen from maps of
residual mantle Bouguer gravity anomaly where lower values (negative) were found
for volcanic seafloor and higher values (positive) for deep sections or non-volcanic
regions (Standish et al., 2008; Cannat et al., 2003).

Seismic reflection profiles near 64°E suggested reflectors dipping 45–55° down
to 5 km below the seafloor beneath the emergence of the axial detachment fault.
These reflectors are interpreted as tectonic damage zone in the basement (Momoh
et al., 2017, 2020). Next to these damage zones, the thickness of the crust was
greater than further away from it. The existence of a low Vp seismic crust of a
total thickness of up to 5 km , defined as Vp < 7.5 km/s (Momoh et al., 2020),
is explained by a downward gradient of serpentinization, with small magmatic
intrusions. Several dipping reflectors were imaged in the hanging wall of the axial
detachment fault and interpreted as small offset faults and trapped volcanic rocks
emplaced in the ultramafic basement (Momoh et al., 2017). East of our study area,
at 66°E, Minshull et al. (2006) report crustal thicknesses between 2.2–5.4 km (avg.
4.2).

Imaging the crustal structure is necessary to understand past and ongoing tectonic
processes and provides an important prior to mantle tomographic studies. In this
study, we investigate the robustness of the ambient-noise method in a marine
exploration setting. The obtained subsurface shear-velocity model will be compared
to previous studies and interpreted in the context of the regional tectonic evolution.

5.3 Ambient Noise Interferometry

Seismic ambient noise is a relatively continuous signal generated by the coupling
between ocean waves and solid earth (Longuet-Higgins, 1950; Hasselmann, 1963).
It is dominated by surface waves, with a period-dependent ratio of Rayleigh- to
Love-wave energy (Friedrich et al., 1998). Cross-correlating and stacking continu-
ous ambient-noise records of arbitrarily chosen station pairs yields the empirical
inter-station Green’s function which can be used to extract phase-velocity informa-
tion (Campillo and Paul, 2003). Often, only the Rayleigh component of the surface
waves is used because it is more energetic and can be measured on the vertical
receiver component (Shapiro and Campillo, 2004). Rayleigh wave phase-velocity
measurements are most sensitive to the subsurface Vs structure with a minor depen-
dence on Vp and density. The resulting ambient noise models yield complementary
information to more classical teleseismic earthquake tomography and active source
experiments, with each of the methods being sensitive to a different frequency range
and having a different ray path coverage (Boschi and Weemstra, 2015). Additionally,
active source methods have become less popular due to the potentially detrimental
effects on the marine fauna.

Passive seismic interferometry has been widely utilized to image the crust and
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Figure 5.1: (A) Free-air gravity anomalies over Southwest Indian Ridge (SWIR). The thin black line shows
SWIR axis. Variation of fracture zones orientation represents the variation of spreading direction with
time (Chu and Gordon, 1999). The blue rectangle marks our study area. (B) Bathymetry map of the study
area. The locations of ocean bottom seismometers are shown by reverse triangles. The final stations used for
inversion are indicated by black color and the removed stations based on data analysis are shown by gray
color. Most of the stations have been placed on smooth seafloor. The red thick line is the axis and the purple
line is indicating the emergence of the axial detachment fault system. The breakaway of the active fault is
located at the top of the northern axial valley and suggested breakaways of inactive faults are seen in the
southern Antarctic plate.

upper mantle in continental areas (Lin et al., 2007; Moschetti et al., 2007; Zheng
et al., 2008; Yang et al., 2007). There are significantly fewer studies in oceanic
regions, mainly because of limited availability of seismic networks on the ocean
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bottom and high levels of local noise, e.g., instrumental noise which is unusable
as opposed to the ambient-noise signal (Harmon et al., 2007; Yao et al., 2011). In
the next steps, we will explain theoretical concepts of measurement, processing,
and imaging with ambient noise data. Furthermore, we illustrate how we have
applied the concepts to get the final S-wave velocity model.

5.4 Measurement of Ambient-Noise Data

The marine seismic data used in this study were acquired by 43 Ocean Bottom
Seismometers (OBS), each having three components geophones and one hydrophone.
To analyze the ambient-noise signals, we used only the vertical component of
the geophones (Yao et al., 2011; Bohlen et al., 2004). The data acquisition took
place between 25 September and 30 October 2014 during the SISMOSMOOTH
cruise (Leroy and Cannat, 2014; Leroy et al., 2015). As the instruments were from
three different countries, we have labeled the stations Canadian (C), Taiwanese (T),
and French (F) (Figure 5.1B). Of the 43 OBS stations used in this study, 29 were
Canadian, 7 Taiwanese, and 7 French. The sampling rate was 250 Hz. Based on the
furthest inter-station distances, the east-west and north-south aperture of the array
was 56 km and 19 km, respectively. The spacing between the OBS stations was
2.5–5 km, and their depth ranged between 3.9 and 5.01 km. The raw records have
been split into their components and corrected for clock drift and relocation errors.

5.5 Data Analysis
5.5.1 Probability Density Function (PDF)

We did a power spectral density (PSD) estimation of the recorded signals and
their probability density function (PDF) at each station (McNamara and Boaz,
2006). While this analysis is expected to be dominated by ambient-noise sources, it
includes also earthquakes and undesired signals, i.e., instrumental glitches, body
waves or signals that do not propagate between stations pairs, that may deteriorate
the ambient-noise measurements. We use this information to (1) estimate the
intensity of the ambient-noise signals at different frequencies, (2) estimate the
portion of undesired signals, and (3) check the overall health of the instrument.

The PSD curves were estimated in terms of decibel at each frequency via direct
Fourier transform introduced in (Cooley and Tukey, 1965). PDFs were constructed
at each frequency distribution bin by gathering PSDs in 1/8 octave of period intervals
and 1 decibel of power intervals. We have shown 4 exemplary PDF plots in
Figure 5.2. Each figure is for the vertical component of one station and during
the whole time of recording. The PSD curves with higher probability distribution
were interpreted as the ambient noise whereas the scattered PSD curves can be
attributed to undesired signals (Agius et al., 2014). The analysis indicates that
the recorded energy is low at frequencies below ~0.1 Hz. Between 0.1 and 3 Hz,
the curves reach a flat level showing low amplitude variations and a high probability
level. At frequencies above 3 Hz, the variance between PSD curves increases
significantly, which represent likely a result of random, local noises (McNamara
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and Boaz, 2006; Mordret et al., 2013). We used the PDF analysis in the junction
with an inspection of the cross-correlation curves shown in the next section to limit
the range of frequencies used in this study. This reduction of the frequency range
speeds up the processing.

Figure 5.2: Initial analysis of noise data: every individual curve gives the power spectral density (PSD).
Color bars display the probability of distribution of seismic power spectral density at different frequencies.
Every plot represents the vertical component of one station (station ID at the top) during the entire recording
time. Both high amplitudes and low signal variability can be observed mostly between 0.1 and 3 Hz.

5.5.2 Cross-Correlation

Of the 43 available stations, we made sure to only correlate station data with identi-
cal instrumentation to avoid any potential phase bias, as we did not have access to
the instrument response data. This left us with 200 possible station pairs. The sig-
nals recorded at each station were cut into time windows of 10 min with an overlap
of 60 percent between successive windows. More complete explanations about
the effects of overlapping time windows can be found in (Seats et al., 2012). We
did not explicitly remove earthquake signals which are expected to have only a
minor effect on the obtained phase velocities (Ekström, 2014). However, we applied
spectral whitening (Bensen et al., 2007), to equalize spectral amplitudes and down-
weight the effects of earthquake signals and monochromatic sources. The whitened
10-min segments were cross-correlated between station pairs and stacked. The cross-
correlation traces show forward and backward propagating signals (causal/acausal)
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from opposing directions along the inter-station path, visible at positive and neg-
ative lag times in Figure 5.3. At inter-station distances greater 28 km, we did not
observe any clear Rayleigh-wave signals whereas at distances below 5 km causal
and acausal signals are not well-separated. This limitation is similar to the criteria
of inter-station threshold recruited in the literature (see, e.g., in (Bensen et al., 2007;
Mordret et al., 2013)) and resulted in 176 acceptable cross-correlations used in
this study (Figure 5.3). The time-domain cross-correlations can be used to inspect
the distribution of ambient-seismic-noise sources. Perfect symmetry between the
cross-correlations at positive and negative lag times is an indicator of a homoge-
neous azimuthal noise-source distribution (Harmon et al., 2007; Yao et al., 2011).
In theory, the waves moving in opposite directions should be identical between
station pairs (Li et al., 2010). An asymmetric cross-correlation thus indicates a low
signal-to-noise ratio.

We show 176 time-domain cross-correlations for four frequency bands 0.05–
0.2 Hz, 0.2–0.4 Hz, 0.4–0.8 Hz, and 0.8–1.2 Hz in Figure 5.3 with regard to the
inter-station distances on the vertical axis. We can discern the symmetry between
positive and negative time lags in the frequency range of less than 0.8 Hz. The arrival
of the Rayleigh wave signal cannot clearly be detected at higher frequencies (0.8–
1.2 Hz). This loss means that the seismic noise sources are too weak and/or the
random signals level is too high for a recording time of one month. Based on this
analysis and the PDFs shown in the previous section, we limited our study to the
frequency range between 0.05 and 1 Hz. This frequency range is in agreement with
oceanic microseism utilized also in other seismic noise tomographic studies and
typically generated by the non-linear interaction between the ocean and the solid
earth (primary microseisms 0.07 Hz, secondary microseisms 0.14 Hz (Longuet-
Higgins, 1950)). The amplitude differences between causal and acausal parts of
the cross-correlations in Figure 5.4 are low, indicating a relatively homogeneous
source distribution. This is supported by the more detailed comparison provided in
Figure 5.4.

5.5.3 Amplitude Ratio

The amplitude ratios can be used to estimate the homogeneity of the noise-source
distribution (Liu et al., 2020). The amplitude ratio is defined as the maximum ampli-
tude at the positive lag time of the cross-correlations over the maximum amplitude
at negative lag time. The rose diagram in Figure 5.5 shows amplitude ratios of all
station pairs in our array. This diagram is a proxy for the azimuthal distribution of
noise sources. If two microseisms propagate along the inter-station path in opposite
directions and with the same amplitude, the amplitude ratio will be one. If the
ambient-noise energy coming from one direction is larger, we will observe a domi-
nant direction in the rose diagram. A comparison of Figure 5.5A–D suggests that
the noise–source distribution is more uniform at relatively high (Figure 5.5D) com-
pared to relatively low (Figure 5.5A) frequencies. However, apart from some peaks
in the rose diagrams, we find no clear preferential noise–source direction. In other
words, the ambient noise sources are approximately equi-distributed within the stud-
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Figure 5.3: Cross-correlation in time domain for all the station pairs with inter-station distance between 5 and
28 km and for four frequency bands (A) 0.05–0.2 Hz, (B) 0.2–0.4 Hz, (C) 0.4–0.8 Hz, and (D) 0.8–1.2 Hz.
The symmetry in positive and negative lags show the ambient-noise sources were homogeneously distributed.
This symmetry is best observable for frequencies less than 0.8 Hz.

ied frequency range which is another endorsement for the quality of time-domain
cross-correlations.
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Figure 5.4: Comparison between the positive and negative lag time signals of station pairs (A) C16–C20, (B)
C23–C27, and (C) T1–T3. The name of station pair, type of receiver (zz = vertical) and the inter-station
distance in km is given at the top of every panel. Red lines show the positive lag time signal, flipped onto the
negative time axis. The selected range of frequency is 0.05–0.8 Hz. The good overlap between positive and
negative lag time signals confirms the symmetry in time domain cross-correlation and is taken as indication
of the spatial homogeneity of source distribution.

5.5.4 Phase Velocity Determination

The cross-correlations can be used to obtain the empirical Green’s functions and
were analyzed to gain information on the subsurface structure between the receiver
pairs (Boschi et al., 2012). Most authors either picked group velocities by identifying
the maximum in the envelope of surface-wave packets (Shapiro et al., 2005; Stehly
et al., 2006, 2009) or measured the phase velocity dispersion (Lin et al., 2008;
Ekström et al., 2009). Fewer authors preferred utilizing the full waveform in their
analysis (Tromp et al., 2010). In this study, we extracted phase velocities, because of
the advantages in terms of accuracy, depth of investigation, and less contamination
by interfering phases (Kästle et al., 2016; Boschi et al., 2012; Molinari et al., 2015).

Several methods of phase-velocity measurements have been introduced such
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Figure 5.5: Rose diagrams of amplitude ratios for frequency bands: (A) 0.05–0.2 Hz, (B) 0.2–0.4 Hz,
(C) 0.4–0.8 Hz, and (D) 0.05–0.8 Hz. The rose diagrams serve as proxy for the azimuthal distribution of
noise sources.

as the image transformation technique in the time-domain (Yao et al., 2006),
the Frequency-wave number (F-K) method (Lacoss et al., 1969; Capon, 1969),
multiple filter analysis (Herrmann, 2013), and Bessel function methods based on
the theory of (Aki, 1957) such as direct fitting in the frequency domain (Menke
and Jin, 2015) or the herein applied zero-crossing fitting (Ekström et al., 2009;
Ekström, 2014; Kästle et al., 2016). The intrinsic limitation of these methods is poor
performance at low levels of signal-to-noise ratio. Plus, if the inter-station distance
is too small, only a few zero-crossings can be picked along the frequency axis,
thus degrading the resolution of this method (Menke and Jin, 2015). To mitigate
these limitations, as explained above, we have only cross-correlated the station pairs
distant by more than 5 km and also we checked the homogeneous distribution of
sources in the data analysis (Figure 5.5D).

We used the previously computed cross-correlations and extract their zero cross-
ings in the frequency domain (Figure 5.6). The zero crossings can be related
to the phase velocity by comparison with the known zero crossings of a Bessel
function (Ekström et al., 2009; Aki, 1957). We apply a smoothing filter to the
cross-correlations which removes spurious zero crossings and thus stabilizes the
obtained phase-velocity curves (Kästle et al., 2016). The phase-velocity picks from
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the 176 station-station cross-correlations were then taken manually. The picking
procedure was performed in two iterations: after picking the phase-velocities for all
station pairs in the first round, we calculated an average dispersion curve based on
the regression that was used to guide the manual picking in the second round. We
applied several quality criteria: as explained above, we only accepted station pairs
with an inter-station distance between 5 and 28 km. Because of their low signal-to-
noise ratio, the French station data were not used. In addition, cross-correlations
with large imaginary parts were discarded.

Figure 5.6: (A) Real part of the cross-correlation of station pair C23–C27 with an inter-station distance of
26.9 km in the frequency domain. (B) Cross-correlation of station pair C23–C27 in the time domain. (C)
Real part of the cross-correlation of station pair T1–T3 with an inter station distance of 13.72 km in the
frequency domain. (D) Cross-correlation of station pair T1–T3 in the time domain. Smoothing (green line)
helps to reduce the effect of spurious zero crossings (Kästle et al., 2016). According to the data analysis,
the maximum range of frequency set to 1 Hz.

5.6 Inversion of Phase-Velocity Dispersion Curves

We made use of the dispersive nature of Rayleigh waves to obtain a 1D depth-
dependent shear-velocity profile. We used the average phase-velocity curve shown
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Figure 5.7: The picked phase velocity of every station pair is shown as colored lines. Blue circles are all the
picked phase velocities. The thick black curve gives the average dispersion curve of all the picked data up to
a maximum of 10 s.

in Figure 5.7, thus neglecting any lateral variations of the subsurface structure. The
dispersion curve can be inverted with linearized methods (Herrmann, 1994; Nolet,
1981; Tarantola, 1987). However, we preferred applying a Bayesian approach
because of the highly nonlinear relation between phase velocity and subsurface
structure and the subsequent non-uniqueness of the problem. We used the con-
ditional neighborhood algorithm implemented in the Dinver software (Wathelet,
2005). As in other Monte Carlo methods, we had to pre-define a range of priors
for the pseudo-random sampling approach (Table 5.1). The range of statistical
speculation and the role of prior information in this method are discussed in articles
such as (Scales and Tenorio, 2001) and (Mosegaard and Tarantola, 1995). Compared
to other Monte Carlo approaches, the conditional neighborhood algorithm is more
self-adaptive when searching through the parameter space. The search starts with a
pre-defined number (ns0) of models distributed with a uniform probability in param-
eter space. The misfit function (L2 norm) is calculated for every model and the nr
models with the lowest misfits are selected for the next iterations. This is iterated
nt times, and at each iteration the selected lowest-misfit models are decomposed
into ns/nr new models. The data misfit is given in relative units, normalized by the
input data. In the conditional neighborhood algorithm, the dependency between
parameters is taken into account at the beginning of the inversion by using a variable
transformation (Wathelet, 2005).

The model is parameterized in terms of thickness, shear wave velocity (Vs),
compressional wave velocity (Vp), and density (ρ) for each layer. Among them, Vs
has the most important role and ρ exercises the least influence on the dispersion
curve. The Poisson’s ratio, which links Vs and Vp, was allowed to vary between
0.2 and 0.5 as indicated in Table 5.1, according to the value of Poisson’s ratio
for geological materials (Wathelet, 2005). Vp and Vs are free parameters of the
inversion. The Poisson’s ratio is not a free parameter, but if a solution is generated
with Vp and Vs such that the value of the Poisson’s ratio is outside of the allowed
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Figure 5.8: Phase velocity variations are indicated in (A) period 1.2 s, (B) period 2.1 s, (C) period 3.1 s, and
(D) period 6 s. Reverse triangles indicate the location of the stations used in the final analysis. An increasing
trend of the measured phase velocity from shorter to longer periods is observable.

range, that solution is discarded. We chose the following model search parameters:
ns0 = 50, nr = 50 and generated 10,000 models in total. We chose to use four layers
whose prior ranges (Table 5.1) were defined based on the Preliminary Reference
Earth Model (PREM) (Dziewonski and Anderson, 1981) and on several test runs in
which we made sure that the search algorithm would generate a reasonably wide
range of models centered around the measured data (Figure 5.9C). The obtained
P-wave and S-wave velocity models are shown in Figure 5.9A,B, respectively.
The black lines represent the average of the 5000 models with the lowest misfit and
will be used for interpretation. The shown Vs profiles are more reliable, because of
the higher sensitivity of Rayleigh waves to Vs compared to Vp.

5.7 Results and Discussion

We limit the discussion to the velocity models obtained from phase velocities up to
a period of 10 s. This constraint allows investigating the subsurface structures down
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Table 5.1: Parameterization for inversion
Layer Vs (m/s) Depth (m) Vp (m/s) Poisson’s ratio density

V0 200 to 1500 200 to 5000 300 to 3500 0.2 to 0.5 2.4
V1 1500 to 2800 1000 to 8000 2000 to 6500 0.2 to 0.5 2.6
V2 2600 to 3900 2000 to 12000 3500 to 9000 0.2 to 0.5 2.9
V3 4200 to 5500 - 4000 to 12000 0.2 to 0.5 3.4

to ~15 km. In general, we consider our average Rayleigh-wave dispersion curve to
be robust. Because Rayleigh waves are mostly sensitive to Vs, we are also confident
that our Vs models are reasonably well constrained. Rayleigh waves are well known
to be much less sensitive to Vp than Vs (see Figure 5.10), so our inferences are
Vp and the Poisson’s ratio should be taken with care. We shall show, however,
that the values we obtained are reasonable based on independent knowledge of
those parameters. We also provide in Figure 5.9A,B a rough estimate of model
uncertainty, defining as our confidence interval the range of values from three
standard deviations below to three above the average. This definition of confidence
is complicated near interfaces, where uncertainties in seismic velocity and interface
depth are entangled with each other.

We first compare our average dispersion curve (Figure 5.9C) with results from
ambient-noise tomography obtained in the south central Pacific (Figure 6 in (Harmon
et al., 2007)) and in the transform fault region of East Pacific Rise (Figure 4 in (Yao
et al., 2011)). These two areas were selected as two of the rare examples where
ambient-noise interferometry has been used to image the oceanic lithosphere. While
our study areas are different, this qualitative comparison provided us with some
insights from similar tectonic settings. In the average dispersion curve in Figures 5.7
and 5.9C, we can identify an increasing trend of phase velocity up to a period of
20 s. This trend is similar to that found in the two other oceanic studies. Up to
16 s, both other regions have a phase velocity range of approximately 1.5–3.7 km/s
while this range in our case is approximately 1–3.5 km/s. Lack of data in periods
less than 2 s in (Harmon et al., 2007) probably account for the different minimum
phase velocity.

Similar to our upper period bound of 10 s, (Yao et al., 2011) and (Harmon et al.,
2007) mentioned that their phase velocity estimations for the fundamental mode
of Rayleigh wave were subject to high uncertainty at periods greater than 8 s and
9 s, respectively. Nevertheless, longer recording time (200 days in (Harmon et al.,
2007) and over 1 year in (Yao et al., 2011)) enabled them to benefit from ambient
noise data up to periods of 16 s and 30 s. A longer recording time will usually lead
to a smoother distribution of incoming ambient-noise energy and suppresses errors
in the dispersion-curve measurements (Yao and Beghein, 2009).

The P-wave velocity in the crustal layer is expected to be lower than the velocity
for olivine-rich gabbros, which is about 7 km/s (Miller and Christensen, 1997) which
we use to approximate the the Moho depth. Therefore, we infer an approximate
crustal thickness of 7.2 km from Figure 5.9A. A similar conclusion can be drawn
from the S-wave velocity model in Figure 5.9B, where the maximum expected
crustal S-wave velocity is approx. 3.9 km/s (Miller and Christensen, 1997). This



CHAPTER 5. SEISMIC AMBIENT NOISE IMAGING OF A QUASI-AMAGMATIC ULTRA-SLOW
SPREADING RIDGE 85

Figure 5.9: (A) 5000 lowest misfit P-wave velocity models, and (B) corresponding S-wave velocity model,
with color denoting misfit value, as indicated by the color bars. The black solid lines denote the Vp and Vs
averages of all shown models. Dashed lines identify our selected confidence interval, which we define as
three standard deviations above and below the average, at each depth. Bulges in the dashed lines around
discontinuities are inevitable artifacts of combining uncertainty in seismic velocity and discontinuity depth.
(C) Rayleigh phase-velocity data corresponding to the models in (A,B). The black curve in panel (C)
identifies the picked values of phase velocity.

thickness is larger than the 4.2–5 km estimated from the P-wave velocity model
in (Momoh et al., 2017) in the central part of the study area. The larger estimate
of crustal thickness resulting from our approach could be due to the location of
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Figure 5.10: Sensitivity kernels relating Rayleigh-wave phase velocity estimates to Vs (left) and Vp (right)
at depth. Note the difference in horizontal scale between the left and right panels: sensitivity of Rayleigh
waves to Vp is one-order-of-magnitude smaller than their sensitivity to Vs, as expected. The reference
assumed for the computation of the kernels is our final Vp, Vs profile (solid black lines in Figure 5.9A,B).
Kernels were calculated via Keurfon Luu’s “disba” Python package.

most used stations in the hanging wall compartment of the south facing active axial
detachment fault (Figure 5.1). Both P-wave and S-wave velocity models represent
almost linear and monotonic velocity to depth variations in Figure 5.9A,B.

As shown in Figure 5.9, the crustal range of S-wave velocities is approximately
1.1–3.9 km/s. It varies between 2.5 and 7 km/s for the P-wave velocity. We
calculated the Vp/Vs ratio at different depths from our best Vp and Vs models
(Figure 5.9). The comparison between the minimum and maximum values of S and
P velocities gives a Vp/Vs ratio equal to 2.23 and 1.81, respectively (Figure 5.11).
The ratio of P and S wave velocities provides an additional constraint on the the
lithology (Kandilarov et al., 2008) and is sensitive to the presence of fluids (Hamada,
2004). The high ratio of Vp/Vs = 2.23 at a shallower depth of the crust is indicative
of high porosity and some amount of serpentinized peridotite. The minimum
ratio of 1.81 is predicting lower porosity at deeper parts and is in agreement with
Vp/Vs ratio of SWIR gabbroic rocks analyzed in (Miller and Christensen, 1997).
Fast variations of P-wave and S-wave velocities at depths below 6.5–7.2 km and
slow changes at depths >7.2 km can be another sign of permeability and porosity
regime. This regime can affect the serpentinization process in the crust and upper
mantle. The variable range of Vp/Vs in the crust and considerable serpentinization
can be explained by the fracturing of the crust associated with detachment faults
systems (Rouméjon et al., 2015). Another evidence of the fracturing of the crust was
discovered in south dipping reflectors by Momoh et al. (2017) which was interpreted
as the damage zone. This zone is located within 2–2.8 km horizontally from the
emergence of the active axial detachment fault system (deep regions on the map
in Figure 5.1). The suggested serpentinization expressed in the velocity models
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is in agreement with seafloor sampling in non-corrugated oceanic core complexes
collected from smooth (non-volcanic) seafloor (Sauter et al., 2013).

Figure 5.11: Vp/Vs ratio (thick black line), obtained from the final Vp and Vs models (black curves in
Figure 5.9A,B), as a function of depth. Dashed lines identify the confidence interval, defined as in Figure 5.9.
The full distribution of sampled models with the lowest misfit is shown in color.

We also compare our P-wave model with other models of ultramafic crusts. The P-
wave velocity model of ultramafic crust at the Mid-Atlantic ridge at 23°N (Canales
et al., 2000) is more linear and the observed velocity of the uppermost crust is higher
than in our study, reaching the mantle faster. This higher range of velocity may be
caused by gabbroic intrusions or fewer deformations of the exhumed, ultramafic
crust in that region. The magma-poor rifted margins in Iberia-Newfoundland (Min-
shull, 2009) and in western Iberia (Davy et al., 2016) also demonstrated a higher
range of P-wave velocity in the upper ultramafic crust. Sedimentation and older
ages of these margins likely explain why we observe this higher range of velocity.

An S-wave velocity higher than 3.9–4 km/s is typical for mantle rocks and
our model is therefore indicating that unserpentinized and unfractured mantle is
found at depths greater than 7 km. The average shear wave velocity between the
base of the crust (defined by a 4 km/s Vs threshold), and the maximum depth of
our model (15 km) is 4.2 km/s which is less than the global reference value of
4.5 km/s (Kennett et al., 1995), that concerns old, off-axis oceanic lithosphere,
but close to the 4.29 km/s of young oceanic lithosphere in the Pacific (Yao et al.,
2011). This relatively low value suggests that pristine and unfractured uppermost
mantle may in fact be found deeper than 15 km below the hanging wall seafloor.
This is consistent with results from a microseismicity study that shows earthquakes
down to that depth in the investigated area (Jie et al., 2020 AGU abstract and paper
soon to be submitted). The absence of a seismically well-defined and distinct Moho
is consistent with reflectivity studies of (Momoh et al., 2017) in our study area.
Moreover, other reflectivity studies predicted that more visible and recognizable
Moho should be formed at faster spreading ridges, where mafic oceanic crust
emplaced on the ultra-mafic mantle (Aghaei et al., 2014; Boulahanis et al., 2020).
This prediction was also confirmed by another magma-poor ultra-slow spreading
ridge by (Grevemeyer et al., 2018).
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5.8 Conclusions and Outlook

1. We analyzed and cross-correlated ambient-noise recordings from 43 OBS stations.
The symmetry of the cross-correlations in the time-domain and the amplitude ratio
analysis showed that the noise source distribution is very homogeneous, despite the
short operation time of the recorders.

2. The phase velocities extracted from the inter-station correlation functions
ranged between 1 km/s to 3.5 km/s for periods between 1 s to 10 s and was in good
agreement with other oceanic studies. Outside this period range, the low signal-to-
noise ratio prohibited further analysis. Joint long-time recording of ambient noise
and earthquake data is proposed to cover also longer periods.

3. While the general P-wave velocity structure of our study is similar to previous
works, we find a significantly thicker crust of ~7 km, averaged over the study region.
At uppermost mantle depths, our results suggest an average shear velocity of around
4.2 km/s which is less than the global average. This can be explained by the younger
age of the seafloor in our area.

4. Our model suggests a very low S-wave velocity of around 1–1.5 km/s at
shallow depths above 1 km in junction with a high Vp/Vs ratio of approx. 2.2. We
infer that this may be due to the high porosity of the shallow, water-rich uppermost
layer. The Vp/Vs ratio gradually decreases to ∼1.8 at a depth of 2.5 km. We propose
that this transition reflects the decrease in porosity and assume a higher degree of
serpentinization of the crustal material at shallow depths.

5. The ambient seismic noise method can be used as a complementary technique
in geophysical studies of the oceanic lithosphere. The S-wave velocity model
obtained provides new constraints to evaluate the velocity structure of the crust and
uppermost mantle at a melt-poor portion of the ultra-slow spreading SWIR.



Chapter 6

Full waveform inversion: initial results

Summary

Imaging the P-wave velocity model with a higher resolution can be accomplished
by full waveform inversion. We present the application of full waveform inversion
on an OBS profile along the ridge axis. The investigation reported here is still in
progress and the results are still at an initial stage. The format of this chapter is
according to the draft of a scientific manuscript.

6.1 Abstract

Investigating the contributions of tectonic, magmatic, and other involved processes
is necessary to gain a conceptual model of ultra-slow spreading ridges. Understating
the velocity structure beneath the ultra-slow spreading ridges provides a window
to analyze the crust and upper mantle structures, the faulting dynamics linked to
the divergence, and the mechanism of seafloor accretion. The aim of this study is
to explore the oceanic the crust formed in the easternmost part of the Southwest
Indian Ridge (SWIR). The velocity model is created by full waveform inversion
of 16 ocean bottom seismometers along the ridge axis. We proposed that the
variations in the velocity with depth are connected to the changes in the degree of
serpentinization. The velocity model of the profile is divided into three distinctive
regions: the western zone or volcanic region, the transition, and the eastern zone
with a lithospheric composition of serpentinized peridotite. A westward increase
in melt supply is proposed in the seafloor accretion mode. The serpentinization
and P wave velocity model suggest that the Moho is a gradual transition from
hydrated to unaltered peridotite. Our results are consistent with the accretion model
of detachment fault systems.

6.2 Introduction

The plate separation at the ultra-slow spreading ridges can be accommodated by
two contrasting mechanisms of accretion. If the melt supply is high enough, the
magmatic spreading is dominant and produces a thick igneous crust. In this case,
the Moho is regarded as a petrological boundary separating the gabbros from the

89
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unaltered peridotite of the upper mantle (Carlson, 2001). Plate divergence in the
center of most slow and ultra-slow spreading ridges is a result of volcanic injection
and moderate offset faults. Therefore, more volcanic rocks might be seen on the
seafloor of axial domains (Smith and Cann, 1999). In contrast, at segment ends
and segments with poor melt supply, the plate separation is mainly accommodated
through detachment fault systems. In this accretion model, the Moho is a gradual
transition from partially serpentinized peridotite in the lower crust to unaltered
peridotite in the upper mantle (Carlson, 2001). The detachment fault systems were
proposed to explain the presence of ultramafic rocks in the ultra-slow spreading
ridges. They bring mantle-derived ultramafic rocks on the seafloor through the axial
lithosphere (Cannat, 1993).

The mechanism or mode of spreading has a large effect on the lithology of the
crust and upper mantle, the chemical interaction between the ocean and the solid
earth, as well as the biology of the seafloor (Cannat et al., 2019). Exhumation of
mantle-derived ultramafic rocks has consequences on the thermal evolution of the
plate boundary.

Seismic velocity models can be used to distinguish between two different modes
of crustal spreading in ultra-slow spreading ridges. In magmatic accretion, following
the Penrose model, the crust can be split into two layers according to the seismic
velocity of each layer. The upper crust, or layer 2, may be presented with a
relatively low P-wave velocity (4.1-6.5 km/s) and a high vertical velocity gradient
(1-2 s−1). The lower crust has a higher range of velocity (6.5-7.0 km/s) with a
reduced velocity gradient (0.1-0.2 s−1) (Miller and Christensen, 1997). In contrast,
in crustal spreading based on the detachment fault systems, the P-wave velocity
of the crust increases more rapidly to 6.5-7 km/s beneath the seafloor (Canales
et al., 2007, 2017). So far, two studies have imaged P-wave velocity models of
the lithosphere in the easternmost parts of SWIR. The obtained models resulted
from seismic tomography of OBS data (Momoh et al., 2017; Corbalán et al., 2021).
However, recent studies showed interesting results, but the tomography method
suffers from several limitations: 1) It is not able to provide good constraints on
low-velocity zones (Vasco et al., 1995). 2) it relies on a high-frequency estimation
(Tromp et al., 2005). 3) It assumes that seismic events are retrieved completely
by travel times (Woodward, 1992). We considered the FWI to overcome the
disadvantages of tomography. The full waveform inversion can provide higher
resolution than classical tomography methods if there is a suitable strategy to do
an iterative convergence to a logical solution (Virieux and Operto, 2009; Chauris,
2021). In this study, we present the FWI results of one OBS profile. Using these
results, we determine the mechanism of the accretion model along the profile. Our
seismic velocity model is expected to provide greater accuracy and resolution on
the distribution of the inter-detachment faults, crustal thickness, degree of exhumed
mantle serpentinization, lithosphere composition, and transition zone from the
dominant exhumed mantle region to the volcanic crust region.
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6.3 Theoretical background of FWI

The first configuration and formalism of FWI were created by Tarantola and his
group (Tarantola, 1984; Mora et al., 1987). At first, the concentration of FWI was
on the 1D velocity model. Nevertheless, the advancement of computer facilities
and progress in data acquisition has extended the application of FWI to 2D models
(Operto et al., 2006; Arnulf et al., 2011) and recently to 3D models (Plessix et al.,
2013; Raknes et al., 2015). FWI has experienced the development from acoustic
mediums to elastic and visco-elastic mediums, including the context of anisotropy
and attenuation parameters (Chauris, 2021). We have used TwistPS in this study
to find a two-dimensional P-wave velocity model (Shipp and Singh, 2002). The
objective of FWI in marine geophysics is to find a velocity model that minimizes the
least-squared difference between the amplitude and phase of observed and modeled
seismic data. The least-squares misfit function is defined as follows (Chauris, 2021):

J(m) =
1

2
∥dcal(m)− dobs∥2 (6.1)

where m is the model and it is a function of spatial coordinates. dobs is the observed
data. dcal or calculated data set denotes the solution of the wave equation and is a
function of the model. The general form of the wave equation is as follows:

L(m)dcal(s, r, t) = δ(s− r)Ω(t) (6.2)

where L is the wave equation operator, Ω (t) is the representative of the seismic
source, and δ shows the Dirac distribution. Our strategy for convergence to a
minimum of the misfit function is the local search method (Shipp and Singh, 2002).
This approach determines the model iteratively through the calculation of the
gradient of the misfit function (Plessix, 2006). The starting model for this strategy
is usually determined based on a standard tomography model. The gradient of the
misfit function is defined as the derivative of the misfit function with regard to the
model parameters (Chauris, 2021). The iterative procedure of this approach is as
follows (Shipp and Singh, 2002):

mn+1 = mn − α
∂J

∂m
(6.3)

where n is the number of iteration, ∂J
∂m is the gradient of the misfit function and

α represents a positive scalar step length. α is evaluated at each iteration like the
method of Pica et al. (1990). In parallel with the objective of the FWI, the gradient
of the misfit function indicates the direction that the misfit function is maximized
(Shipp and Singh, 2002).

In order to obtain the synthetic data, we solve the elastic wave equation in the
time domain. The strength of this approach is the ability to produce all the probable
wave types in a model (Shipp and Singh, 2002). Only P-wave velocity is directly
inverted and S-wave velocity is coupled with P-wave velocity and updated in
forward modeling based on the empirical relationships. Solving the wave equation
is performed by the finite-difference method with discretization on a grid. Our
preferred method was introduced in Levander (1988) based on a staggered grid
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with a scheme of second order in time and fourth order in space. In the finite-
difference method, the time and space increment on the grid cannot be random, and
the increment should satisfy the dispersion and stability conditions. If we define
the space increment along the x and z axis by ∆x and ∆z and we define the time
increment by ∆t, the dispersion and stability conditions are written as follows
respectively (Levander, 1988; Chauris, 2021):

∆x = ∆z ≤ 1

5

vmin

fmax
(6.4)

∆t ≤ 0.606
∆x = ∆z

vmax
(6.5)

In the dispersion equation 6.4, the space increment ∆x or ∆z should be 5 times
smaller than the minimum wavelength, defined by minimum expected velocity
and maximum frequency. As long as the dispersion condition is not met in finite
difference, the dispersion can be seen on the signal. Notice that for a larger value of
maximum frequency, the grid increment must be smaller, and consequently, more
storage and a stronger CPU and RAM memory space will be needed. The stability
equation 6.5 is a function of maximum velocity. Failure to meet this condition can
lead to unprofitable information (Chauris, 2021).

6.4 Acquisition of OBS data set

The active seismic data used in this investigation was acquired by 16 Ocean Bottom
Seismometers (OBS), each having one hydrophone and three orthogonal component
geophones. The data acquisition took place in 2014 during the SISMOSMOOTH
cruise (Leroy et al., 2015). The OBSs are located in an EW profile sub-parallel
to the ridge axis in the easternmost part of SWIR. The names of the stations were
chosen by numbers from 1 to 16 (see figure 6.1) The seismic source included 14
guns for a total volume of 111.27 L. The average depth of the seismic source was 14
m (Leroy et al., 2015; Leroy and Cannat, 2014). 622 shots were used in this study.
The shot interval between stations 20 and 31 was 150 meters, and for the rest of the
stations, it was 300 meters. The inter-station distance was 2.1–7.2 km, and OBS’s
depths ranged between 4.2 and 4.8 km. The OBS data is recorded continuously on
the seafloor at a sampling rate of 250 Hz.

6.5 Seismic data processing

The swell noise is the most dominant disturbance in the marine seismic data. This
type of noise interferes in the low-frequency band of the amplitude spectrum
(Dondurur, 2018). Marine seismic data can also be contaminated by high-frequency
noise produced from electrical cables or heavy machines (Asghar, 2011). A smooth
version of a band-pass filter with a low cut-off frequency of 3 Hz and a high cut-off
frequency of 4 Hz was utilized to mitigate the effects of noise and increase the signal-
to-noise ratio (SNR) (Mousa and Al-Shuhail, 2011). To meet the stability condition
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Figure 6.1: We studied the EW profile (SMOO35). The location of OBS’s overlay bathymetry map is shown
in this figure. The thick black lines present shot locations. The white circles are analyzed stations, and the
gray circle is a station without useful data. At the bottom of the map, one can find the number of OBSs. The
shot interval inside the dashed red rectangle is 150 meters and outside it is 300 meters. The spreading axis is
represented by a dashed black line. Areas bounded by thick white lines and filled with oblique thin white
lines are indicative of smooth non-volcanic seafloor (Corbalán et al., 2021)

.

in equation 6.5, the time sampling interval of the data set has been resampled to 2
ms (regarding maximum velocity equal to 8000 m/s and grid spacing of 30 meters).
Our targeted data for inversion is the energy corresponding to the refraction events.
For this reason, we have muted other parts of OBS gathers. We can see the results in
Figure 6.2 before and after resampling, denoising, frequency filtering, and muting.
Another step is to estimate the source wavelet. The importance of source estimation
in FWI is that synthetic receiver gathers, which are compared to observed data, are
created from the convolution between the estimated wavelet and the earth’s impulse
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response (Margrave and Lamoureux, 2019). The source is estimated based on the
near offset traces of the OBS gathers (Figure 6.3).

Figure 6.2: A) Prior to filtering, raw OBS gather. B) OBS gather is obtained after resampling, denoising,
frequency filtering (3-4 Hz), and muting.

6.6 Starting model

Choosing the initial velocity model close to the true model is an important step in
the FWI to avoid cycle skipping (estimated waveform in comparison with observed
waveform is out of phase for more than half a cycle (see Figure C.1 and Figure
C.2)) and ensure the convergence to the global minimum (Zhou, 2016). One of
the ways to obtain the initial velocity model for 2D FWI is ray-based travel time
tomography. This approach is defined based on first-arrival travel times. Our initial
2D P-wave velocity model (see Figure 6.4A) was obtained by Corbalán et al. (2021)
using TOMO2D (Korenaga et al., 2000). The first break of arrivals on OBS data
was picked manually by PASTEUP (Fujie et al., 2008). The starting model of
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Figure 6.3: Shot signature estimation. A) Example of shot signatures extracted from the near-offset direct
wave arrivals of one OBS. B) Estimated source wavelet filtered to a bandwidth 3-4 Hz.

the tomography procedure was defined based on average velocity models in other
ultra-slow spreading ridges (Grevemeyer et al., 2018; Van Avendonk et al., 2017)
and 1D average velocity of (Momoh et al., 2017) (Figure 16) .
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Figure 6.4: A) Initial 2D P-wave velocity model. B) P-wave velocity model obtained from FWI after 60
iterations. Inverted triangles are the station locations. C) Raypaths (black lines) of the first arrivals (Corbalán
et al., 2021). White inverted triangles indicate the locations of the OBSs on the seafloor.

6.7 Inversion strategy

Our inversion is based on hydrophone data. Convolutional Perfectly Matched Layer
(CPML) absorbing boundary condition in the manner of Martin and Komatitsch
(2009) is imposed to reduce the computational burden of forward modeling and
to prevent the spurious events (energy leakage) from the boundary of models into
the modeled data. In total, 16 receivers and 622 traces of shots are included in the
inversion. 4001 time samples were available after resampling, and we truncated
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the recording time up to 8 seconds. We interpolated our initial 2D P-wave velocity
model (having 155 km length and 15 km depth) to 5167×497 gird nodes with a
node spacing of 30 m. Using this grid spacing and a min velocity of 1500 m/s can
lead to accurate modeling for frequencies less than 9 Hz (see equation 6.4). Sources
and receivers positions are adjusted to match grid nodes. We inverted our data in
the frequency range of 3-4 Hz for 60 iterations. The inverted model can be found
in Figure 6.4B. We applied receiver-source reciprocity due to its advantages in the
calculations (Warner et al., 2013). Figure 6.5 shows that the waveform inversion
was able to fit a significant part of the data.

Figure 6.5: A) Observed OBS gather number 10. B) Modeled OBS gather number 10 after first iteration. C)
Modeled OBS gather number 10 after 60 iterations. D) Observed OBS gather number 16. E) Modeled OBS
gather number 16 after first iteration. F) Modeled OBS gather number 16 after 60 iterations

6.8 Serpentinization analysis

The conversion of seismic velocity to a degree of serpentinization is performed by a
linear relationship described in (Carlson and Miller, 2003). The estimated degree
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of serpentinization can be found in Figure 6.6B. We choose the relationship for
a temperature of 300° Celsius, in agreement with oxygen isotope studies in the
area. This conversion is done under the assumption that the profile is composed of
serpentinized peridotite at shallower depths and unaltered peridotite at deeper parts.
This assumption is supported by the following evidence. First, no well-characterized
Moho was identified in the region by MCS analysis in (Momoh et al., 2017). Second,
we could not observe any wide-angle Moho reflection (PmP) arrivals in our OBS
data set. This absence of wide-angle Moho reflection (PmP) arrivals was consistent
with other ultra-slow spreading ridges with low melt supply (Delescluse et al., 2015;
Grevemeyer et al., 2018) but not with faster spreading ridges (Canales et al., 2000;
Horning et al., 2016). Third, significant peridotite was sampled on the seafloor of
shading area (Rouméjon and Cannat, 2014; Sauter et al., 2013) (see Figure 6.1).

Figure 6.6: A) Determination of volcanic, non-volcanic, and transition in our study and previous research.
B) Estimated degree of serpentinization. Inverted triangles are the station locations.
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6.9 Discussion

The final P-wave velocity model of the selected profile gives insights into the
subsurface structures of the SWIR. Our interpretation is limited to 10 km away from
the first and last stations on both sides of the profile based on Monte Carlo and ray
coverage analysis in (Corbalán et al., 2021) (see Figure 6.4C). The P-wave velocity
in the crustal layer is expected to be either lower than the velocity for olivine-rich
gabbros, which is about 7 km/s (Miller and Christensen, 1997) or lower than the
transition between the partially serpentinized peridotite and unaltered peridotite
(∼7-8 km/S) (Christensen, 2004). We use the value of 7 km/s to approximate the
crustal thickness. Previous seafloor mapping across the profile expressed a transition
from smooth non-volcanic seafloor with exhumed serpentinized ultramafic rocks
in the eastern part to volcanic seafloor in the western part (Cannat et al., 2006). A
wider transition was later proposed from an asymmetric axial valley (characteristics
of non-volcanic seafloor) to a symmetric axial valley (characteristics of volcanic
seafloor). The length of this transitional area was estimated to be between 20-30
km based on the analysis of four profiles perpendicular to the ridge-axis (Cannat
et al., 2019) (see Figure 6.6A)).

Our P-wave velocity model suggests variations in the compositions along the
profile. The velocity model is divided into three distinctive regions: The western
zone (model distance <65 km), transition (65 km to 95 km model distance), and the
eastern zone (model distance > 95 km). The eastern zone represents velocities of
3.5–4 km/s at a depth of 0.5 km beneath the seafloor and 7 km/s at depths of 3–4.5
km (see Figure 6.6A). The features in the eastern zone are compatible with exhumed
serpentinized mantle-derived peridotite where the percentage of serpentinization
decreases with depth (see Figure 6.6B right to station 13). 100% serpentinization is
observed at the shallow depths of the profile, and 20% serpentinization is extended
up to 3–4 km below the seafloor of the profile in the transition and the eastern zones
(see Figure 6.6B). The velocities lower than 4.5 km/s at the shallow depths of these
zones can possibly support the full serpentinized as well as very fractured peridotite
at the shallow depths. The presence of the fully serpentinized peridotite at the top
of the model of these zones is in agreement with the seafloor studies (Cannat et al.,
2006; Sauter et al., 2013). We can see a quick change in serpentinization from 100%
to 20% and velocities < 7 km/s at shallow depths in the central and eastern zones
(Figure 6.6). This variation is gradual for serpentinization smaller than 20% and
velocities > 7 km/s. This gradual decrease in serpentinization and velocities at the
deeper sections of the zones suggests that the Moho could be a gradual transition
from hydrated to unaltered peridotite. This suggestion is consistent with elsewhere
along the SWIR (Mével, 2003; Dick et al., 2019) as well as the lack of Moho
reflection in OBS and MCS data (Momoh et al., 2017). Our average thickness
estimation in the transition and eastern zone is approximately 3-4 km (less than the
4.2-5 km thickness estimated in the smooth seafloor by Momoh et al. (2017)). The
variable crustal thickness in the transition is derived from the dike injections and
normal small faults. The dike injections could be responsible for lower values in the
Bouguer anomaly that resulted in the interpretation of this area as volcanic seafloor
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in (Cannat et al., 2006). In agreement with side-scan sonar investigations, our
results strengthen the possibility that the lava patches are erupted directly onto the
seafloor by small offset normal faults (Cannat et al., 2019; Sauter et al., 2013). Our
transition is very close to ∼54-86 km obtained by Cannat et al. (2019). Momoh et al.
(2020) also suggested the presence of intrusive magmatic sills to explain seismic
reflectors in the transition. Another endorsement of our study was obtained by the
shallow cluster of earthquakes at the depth of less than 2 km below the seafloor in
the transition in Chen et al. (2021). They also concluded that the shallow cluster
has a tectonic origin and this tectonic activity is triggered by a magmatic injection
at the 6 to 11 km bsf in the detachment footwall (see Figure 6.7). In the transition,
we can see a gradual westward change in the velocities. We can better distinguish
between volcanic and non-volcanic zones and the length of the transition is bigger
than the distance 59-69 km proposed by Corbalán et al. (2021).

The western zone indicates velocities of 3–4 km/s at a depth of 1 km beneath the
seafloor and 7 km/s at a depth of 5–6 km. The velocity is lower than 4.5 km/s at the
top of the model in the western zone, which is probably basalt. The lower level of
velocity in the western zone extended up to deeper parts of the profile and could be
indicative of a volcanic domain. This probability is reinforced by thicker thickness
(5–6 km) and quicker change of serpentinization in the deeper parts of this zone.
We think the magmatic spreading is dominant in the western zone. The deep-west
cluster of earthquakes at a depth of 6-11 km was also interpreted as related to the
volcanic injection in Chen et al. (2021) (see Figure 6.7). Our suggestion is also
consistent with the negative gravity anomaly in Cannat et al. (2006) and determined
volcanic zone (distance less than 59 km along the profile) in Corbalán et al. (2021).

To aid the discussion, we plot the average one-dimensional velocity model
extracted along the profile (Figure 6.8). We compare our average velocity models
with corresponding results from previous studies in different locations of SWIR.
Our 1D velocity model is in general agreement with the 1D velocity model of

Momoh et al. (2017) from 64°30’. Momoh et al. (2017) indicates velocity at the
seafloor ranging from 2.7 to 4.5 km. Our model constrains the velocities to a wider
range (1.9 - 5 km/s) at the seafloor. The range of velocity at the seafloor is also wider
than the profile of Corbalán et al. (2021) (2.5 - 3.5 km/s). Nevertheless, the smooth
increasing trend of velocity up to 8 km dbsf is in good agreement with Corbalán et al.
(2021). However, our interpretation is similar to Momoh et al. (2017) and Corbalán
et al. (2021), our model has provided deeper and more detailed information about
the lithosphere structures. Minshull et al. (2006) present a narrower range of velocity
at the seafloor (2.3 - 3.5 km/s) at 66°E. They show a high vertical velocity gradient
of up to 6.4 - 7 km/s at 2.7 km dbsf and a low-velocity gradient of up to 6.5 - 8 km/s
at depths greater than 2.7 km bsf. Our average velocity fits well with the velocity
of Minshull et al. (2006). Nevertheless, different interpretations were put forward
in our studies. They suggested that mafic rocks form the crustal structure and
constrained Moho with seismic and gravity data. Moreover, the velocity structure
of Minshull et al. (2006) is indicative of a high gradient layer 2 on top of a low
gradient layer. The gradual decrease in the vertical velocity gradient at 64°30’E
is consistent with a gradual decrease in pore pressure and serpentinization with
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Figure 6.7: A) Histogram of earthquake depth below the seafloor along the ridge axis. The orange circles
show the events of RVSMO catalogs, the blue circles are related to SMSMO catalogs, and the seismic
swarms are green (Figure with partial modification from Chen et al. (2021)). The distance is defined based
on the location of OBSs. B) P-wave velocity model obtained from FWI. For better comparison with the
histogram of earthquakes, the model covering only the location of OBSs is shown.

depth. The average velocity in the models of Momoh et al. (2017), Corbalán et al.
(2021) and Minshull et al. (2006) reaches 7-8 km/s at a depth of 4-5 km. This range
of velocity in our 1D model is at a depth of 7 km and indicates a similar crustal
thickness (7 km) with estimated 1D velocity models of ambient noise interferometry
(see Figure 5.9).

6.10 Conclusion

We use 16 Ocean Bottom Seismometers (OBS) of a 155 km profile along the ridge
axis in the easternmost part of the SWIR at E64°30’. Data analysis using travel
time tomography has been useful for advancing our knowledge about the crustal
structures in the easternmost part of the SWIR. Here, we apply FWI to wide-angle
seismic refraction data to attempt to derive a high-resolution crustal-scale velocity
model, the first such result in the SWIR. Our main findings are as follows:
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Figure 6.8: A) Average 1D velocity model along the inverted profile (black curve). 1D velocity model along
the inverted profile (gray area). B) 1D velocity-depth fields (light purple areas bounded by dark purple lines
and average black curve estimated in Corbalán et al. (2021). 1D velocity-depth fields (light red area) studied
in Momoh et al. (2017).

In good agreement with Cannat et al. (2019) and Corbalán et al. (2021), the
velocity model of the profile is divided into three distinctive regions: Western
zone or volcanic region (model distance <65 km), transition (65 km to 95 km
model distance), and eastern zone with a lithospheric composition of serpentinized
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peridotite (model distance > 95 km). This transition is predicted to have a tectonic
origin at the shallow cluster and magmatic injection at depth of 6 to 11 km bsf. The
thickness of the crust is estimated to be 3-4 km in the eastern and transition zones.
The average crustal thickness is expected 5-6 km in the volcanic western zone.
A westward increase in melt supply is proposed in the seafloor spreading mode.
Our analysis proposed a Moho consisting of a gradual transition from hydrated to
unaltered peridotite in most parts of the profile. Our model has provided deeper
information about the structures.



Chapter 7

Summary, Conclusion, and Suggestions

7.1 Summary and Conclusion

The apparent absence of volcanic activity both at segment ends and along the ridge
axis for over 100 km (Sauter et al., 2004; Carbotte et al., 2016) as well as a large
amount of mantle peridotite in the axial valley (Dick et al., 2003) demanded to
discover the dominant role of tectonic setting in the easternmost Southwest Indian
Ridge. The current hypothesis in the area is that the presence of detachment fault
systems is responsible for forming the underlying crust and seafloor morphology.
While little research has been done in the region, imaging the crustal structure was
necessary to understand and recognize past and ongoing tectonic processes, the
damaged zone of the system, crustal thickness, the spatial distribution and intensity
of serpentinization, and the lithology. Some of our main findings are imaged in
Figure 7.1.

We employed seismic refraction data and ambient noise data to image the crustal
and upper mantle structures. It was the first time that FWI was used in the along-axis
profile of the region. Moreover, the use of ambient noise interferometry was quite a
new approach in the study of mid-ocean ridges.

The vertical components of 43 OBS were used to analyze the ambient-noise
signals. The analysis of seismic refraction data was based on the hydrophone
components of 16 OBS. Our main data preparation stage was the conversion of raw
data into SAC format for ambient noise interferometry, while the SEG-Y format was
delivered to us for the processing and modeling of refraction data. Data conversion
was a very time-consuming part of my job. For each type of instrument, I had to find
a way to convert them from raw to a continuous SEG-Y format and not based on a
shooting table, as it is usually used. Then, I converted the data into SAC format.

In ambient noise interferometry, 176 cross-correlations in the time domain were
acceptable with an inter-station distance of 5–28 km and for frequencies less than 1
Hz. Our cross-correlation results demonstrated that the continuous ambient noise
signals recorded in the region included a considerable amount of coherent energy.

The phase velocities extracted from the inter-station correlation functions and
regression ranged between 1 km/s and 3.5 km/s for periods between 1 s and 10 s
and were in good agreement with two rare examples of the use of ambient noise
interferometry in the imaging of the oceanic lithosphere (Harmon et al., 2007; Yao
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Figure 7.1: A) 1D P-wave velocity model obtained from ambient noise interferometry. B) 1D S-wave
velocity model obtained from ambient noise interferometry. The black solid lines denote the Vp and Vs
averages models. C) Average 1D velocity model along the inverted profile (black curve). 1D velocity model
along the inverted profile (gray area). D) 2D P-wave velocity model obtained from FWI. E) Estimated degree
of serpentinization.

et al., 2011). Outside this period range, the low signal-to-noise ratio prohibited
further analysis.

The P and S wave velocity models obtained from ambient noise tomography
indicated a crustal thickness of about 7 km. This thickness is larger than the 4.2–5
km estimated from the P-wave velocity model in (Momoh et al., 2017) in the central
part of the study area.

The average shear wave velocity between the base of the crust (defined by a
4 km/s Vs threshold) and the maximum depth of our model (15 km) is 4.2 km/s,
which is less than the global reference value of 4.5 km/s (Kennett et al., 1995). This
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can be explained by the younger age of the seafloor in our area.
The high ratio of Vp/Vs at a shallower depth of the crust was indicative of high

porosity and some amount of serpentinized peridotite. The minimum ratio predicted
lower porosity at deeper parts and was in agreement with the Vp/Vs ratio of SWIR
gabbroic rocks analyzed in (Miller and Christensen, 1997). Fast variations of P-wave
and S-wave velocities at depths below 6.5–7.2 km and slow changes at depths >7.2
could also show the variations of the serpentinization process in the crust and upper
mantle. The variable range of Vp/Vs in the crust and considerable serpentinization
were explained by the fracturing of the crust associated with detachment fault
systems and were compatible with the geological heterogeneous model (Mével,
2003; Rouméjon et al., 2015). These findings of serpentinization and fractures are
in agreement with (Corbalán et al., 2021).

Our P-wave velocity model obtained from FWI suggests considerable variations
in the upper lithospheric compositions along the axis-parallel profile. A transition
is expected at a model distance of ∼65-95 km from the predominantly volcanic
domain in the western zone to variable serpentinized peridotite in the eastern zone.
A westward increase in melt supply is proposed in the seafloor accretion mode.

We could not observe any wide-angle Moho reflected arrivals (PmP) in our OBS
data set. The lack of PmP arrivals is compatible with other ultra-slow spreading
ridges (Grevemeyer et al., 2018). Our OBS data associated with MCS data (Cannat
et al., 2006; Sauter et al., 2013; Momoh et al., 2017) indicated that a continuous
basaltic top layer is absent. We can see a quick change in serpentinization from
100% to 20% and velocities < 7 km/s at shallow depths in the transition and eastern
zone. This variation is gradual for serpentinization smaller than 20% and velocities
> 7 km/s. The gradual decrease in serpentinization and P-wave velocities at the
deeper sections also suggests that the Moho is a gradual transition from hydrated to
unaltered peridotite in most parts of the profile.

The velocities lower than 4.5 km/s in the transition and eastern zone can possibly
support the full serpentinized peridotite at shallow depths. The presence of the fully
serpentinized peridotite at the top of the model of these zones is in agreement with
the seafloor studies (Cannat et al., 2006; Sauter et al., 2013).

In the transition and eastern zones, we estimate an average thickness of 3–4 km
(less than the 4.2–5 km thickness estimated by (Momoh et al., 2017) in the smooth
seafloor). The variable crustal thickness in the transition could be derived from the
dike injections and normal small faults. The dike injections could be responsible
for lower values in the Bouguer anomaly (Cannat et al., 2006). In agreement with
side-scan sonar investigations, our results strengthen the possibility that the lava
patches are erupted directly onto the seafloor by small offset normal faults (Cannat
et al., 2019; Sauter et al., 2013). Our transition is very close to ∼54-86 km obtained
by (Cannat et al., 2019). Momoh et al. (2020) also suggested the intrusive magmatic
sills to explain the presence of seismic reflectors in the transition. Further support
for our interpretation was provided by a shallow cluster of earthquakes at a depth of
less than 2 km below the seafloor in the transition domain (Chen et al., 2021).

The deep-west cluster of earthquakes at a depth of 6-11 km confirms the volcanic
injection in the western zone (Chen et al., 2021). The volcanic spreading in the
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western zone is also consistent with the negative gravity anomaly (Cannat et al.,
2019).

The average crustal thickness is expected to be 5-6 km in the volcanic western
zone of the P-wave velocity model. This thickness is nearly close to the estimated
thickness (4 - 5.3 km) by Corbalán et al. (2021) in the western zone.

The average 1D P-wave velocity model of this study is in compliance with
the smoothing trend of 1D models in (Momoh et al., 2017; Corbalán et al., 2021;
Minshull et al., 2006). Having said that, the range of velocity at the seafloor is
wider (2.5 - 3.5 km/s) in our model. The average velocity in the models of Momoh
et al. (2017); Corbalán et al. (2021) and Minshull et al. (2006) reaches 7-8 km/s at a
depth of 4-5 km. This range of velocity in our 1D model is at a depth of 7 km and
indicates a similar crustal thickness (7 km) with estimated 1D velocity models of
ambient noise interferometry (Mohamadian Sarvandani et al., 2021).

Overall, the study reported here could be used as a reference for other ultra-
slow spreading ridges with low melt supply and also divergent margins such as the
magma-poor oceanic-continent transition zone.

7.2 Challenges and Suggestions

Ambient-noise interferometry requires in principle that noise sources be uniformly
distributed in space, a condition that is not always strictly met in practical situations.
As a result, some uncertainty is to be expected. It is proposed to validate the phase
velocity with information from earthquakes (Kästle et al., 2016).

Inversion of passive seismic data still suffers from non-uniqueness since we use
only the fundamental mode of dispersion curve. To avoid this non-uniqueness and
increase the accuracy of the inversion, other modes could be taken into account
(Wang et al., 2019).

In passive seismic tomography, we have used depth inversions independently in
1D modeling beneath each geographical location. Recently, (Zhang et al., 2018)
demonstrated that these depth inversions are spatially correlated. Therefore, a 3D
Monte Carlo method with 3D parameterization is proposed to take into account
these correlations (Zhang et al., 2018).

The seismic method still suffers from considerable limitations for determining
the serpentinization (Rouméjon and Cannat, 2014): 1. It is not easy to approximate
the extent of serpentinization since the seismic velocities of gabbro, basalt, and
dolerites are close to the velocity of partially serpentinized peridotites (Miller and
Christensen, 1997). 2. The resolution of seismic velocity models is sometimes
not enough, and moderate serpentinization can have the same seismic properties
as complete serpentinization. 3. Low seismic velocities in the upper crust do
not correspond to fully serpentinized peridotites, implying that fracturing reduces
velocity (Behn and Kelemen, 2003). Further constraints are suggested to mitigate
these limitations.

While one of our objectives was to determine the damage zone of the region, the
location of our stations did not allow us to achieve this. Full waveform inversion of
OBS data for profiles across the ridge axis will help us in this context.
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The derived P-wave velocity model from FWI can be used as a background
velocity model for reverse time migration (Prieux et al., 2013).

Even though we have meticulously calculated the OBS gathers in FWI through
the finite-difference method, there exists no perfect method of computing OBS
gathers accurately for the elastic wave equation and with covering high and low
frequencies (Cao and Greenhalgh, 1992).

Applying FWI to real-world data remains difficult. These challenges could be
connected to the lack of data in the low-frequency range, source determination, poor
refraction for long-offsets, inaccuracy of the selected wave equation, and decoupling
between parameters (Messud et al., 2021).

We utilized wide-angle refraction to directly target crustal structures. Never-
theless, one of the main disadvantages of this data is its low structural resolution
(Hübscher and Gohl, 2013).

A longer passive seafloor seismic experiment, leaving the OBS for a longer
period of time, would yield better results for both seismicity and ambient noise
tomography.

Conclusion générale

L’absence apparente d’activité volcanique à la fois aux extrémités des segments et
le long de l’axe de la dorsale sur plus de 100 km (Sauter et al., 2004; Carbotte et al.,
2016) ainsi qu’une grande quantité de péridotite mantellique dans la vallée axiale
(Dick et al., 2003) ont permis de proposer un style d’accrétion à tectonique domi-
nante pour la partie la plus orientale de la dorsale Sud Ouest Indienne. L’hypothèse
actuelle dans cette région est que la présence de systèmes de failles de détachement
est responsable de la formation de la croûte sous-jacente et de la morphologie du
plancher océanique. Bien qu’un nombre croissant de recherches aient été effectuées
dans la région, l’imagerie de la structure crustale était nécessaire pour comprendre
et reconnaître les processus tectoniques passés et en cours, la zone endommagée
du système, l’épaisseur de la croûte, la distribution spatiale et l’intensité de la
serpentinisation, et la lithologie.

Nous avons utilisé des données de réfraction sismique et des données de bruit
ambiant pour imager les structures de la croûte et du manteau supérieur. C’est la
première fois que la FWI a été utilisée dans la région sur un profil parallèle à l’axe.
De plus, l’utilisation de l’interférométrie à bruit ambiant était une approche assez
nouvelle dans l’étude des dorsales médio-océaniques.

Les composantes verticales de 43 OBS ont été utilisées pour analyser les signaux
de bruit ambiant. L’analyse des données de sismique réfraction était basée sur
les composantes hydrophones de 16 OBS. La principale étape de préparation des
données a été la conversion des données brutes au format SAC pour l’interférométrie
à bruit ambiant, tandis que le format SEG-Y est utilisé pour le traitement et la
modélisation des données de réfraction. La conversion des données était une partie
très chronophage de mon travail. Pour chaque type d’instrument, j’ai dû trouver un
moyen de convertir les données du format brut au format SEG-Y continu et non
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basé sur une table de tir, comme c’est habituellement le cas en sismique grand-angle.
Puis j’ai transformé les données en format SAC.

En interférométrie dans le bruit ambiant, 176 corrélations croisées dans le do-
maine temporel étaient acceptables avec une distance inter-stations de 5-28 km et
pour des fréquences inférieures à 1Hz. Nos résultats de cross-correlation ont démon-
tré que les signaux de bruit ambiant continu enregistrés dans la région comprenaient
une quantité considérable d’énergie cohérente.

Les vitesses de phase extraites des fonctions de corrélation inter-stations et
régression se situaient entre 1 km/s et 3,5 km/s pour des périodes comprises entre
1 s et 10 s et étaient en bon accord avec deux rares exemples d’utilisation de
l’interférométrie du bruit ambiant dans l’imagerie de la lithosphère océanique
(Harmon et al., 2007; Yao et al., 2011). En dehors de cette plage de périodes, le
faible rapport signal/bruit a interdit toute analyse supplémentaire.

Les modèles de vitesse des ondes P et S obtenus par tomographie du bruit
ambiant ont indiqué une épaisseur crustale d’environ 7 km. Cette épaisseur est
plus importante que les 4.2-5 km estimés à partir du modèle de vitesse des ondes
P dans (Momoh et al., 2017) dans la partie centrale de la zone d’étude. Cette
plus grande épaisseur crustale pourrait être due à l’emplacement de la plupart des
stations utilisées dans le compartiment du mur de la faille de détachement axial
active orientée vers le sud.

La vitesse moyenne des ondes de cisaillement entre la base de la croûte (définie
par un seuil Vs de 4 km/s) et la profondeur maximale de notre modèle (15 km) est
de 4.2 km/s, ce qui est inférieur à la valeur de référence globale de 4.5 km/s (Kennett
et al., 1995). Cela peut s’expliquer par l’âge plus jeune du plancher océanique dans
notre région.

Le rapport élevé de Vp/Vs à une profondeur moindre de la croûte indique
une porosité élevée et une certaine quantité de péridotite serpentinisée. Le rapport
minimum prédisait une porosité plus faible dans les parties plus profondes et était en
accord avec le rapport Vp/Vs des roches gabbroïques SWIR analysées dans (Miller
and Christensen, 1997). Les variations rapides des vitesses des ondes P et S à des
profondeurs inférieures à 6,5-7,2 km et les changements lents à des profondeurs
supérieures à 7,2 pourraient également montrer les variations du processus de
serpentinisation dans la croûte et le manteau supérieur. La gamme variable de
Vp/Vs dans la croûte et la serpentinisation considérable ont été expliquées par la
fracturation de la croûte associée aux systèmes de failles de détachement et était
compatible avec le modèle géologique hétérogène (Mével, 2003; Rouméjon et al.,
2015). Ces résultats de serpentinisation et de fractures sont en accord avec les
travaux de modélisation des ondes P de (Corbalán et al., 2021).

Notre modèle de vitesse des ondes P obtenu à partir de FWI suggère des variations
considérables dans les compositions de la lithosphère supérieure le long du profil
parallèle à l’axe. Une transition est attendue à une distance de modèle de ∼65-95
km entre un domaine à prédominance volcanique dans la zone occidentale et celui
composé de péridotite serpentinisée dans la zone orientale. Une augmentation
vers l’ouest de l’approvisionnement en matière fondue est proposée dans le mode
d’accrétion du plancher océanique.
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Nous n’avons pas pu observer d’arrivées réfléchies par le Moho grand angle
(PmP) dans notre ensemble de données OBS. L’absence d’arrivées PmP est compat-
ible avec d’autres dorsales océaniques ultra-lentes (Grevemeyer et al., 2018). Nos
données OBS associées aux données MCS et de bathymétrie (Cannat et al., 2006;
Sauter et al., 2013; Momoh et al., 2017) permettent de suggérer qu’une couche
supérieure basaltique continue soit absente. Nous pouvons voir un changement
rapide de la serpentinisation de 100% à 20% et des vitesses < 7 km/s à faible
profondeur dans la zone de transition et dans la zone orientale. Cette variation est
graduelle pour une serpentinisation inférieure à 20% et des vitesses > 7 km/s. La
diminution graduelle de la serpentinisation et des vitesses des ondes P dans les
sections plus profondes suggère également que le Moho est une transition graduelle
de la péridotite hydratée à la péridotite non altérée dans la plupart des parties du
profil.

Les vitesses inférieures à 4,5 km/s dans la zone de transition et la zone orientale
peuvent éventuellement soutenir la présence de péridotite entièrement serpentinisée
à faible profondeur. La présence de péridotite entièrement serpentinisée au sommet
du modèle de ces zones est en accord avec les études du plancher océanique (Cannat
et al., 2006; Sauter et al., 2013).

Dans les zones de transition et orientale, nous estimons une épaisseur moyenne
de 3-4 km (inférieure à l’épaisseur de 4,2-5 km estimée par (Momoh et al., 2017)
dans le plancher océanique lisse). L’épaisseur variable de la croûte dans la transition
pourrait être dérivée des injections de dikes et des petites failles normales. Les in-
jections de dikes pourraient être responsables des valeurs plus faibles de l’anomalie
de Bouguer (Cannat et al., 2006). En accord avec les investigations par sonar latéral,
nos résultats renforcent la possibilité que les zones de lave soient éjectées directe-
ment sur le plancher océanique par de petites failles normales décalées (Cannat
et al., 2019; Sauter et al., 2013). Notre domaine de transition ∼54-86 km est très
proche de celui obtenu par (Cannat et al., 2019). Momoh et al. (2020) ont également
suggéré des sills magmatiques intrusifs pour expliquer les réflecteurs sismiques
dans la transition. Un autre appui de notre étude est constitué par la présence d’un
essaim de séismes peu profonds à une profondeur de moins de 2 km sous le plancher
océanique dans la transition (Chen et al., 2021).

L’essaim de tremblements de terre à une profondeur de 6-11 km dans la zone
ouest confirme l’injection volcanique dans cette zone ouest (Chen et al., 2021).
L’accrétion océanique magmatique dans la zone occidentale est également cohérente
avec l’anomalie gravimétrique négative (Cannat et al., 2019).

L’épaisseur moyenne de la croûte devrait être de 5-6 km dans la zone occidentale
volcanique du modèle de vitesse d’onde P. Cette épaisseur est presque proche de
l’épaisseur estimée (4 - 5,3 km) par Corbalán et al. (2021) dans la zone occidentale.

La moyenne du modèle 1D de vitesse des ondes P de cette étude est conforme à
la tendance au lissage des modèles 1D dans (Momoh et al., 2017; Corbalán et al.,
2021; Minshull et al., 2006). Cela dit, la gamme de vitesse au niveau du plancher
océanique est plus large (2,5 - 3,5 km/s) dans notre modèle. La vitesse moyenne
dans les modèles de Momoh et al. (2017); Corbalán et al. (2021) et Minshull et al.
(2006) atteint 7-8 km/s à une profondeur de 4-5 km. Cette gamme de vitesse
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dans notre modèle 1D est à une profondeur de 7 km et indique l’épaisseur crustale
similaire (7 km) avec les modèles de vitesse 1D estimés de l’interférométrie de bruit
ambiant (Mohamadian Sarvandani et al., 2021).

Dans l’ensemble, l’étude décrite ici pourra être utilisée comme référence pour
d’autres dorsales océaniques ultra-lentes avec un faible apport en magma et égale-
ment pour des marges divergentes telles que la zone de transition océan-continent
pauvre en magma.
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Appendix A

Additional explanation of chapter 2

A.1 Basic concepts: waves, source, and receiver

In general, we have two kinds of seismic methods in terms of their sources: passive
and active. All the seismic methods work upon the principle that waves travel
through the subsurface and the returned wave can be processed regarding the
properties of the subsurface (Hübscher and Gohl, 2013). In principle, we need four
main elements to observe seismic waves (Mari, 2021):

1. Source distribution: The duty of the source is to produce the deformation in
the medium.

2. Physical medium or geological formations defined by mechanical parameters
Vs, Vp, density, and quality factor.

3. An elastic deformation in the medium produced by the source.
4. Receiver distribution: It must be able to record the deformation in the medium.

This record is carried out either by variations in displacement, velocity, or accelera-
tion (geophones, accelerometers) or through the measurement of pressure variations
(hydrophone).

The details of the waves, sources, and receivers will be explained in the following.

A.1.1 Waves

In the active seismic method, the emitted wave is a P-wave, or sound wave, and is
generated by humans. What is very important is that we must know the emitted
and recorded waves in active or passive seismic acquisition. In an active seismic
survey, when the emitted P-waves enter the Earth, in addition to transmission and
reflection to the receiver, they are converted into S waves (Hendrick, 2006; OGP,
2011). To have a better perception of how P-waves are converted into S-waves,
see Figure A.1B. In passive seismic, the source (such as an earthquake) radiates S
waves and P waves in all directions (Figure A.2). In both active and seismic surveys,
the interaction of body waves with the surface of the earth produces surface waves
(Figure A.2C). Therefore, typically, what we receive as a result of ground motions
in the receivers are body waves (P and S waves) and surface waves (Rayleigh waves
and Love waves). Based on how these waves move the ground, we can record these
waves in the components of the receivers. Based on our target, we use the P-wave,
S-wave, or surface wave in the processing or imaging of data. For example, in
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P-wave or S-wave tomography or in P-wave or S-wave migration, we may pick only
one component of the receiver. This selection of P-wave or S-wave is the same for
passive and active data. In the next part, we will explain these waves in more detail.

Seismic waves are not only divided into body and surface waves but also classified
into short and long periods. When the wave arrives, the surface of the ground rises
to the maximum amplitude. After that, it starts falling to its initial level, or flatness.
This rise and fall of the ground are quicker for short-period waves (e.g., 1 second)
and slower for long-period waves (e.g., 1 minute). These short and long-period
waves are also called high-frequency and low-frequency waves, respectively, by
geophysicists.

Figure A.1: A) The P-wave is received directly at the vertical component of the geophone. B) The P-wave
is divided into P-wave and S-wave components, with the P-wave being recorded by the vertical components
and the S-wave being recorded by the horizontal components (Hendrick, 2006).

A.1.1.1 Body waves: P and S waves

Body waves propagate through the interior structures of the Earth. The first kind
of body wave is the P-wave or primary wave. This is the fastest kind of seismic
wave and, consequently, the first to arrive at a seismic station (receiver). In P-waves,
the vibration of the rock is in the direction of wave propagation or travel (Schuck
and Lange, 2007) (see Figure A.1, Figure A.2B and Figure A.3). P-waves are
compressive and travel upward through the body of the earth. So, the P-wave
mostly affects the vertical movement of the ground and is recorded by the vertical
component of the receiver (Hendrick, 2006). The P-wave can move through solid
rock and fluids like water or the liquid layers of the earth. P-waves are also known
as compressional waves. The second type of body wave is the S-wave or secondary
wave. The particle motion generated by the S-wave is perpendicular to the direction
of propagation (Schuck and Lange, 2007) (see Figure A.1, Figure A.2A and Figure
A.3). When S-waves arrive at the earth’s surface, they mainly move the ground
horizontally and can be recorded by the horizontal components of the receiver
(Hendrick, 2006). However, a less energetic S-wave can be detected on the vertical
component of the receiver. An S-wave travels at a slower rate than a P-wave and
can only pass through solid rock (Kumar et al., 2021). It should be noticed that in
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Figure A.2: A) The propagation of S-waves beneath the Earth caused by earthquakes. The particle motion is
perpendicular to the direction of propagation. B) Propagation of a P-wave caused by an earthquake beneath
the Earth. The particle motion is in parallel with the direction of propagation. C) Propagation of surface
waves on the earth’s surface and body waves (P and S waves) beneath the Earth (Plummer, 2004; Ducros,
2018). The direction of particles motion has been ignored in C.

Figure A.3, we are showing the movement of P-wave and S-wave in a layer but not
on the surface of the Earth. When a P-wave and an S-wave arrive at the surface, the
ground motion is mostly vertical and horizontal accordingly (see Figure A.1).
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A.1.1.2 Surface waves: Love waves and Rayleigh waves

Surface waves propagate only at the interface between two different mediums, such
as the interface between the surface of the Earth and the atmosphere. They arrive
at the receivers after the P and S waves and are confined to the near-surface layers
of the Earth. Traveling only through the crust, surface waves usually have larger
amplitudes and longer wavelengths than body waves (Kumar et al., 2021). However,
they move more slowly than body waves, they are often the most destructive type
of seismic wave (Leiber, 2003). The two most common types of surface waves are
Rayleigh waves and Love waves. Love waves are the fastest surface waves and move
the ground from side to side in a horizontal plane perpendicular to the direction
that the waves are traveling (see Figure A.3). That’s why they are observable in the
horizontal components of receivers. Rayleigh waves roll along the ground just like
a wave rolls across a lake or ocean (see Figure A.3). These waves are generated
by the interaction of P and S waves at the surface of the earth. They move the
ground up and down, and side-to-side. Therefore, the motion of these waves can be
recorded by the vertical and horizontal components of receivers.

A.1.2 Sources and receivers

In passive seismic, the sources are earthquakes and ambient noise. The source of
ambient noise seems to be generated by coupling between the ocean wave energy
and solid earth (Longuet-Higgins, 1950; Hasselmann, 1963; Hillers et al., 2012;
Gualtieri et al., 2013). In land active seismic, the source is normally an explosion,
and in marine seismic, air guns are mostly used as the main source. The air
gun generates a high-amplitude signal by sending high-pressure air into the water.
The energy emitted by the air gun is primarily vertically downward (Landrø and
Amundsen, 2010). The pressurized or compressed air of the air gun is supplied
by an air compressor during the shooting. The main disadvantage of the air gun is
the bubble pulse produced by the expansion-collapse cycle of the air bubble. The
typical solution for suppressing bubble noise is to use several air guns with different
volumes as well as clustering of air guns in an array (Dondurur, 2018). The air gun
array consists of some strings (sub-arrays) Each string can contain individual air
guns or clusters of air guns The volume of the air gun array is calculated by the
summation of the volumes of each gun (typically 49.2–131.6 liter) (Landrø and
Amundsen, 2010).

Ocean bottom seismometers (OBS) are receivers in marine seismic that contain
3 components of seismometers and a hydrophone to record long-offset seismic
data. Some of the energy from the waves comes back to the recording receivers.
The receivers measure the strength of the energy and the travel time of this energy
between the earth’s layers and the location of the receivers. However, the words
"amplitude" and "energy" are often used interchangeably in recorded data in the
receivers; energy is proportional to the square of the amplitude. The measured data,
using the seismic processing methods, is converted into an image of the subsurface
of the earth in the region (OGP, 2011).
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Figure A.3: Top to bottom: 1. Motion of particles (red arrow) parallel with the direction of P-wave
propagation in a layer. 2. Motion of particles in a layer perpendicular to the direction of wave propagation3.
horizontal and vertical motion of Rayleigh waves near the Earth’s surface. 4. Horizontal motion of the love
wave near the Earth’s surface (Craven, 2011).
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Figure A.4: Stress is specified as the force per unit area. The normal stress is shown by σ and it is
perpendicular to the surface of the object. The shear stress is parallel to the object’s surface and is denoted
by τ in the Figure. The stresses in different directions are presented in the stress tensor. In τij or σij , i is
indicative of the plane and j is representative of the stress direction (Thierney, 2019).
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Figure A.5: Three types of seismic surveys At distances smaller than the critical distance reflected waves
can be recorded. At distances equal to critical distance and greater than critical distances, refracted and
wide-angle reflected waves will be captured by receivers (Mari, 2021).

Figure A.6: The void space in rocks is porosity (Smithson, 2015).



Appendix B

Additional explanation of chapter 3

Figure B.1: Symmetric abyssal hills are created when small-offset faults beak on both sides of the ridge axis
(Rosen, 2015).
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Figure B.2: Setting of a detachment fault system when the magma is poor or the M value is less than 0.5. A)
Detachment fault system activation at 50° dip. B) Decrease in dip to 30° by horizontal moving of the upper
plate. C) Detachment fault rolling in a horizontal direction (Platt et al., 2015).



Appendix C

Additional explanation of chapter 6

Figure C.1: A schematic diagram presents the cycle-skipping concept in FWI. The period of the observed
seismogram is T. The upper estimated seismogram with a time delay of > T/2 causes cycle-skipping (the
n+1th cycle of estimated data will match the nth cycle of observed data). There is no cycle-skipping for the
upper estimated seismogram with a time delay of < T/2 (Roy, 2013)

.
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Figure C.2: The presence of cycle skipping when the initial model is far from the true model (Ramos-
Martínez et al., 2018).
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