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ĥXX Estimation of self-interference channel gain vector at user X
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Résumé
Ces dernières années, le développement et la démocratisation rapide des communica-

tions sans fil et mobiles ont conduit à créer le besoin croissant de transmissions de données

à haut débit, nécessitant obligatoirement une optimisation des ressources énergétiques

et de l’efficacité spectrale. Les systèmes de communication 5G et au-delà (5G & Be-

yond) doivent atteindre un ensemble d’objectifs dans le cadre des futurs réseaux sans

fil et seront omniprésents, centrés sur l’humain, exploitant de manière optimale les ban-

des de fréquences disponibles, très sécurisés et intelligents. Toutes les évolutions 5G et

au-delà sont et seront exploitées aussi bien dans le secteur industriel comme les usines

intelligentes, les transports et l’énergie; que dans les domaines grand public comme la

santé, l’automatisation, la technologie des transports et l’éducation. Il est indispensable

d’assurer l’intégrité des données tout au long de la châıne de transmission. Dans ce con-

texte plein de défis, la recherche sur la 5G et au-delà attend avec impatience de révéler de

nouveaux problèmes ouverts passionnants. Pour fournir divers services en termes de faible

latence, d’accès massif et de sécurité, de nombreuses technologies émergentes ont été pro-

posées pour la 5G et au-delà et en particulier pour les applications de l’Internet des objets

(IoT) et les communications dites écologiques (green communications). La technologie la

plus prometteuse au niveau de la couche physique, pour la conception de transmissions

permettant d’utiliser efficacement le spectre, est la transmission Full-Duplex (FD) qui

permet de transmettre et recevoir simultanément dans la même bande de fréquence du

canal utilisé.

Afin de doubler ”en théorie” l’efficacité spectrale, par rapport à la méthode tradition-

nelle utilisant la transmission Half-Duplex (HD), la composante du signal liée à l’auto-

interférence (SI) produite intrinsèquement par tout système FD doit être supprimée ou

réduite jusqu’à un niveau proche du bruit de fond. C’est le plus grand défi dans les

systèmes de transmission FD, et de nombreuses solutions ont été proposées à différents

niveaux de la châıne de transmission, telles que l’annulation au niveau radiofréquence

(RF), l’annulation au niveau analogique et l’annulation au niveau numérique. Cepen-

dant, les transmissions FD, sous condition d’un bon contrôle du phénomène de SI, ont

suscité l’intérêt d’un grand nombre de chercheurs pour leurs applications possibles aux

problèmes de sécurité de la couche physique (PLS), en utilisant l’auto-brouillage ou le

bruit artificiel (AN) à des fins de sécurisation de la transmission. De plus, des schémas

de codage canal récents et efficaces proposés pour les nouveaux standards de communi-

cations, tels que les codes 5G Quasi-Cyclic Low Density Parity Check (QC-LDPC), les
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codes polaires 5G et les turbo codes LTE sont à considérer et semblent des candidats

potentiels, non seulement pour améliorer la fiabilité de la transmission des données, mais

également pour réduire le phénomène de SI en FD et afin d’améliorer la sécurité en termes

de PLS.

Par conséquent, le contenu de cette thèse vise à exploiter l’état de l’art sur les trans-

missions FD, de l’annulation de la SI dans le domaine numérique et des schémas récents

de codage de canal radio afin d’améliorer d’abord la robustesse et les performances atten-

dues des systèmes de transmissions au niveau de la couche physique, puis leur sécurité,

en particulier dans les transmissions par paquets courts pour les applications de type IoT

et les communications dites écologiques ou vertes.

Tout d’abord, l’impact des phénomènes de la SI et du bruit de quantification générés

par les processus de conversion numérique-analogique (DAC) / conversion analogique-

numérique (ADC) au niveau de l’émetteur et du récepteur sur les performances des

systèmes de transmission FD ayant une antenne à l’émission et une antenne à la réception

(SISO : Single Input Single Output) sont pris en compte. Des schémas de codage de canal

efficaces et récents sont utilisés afin de surmonter les effets de la SI résiduelle et du bruit de

quantification dans le processus d’annulation ou de réduction. L’impact de la résolution

en nombre de bits au niveau de la quantification des convertisseurs est également dis-

cuté et en particulier les compromis nécessaires en termes de sélections conjointes des

résolutions en nombre de bits par rapport aux performances attendues au niveau des pro-

cessus DAC/ADC, surtout dans le contexte des transmissions IoT et les communications

écologiques ou vertes. Ensuite, les performances de différentes architectures de disposi-

tifs de quantification au niveau du récepteur telles que Σ∆, mi-hauteur à pas gaussien

(Gaussian with mid-rise), pipeline et registres à approximation successive ADC (SAR)

sont évaluées. Les résultats soulignent que l’utilisation de schémas de codage de canal est

nécessaire pour les systèmes de transmission FD.

Malgré cela, les recherches de la littérature dans le cadre de transmissions FD par

paquets courts sont toujours en cours et elles font apparâıtre la nécessité d’utiliser plus

de symboles de données pour obtenir une bonne statistique de convergence afin d’obtenir

des résultats significatifs. Par conséquent, ces approches ne semblent toujours pas être

des solutions satisfaisantes pour des systèmes de transmission économes en temps, en

bande passante et en puissance pour la transmission de paquets courts en contexte de

transmission FD. Afin de pallier ces inconvénients, un algorithme itératif conjoint aveu-

gle d’annulation de la SI, d’estimation du canal de propagation et de décodage pour les

transmissions FD via la rétroaction d’estimations du canal et de messages décodés com-

binés avec le processus d’annulation d’auto-interférence numérique (DSIC) est proposé

dans cette thèse. L’algorithme aveugle proposé estime simultanément les canaux de SI

et de propagation et décode les messages à chaque itération de décodage des codes 5G

QC-LDPC. Une boucle de rétroaction est formée à l’aide de l’estimation de canal de prop-
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agation temporaire et du message décodé pour améliorer l’annulation de la SI et également

l’estimation du canal ainsi que le décodage dans l’itération suivante. Les résultats soulig-

nent que l’algorithme proposé surpasse l’algorithme conventionnel sans rétroaction, en

particulier à un rapport signal sur bruit (SNR) élevé et un petit nombre de symboles, et

nécessite beaucoup moins de temps de traitement tout en atteignant les performances de

convergence. Les résultats montrent également que l’algorithme proposé est moins sensi-

ble au niveau de la puissance de la SI que l’algorithme conventionnel. De plus, cette thèse

propose également un schéma de rétroaction partielle, qui n’utilise qu’une faible portion

de symboles de rétroaction pour l’estimation de canal, afin de réduire considérablement

le temps de traitement et la complexité de calcul tout en maintenant les performances

à un niveau acceptable, ce qui est tout à fait adapté à une utilisation de cet algorithme

itératif aveugle pour des transmissions FD par paquets courts dans les applications IoT

et les communications écologiques.

Cependant, lors de l’utilisation de l’algorithme aveugle, il persiste un nombre d’erreurs

de décodage résiduelles qui semble tout de même assez significatif dans la région à

bas SNR. Par conséquent, une version semi-aveugle est donc développée prenant en

compte quelques symboles pilotes supplémentaires et permettant une coopération lors de

l’estimation des canaux pour former la composante de rétroaction et sans nécessiter de ré-

encodage. Les résultats montrent que cet algorithme semi-aveugle atteint non seulement

des performances presque optimales, mais réduit également considérablement le temps

de traitement et la complexité de calcul. Cet algorithme semi-aveugle permet également

d’améliorer les performances du système, en particulier à faible SNR. Les résultats de cette

étude mettent en évidence le potentiel en termes d’efficacité de cet algorithme itératif semi-

aveugle conjoint pour des transmissions FD par paquets courts dans le cadre de scénarios

pratiques pour la 5G et au-delà et/ou l’IoT.

Enfin, l’évaluation de la mise en œuvre de la sécurité au niveau de la couche physique

(PLS) par transmission de type FD à paquets courts dans un contexte d’écoute indiscrète

passive et active est considérée dans cette thèse. En effet, les schémas de rétroaction

aveugle et semi-aveugle proposés sont appliqués au niveau du récepteur légitime pour

améliorer la PLS dans une transmission SISO FD. En particulier, le récepteur légitime

et le récepteur espion peuvent simultanément recevoir le signal voulu de l’émetteur et

diffuser un signal d’auto-brouillage ou de brouillage à l’autre. Les résultats montrent

que les algorithmes proposés surpassent l’algorithme existant en termes de fiabilité et de

sécurité. Ils montrent également que les algorithmes proposés sont moins sensibles que

l’algorithme conventionnel, aussi bien au niveau de la SI, que des signaux d’auto-brouillage

ou des interférences de brouillage. Les résultats soulignent également que les algorithmes

proposés montrent une robustesse non seulement vis-à-vis des facteurs de sécurité et de

fiabilité, mais également à la consommation énergétique, ce qui convient parfaitement aux

transmissions IoT à paquets courts et aux communications vertes.
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Introduction

General Background

Full-Duplex (FD) Transmission

It is certainly that wireless communications will remain one of the pillars of the de-

veloped world in the future. Every day, more data is transmitted over the air, requiring

greater efficiency from wireless communications systems in all areas. Especially, when hu-

man beings are moving deeply toward the 5th Generation wireless systems standard (5G)

networks and beyond, the most important target is ensuring the spectrum efficiency and

obtaining the extremely high data rate [1–4]. Moreover, the fast development of wireless

and mobile communication leads to the requirement of the invention of new and inno-

vate techniques in order to fulfill the demands of modern society [5–10]. Therefore, the

research community has proposed various solutions and techniques such as increasing the

number of transceiver’s antennas [11, 12] or transmitters over a higher center frequency,

in which the bandwidth is increased over time [13, 14].

Consequently, an efficient spectrum sharing technique called Full-Duplex (FD) trans-

mission has been proposed [3, 10]. FD radio technology transmissions, which simultane-

ously transmit and receive information at the same channel used with the same spectrum

and at the same time, can boost the spectrum efficiency. Unlike traditional communication

systems, which operate in Half–Duplex (HD) mode [15–17] by dividing the transmitter

and receiver in the time domain as Time Division Duplex (TDD) or in the frequency

domain as Frequency Division Duplex (FDD), FD transmission systems can use the time-

frequency resource at the same time for transmission and reception. Fig. 1 shows the

usage spectrum and the time resource for the TDD, FDD, and FD transmission systems.

It can be seen that FD transmission uses more efficiently the resources than the other

traditional methods. In mathematics, spectral efficiency can be illustrated by using the

Shannon theorem, which is the relationship between the capacity (C), bandwidth (W),

and Signal-to-Interference-plus-Noise ratio (SINR) of a practical communication system,
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Fig. 1: Graphical presence of time and frequency resources in TDD, FDD and FD trans-
mission systems.

which is given in Equation (1):

CHD =W log(1 + SINRHD),

CFD = 2W log(1 + SINRFD).
(1)

Although they have the same overall bandwidth W , the FD transmission capacity is

double that of HD transmission. Therefore, FD is a promising technique for 5G wireless

networks as it can “in theory” double the spectral efficiency, compared to traditional

HD transmission [18, 19]. However, due to the same channel used for transmission and

reception, the problem of Self-Interference (SI) should be considered carefully, which is

illustrated in details in the following chapters of this thesis.

Due to the efficient use of resource and outstanding compared with traditional meth-

ods, FD transmission has many applications to the modern transmission networks, not

only for transmitting data but also for maintaining security. As shown in Fig. 2, we first

consider a FD base station sending data on the downlink to one HD user and receiving

data on the uplink from another HD user. In this case, the base station operates in

FD mode and can send and receive simultaneously over the same frequency slot, while

it would need two time and frequency resources to transmit and receive if HD mode is

used. Secondly, a FD relay station receives and forwards simultaneously the signal be-

tween two HD terminals. Thus, the relay can increase the spectral efficiency compared to

HD operation. Moreover, FD transmission in a cognitive radio network allows secondary

terminals to sense network traffic while transmitting themselves signal [20]. They do not

have to stop sending to listen to the channel and can stop transmitting as soon as the

principal terminal starts using it. The power of the remaining SI after cancellation must

be smaller than the power of the received primary user for this application to be feasible.

Last but not least, securing wireless data transfer can also benefit from FD transmission.

The receiver simultaneously broadcasts a jamming signal while receiving the useful signal,

causing the eavesdropper to receive a superposition of the intended signal and the jam-

ming signal. It is impossible for the eavesdropper to detect the beneficial signal without

prior information on the structure of the two signals [9, 21, 22].
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Fig. 2: Example of FD transmission applications.

Internet of Things (IoT)

Next-generation wireless communication systems will connect billions of IoT devices

and user elements along with billions of people, enable machine-to-machine communica-

tions in a heterogeneous and dynamic environment, and provide low-latency computing

and storage resources on demand at the deep edge and in the cloud [23, 24]. In [25], an

appropriate definition of IoT is given that might be a good starting point: “a world where

physical objects are seamlessly integrated into the information network and where physical

objects become active participants in business processes”. It is true that the “Internet”

has evolved the human lives ultimately, but then again the new adopted technology IoT

has promoted dummy machines to smart, autonomous and interactive machines [24]. In

recent years, IoT aims to allow ubiquitous connections between things with computing,

communication, and sensing ability. IoT can be seen as the next generation interconnec-

tion area that will enable connectivity between people’s devices and machines, enabling

actions to take place without human intervention. Now, it has been become an integral

part of human’s life in various applications such as in industrial domain (manufacturing,

utility management, agriculture, etc) and in public domain (healthcare, e-commerce, etc),

which is shown in Fig. 3. With the huge amount of IoT devices, which is up to billions

of computing devices, ranging from a well smartphone to embedded low-cost, low-energy

and lightweight computing devices, wireless is seen as the best option to avoid installation

costs while providing ubiquitous connection [26].

Traditionally, many wireless transmission technologies have been used to provide mas-

sive IoT devices connection. Well-known standards are Bluetooth, Zigbee and Z-Wave,

which are classified as short-range communication technologies. However, their opera-

tion has faced with the problems of power, cost, complexity, and data rate, when the
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Fig. 3: IoT networks and industrial applications.

IoT system requires larger covering areas with numerous IoT devices. To overcome these

problems, a solution based on the second to fourth generation of cellular networks such as

2G, 3G, and 4G has been implemented, but consumes excessive energy from the devices

in the network [27]. Therefore, the Low-Power Wide-Area Networks (LPWAN) can be

seen as a promised candidate for IoT transmission because it can adapt the requirements

of high efficiency energy (more than 10 years battery), large covering area (from 10 to

40 km), and inexpensive wireless modules (less than 2 euros per device per year) [28].

Many features of LPWAN are currently operated in unlicensed frequency band as well as

licensed frequency band. Narrow Band IoT (NB-IoT) is a different transmission technol-

ogy belonging to LPWAN, which uses the narrowband radio frequency of Release 13 of

the Long Term Evolution (LTE) standard of The Third Generation Partnership Project

(3GPP). A lot of telecom companies have used NB-IoT as transmission standard in IoT

networks such as water meter in Spanish Vodafone and smart city applications in China

because of the quality of service, coverage and battery life, etc [29]. However, 5G and IoT

technologies are more than just a new generation of wireless technology. It represents a

fundamental change in the mobile ecosystem, unleashing a powerful combination of ex-

traordinary speed, expanded bandwidth, low latency, and increased power efficiency that

drives billions of more connections and changes our world. It’s unleashing a massive IoT

ecosystem where networks can serve billions of connected devices, with the right trade-

offs between speed, latency and cost. It leads to the requirement of different wireless

technology such as:

• massive Machine-Type Communication (mMTC), or energy-efficient 5G, adopts ex-

isting LTE LPWAN, where NB-IoT and LTE-M technologies are part of the mMTC

category of 5G [27, 29, 30];
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• ultra-Reliable Low-Latency Communications (uRLLC), or mission-critical 5G, is

a new class of performance communication that focuses on the highest possible

reliability while enabling latency as low as 1ms [31];

• enhanced Mobile Broadband (eMBB), or high speed 5G, is predominantly high data

throughput that leverages new, greater bandwidth 5G spectrum [31].

Physical Layer Security (PLS)

The Open Systems Interconnection (OSI) model was created by the International Or-

ganization for Standardization, allowing several communication systems to communicate

using standard protocols on seven layers, including application layer, presentation layer,

session layer, transport layer, network layer, data link layer, and physical layer [32], as

shown in Fig. 4.

Fig. 4: OSI model.

Normally, most network security algorithms are implemented in the upper layers of the

communication system such as application layer, transport layer, and network layer. How-

ever, the physical layer that provides an electrical, mechanical, and procedural interface

to the transmission medium between devices, is found to be more robust when it comes

to security. Although the complexity of the security algorithms may become an issue,

PLS can simplify the security algorithms in terms of power efficiency and computational

complexity [33]. Therefore, even though eavesdroppers can be equipped with high-power

computational devices, the reliability and security of the network can also remain, which

means that the eavesdropper does not catch information and the intended information is

not affected or corrupted by a jamming signal, respectively [34]. Furthermore, the connec-

tion of devices in a 5G network is usually ascertained; they can access or leave the network
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randomly at any time, so it is too difficult to implement the cryptographic key distribution

technique [34]. Therefore, exploiting an emerging PLS technique for 5G transmission has

received a great deal of research interest. In wireless networks, PLS securely transferring

confidential data has been considered a challenging task because of the broadcast nature

of wireless environments. In addition to approaches of using cryptography methods [35],

security based on information theory has been widely acknowledged as an attractive for

security enhancement in wireless networks [36–38].

Fig. 5: Wiretap channel model.

In the information and coding community, the wiretap channel model, which is shown

in Fig. 5, was first proposed by Wyner in [39] and further polished in 1978 by Csiszar and

Korner for broadcast channels with confidential messages [40]. In wireless PLS, the key

idea is to exploit the characteristics of wireless channels such as fading gains to transmit

a message from a source to an intended destination by the intended channel while keeping

this message confidential from the listening of eavesdroppers by wiretap channel. The

main objective is to provide information privacy of transmitted data, solely based on the

hypothesis that the channel from the transmitter to the eavesdropper is noisier and weaker

than the channel from the transmitter to the legitimate receiver. In wiretap channel,

there are two types of eavesdropper, such as passive eavesdropper, which only listens to

the intended message, and active eavesdropper, which can also broadcast the interference

or jamming signal to the legitimate receiver. The active eavesdropper was introduced

by Ozarow and Wyner as the second type of wiretap channel named wiretap channel II,

where the active eavesdropper not only listens to the intended transmitter, but can also

transmit a jamming signal to the legitimate receiver [41]. Therefore, various solutions

should be studied to improve the PLS such as the use of self-jamming or Artificial Noise

(AN). [9, 21, 42–44].

Motivation

The rapid growth in complexity of IoT networks leads to the requirement of a high-

security mechanism within an IoT network to protect private and confidential information.

Because once an IoT device is hacked, the hackers can gain control and attack other devices

in the network. Therefore, confidentiality in wireless medium, or PLS, becomes more vital

to protect the legitimate information as well as improve the system’s performance [34].
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Fig. 6: Example of FD transmission to avoid eavesdropper.

The use of a FD transmission may be a first level of data security at the legitimate receiver

by receiving simultaneously the useful signal and broadcasting a self-jamming signal in

one transmission media, as shown in Fig. 6. Thus, the received signal will be more

difficult to exploit by an eavesdropper who intercepts the communication [18]. Moreover,

the eavesdropper can also broadcast its own jamming signal to the legitimate receiver in

order to reduce his reception behavior. Therefore, a robustness innovation in the decoding

mechanism should be explored to not only overcome the jamming interference but also

reduce the SI problem in the FD transmission. In recent years, many signal processing

techniques using FD transmission in PLS have been developed to support the security.

The authors in [45] explored the PLS of an Ad-hoc wireless network, where the legitimate

receiver works in FD transmission. It simultaneously receives the legitimate information

and transmits the AN or self-jamming signal to destroy the operation of the eavesdropper

node. In the study of the authors in [46], it was proposed that the joint of the information

and jamming beamforming for PLS with the FD base station degrades eavesdropper

decoding and increases the secret rate in the wireless system. Furthermore, channel

secrecy capacity and transmission message reliability can be a problem for communications

with finite block length or short-packet [47]. Therefore, PLS in short-packet transmission

is recently an open area for focusing on 5G applications & beyond.

Moreover, the use of a FD transmission with good control of SI will also be consid-

ered as a first level of data confidentiality and accuracy in wireless medium in 5G and

IoT networks; for instance of transmitting simultaneously the information signal and the

self-jamming signal to not only protect the legitimate information but also improve the

system’s performance [48]. However, achieving doubled spectral efficiency in FD trans-

mission is a challenging task due to the difficulty of suppressing the SI component, which

could be up to 120 dB in power in real networks [8, 10, 49–51]. It is necessary to cancel

the SI component to the noise floor level and otherwise the spectral efficiency cannot be

realized because of high level of interference, especially in short-packet transmissions for

IoT applications and green communications.

In this context, in order to secure IoT transmissions and green communications, but
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also 5G scenarios & beyond, very few studies have been carried out to conceive of how in

practice, especially at the physical layer, where robust processing can address emerging

security issues. Generally, studies have been limited to improve the correction powers of

the transmitted data in order to combat the effects of the propagation channel, but not

to ensure, for example, a feedback of useful information to the higher level layers (for the

mechanisms of intrusion detection, information routing, etc.), the identification of sensors

and connected objects, their geographic location within the network, the detection and

location of the presence of potential jammers nearby, etc.

Moreover, the authors in [52] shown that channel coding as 5G Quasi-Cyclic Low Den-

sity Parity Check (QC-LDPC) codes and 5G Polar codes are considered as the potential

of PLS for 5G and beyond. The development of 5G will lead to expanse the IoT network

by providing the platforms to connect a number of mMTC devices to Internet. A network

of mMTC devices in IoT requires novel fundamental security for point-to-multipoint sys-

tems and multipoint-to-point systems with a very large number of downlink receivers and

uplink transmitters, respectively. Therefore, it is necessary to answer the question of how

to protect legitimate transmission data over wireless transmissions in PLS.

Consequently, my Ph.D. thesis named “Full-Duplex Joint Self-Interference Cance-

lation, Channel Estimation and Decoding Approaches for IoT Transmissions Physical

Layer Security” has been pointed out and researched. In fact, a FD transmission scheme

with digital modulation, channel coding, Digital-to-Analog Converter (DAC)/Analog-to-

Digital Converter (ADC), Digital Self-Interference Cancellation (DSIC), equalizer pro-

cesses needs to be adaptively and efficiently developed in the context of IoT transmission

security.

Thesis Works and Contributions

This thesis is a subpart of the IBNM CyberIoT Chair: “Security of the physical

layer - an indispensable issue for the democratization of the Internet of Things”, which

focuses mainly on the field of Cyber-Physical systems, associated signal and information

processing. This chair therefore aims to provide practical and innovative solutions to these

problems, which are currently very little addressed at the physical layer level. The main

challenge of the thesis relates more particularly to the use of efficient and robust error

detector/corrector codes in the presence of strong interference in FD transmission, and

capable of improving the SI cancellation and overall performance during the decoding

procedure, especially in short-packet transmissions. First, we illustrated in the digital

domain the channel coding schemes in case of FD transmission to overcome the effects

of residual SI and quantization noise in the cancellation process, which produced by

the quantization devices in DAC/ADC processes. These codes must have properties

which allow good resistance to interference and fault correction. In addition, they will be

optimized by integrating as closely as possible with other processes such as modulation,
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interleaver, and channel estimation processes to form a transmission system, which is

suited to the context of combating interference and eavesdropping. Research for such

schemes is not trivial and requires new criteria to evaluate the performance of codes

and new metrics to take into account the detection of an interference attempt in the

decoding process. Consequently, two joint iterative channel estimation and decoding

schemes (blind and semi-blind version) have been proposed. Then, in order to enhance

the PLS, we applied these proposed algorithms with self-jamming technique to the FD

short-packet wiretap transmission systems in case of passive and active eavesdroppers.

The proposed algorithms show its robustness not only in reliability factor, by improving

the overall performance during channel estimation and decoding processes, but also in

security factor by reducing the security gap smaller than the conventional methods. This

thesis works have been published as journal papers or conference proceedings. These

papers are:

Journal:

• Bao Quoc Vuong, Roland Gautier, Anthony Fiche, Mélanie Marazin, Ta Quang

Hien, Nguyen Lap Luat: “Joint Iterative Blind Self-Interference Cancellation, Prop-

agation Channel Estimation and Decoding Processes in Full-Duplex Transmissions”,

in IEEE Access 10: 22795 - 22807 (February 2022).

• Bao Quoc Vuong, Roland Gautier, Ta Quang Hien, Nguyen Lap Luat, Anthony

Fiche, Mélanie Marazin: “Joint Semi-Blind Self-Interference Cancellation and Equal-

ization Processes in 5G QC-LDPC-Encoded Short-Packet Full-Duplex Transmis-

sions”, belongs to the Special Issue Full-Duplex Wireless Communication in MDPI

Sensors 22(6): 2204 (March 2022).

• Bao Quoc Vuong, Roland Gautier, Anthony Fiche, Melanie Marazin and Cristina

Despina-Stoian: “Secrecy Coding Analysis of Short Packet Full-Duplex Transmis-

sions with Joint Iterative Channel Estimation and Decoding Processes.”, belongs to

the Special Issue Physical-Layer Security for Wireless Communications, in MDPI
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Duplex Efficient Channel Codes for Residual Self-Interference/Quantization Noise

Cancellation”, in the proceeding of The IEEE 15th International Conference on

Signal Processing and Communication Systems (ICSPCS), Sydney, Australia, 2021.

(Online)
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Thesis Organization

The outline of this thesis is organized as follows:

First of all, a general introduction to the FD transmission systems and its application

is shortly introduced. Moreover, the contexts of IoT transmission and PLS area are also

pointed out. Then, the motivation and contributions of this thesis are mentioned. Last

but not least, the thesis organization is also provided.

In Chapter 1, we start with a brief survey of the most relevant state-of-the-art can-

cellation techniques. We summarize the existing architectures to reconstruct and cancel

the SI component. Then, a brief overview of the existing estimation algorithms used to

reconstruct the SI for SI cancellation in the propagation domain, analog domain, and

digital domain is presented. Moreover, in this thesis, we focus mainly on the digital do-

main cancellation technique to suppress the residual SI component. The DSIC process

has been introduced with Least Mean Square (LMS) and Recursive Least Square (RLS)

algorithms to estimate the SI channel and reconstruct SI component. Simulation results

are also provided for the estimation of the channel of these two methods. Furthermore,

channel coding schemes are considered as the potential of PLS for 5G and beyond, The

construction of encoding and decoding processes of 5G QC-LDPC codes, 5G polar codes

and LTE Turbo codes is described in details in this chapter.

In Chapter 2, the impact of SI level and quantization noise, which are produced

by DAC/ADC processes, on the performance of Single Input Single Output (SISO) FD

transmission systems is considered. First, the channel coding schemes in the digital

domain are used to overcome the effects of residual SI and quantization noise in the

cancellation process. Then, we illustrate the influence of quantization noise on the DSIC

process and compare the effects of SI channel power to the SISO FD transmission system

with and without DSIC. Later, the Bit Error Rate (BER) performance obtained with

and without the DAC/ADC process will be illustrated by changing the quantization bit

resolution in the DAC/ADC process. Next, the performances of different quantizer device

architectures at the receiver such as Σ∆ [53], Gaussian with mid-rise [54], pipeline [55] and

Successive Approximation Registers ADC (SAR) [56] are evaluated. Finally, a comparison

between the system with and without DAC/ADC is considered for both the case of HD

and FD transmission. Last but not least, the choice of bit resolution for DAC/ADC

process is also noticed. The results of this chapter emphasize that the use of channel

coding schemes and DSIC process is necessary for FD transmission systems.

In Chapter 3, we propose first a joint iterative blind SI cancellation, propagation chan-

nel estimation and decoding algorithm in FD transmissions via feedback of channel esti-

mates and decoded messages combined with the process of DSIC. Unlike the conventional

algorithm, the proposed blind algorithm simultaneously estimates the self-interference

and propagation channels and decodes messages in each iteration of 5G QC-LDPC codes
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decoding. The temporary estimations of the intended channel and decoded message are

fed back to improve self-interference cancellation and also channel estimation and de-

coding in the next iteration. This chapter further proposes a partial feedback scheme,

which only uses a few feedback symbols for channel estimation, to significantly reduce

processing time and computational complexity while maintaining performance. These

good properties seem quite suitable for a use of this proposed blind iterative algorithm

for short-length packet FD transmissions in IoT applications and green communications.

In Chapter 4, to avoid the effect of consequent decoding error in the first proposed

scheme in Chapter 3 when using the blind algorithm in the low region of Signal to Noise

Ratio (SNR), a semi-blind version is developed taking into account only a few pilot sym-

bols and cooperating with the estimated version of the intended channel to form the

feedback component.

In Chapter 5, we implement a combination of two joint iterative channel estimation

and decoding techniques and self-jamming technique to enhance PLS in a SISO FD trans-

mission. Indeed, the legitimate receiver and eavesdropper can simultaneously receive the

intended signal from the transmitter and broadcast the self-jamming or jamming signal

to the other. The proposed blind and semi-blind algorithms in previous chapters are

used. In case of passive eavesdropper, the blind channel estimation with feedback scheme

is applied, where the temporary channel estimate and decoded message are fed back to

improve both channel estimation and decoding processes in the next iteration. In case of

active eavesdropper, the semi-blind algorithm is considered by trading four pilot symbols

and only requiring the feedback for channel estimation processes.

To sum up the contributions of this thesis, a brief summary is shown in the conclusion

and future works.
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Chapter 1

Literature Review

This chapter first provides a brief survey of the most relevant state-of-the-art cancel-

lation techniques. Then, the existing architectures to reconstruct and cancel the SI are

summarized. A brief overview of the existing estimation algorithms are also presented,

which are used to reconstruct the SI for SI cancellation in propagation domain, analog

domain as well as digital domain is presented. Moreover, we focus mainly on the digital

domain cancellation technique to suppress the residual SI component in this thesis, the

DSIC process has been introduced with LMS and RLS algorithms in order to estimate

the SI channel and reconstruct SI component. Simulation results are also provided for

the estimation of the channel of these two methods. Furthermore, the construction of

encoding and decoding processes of 5G QC-LDPC codes, 5G polar codes and LTE Turbo

codes is also described in details in this chapter.

1.1 State-of-the-Art of the Self-Interference Cancel-

lation in Full-Duplex Systems

In FD transmission systems, the total signal at the receiver consists of the interference

signal caused by its wireless transmissions, the intended signal arriving from another

system, and also the environment noise. The main purpose of SI mitigation techniques is

to cancel as much as possible the SI signal and to ensure the recovering of the intended

signal. So, SI cancellation would play the most critical role in implementing practical FD

communication systems both academia [6, 57] and industry [58, 59]. Consequently, many

researches have been focused on the potential techniques for channel estimation and SI

cancellation in FD communication, especially in short-packet FD transmissions for IoT

applications [50, 60–62].

Indeed, the process of cancelling the SI in a FD transmission system is usually sepa-

rated into three different stages or domains such as RF cancellation, analog cancellation

and digital cancellation, which is shown in Fig. 1.1. Firstly, in terms of wireless propa-

41



Chapter 1 VUONG Quoc Bao

Fig. 1.1: Self-Interference cancellation techniques.

gation, there is the possibility of combining techniques such as antenna direction, cross-

polarization or transmit beamforming, which is called antenna SI cancellation technique

or RF cancellation. In this case, the desired signal may also be affected by these methods,

which motivates the introduction of analog circuit domain techniques. The latter consists

of subtracting a copy of the transmitted signal from the received one, adjusted with a

proper gain, phase, and delay, usually performed by RF circuits. Although the applica-

tions of the mentioned methods can achieve the required power-to-interference-plus-noise

level to reliably communicate in test sets, when taking into account real environment

effects, it is usually not enough. To deal with channel variations in such scenarios, adap-

tive filters in the digital domain are employed, allowing heavy signal processing necessary

to estimate the SI channel and reconstruct the SI component. Moreover, this domain

allows the use of techniques such as optimal power allocation, adaptive filtering, adaptive

beamforming, etc., to further improve the mitigation of SI. However, this thesis focuses

mainly on the digital domain, with the assumption that the SI level is greater than the

noise level of 30 to 50 dB.

1.1.1 RF Cancellation

Also known as passive suppression, antenna cancellation is the annulation achieved

in the electromagnetic field and consists of increasing the isolation between the receiving

and transmitting antennas to avoid receiver circuit saturation [8, 63–65]. The antenna

SI-cancellation techniques aim to reduce the SI that impinges on the receiving antennas

by a proper design of the transmitting and receiving antenna structures. Antenna cancel-

lation can be implemented using advanced antenna design to improve isolation between

transmitting and receiving antenna ports [66] or using an auxiliary transmitting antenna

[67]. Antenna SI-cancellation can be achieved by using antenna separation, polarization,

and isolation [64], directional antennas [63] or antennas placement to create null space
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at the received antennas [65]. The applicability of each one of these methods depends

on the application and the physical constraints of the system. When a FD transceiver is

designed, we have the choice between two methods of interfacing antennas. Either we use

physically separate antennas for transmission or reception, or we use a shared antenna in

which one antenna to simultaneously transmit and receive, where the transmission and

reception paths are isolated through a circulator, which are shown in Fig. 1.2, respectively.

(a) Dual Separated Antenna. (b) Shared antenna via circulor.

Fig. 1.2: Antenna domain suppression configurations.

1.1.2 Analog Cancellation

After suppression in RF cancellation, the SI component will continuously go to the

analog cancellation that uses the knowledge of the transmitted SI to suppress the SI before

the LNA and ADC by subtracting an estimate of the received SI from the received signal.

A copy version of the transmitted signal, which is obtained from the output of Power

Amplifier (PA), is used to pass through a cancellation circuit to reconstruct a copy of the

received SI. The signal at the PA output also includes the distortions of the transmitter,

which are reduced by the analog cancellation stage. The design of the cancelling circuit is

highly related to the nature of the SI channel. In FD transmission, the SI channel can be

separated into internal reflections with a lower number of pathways, shorter delays, and

stronger amplitudes when compared to the external or far-filed reflections. The internal

reflections are almost static by depending on the internal components and the structure of

the transceiver, while the external reflections vary according to the surrounding environ-

ment. Therefore, the analog cancellation stage reduces the static internal reflections due

to the difficulty to adapt the analog circuits with the variations of the external reflections.

One famous solution is using Tapped Delay Lines (TDL) of variable delays and tunable at-

tenuators to model the SI channel, which is similar to an analog Finite Impulse Response

(FIR) filter. The lines are then collected back, summed up and the total signal is then

subtracted from the received signal. The TDL structure is described in Fig. 1.3. Control

algorithms are used to find the optimal coefficients for the attenuator, the phase shifter,

and the delay line of each tap. The parameters of the circuit are adjusted to minimize the
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residual energy after cancellation and the error between the response of the circuit and

the internal reflections’ response [68, 69]. The SI reduction of the TDL varies from 30

to 45 dB [63, 69, 70]. Furthermore, the advantage of digital signal processing techniques

can also be used to accurately reconstruct the linear channel response and suppress the

SI components coming from the random external reflections by using a digital symbol-

synchronous FIR filter. The transmit signal is tapped in digital baseband and properly

reconstruct SI by adjusting the attenuation and phase accordingly. The reconstructed

SI signal is converted to the analog domain and combined with the SI signal before Low

Noise Amplifier (LNA) through a coupler [71, 72].

Fig. 1.3: Analog cancellation stage.

1.1.3 Digital Cancellation

After RF cancellation and analog cancellation techniques, a large amount of SI remains

to be reduced in the following cancellation stages, which is called residual SI. In particular,

external reflections need more adaptive cancellation methods, which can be done using

digital signal processing to suppress the SI level from 30 to 50 dB to the noise level.

Several methods have been proposed to cancel SI in the digital domain, such as using

neural networks [4, 10, 73] or using a digital adaptive filter [74, 75]. In this chapter,

we first implement a DSIC algorithm based on the improved variable step using and

comparing the Least Mean Square (LMS) and Recursive Least Square (RLS) algorithms.

The adaptive filter at the channel estimation step is used to monitor the time variation

of wireless channel via updating steps, to get a better estimate of the channel state, and

a better reconstruction of the interference signal in real time. Let us consider a simple

DSIC process at user A as shown in Fig. 1.4.

At the receiver, the copy version of the input signal (called SI signal) xA[n] and the

received signal at Rx after ADC process yA[n] are used to calculate the system error signal

E(n), with n the index step. Then, based on the error signal E(n), we can control and

modify the unknown SI channel vector ĥAA by using the LMS and RLS algorithms [76].
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Fig. 1.4: Digital Self-Interference Cancellation Process.

As a result, we can effectively track the estimation of the SI wireless channel ĥAA, which

generates an interference signal as ŷAA[n] = (ĥAA ∗ xA)[n].

1.1.3.1 LMS Algorithm

The LMS algorithm [76] belongs to a class of adaptive filters used to mimic a desired

filter by finding the filter coefficients that relate to produce the least mean square of the

error signal, which is calculated by the difference between the desired and the actual

signal. It is a stochastic gradient descent method in that the filter is only adapted based

on the error at the current time. The mathematical expression for this algorithm is given

as follows:

1. Initial value: ĥ
[0]
AA =

L︷ ︸︸ ︷
[0, 0, ..., 0] with L is the length of the SI channel;

2. Computation: for :n = L,L+ 1, ..., length(xA);

E [n] = yA[n]− ĥ
[n]H
AA x[n]; (1.1)

where x[n] = [xA[n], xA[n− 1], ..., xA[n− L+ 1]]

ĥ
[n+1]
AA = ĥ

[n]
AA + µE∗[n]x[n] (1.2)

where:

• µ is a step size factor that controls the algorithm stability and rate of convergence;

• ĥ
(n)H
AA is the Hermitian transposition of ĥAA;

• E∗[n] is the complex conjugate of E [n]

The convergence and performance of this algorithm depend on the learning rate step.

If µ is small, the LMS algorithm converges very slowly, while too large values of µ may

lead to a less stable solution around the minimum value.
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1.1.3.2 RLS Algorithm

The RLS filter [76] is derived from the Least Square (LS) algorithm and uses an average

time error. It is an adaptive filter algorithm that recursively finds the coefficients that

minimize a weighted linear least squares cost function related to the input signals. It is

different with the LMS algorithm that aim to reduce the mean square error. In the RLS

derivation, the input signals are considered deterministic, while for the LMS and similar

algorithms, they are considered stochastic. Compared to other adaptive filter algorithms,

the RLS exhibits extremely fast convergence. However, this benefit comes at the cost of

high computational complexity. The mathematical expression for this algorithm is given

as follows:

1. Initial value:

• ĥ
[0]
AA =

L︷ ︸︸ ︷
[0, 0, ..., 0] with L is the length of the SI channel;

• T (0) = δ−1I where I is the identity matrix of rank L;

2. Computation: for :n = L,L+ 1, ..., length(xA);

E [n] = yA[n]− ĥ
(n−1)H
AA x[n] (1.3)

where x[n] = [xA[n], xA[n− 1], ..., xA[n− L+ 1]]

q[n] =
T [n− 1]x[n]

λ(1 + xH[n]λ−1T [n− 1]x[n])
(1.4)

T [n] = 1

λ(T [n− 1]− q[n]xH[n]T [n− 1])
(1.5)

ĥ
(n)
AA = ĥ

(n−1)
AA + E∗[n]q[n] (1.6)

where:

• λ is the forgetting factor and should be chosen between 0.9 and 1;

• δ is the regularization parameter used to initialize T (0), and should be assigned a

small value for a high signal-to-noise ratio (SNR) (greater than 10 dB) and a large

value for a low SNR (less than 10 dB) [76];

• xH[n] is the Hermitian transposition of x[n].

1.1.3.3 Rayleigh Distribution Channel Model

In FD transmission, the SI channel consists of two components: Line-of-Sight (LoS),

which is generated by the direct link between the transmitter and receiver, and non Line-

of-Sight (nLoS), which is produced by signal scatters. So, its first tap could be modeled as
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Rician fading, and the remaining channel taps are modeled as Rayleigh fading [75]. The

LoS component is cancelled by RF cancellation and analog cancellation processes, and the

remained residual component will be cancelled in digital domain [77]. In this thesis, we

focus mainly on the digital domain to cancel the residual SI signal after RF and analog SI

cancellation. So, the Rayleigh distribution channel and its impusle response is expressed

as:

hAA(t) =

√
pA
2
[p1δ(t− τ1) + p2δ(t− τ2) + ...+ pLδ(t− τL)] (1.7)

where pA is the total channel power, p1, p2, ..., pL are the taps power of the channel in

linear scale, τ1, τ2, ..., τL is the tap relative delay in ns and L is the channel length.

Fig. 1.5: Impulse response of a multi-path channel.

In the context of FD transmission and also FD short-packet transmission for IoT ap-

plications, the intended channel is usually modeled as Rayleigh distribution [50, 61, 77,

78]. Therefore, in this thesis, it is reasonably to use the International Telecommunication

Union (ITU) – R channel models on the intended channel, that based on Rayleigh distri-

bution with several models such as indoor office, pedestrian and vehicle test environment

[79]. The power of each tap (in dB) and delay (in ns) are listed in Table 1.1.

Table 1.1: ITU – R Channel Model Parameters

Tap
Indoor Office Pedestrian Vehicular

Power

(dB)

Delay

(ns)

Power

(dB)

Delay

(ns)

Power

(dB)

Delay

(ns)

1 0 0 0 0 0 0

2 -3 50 -9.7 110 -1 310

3 10 110 -19.2 190 -9 710

4 -18 170 -22.8 410 -10 1090

5 -26 290 0 0 -15 1730

6 -32 310 0 0 -20 2510

1.1.3.4 Comparison of DSIC Process Using LMS and RLS Algorithms

In this section, the simulation results will be analyzed to examine the performance of

DSIC process on SISO FD transmission at a particular user A. The intended channel is

based on the ITU-R pedestrian model. Fig. 1.6 shows the channel estimation error of the
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DSIC process using the LMS algorithm and the RLS algorithm. The SI power pA will be

set at 30 dB and the signal-to-noise ratio at user A (SNRA) is fixed at 20 dB. In this

case, the step µ in LMS algorithm and the forgetting factor λ in RLS algorithm will be

changed. In general, we can see that the DSIC process is quite good for both algorithms

used. In LMS method, the estimate error reduces when the step µ decreases, and when

µ = 0.01, the channel estimation error (in dB) slowly goes to the final result and can

reach to nearly -19 dB. Vice versa, in the RLS method, the increase of forgetting factor

λ will lead to the decrease of the channel estimation error (in dB), especially it can go

to about -28 dB when λ = 0.999 and it can be observed that there is nearly no delay for

the system to reach the saturation value. The RLS method quickly approaches the final

value of the channel estimation error or the received signal error, while the LMS algorithm

needs up to about 1000 transmitted symbols to achieve the final result. It makes sense

with the work in [74, 75], where the RLS algorithm gives a better choice in the DSIC

process, compared to other methods.

Fig. 1.6: Channel estimation error, pA = 30 dB, SNRA = 20 dB.

In summary, it can be seen that the RLS algorithm outperforms the LMS algorithm

in the DSIC process in SISO FD transmission. In particular, it has a faster convergence

and is also less sensitive than the LMS algorithm. Therefore, for the remainder of this

thesis, the RLS algorithm with λ = 0.999 is used for implementation.

Although the SI component can be suppressed to noise floor level by using several

cancellation methods, channel coding schemes must be used in any FD communication

systems in order to improve data correction errors and system performance over noisy

communication channels. In the next section, the efficient and up-to-date channel coding

schemes such as 5G QC-LDPC codes, 5G Polar codes and LTE Turbo codes will be

introduced, which are suitable coding techniques in short-packet transmission, especially

for the IoT standard [80–83]. The encoding and decoding processes of these channel

coding techniques are also introduced in details.
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1.2 Channel Coding Schemes for 5G Transmissions

Information theory and Error Correcting Codes (ECC) are the research areas that

study information measurement as well as reliable transmission and compression. Among

the ECC, Low Density Parity Check (LDPC) codes and Polar codes are the most efficient

codes because they can nearly achieve Shannon capacity performance [84, 85]. LDPC

codes were first proposed by Gallager in 1962 [84] and Tanner with graph theory in 1981

and were rediscovered again by MacKay in the late 1990s [86], where Polar codes were

introduced by Arikan in [85]. The 3GPP project has introduced the QC-LDPC and Polar

codes as standard codes of the 5G New Radio (NR) for the control information in uplink

and downlink on the eMBB, uRLLC and mMTC because it supports a number of lifting

sizes and different code rates with high throughput and low latency, which are suitable

coding techniques in short-packet transmission, especially for the IoT standard [80, 82,

83]. Furthermore, Turbo code, which is the fundamental channel coding technique in the

3G, 4G LTE system, and 4G Machine Type Communications (MTC), NB-IoT [87], can

also be considered as a candidate in the 5G channel coding scheme for short-packet infor-

mation with lower processing throughput for mMTC [88–90]. Turbo codes were original

introduced by C. Berrou in 1993 [91], which implemented by using parallel concatenation

convolution codes to increase the length of the codes and increase the security. Many

investigations have been conducted to compare and validate the performance of LDPC,

Polar and Turbo codes for the 5G channel [89, 92, 93], and they also found that Turbo

codes were also a potential coding technique with short-packet transmission, especially

for the IoT standard. Therefore, the content of construction, encoding and decoding

processes of three channel coding schemes will be described in detail in the following

parts.

1.2.1 5G Quasi-Cyclic Low Density Parity Check Codes

By definition, the parity check matrix HLDPC of a LDPC code has a low density of

1’s. Each parity check matrix HLDPC of a LDPC code can be visualized with a Tanner

graph. Equation 1.8 is a parity-check matrix of an LDPC code with four 1’s in each row

and 2 ones in each column, and Fig. 1.7 shows the corresponding Tanner graph of the

(10, 5) LDPC codes. The Tanner graph contains two types of nodes: the symbol node (or

variable node) f and the check node c. Each check node and symbol node represent one

row and one column, respectively, in the parity check matrix HLDPC . HLDPC has the size

of 5× 10 for 5 check nodes and 10 symbol nodes. In Fig. 1.7, the check node ci and the

symbol node fj are connected if HLDPC(i, j) = 1.

Furthermore, 3GPP has introduced QC-LDPC as the standard code of 5G to eMBB

data channel, because it supports for a number of lifting sizes and different code rates

[80]. It can be seen as the coding chain of Physical Uplink Shared Channel (PUSCH) and

49



Chapter 1 VUONG Quoc Bao

Physical Downlink Shared Channel (PDSCH) [80]. In the following parts, we first review

and introduce the contents of circulant permutation matrix and the base graph matrix,

which are the fundamentals to construct QC- LDPC codes and adapt for 5G LDPC codes.

After that, the process of building the exponent parity check matrix, constructing the code

word in encoding, and reconstructing the message bits in decoding are presented.

HLDPC =


1 1 1 1 0 0 0 0 0 0

1 0 0 0 1 1 1 0 0 0

0 1 0 0 1 0 0 1 1 0

0 0 1 0 0 1 0 1 0 1

0 0 0 1 0 0 1 0 1 1

 (1.8)

Fig. 1.7: Tanner graph.

1.2.1.1 Circulant Permutation Matrix

Let Z be a positive integer and Zc = [−1, 0, 1, 2, ..., Z − 1], we present a circular

permutation matrix of size I(Pi,j) by circularly shifting the identity matrix I of size Z×Z

to the right Pi,j times, where Pi,j ∈ Zc. We denote this binary circulant matrix by Q(Pi,j)

and it becomes more sparse with increasing Z. For convenience, we denote Q(0) as the
identity matrix and Q(−1) as the null matrix. Let take an example of the lifting size

Z = 3 and we get:

Q(0) =

 1 0 0

0 1 0

0 0 1

 ,Q(−1) =

 0 0 0

0 0 0

0 0 0

 ,

Q(1) =

 0 1 0

0 0 1

1 0 0

 ,Q(2) =

 0 0 1

1 0 0

0 1 0

 ,

(1.9)

Table 1.2 shows all possible lifting sizes Z where γ ∈ {2, 3, 5, 7, 9, 11, 13, 15}, 0 ≤ θ ≤ 7,

Z = γ2θ and the set index iLS.
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Table 1.2: All possible lifting sizes of Z

Set index iLS γ θ Set of lifting size Z
0 2 {0,1,2,3,4,5,6,7} {2,4,8,16,32,64,128,256}
1 3 {0,1,2,3,4,5,6} {3,6,12,24,48,96,192,384}
2 5 {0,1,2,3,4,5,6} {5,10,20,40,80,160,320}
3 7 {0,1,2,3,4,5} {7,14,28,56,112,224}
4 9 {0,1,2,3,4,5} {9,18,36,72,144,288}
5 11 {0,1,2,3,4,5} {11,22,44,88,176,352}
6 13 {0,1,2,3,4} {13,26,52,104,208}
7 15 {0,1,2,3,4} {15,30,60,120,240}

The exponent parity check matrix H of the QC-LDPC code is presented by the fol-

lowing mb × nb array of Z × Z circulants over the finite Galois field GF(2):

H =


Q(P1,1) Q(P1,2) . . . Q(P1,nb

)

Q(P2,1) Q(P2,2) . . . Q(P2,nb
)

...
...

. . .
...

Q(Pmb,1) Q(Pmb,2) . . . Q(Pmb,nb
)

 (1.10)

The value of Pi,j is calculated by using the formula Pi,j = mod(Vi,j, Z) where Vi,j is

the shift coefficient of the (i, j)− th element in the corresponding shift design and given

in the Table 5.3.2-2 and Table 5.3.2-3 according to [80].

For example, take the base matrix B with the size of 3× 3 and the lifting size Z = 3,

so Pi,j ∈ [−1, 0, 1, 2];

B =

 1 −1 0

2 1 −1
−1 0 2

⇒ H =

 Q(1) Q(−1) Q(0)
Q(2) Q(1) Q(−1)
Q(−1) Q(0) Q(2)

 (1.11)

Using the equation (1.9), after doing the circularly shifting, the exponent parity check

matrix H becomes:

H =



0 1 0 0 0 0 1 0 0

0 0 1 0 0 0 0 1 0

1 0 0 0 0 0 0 0 1

0 0 1 0 1 0 0 0 0

1 0 0 0 0 1 0 0 0

0 1 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0 1

0 0 0 0 1 0 1 0 0

0 0 0 0 0 1 0 1 0


(1.12)
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1.2.1.2 Base Graph Characteristics

According to [80, 94], there are two possible Base Graph (BG) with the same structure

in 5G LDPC codes: BG1 and BG2. BG1 is designed for large block lengths up to 8448

and code rates from 1/3 to 8/9 while BG2 is targeted for the smaller information block

lengths less than 3840 and code rates from 1/5 to 2/3. In particular, the base matrix

BG1 has a maximum size of mZ × nZ = 46 × 68, while BG2 has a maximum size of

mZ × nZ = 42× 52. The Fig. 1.8 shows the scatter diagram of BG1 for 5G LDPC codes

with different code rate.

Fig. 1.8: Scatter diagram of BG1, Copyright © 2018 IEEE [95].

The base matrix BG ∈ {BG1,BG2} can be separated into six smaller matrices as

shown in Fig. 1.9, where kb denotes the number of columns of the information circulant

and is expressed as:

BG =

[
A D O

E1 E2 I

]
(1.13)

Fig. 1.9: Structure of the base matrix BG.

where A is the matrix of systematic bits, D is a square matrix with bidiagonal struc-

ture: the first column is of weight 3 and the other column has an upper bidiagonal
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structure, O is a null matrix and I is an identity matrix. We can present these matrices

as follows:

A =


a1,1 a1,2 . . . a1,kb
a2,1 a2,2 . . . a2,kb
a3,1 a3,2 . . . a3,kb
a4,1 a4,2 . . . a4,kb

 ,E1 =


e1,1 e1,2 . . . e1,kb
e2,1 e2,2 . . . e2,kb

. . . . . .
. . .

...

emZ−4,1 emZ−4,2 . . . emZ−4,kb

 ,

E2 =


e1,kb+1 e1,kb+2 . . . e1,kb+4

e2,kb+1 e2,kb+2 . . . e2,kb+4

. . . . . .
. . .

...

emZ−4,kb+1 emZ−4,kb+2 . . . emZ−4,kb+4

 ,

(1.14)

There are two types ofD for each base graph based on the value of iLS as the following:

DBG1 1 =


1 0 −1 −1
0 0 0 −1
−1 −1 0 0

1 −1 −1 0

 and DBG1 2 =


0 0 −1 −1
105 0 0 −1
−1 −1 0 0

0 −1 −1 0



DBG2 1 =


0 0 −1 −1
−1 0 0 −1
1 −1 0 0

0 −1 −1 0

 and DBG2 2 =


1 0 −1 −1
−1 0 0 −1
0 −1 0 0

1 −1 −1 0


(1.15)

In BG1, DBG1 1 is used for iLS = {0, 1, 2, 3, 4, 5, 7} and DBG1 2 is used for iLS = 6 .

Where in BG2, DBG2 1 is used for iLS = {0, 1, 2, 4, 5, 6} and DBG2 2 is used for iLS = 7 .

1.2.1.3 How to Construct an Exponent Parity Check Matrix H

A set of base graph matrices will be built according to the lifting size, as mentioned

in Table 1.2. To implement a specific information length and code rate, puncturing and

shortening methods are used for 5G LDPC codes. Shortening is designed to only add zero

to the information bits, and puncturing is applied to both the information bits and the

parity bits of the code word. Furthermore, the 5G LDPC encoder will ignore the first 2

column bits because both BG1 and BG2 and for all code rates, these bits are punctured

before transmission. The rest of this section describes how to construct an exponent

parity check matrix H for an (N,K) LDPC code with information length K and code

rate R = K/N . According to 3GPP in [80], kb = 22 in BG1 and kb ∈ {10, 9, 8, 6} in

BG2, which based on the size of information bits K. The authors in [94] introduced an

algorithm to determine the base graph matrix and kb based on the value of information

length K, and the code rate R, which is presented in Algorithm 1.1.

The construction of H with mbZ rows and nbZ columns consists of the following steps:
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Algorithm 1.1: Determine the Base Graph Matrix and Kb in 5G QC-LDPC
Codes
Inputs : K,R;
Outputs : Base matrix, kb;

1 if K > 3840 then
2 Base matrix = BG1 ;
3 else if K ≤ 308 then
4 Base matrix = BG2 ;
5 else
6 if R > (2/3) then
7 Base matrix = BG1;
8 else
9 Base matrix = BG2;

10 end

11 end
12 if Base matrix = BG1 then
13 kb = 22;
14 else
15 if K > 640 then
16 kb = 10;
17 else if 560 < K ≤ 640 then
18 kb = 9;
19 else if 192 < K ≤ 560 then
20 kb = 8;
21 else
22 kb = 6;
23 end

24 end
25 return Base matrix, kb;

Step 1: For the givenK andR, choose the suitable base graph matrix and kb according

to Algorithm 1.1.

Step 2: Choose Z as the minimum value according to Table 1.2, in which kbZ ≥ K

Step 3: Select the nearest integers Θ greater than or equal to kb/R and calculate

nb = Θ+ 2 and mb = nb − kb.

Step 4: Based on the value of Z, the suitable matrix from the set of built-in base

graph matrices will be chosen.

Step 5: Convert each element of the matrix chosen in the previous into a binary

circulant permutation matrix of size Z × Z or zero matrix of the same size to obtain the

exponent parity check matrix H with the size of mbZ × nbZ.

Step 6: Puncturing and shortening will apply to the encoding process for implement-

ing the compatible property of 5G LPDC, where:

• Number of punctured bits from the first 2 columns: Npunct1 = 2Z,

• Number of shortened information bits: Npad = kbz −N ,
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• Number of punctured bits from right to left: Npunct1 = nb − 2Z −N −Npad

Step 7: Finally, we obtain the possible exponent parity check matrix H. This matrix

H will be used for the encoding and decoding of the (N,K) 5G LDPC codes.

Fig. 1.10: Example of a construction of H in (1400,700) 5G QC-LDPC codes, R = 1/2.

For example, we construct a parity check matrix H that using for the encoding

(1400, 700) 5G QC-LDPC codes with code rate R = 1/2.

- First, based on Algorithm 1.1, we use BG2 and kb = 10;

- We choose Z = 72 to satisfy condition kbZ ≥ K;

- We determine Θ = 10/1/2 = 20 so nb = Θ+ 2 = 22 and mb = nb − kb = 12;

- We obtain the matrix (12, 22) as shown in Fig. 1.10, and continue to convert each of

its elements into a binary circulant permutation matrix of size 72× 72 or a zero matrix of

the same size to obtain the exponent parity check matrix H with the size of 864× 1584;

- We apply the puncturing and shortening processes to the previous exponent parity

check matrix H to obtain the (1400, 700) LDPC codes.
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• Number of punctured bits of the first 2 columns: Npunct1 = 2Z = 2× 72 = 144;

• Number of shortened information bits: Npad = kbZ −K = 10× 72− 700 = 20;

• Number of punctured bits from right to left: Npunct2 = 22×72−144−1400−20 = 20.

1.2.1.4 5G QC-LDPC Encoding Process

Let us consider a code word c, in which each element is a vector of length Z:

c = [ x sd se] = [x1, ..., skb , sd1, ..., sd4,se1, ..., semb−4] where x is the message bits and

sd, se is the extra bits to construct the code word c. It can be found by the following

steps:

Step 1: The encoding process is performed as the following equation:

HcT =

[
A D O

E1 E2 I

] xT

sTd
sTe

 = 0,

=>

{
AxT +DsTd = 0 (∗)
E1x

T + E2s
T
d + IpT

e = 0 (∗∗)

(1.16)

Step 2: From the equation 1.16 (*), and for example D = DBG1 , we can calculate for

sd: 

kb∑
j=1

a1,jxj + s
(1)
d1 + sd2 = 0

kb∑
j=1

a2,jxj + sd1 + sd2 + sd3 = 0

kb∑
j=1

a3,jxj + sd3 + sd4 = 0

kb∑
j=1

a4,jxj + s
(1)
d1 + sd4 = 0

(1.17)

where s
(l)
d1 denotes the l − th right circulant shifted of sd1 for 0 ≤ l ≤ Z . Solving the set

of equations above, we obtain:


sd1 =

4∑
i=1

ϕi

sd2 = ϕ1 + sd1

sd3 = ϕ2 + sd2

sd4 = ϕ3 + sd3

,whereϕi =

kb∑
j=1

ai,jxj; i = 1, 2, 3, 4 (1.18)

Step 3: The elements of the vector se can now be calculated based on the equation

1.16 (**) and the value of the elements of the vector sd above. They are:
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sei =

kb∑
j=1

ei,jxj +
4∑

j=1

ci,kb + jsdj, i = 1, 2, ...,mb − 4 (1.19)

1.2.1.5 5G QC-LDPC Decoding Process

In the 5G LDPC decoding process, the Sum-Product Algorithm (SPA) [96, 97] with an

efficient message passing schedule will be used, where the check node ci and the symbol

node fj send message that carry their guesses of code word bits to each other until it

reaches the maximum number of interactions. Let Qfc be the message that passes from

a symbol node f to a check node c , while Rcf is the message that passes from c to f and

pf (0) and pf (1) is the probability that the transmitted bit f is zero and one, respectively.

Let C and F denote the sets of check nodes and symbol nodes, respectively. The Log-

Likelihood-Ratio (LLR) can be applied to reduce the complexity because the SPA uses a

lot of multiplications and the LLR can replace it by summation in the log-domain. The

decoding process can be described in the following main steps:

Initialization step:

The symbol nodes f are initialized with the received bits from the output of the de-

modulator and then send the first iteration’s input message to the check nodes c connected

to them. Let denote Pf = log
pf (0)

pf (1)
. The messages from the symbol nodes to the check

nodes in the belief propagation are:

Qfc ← Pf +
∑

c′∈S(f)\c

Rc′f (1.20)

where S(.) is the set of neighbor nodes in the graph with all symbol nodes c′ connected

to the check node f except c.

Horizontal step:

The check node c is calculated to process the messages that came from the symbol

nodes. Then it replies the new messages back to the symbol node as the equation:

Rcf ← 2tanh−1

 ∏
f ′∈U(c)\f

tanh(
Qf ′c

2
)

 (1.21)

In the log-domain, it can be rewritten as:

Rcf ← φ−1

( ∑
f ′∈U(c)\f

φ(Qf ′c)

)
, (1.22)

where φ(x) = (sign(x),− log tanh( |x|
2
)), and φ−1(sign, x) = (−1)sign ×− log tanh( |x|

2
).

Vertical step:
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This step is present at the symbol nodes. It is used to process the messages coming

from the check nodes and to calculate the reply messages back. So, each symbol node f

can be obtained by the following:

Qf ← Pf +
∑

c∈U(f)

Rcf (1.23)

Decision step:

When the maximum number of iterations is achieved, it will go to the decision step by

apply the hard decision to the possible value of the symbol code. It is 1 if its log-likelihood

value is less than 0 and 0 otherwise. Based on [96], the computation and memory of the

decoding step can be reduced by using Qf and Rcf to compute the Qfc message on the

fly. Let us substitute equation 1.20 to equation 1.22, we get the updating formula for the

incoming and outgoing messages from a check node c:

Rnew
cf = φ−1

 ∑
f ′∈U(c)\f

φ(Qf −Rcf ′)

 (1.24)

Qnew
f = Qold

f −Rold
cf +Rnew

cf (1.25)

In summary, the 5G QC-LDPC decoding in this thesis is described in Algorithm 1.2.

Algorithm 1.2: 5G QC-LDPC Decoding Process
Inputs : c, f
Outputs : Qf

Initialization: for all f ∈ F, c ∈ C, Rcf ← 0,
for all f ∈ F, Qf ← Pf

Iteration :
for all c ∈ C

T ←
∑

f∈U(c)

φ(Qf −Rcf )

for all f ∈ U(c)
Qtemp ← Qf −Rcf

Rcf ← φ−1(T − φ(Qtemp))
Qf ← Qtemp +Rcf

end
end

Returns : Qf

The next subsection will present the encoding and decoding processes of 5G Polar

Codes.
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1.2.2 5G Polar Codes

Polar codes are a class of linear block code introduced by Arikan in 2009 [85]. It focuses

on a new phenomenon called as “channel polarization” and has attracted the attention of

researcher to implement as the channel correcting schemes on the 5G standard in recent

years. As the result, the 3GPP chose Polar codes as a possible channel coding scheme

for the 5G network because it can achieve the capacity of symmetric channels. According

to the 3GPP project document [80], 5G Polar codes are applied as channel coding for

the uplink channel and the downlink channel of the 5G NR network. In uplink channel,

it is used to encode the Uplink Control Information (UCI) channel over the Physical

Uplink Control Channel (PUCCH) and the Physical Uplink Shared Channel (PUSCH).

In the downlink channel, the 5G Polar codes are also considered as the coding scheme

for the Downlink Control Information (DCI) channel of the Physical Downlink Control

Channel (PDCCH) and the payload in the Physical Broadcast Channel (PBCH). In this

section, we will introduce the fundamental concepts of the channel polarization, code

design, encoding, and decoding process of 5G Polar codes.

1.2.2.1 Channel Polarization

Channel polarization phenomenon was first highlighted by Arikan in [85] as a method

of combining numerous N identical copies of a Binary-input Discrete Memory Channel (B-

DMC) to obtain a N synthetic bits channel for improving the capacity. Then, the mutual

information of this channel tends towards 0 (completely noisy channels) or towards 1

(perfectly noiseless channels) based on the size of N . Let us consider matrix G2 =[
1 0

1 1

]
is the basic polarization kernel of Polar codes. The code word c = [c0, c1] was

encoded by a two bits input vector u = [u0, u1] and the matrix G2 as c = uG2, where

c0 = u0 ⊕ u1 and c1 = u1 as presented in Fig 1.11.

Fig. 1.11: Basic polarization kernel G2 and binary tree representation.

Polar codes are based on the concatenation of several basic polarization kernels. The

general form of the channel transformation matrix is defined as GN = G2
⊗npolar with
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npolar = log2(N), which is the Kronecker product of G2, and can be calculated as GN =[
GN/2 0

GN/2 GN/2

]
. For example,

G4 =

[
1 0

1 1

]
⊗

[
1 0

1 1

]
=

[
G2 0

G2 G2

]
=


1 0 0 0

1 1 0 0

1 0 1 0

1 1 1 1

 ,

G8 =

[
1 0

1 1

]⊗3

=



1 0 0 0

1 1 0 0

1 0 1 0

1 1 1 1

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

1 0 0 0

1 1 0 0

1 0 1 0

1 1 1 1

1 0 0 0

1 1 0 0

1 0 1 0

1 1 1 1



(1.26)

Let us define the length of the Polar codes in the form N = 2npolar and K is the

number of information bits. 5G Polar codes support the maximum code length up to

1024 [98]. The code design of an (N,K) 5G Polar codes is to form the K best synthetic

channels with the highest reliability to transmit the information bits. It will sort each

channel in reliability order and assign K information bits to the most reliable channels.

The remained N − K channels are not carrying any information or called as frozen. A

length-N code word d is generated as d = uGN = uG2
⊗npolar . The details of 5G Polar

encoder will be given in the next sections.

For example, let us consider the binary tree representation is shown in Fig. 1.12:

Fig. 1.12: Binary tree representation of (8,4) 5G Polar encoding.

• The (8,4) 5G Polar codes with the reliability bit channel sequence: 0 1 2 4 3 5 6 7;

• The frozen bit channel positions: 0 1 2 4;

• The information bit m1,m2,m3,m4 will be assigned to the channel position 3,5,6,7;
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• By the binary tree representation, the code word after Polar code is

d = [m1 ⊕m2 ⊕m3 ⊕m4,m1 ⊕m2 ⊕m4,m1 ⊕m3 ⊕m4,m1 ⊕m4,m2 . . .

⊕m3 ⊕m4,m2 ⊕m4,m3 ⊕m4,m4].

1.2.2.2 Mother Polar Codes Length

In 5G network and its applications, the initial number of information bits K is given

and is attached by V Cyclic Redundancy Check (CRC) bits to form a bit sequence K ′ =

K + V . A code word length N ′ needs to be created in order to adapt the code rate

R = K ′/N ′. To satisfy this requirement, a mother Polar code length N is built, which

Nmin = 32 and Nmax = 1024 for uplink channel and Nmax = 512 for downlink channel.

The minimum value of the code rate is 1/8. The parameters of 2 types of channel in 5G

are summarized in Table 1.3.

Table 1.3: Parameters of 2 kinds of channel in 5G

Parameter
Uplink Downlink

K>20 12<K<19 PDCCH PBCH

Nmax(nmax) 1024 (10) 512 (9)

Nmin(nmin) 32 (5)

Message length Kmax 1706 140 32

Message length Kmin 12 1 32

CRC length V 11 6 24

Parity check bit npc 0 3 0

The power npolar of the mother Polar code length is chosen as the equation:

npolar = max(min(n1, n2, nmax), nmin) (1.27)

where nmax and nmin are given in Table 1.3. While n2 is the upper bound on the code

based on the minimum value of the code rate Rmin = 1/8, which is n2 = log2(K
′/Rmin) =

log2(8K
′). Where n1 is calculated based on:

n1 =

{
⌈log2(N ′)⌉ − 1if N ′ ≤ (9

8
).2⌈log2(N

′)⌉−1 and K′

N ′ <
9
16

⌈log2(N ′)⌉ otherwise
(1.28)

In the case of a length of message Kmax > Nmax, the message sequence will be divided

into 2 small blocks and encoded independently as well as transmitted simultaneously. If

K is even, the message is separated into 2 blocks of length K ′′ = K/2. While K is odd,

the first message sequence is the combination of the first ⌊K/2⌋ and a zero padding at

the beginning [98]. It is active for the uplink channel because the message length in the
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uplink channel can be higher than the maximum length of the mother Polar code. It

can skip for the downlink channel because the message length in the downlink channel is

always less than the length of the mother Polar codes.

1.2.2.3 Construction of 5G Polar Encoding Process

In this subsection, the construction of 5G Polar encoding process for downlink channel

and uplink channel in 5G are shown in Fig 1.13. To adapt the code rate R before going

to the upper communication layers, the rate matching and interleaving should be applied.

We will describe in detail the function of each component in the diagram.

Fig. 1.13: 5G Polar encoding for Downlink/Uplink with rate K ′/N ′.

A. CRC Adding

In 5G Polar codes, the V CRC bits will be added to the K information bits to form

the K ′ bits on the input of the Polar encoder. Based on [80], there are three possible

CRC polynomials as follows:

CRC6(g) = g6 + g5 + 1

CRC11(g) = g11 + g10 + g9 + g5 + 1

CRC24(g) = g24 + g23 + g21 + g20 + g17 + g15 + g13 + g12 + g8 + g4 + g2 + g + 1

(1.29)

Let present the input information bit sequence as x = [x0, x1, ..., xK−1] and the CRC check

bit sequence as v = [v0, v1, ..., vV−1], where K is the length of the input message and V is

the number of CRC bits, respectively. The encoding process between x and v is carried

out in a systematic form, which means that in GF(2), the polynomial:

x0g
K+V−1 + x1g

K+V−2 + ...+ xK−1g
V + v0g

V−1 + v1g
V−2 + ...+ vV−2g

1 + vV−1 (1.30)
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yields a remainder equal to 0 when divided by the corresponding CRC generator poly-

nomial. The total number of K ′ bits added to the input of the Polar encoder is denoted

as x′ = [x′
0, x

′
1, ..., x

′
K′−1] , in which K ′ = K + V . The elements have the relationship as

follows:
x′
i = xi for i = 0, 1, 2, ..., K − 1

x′
i = vi−K for i = K,K + 1, K + 2, ..., K + V − 1

(1.31)

For example:

Let us consider x = [ 1 1 0 0 1 1 1 0 1 0 0 0 ] as the input information

bit sequence and using the CRC polynomial CRC6 =
[
1 1 0 0 0 1

]
. We will find

the CRC check bit sequence as v = [ v0 v1 v2 v3 v4 v5 ] by attached 6 zero bits to

the message and make a bit division in GF (2) as the following:

So we obtain the CRC check bit v = [ 0 0 0 1 1 1 ] and the input of Polar

encoder is denoted as x′ = [ 1 1 0 0 1 1 1 0 1 0 0 0 0 0 0 1 1 1 ] with

the length of K ′ bits, which is corresponding to the polynomial presented in the equation

(1.30).

B. Bits Interleaver

The bits interleaver is used to reduce the complexity of the decoding and reduce the

computation of mobile devices [98]. It only applies to the downlink channel and bypasses

for the uplink channel. In particular, the K ′ bits after the attachment of the CRC are

presented as the sequence x′ = [x′
0, x

′
1, ..., x

′
K′−1] and it is interleaved into the sequence
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x′′ = [x′
Π(0), x

′
Π(1), x

′
Π(2), ..., x

′
Π(K′−1)] where Π(k) for k = 0, 1, ..., K ′ − 1 is determined by

using Algorithm 1.3. According to [80], the maximum number of interleaver isKmax
IL = 164

and the interleaving pattern sequence Πmax
IL is also given in Table 1.4. It is also noticed

that the last bit is not interleaved to keep the majority of CRC bits at the end of the

message [98].

Algorithm 1.3: Determine the Interleaver Pattern Π(k)

Inputs : Πmax
IL ,Kmax

IL ,K ′;
Outputs : Π(k);
Initialization: k = 0;

1 for m = 0 to Kmax
IL − 1 do

2 if Πmax
IL (m) > Kmax

IL −K ′ then
3 Π(k) = Πmax

IL (m)− (Kmax
IL −K ′);

4 k = k + 1;

5 else
6 Go to Return;
7 end

8 end
9 return Π(k);

Table 1.4: Interleaving pattern sequence Πmax
IL (m), copy right © 2018 3GPP [80]
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C. Polar Encoder

In this step, a vector x′ = [x′
0, x

′
1, x

′
2, ..., x

′
K′−1] which is received after CRC attachment

of the uplink channel or a vector x′′ = [x′′
0, x

′′
1, x

′′
2, ..., x

′′
K′−1] which is obtained after the

bits interleaver process of the downlink channel will be expanded to the vector u =

[u0, u1, ..., uN−1] with the addition of parity check bits nPC and frozen bit. The nPC bits

(only used for the uplink channel, as shown in Table 1.3) are concatenated with the K ′

message and CRC bits to form K ′′ = K ′ + nPC bits.

The 3GPP project in [80] introduced the technique to present the reliability of the

channel in sequence. In particular, the channel reliability order is calculated according to

the Polar channel sequence QNmax−1
0 = {QNmax

0 ,QNmax
1 , ...,QNmax

Nmax−1}, where 0 ≤ QNmax
0 ≤

Nmax denotes a bit index before Polar encoding for i = 0, 1, ..., Nmax−1 andNmax = 1024 in

5G. Let’s denote W (QNmax
i ) is the reliability of bit index, the ascending order of reliability

in the Polar sequence if present as W (QNmax
0 ) < W (QNmax

1 ) < ... < W (QNmax
Nmax−1). For

smaller Polar codes length N bits, a sequenceQN−1
0 is derived from the sequence for Nmax,

which is arranged in ascending order of reliability W (QN
0 ) < W (QN

1 ) < ... < W (QN
N−1).

The Polar sequenceQNmax−1
0 and its corresponding reliabilityW (QNmax

i ) are given in Table

5.3.1.2-1 of [80].

Let us denote Q̄N
I as the set of information bits, Q̄N

F as the set of frozen bits and QN
PC as

the set of parity check bits, where QN
PC ⊂ Q̄N

I . Based on the reliability sequence QNmax−1
0 ,

the K ′′ best synthetic channels with the highest reliability to transmit the information

bits and parity check bits. The remained N −K ′′ channels are frozen. The mechanism

for assigning K ′′ information bits and parity check bits to u is presented in Algorithm

1.4. As a result, a length-N code word c is generated as c = uGN = uG2
⊗npolar , where

npolar = log2N . The encoding process is performed in GF(2).

D. Sub-block Interleaver

Before going to the rate matching, the N encoded bits of c = [c0, c1, ..., cN−1] pass

through the sub-block interleaver S, which separated the N encoded bits into 32 sub-

blocks of length J = ⌊N/32⌋. The output d = [d0, d1, ..., dN−1] is generated as the

Algorithm 1.5 and the graphical demonstration when assuming N = 32 is presented in

Fig. 1.14, where the sub-block interleaver pattern Psub(i) is given in Table 1.5.

Fig. 1.14: Graphical presentation of sub-block interleaving process.
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Algorithm 1.4: Generate u = [u0, u1, . . . , uN−1]

Inputs : nPC , Q̄
N
I , Q̄N

F , QN
PC ;

Outputs : u = [u0, u1, . . . , uN−1];
Initialization: k = 0;

1 if nPC > 0 then
/* Parity check bits available */

2 m0 = 0;m1 = 0;m2 = 0;m3 = 0;m4 = 0;
3 for n = 0 to N − 1 do
4 mz = m0;m0 = m1;m1 = m2;m2 = m3;m3 = m4;m4 = mz;
5 if n ∈ Q̄N

I then
6 if n ∈ QN

PC then
7 un = l0;
8 else
9 un = x′′k for DL or un = x′k for UL;

10 k = k + 1;
11 m0 = m0 ⊕ un;

12 end

13 else
14 un = 0;

/* Frozen */

15 end

16 end

17 else
/* No parity check bits */

18 for n = 0 to N − 1 do
19 if n ∈ Q̄N

I then
20 un = x′′k for DL or un = x′k for UL;
21 k = k + 1;

22 else
23 un = 0;

/* Frozen */

24 end

25 end

26 end
27 return u = [u0, u1, . . . , uN−1].

Algorithm 1.5: Generate Interleaver Bits d = [d0, d1, . . . , dN−1];

Inputs : c = [c0, c1, . . . , cN−1];
Outputs : d = [d0, d1, . . . , dN−1];

1 for n = 0 to N − 1 do
2 i = ⌊n/J⌋;

/* Psub is based on Table 2.5 */

3 S(n) = Psub(i)J + mod(n, J);
4 dn = cS(n);

5 end
6 return d = [d0, d1, . . . , dN−1]
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Table 1.5: The sub-block interleaver pattern Psub(i)

i Psub(i) i Psub(i) i Psub(i) i Psub(i)
0 0 8 8 16 12 24 24
1 1 9 16 17 20 25 25
2 2 10 9 18 13 26 26
3 4 11 17 19 21 27 28
4 3 12 10 20 14 28 27
5 5 13 18 21 22 29 29
6 6 14 11 22 15 30 30
7 7 15 19 23 23 31 31

E. Rate matching

The rate matching process, including puncturing, shortening and repetition, is per-

formed as a circular buffer with the input is the bit sequence d = [d0, d1, ..., dN−1] from

the sub-block interleaver. The bit selection output bit sequence d′ = [d′0, d
′
1, ..., d

′
N ′−1] is

generated as follows:

• Puncturing: The mother code with N bits is punctured when N ′ ≤ N . In this case,

the first Z = N − N ′ bits are not transmitted, so the element d′i = di+Z for i =

0, 1, ..., N ′ − 1;

• Shortening: The mother code with N bits is shortening when N ′ ≤ N and R >

7/16. In this case, the last Z = N − N ′ bits are not transmitted, so the element

d′i = di for i = 0, 1, ..., N ′ − 1;

• Repetition: In this case, the length N ′ is larger than the mother code length N ,

so the first Z = N − N ′ bits are transmitted twice, with d′i = d(i) mod (N) for i =

0, 1, ..., N ′ − 1.

F. Channel Interleaver

Before going to the modulation process, the bit sequence d′ = [d′0, d
′
1, ..., d

′
N ′−1] is

interleaved using a triangular bit interleaver to improve the performance of the coding

scheme for high-order modulation [98]. It only happens in the process of uplink channel,

and bypasses in downlink channel. Let us denote Φ as the smallest integer such that

Φ(Φ + 1) ≥ 2E, and Φ can be calculated as Φ =
⌈√

8N ′+1−1
2

⌉
. An auxiliary Φ×Φ matrix

T is created, and the channel vector d′′ = [d′′1, d
′′
2, ..., d

′′
N ′−1] is generated based on the

matrix as the Algorithm 1.6.

1.2.2.4 Construction of 5G Polar Decoding Process

The flowchart of the 5G Polar decoding process is shown in the Fig. 1.15. In fact,

the LLRs belief information with length N ′ received from the channel and the demodula-
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Algorithm 1.6: Generate Channel Interleaver Bits d′′ = [d′′0, d
′′
1, . . . , d

′′
N ′−1]

Inputs : d′ = [d′0, d
′
1, . . . , d

′
N ′−1],Φ;

Outputs : d′′ = [d′′0, d
′′
1, . . . , d

′′
N ′−1];

Initialization: k = 0;
1 for i = 0 to Φ− 1 do
2 for j = 0 to Φ− 1− i do
3 if k < N ′ then
4 ti,j = d′k;
5 else
6 ti,j = NULL;
7 end
8 k = k + 1;

9 end

10 end
Initialization: k = 0;

11 for i = 0 to Φ− 1− j do
12 for j = 0 to Φ− 1 do
13 if ti,j#NULL then
14 d′′k = ti,j ;
15 k = k + 1;

16 end

17 end

18 end
19 return d′′ = [d′′0, d

′′
1, . . . , d

′′
N ′−1]

tion process will be passed through the rate recovery process to reconstruct the message

sequence length N . The Successive Cancellation List Decoding with CRC Aided (SCLD-

CA) decoder with the list of sizeMList is implemented in 5G Polar codes [80, 98]. The idea

is to produce a size MList list of possible code words by working in parallel on a group of

Successive Cancellation (SC) decoders, rather than producing a single code word. After

that, based on the CRC attachment to the input, the decoder will estimate the input

message signal. The details of 5G Polar decoder will present as follows:

Fig. 1.15: 5G Polar decoding process.

A. 5G Polar rate recovering

The bit sequence d′′ = [d′′0, d
′′
1, ..., d

′′
N ′−1] which is received after the channel interleaver

of uplink channel or the bit sequence d′ = [d′0, d
′
1, ..., d

′
N ′−1] which is achieved by the

rate matching process of downlink channel, will be modulated, i.e. using QPSK, and

propagated over the wireless channel. At the receiver, the noisy signal is soft QPSK
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demodulated to output LLR value sequence with length N ′. The 5G Polar rate recovering

is applied by using puncturing, shortening, or repetition processes as follows:

• For puncturing, the corresponding LLR values for the bits removed in rate matching

step are set to zero;

• For shortening, the corresponding LLR values for the bits removed in rate matching

step are set to a large value;

• For repetition, the set of LLR values corresponding to first N bits are selected.

Then, the recovery LLR values with the length N are decoded by the SCLD-CA decoder

algorithm, which is described in details from the fundamental in the following steps.

B. Successive Cancellation Decoder

Firstly, we consider the basic decoding algorithm of 5G Polar codes, which is based

on the Successive Cancellation (SC) process and was originally proposed in [85]. It can

be described as a depth-first binary tree search with priority to the left side, where leaf

nodes are the N bits to be estimated, and soft information on the received code bits is

input at the root node. In this case, the frozen bits are always decoded to be 0 while

the value of information bits can be reconstructed by using the hard decision on the soft

information bit when a leaf node is reached. In general, the SC decoder for the (N,K)

Polar codes can be presented into 3 steps as described in Fig. 1.16.

Fig. 1.16: Successive Cancellation decoder flowchart.

Step Left The node will receive the LLR belief information from its parent B =

{B0, B1, . . . , BN−1} and calculate the min-sum function f for the information to its left

child:

f(a0:N−1,b0:N−1) = [f(a0, b0), f(a2, b2), ..., f(aN−1, bN−1)] (1.32)

where f(a, b) = sgn(a)sgn(b)min(|a| , |b|).
Step Right The node receives the hard decision estimated bit û0 from its left child
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and calculate the g function for the information to its right child:

g(a0:N−1,b0:N−1, e) = [g(a0, b0, e0), g(a1, b1, e1), ..., g(aN−1, bN−1, eN−1)] (1.33)

where g(a, b, e) = b+ (1− 2e)a and e ∈ (0, 1).

Step Up The node receives the hard decision estimated bit û1 from it right child and

combines with the estimated bit û0 from its left child, it will recalculate the information

to it parent by using the kernel product as the encoding step [û0 ⊕ û1 û1].

The sequence of operations of Polar decoders can be summarized as the following:

i. Start at root;

ii. Check if it is not leaf, do the following in sequence;

• Do step Left and go to the left child;

• When decision is received from left child, do step Right and go to the right child;

• When decision is received from right child, do step Up and go to parent.

iii. If leaf, make a decision and go to parent;

• If i is the frozen position => ûi = 0;

• If i is the message position => ûi = 0 when B(ui) ≥ 0 and ûi = 1 when

B(ui) < 0.

For example: considering the sequence of operation of (4, 1) Polar decoder as described

in the flowchart in the Fig. 1.17. The (4, 1) Polar decoder is done by the following step:

Fig. 1.17: Binary tree representation of (4, 1) 5G Polar decoding
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Step 1: The incoming LLR belief information comes from the channel to node A is

given by B0 = [ 0.1 1.2 −1.6 0.4] . It is not leaf, so we do step “1L” by calculating

the f function as the equation (1.32) and go to its left child node B.

1L: B1 = [ f(0.1,−1.6) f(1.2,−0.4)] = [ −0.1 −0.4] ;
Step 2: At node B, it receives the incoming belief information B1 from node A. It is

not a leaf, so we take step “2L” by calculating the function f and go to its left child C.

2L: B2 = [f(−0.1,−0.4)] = 0.1;

Step 3: At node C, it is a leaf and also is frozen, so û0 = 0 and goes to its parent

node B.

Step 4: At node B, it receives the decision of its left child, so doing step “3R” by

using the function g as the equation (1.33) with input are B1 and û0 = 0, and going to

node D of its right child.

3R: B3 = [g(−0.1,−0.4, 0)] = −0.5 ;

Step 5: At node D, it is a leaf and also is frozen, so û1 = 0 and goes to its parent

node B.

Step 6: At node B, it receives the decision from its right child, so does the step “4U”.

4U: B4 = [ û0 ⊕ û1 û1 ] = [ 0 0] ;

Step 7: At node A, it receives the incoming belief information B4 from node B, so it

will do step “5R” by using the g function with the input B0 and B4 and goes to its right

child node E.

5R: B5 = [ g(0.1,−1.6, 0) g(1.2,−0.4, 0)] = [ −1.5 0.8] ;

Step 8: At node E, it is not a leaf, so we do the step Left “6L” by calculating the f

function and go to its left child node F.

6L: B6 = [f(−1.5, 0.8)] = −0.8;
Step 9: At node F, it is a leaf and also is frozen, so û2 = 0 and goes to its parent

node E.

Step 10: At node E again, it receives the decision from its left child so doing step

Right “7R” by using g function with the input are B5 and û2 ,and go to its right child

node G.

7R: B7 = [g(−1.5, 0.8, 0)] = −0.7;
Step 11: At node G, it is a leaf and not frozen. Therefore, we can determine the by

using the belief information B7 . Because B7 < 0 => û3 = 1.

Step 12: Finally, we obtain all the estimated bits [ û0 û1 û2 û3] = [ 0 0 0 1].

The SC can be considered an efficient technique in Polar decoder because it can achieve

Shannon channel capability [85], and also has low complexity when implemented in hard-

ware and software [99, 100]. However, its performance is still in lower error correction

in comparison with other channel coding techniques [101]. Therefore, to improve per-

formance, the authors in [101] introduced the new decoder method named Successive

Cancellation List Decoding (SCLD).
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C. Successive Cancellation List Decoder

The idea is to produce a size MList list of possible code words by working in parallel

on a group of SC decoders, instead of producing a single code word. When the leaf node

is reached, the information bits will be considered in both possible values 0 and 1, which

double the number of candidate code words. At the same time, Decision Metric (DM)

is also assigned. If the leaf node is frozen, there is only one decision 0 for the estimate

bit, but DM also needs to be assigned based on the value of the incoming LLR belief

information. The estimation output and the assignation ofDM in SCLD is summarized in

Algorithm 1.7. Moreover, the Path Metric (PM) is also used to calculate the summation

of the decision metrics DM on a path of SC decoder. When the number of paths is

equal to the size of the list MList, the SCLD will choose MList paths with the lowest PM

and ignore the other paths with a higher PM . Then, the decoder works in the same

process until it reaches the final bit which need to estimate. At this state, there are MList

possible code words, the SCLD will choose the code word with the lowest PM values.

The summary of SCLD process is described in Fig. 1.18.

Algorithm 1.7: Estimation output and assigning DM in SCLD

Inputs : PLLR(ui) is the LLR belief information leaf node ui;
Outputs : ûi, DM ;

1 if ui is not frozen then
2 if P (ui) ≥ 0 then

3

{
ûi = 0, DM = 0
ûi = 1, DM = |PLLR(ui)|

;

4 else

5

{
ûi = 1, DM = 0
ûi = 0, DM = |PLLR(ui)|

;

6 end

7 else
/* ui is frozen */

8 ûi = 0;
9 if PLLR(ui) ≥ 0 then

10 DM = 0;
11 else
12 DM = |PLLR(ui)|
13 end

14 end
15 return ûi, DM

In Fig. 1.18, the SCLD needs to obtain the estimate code word [ û0 û1 ... ûN−1] .

Assuming that the first four bits are not frozen, the path metric PM is 0 at the beginning

and the list size MList = 4. The SC decoder process will be applied until it reaches the

leaf node u0. By using Algorithm 1.7, the decoder will consider in both values 0 and 1 for

û0 and assign the DM metric to each path and update the path metric PM . The process

is continued by using SC decoder for û1 and for û2. At the stage 4, there are 8 possible
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Fig. 1.18: Successive Cancellation List Decoding (SCLD) process.

paths, and they are over the list size MList, so the SCLD will take only 4 paths with

the lowest PM value (assuming that PM8, PM10, PM14 andPM15 have the lower value

than others), and ignore the others’ path. The process will continue until the bit uN−1

is estimated. At the stage i, there are 4 possible code words and the decoder will choose

the path with the lowest PM value to be estimated code words [ û0 û1 ... ûN−1] .

The SCLD process is discussed with a better performance of error correction in com-

parison with SC algorithm. However, to further improve performance, the authors in

[102–104] introduced the new technique Successive Cancellation List Decoding with CRC

Aided (SCLD-CA) by adding the assistant bits or the redundancy bits called CRC bits

to the information bits.

D. Successive Cancellation List Decoding with CRC-Aided

In SCLD-CA, the decoding process is almost similar to that of the SCLD algorithm.

The difference is only at the end of SCLD process. In fact, instead of relying on only

the value of PM to determine the possible code word, the SCLD-CA process also checks

the CRC bits. The estimated code word passing the CRC check will be determined as

the estimate code word, otherwise, the decoder will choose the code word with the lowest

value of PM if no one passes the CRC check. Elsewhere, if there are more than one code

word satisfying the CRC check, the decoder also chose the candidate will the smallest

PM .

According to [80, 81], the 3GPP project has chosen SCLD-CA as the fundamental

decoder for the 5G Polar code, with a list size MList = 8 and the CRC length is 6 or 11

for the uplink channel and 24 for the downlink channel.

73



Chapter 1 VUONG Quoc Bao

1.2.3 LTE Turbo Codes

1.2.3.1 Construction of the LTE Turbo Encoding Process

In this section, the construction of the LTE Turbo encoding process for the downlink

channel and the uplink channel in the LTE system is shown in Fig. 1.19. Because the

LTE Turbo encoder provide the standard code rate 1/3. To adapt for any given code rate

R before going to the upper communication layers, the rate matching should be applied.

We will describe in detail the function of each component of the diagram.

Fig. 1.19: LTE Turbo encoding process with rate K/NTurbo.

A. CRC Adding

In LTE Turbo codes, the V CRC bits will be added to the K information bits to form

K ′ bits to the input of the Turbo encoder. It also is used to detect the availability of

any bit error at the end of each iteration in the turbo decoder to reduce computational

complexity and boost the performance of the decoder. Based on [87], there are four

possible CRC polynomials, such as the following:

CRC8(g) = g8 + g7 + g4 + g3 + g + 1;

CRC16(g) = g16 + g12 + g5 + 1;

CRC24A(g) = g24 + g23 + g18 + g17 + g14 + g11 + g10 + g7 + g6 + g5 + g4 + g3 + g + 1;

CRC24B(g) = g24 + g23 + g6 + g5 + g + 1

(1.34)

Let present the input information bit sequence as x = [x0, x1, ..., xK−1] and the CRC

check bit sequence as v = [v0, v1, ..., vV−1]. The encoding between x and v is performed

in a systematic form, which means that in GF(2), the polynomial:

x0g
K+V−1 + x1g

K+V−2 + ...+ xK−1g
V + v0g

V−1 + v1g
V−2 + ...+ vV−2g

1 + vV−1 (1.35)

yields a remainder equal to 0 when divided by the corresponding CRC generator polyno-

mial. The K ′ bits to the input of Turbo encoder is denoted as x′ = [x′
0, x

′
1, ..., x

′
K′−1], in

which K ′ = K + V the elements x′
i and xi have the relationship as:

x′
i = xi for i = 0, 1, 2, ..., K − 1

x′
i = vi−K for i = K,K + 1, K + 2, ..., K + V − 1

(1.36)
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B. LTE Turbo Encoder

In this step, a vector x′ = [x′
0, x

′
1, ..., x

′
K′−1] received after CRC attachment process

will be expanded to the vector c with the length of N ′ = 3(K ′ + 4). This vector contains

three streams c(i) = [c0, c1, ..., cD−1], where i ∈ {0, 1, 2} and D = K ′ + 4. As shown in

Fig. 1.20, LTE Turbo codes operate with the base rate of 1/3 as the standard of channel

coding scheme. It operates based on the parallel concatenation of two 8-states convolution

encoders and is separated by a Turbo interleaver. The first stream is the systematic bits

while the second and the third streams are the outputs of the two convolution encoders,

called Parity 1 and Parity 2 bit streams, respectively. At each encoder, the tail bits with

length equal to 4 will be added to the end of each encoded information stream bit, so the

length of each stream is D = K ′ + 4.

Fig. 1.20: LTE Turbo encoder.

C. Transfer Function

To construct an LTE Turbo encoder, we first need to specify the trellis structure of

the constituent encoder based on the polynomial of the transfer function. The transfer

function of the 8-state constituent code for the parallel concatenated convolution code is:

Γ(z) =

[
1,

Γ1(z)

Γ0(z)

]
(1.37)

where Γ0(z) = 1 + z−2 + z−3 is the polynomial for the feedback connection and Γ1(z) =

1 + z−1 + z−3 is the polynomial for the feed-forward connection. First of all, we build for

the binary-number representation of the polynomials, for example (1011) for the feedback

and (1101) for the feed-forward and convert them to an octal representation, which are

13 and 15, respectively. As a result, the LTE Turbo code diagram in Fig. 1.20 has a

constraint length of 4, a generator polynomial matrix of [13 15] and the polynomial for

the feedback connection of 13.
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D. Interleaver

Another important parameter in LTE Turbo codes is the interleaver, which is based

on a simple Quadratic Polynomial Permutation (QPP) scheme. Let take the input x′ =

[x′
0, x

′
1, ..., x

′
K′−1] into the interleaver and the output x′′ = [x′′

0, x
′′
1, ..., x

′′
K′−1] is obtained

after permuting the indices of the input bits. The relationship between them is described

as follows:

x′′(i) = x′
ϵ(i), i = 0, 1, ..., K ′ − 1 (1.38)

where the relationship between the input index ϵ(i) and the output index i is presented

in the following quadratic polynomial form:

ϵ(i) = (f1.i+ f2.i
2) mod (K ′) (1.39)

where K ′ is the length of the information from the input block with 188 different values

for the LTE system, f1, f2 are the constants that depend on the value of K ′, and the

relationship between K ′, i, f1, f2 is summarized in Table 5.1.3-3 of [87].

E. Trellis Termination

The output from the encoder are c
(0)
k = x′

k, c
(1)
k = zk, c

(2)
k = z′k, where k = 0, 1, ..., K ′−1.

The trellis termination should be applied to these output streams to know the starting

and ending states of the encoder on the decoder side to avoid loss of performance [105].

We take the tail bits from the shift register feedback when all information bits are encoded

and multiplex them at the end of each stream encoding of information bits. In Fig. 1.20,

when the upper switch in the lower position and the second encoder is disabled, the first

three tail bits will be used to terminate the first constituent encoder. Vice versa, when

the lower switch is turned off at the lower position and the first encoder is disabled, the

last three tail bits will be used to terminate the second encoder [106]. The transmitted

bits after trellis termination are then:

c
(0)
K′ = x′

K , c
(0)
K′+1 = zK′+1, c

(0)
K′+2 = x′′

K′ , c
(0)
K′+3 = z′K′+1

c
(1)
K′ = z′K , c

(1)
K′+1 = zK′+2, c

(1)
K′+2 = z′K′ , c

(1)
K′+3 = x′′

K′+2

c
(2)
K′ = x′

K′+1, c
(2)
K′+1 = zK′+2, c

(2)
K′+2 = x′′

K′+1, u
(2)
K′+3 = z′K′+2

(1.40)

F. Rate Matching

The rate matching process, including the subblock-interleaver, the bit collection, the

bit selection, and puncturing, is an important feature in modern communication to adapt

for various coding rate. In LTE channel coding with rate matching, let us start with the

initial standard code rate 1/3. If the requested rate is less than 1/3, we do the repeating

in Turbo code output bits. If the requested rate is greater than 1/3, bit puncturing is

applied. The whole process is shown in Fig. 1.21.

76



Chapter 1 VUONG Quoc Bao

Fig. 1.21: LTE Turbo codes rate matching process.

a. Subblock- interleaver

In this step, we first subdivide each of the three streams into 32 bits sections and

interleave each of these sections. Since each stream may be not divisible by 32, we

add dummy bits to the beginning of the streams such that the obtaining vector can

be divided into 32 bit sections. The bit sequence c
(i)
d = [c

(i)
0 , c

(i)
1 , ..., c

(i)
D−1], where i ∈

{0, 1, 2}, d = 0, 1, 2, ..., D− 1 and D = K ′ + 4 from turbo encoder and trellis termination

process will be interleaved by the subblock-interleaver to achieve the bit sequence q
(i)
d =

[q
(i)
0 , q

(i)
1 , ..., q

(i)
DΠ−1] , where DΠ is defined as follows [87]:

Step 1: Assign Csub = 32 is the number of columns of the matrix;

Step 2: Determine the number of rows of the matrix Rsub, such that D ≤ Rsub×Csub;

Step 3: If Rsub × Csub > D then ND = Rsub × Csub −D dummy bits are padded such

that: sd =< Null > for d = 0, 1, ..., ND− 1. Then sND+d = c
(i)
d for d = 0, 1, ..., D− 1, and

the bit sequence yd is written to the matrix Rsub × Csub > D row by row, begin with bit

s0 in the position (0, 0) as:
s0 s1 s2 · · ·

sCsub
sCsub+1 sCsub+2 · · ·

...
...

...
. . .

s(Rsub−1)×Csub
s(Rsub−1)×Csub+1 s(Rsub−1)×Csub+2 · · ·

sCsub−1

s2Csub−1

...

s(Rsub×Csub−1)


In the next steps, we construct c

(0)
d , c

(1)
d and c

(2)
d as follows:

i. For c
(0)
d and c

(1)
d :

Step 4: Based on the pattern Ω(j) where j = 0, 1, ..., Csub−1 in Table. 1.6, we perform

the inter-column permutation for the matrix in which Ω(j) is the original column position

of the j − th permuted column. The inter-column permuted Rsub × Csub matrix is:
sΩ(0) sΩ(1) sΩ(2) · · ·

sΩ(0)+Csub
sΩ(1)+Csub

sΩ(2)+Csub
· · ·

...
...

...
. . .

sΩ(0)+(Rsub−1)×Csub
sΩ(1)+(Rsub−1)×Csub

sΩ(2)+(Rsub−1)×Csub
· · ·

sΩ(Csub−1)

sΩ(Csub−1)+Csub

...

sΩ(Csub−1)+(Rsub−1)×Csub


Step 5: The bit sequence of the output of the subblock-interleaver is read out column
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by column from the inter-column permuted Rsub × Csub matrix and denote as q
(i)
d =

[q
(i)
0 , q

(i)
1 , ..., q

(i)
DΠ−1], where q

(i)
d = [q

(i)
0 , q

(i)
1 , ..., q

(i)
DΠ−1] . . . and DΠ = Rsub × Csub.

Table 1.6: Inter-column permutation pattern for sub-block interleaver

Number of columns Inter-column permutation pattern

Csub Ω(0),Ω(1), ...,Ω(Csub − 1)

32
0, 16, 8, 24, 4, 20, 12, 28, 2, 18, 10, 26, 6, 22, 14, 30, . . .

1, 17, 9, 25, 5, 21, 13, 29, 3, 19, 11, 27, 7, 23, 15, 31

ii. For c
(2)
d :

Step 6: The bit sequence of the output of the subblock-interleaver, which is denoted

as q
(2)
d = [q

(2)
0 , q

(2)
1 , ..., q

(2)
DΠ−1], where q

(2)
d = sπ(d) and π(d), is calculated as:

π(d) =

(
PTurbo

(⌊
d

Rsub

⌋)
+ Csub (d mod Rsub) + 1

)
mod DΠ (1.41)

The pattern PTurbo is defined as Table. 1.6.

b. Bit collection, selection and puncturing

By using a circular buffer concept, the circular buffer of length Dq = 3DΠ for a code

block is generated as:

q′d = q
(1)
d for d = 0, 1, ..., DΠ − 1;

q′DΠ+2d = q
(1)
d for d = 0, 1, ..., DΠ − 1;

q′DΠ+2d+1 = q
(2)
d for d = 0, 1, ..., DΠ − 1;

Before going to the modulation process, by removing the dummy bits that adding in the

previous step and the selecting the first few bits in the sequence, the new bit sequence

c′ = [c′0, c
′
1, ..., c

′
N ′−1] is produced by puncturing process to adapt for the desired coding

rate.

1.2.3.2 Construction of LTE Turbo Decoding Process

The flowchart of the LTE Turbo decoding process is shown in Fig. 1.22.

Fig. 1.22: LTE Turbo decoding process.

In this process, the LLR belief information contains N ′ symbols received from the
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channel, and the demodulation process will pass through the rate recovery process to re-

construct the length of the message sequence N . The rate recovering process is performed

as the inverse operations to those in the rate-matching process to obtain N ′ LLR samples

to become inputs to the 1/3 turbo decoder. Based on the addition of trellis termina-

tion to the encoder, these samples will be decomposed into a systematic block and two

parity blocks, where each block contains K ′ LLR samples. The Turbo decoder consists

of two Soft-Input Soft-Output decoders and uses the Max-Log Maximum A Posteriori

(Max-Log-MAP) algorithm [107]. After that, based on the CRC attachment to the input,

the decoder will estimate the input message signal. At the end of each iteration, the

code word that passes the CRC check will be determined as the estimated code word;

otherwise, the decoder will continue the operations to achieve the maximum number of

iterations and obtain the last estimated code word.

A. LTE Turbo Decoder

Fig. 1.23 shows the LTE Turbo decoder diagram, where we have two constituent

decoders and two interleavers, two de-interleavers in the feed-forward and the feedback

loop, respectively.

Fig. 1.23: LTE Turbo decoder.

The same trellis structure and interleaver as the encoder are used. First, the systematic

symbols stream and the first parity symbols stream are added to the first decoder while

the interleaver of the systematic symbols stream and the second-parity symbols stream

are added to the second decoder. When starting the decoding process, the extrinsic

information is generated by the first decoder, it is just a cleared-up version instead of the

final LLR. Then the extrinsic information is interleaved and send to the second decoder.

It combines with the interleaver of the systematic symbols stream and the second parity

symbols stream to perform the second decoder. Similarly, it also generates extrinsic

information and sends to the first decoder. But instead of interleaving, the de-interleaver

is applied, and the iteration is done. In the next iteration, the first decoder performs the

same process as the previous step, but at this moment, it has the extrinsic information

obtained from the second decoder, so it will produce a more reliable output. The decoding
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process continues until the CRC check process is passed or the maximum number of

iterations is achieved. After any iteration, the total LLR is calculated as follows:

Lyk(total) = Lyk(channel) + Lext(2→1)
yDeint(k)

+ Lext(1→2)
y(k)

(1.42)

where Lyk(channel) = log
(

Pr{ck=0|yk }
Pr{ck=1|yk }

)
is the LLR information received from the channel

and after demodulation process, ext(1 → 2) is the extrinsic information from the first

decoder to the second decoder, ext(2 → 1) is the extrinsic information from the second

decoder to the first decoder, Deint(k) is the de-interleaved position of ck.

1.3 Conclusion

In conclusion, this chapter summarizes the state-of-the-art in SI cancelation processes,

especially in the digital domain with the LMS and RLS algorithms. In fact, the RLS

algorithm with λ = 0.999 gives a sufficient performance in DSIC process, so it will be

used to implement in the following chapters. Then, the encoding and decoding processes

of new radio channel coding schemes for 5G networks are also studied.

In the next chapter, we will investigate in the digital domain the channel coding

schemes in case of SISO FD transmission to overcome the effects of residual SI and quan-

tization noise in the cancelation process. Then, we illustrate the influence of quantization

noise on DSIC process and compare the effects of SI channel power on the SISO FD

transmission system with and without DSIC process.
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Chapter 2

Full-Duplex Efficient Channel Codes

for Residual Self-Interference/

Quantization Noise Cancellation

FD transmission systems are becoming very attractive techniques for 5G & beyond

transmissions by offering higher spectral efficiency. The implementation of a real FD

system can be a challenging task due to the analog and residual SI and some imperfections

introduced by analog components such as quantization error of DAC/ADC processes. This

chapter investigates in the digital domain different channel coding schemes to compensate

the residual SI and quantization noise in the cancellation process in case of SISO FD

transmission. The promising 3GPP channel coding schemes such as 5G QC-LDPC, 5G

Polar Codes and LTE Turbo codes, which have been described in detail in Section 1.2,

have been considered. Moreover, difference quantizer device architectures such as Σ∆,

Gaussian with mid-rise, pipeline, and SAR are applied in the ADC process on the receiver

side. Low-bit ADC quantizers with oversampling method are also considered for low cost,

low power consumption and simple hardware devices, which are the characteristics of green

communications and IoT applications [48]. Several numerical simulations are performed

to evaluate the BER performance. The content of this chapter has been published in the

following paper:

• Bao Quoc Vuong, Roland Gautier, Anthony Fiche and Mélanie Marazin, “Full-

Duplex Efficient Channel Codes for Residual Self-Interference/Quantization Noise

Cancellation”, in the proceeding of The IEEE 15th International Conference on

Signal Processing and Communication Systems (ICSPCS), Sydney, Australia, 2021.

(Online)
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2.1 Introduction

In the future, the rapid growth of wireless and broadband communication requires

higher spectral efficiency to account for the higher rate, lower latency transmission, and

maintain a high level of security when we move toward the 5G standard. Due to the

efficient use of resource and outstanding compared with traditional HD methods, FD

transmission systems are widely used for many applications. However, the problem of

SI phenomenon is the main challenge of FD transmission, which could be up to 120 dB

in power when the system suffers from a strong SI environment [49]. Therefore, it is

necessary to cancel the SI component to the noise floor level; otherwise, the spectral

efficiency cannot be realized because of the high level of interference, especially in short-

packet transmissions for IoT applications and green communications.

Moreover, quantization noise, which is produced by the quantization process performed

by the DAC at the transmitter and the ADC at the receiver, is also a major factor affecting

the performance of FD transmission systems [108]. The quantization bit resolution and

the dynamic voltage range should be chosen carefully on the basis of the requirements

of the sampling rate and the applications. Many DAC/ADC transceiver devices have

been designed and launched out to the market for 4G, 5G and also IoT applications.

For example, the LTC2000 DAC family [109] uses a quantization resolution of 11-16 bits

for LTE MIMO and 5G transmissions at the transmitter. While at the receiver, the 12

bits Σ∆ AD9361 [110] is used in ADC process of 4G and 5G transmission. DAC/ADC

process is an important part of any communication system, therefore, it is necessary to

take into account the problem of residual quantization noise of DAC/ADC process in FD

transmission.

So, in this chapter, we investigated in the digital domain the channel coding schemes in

case of SISO FD transmission to overcome the effects of residual SI and quantization noise

in the cancellation process. The remaining of this chapter is organized as follows. Section

2.2 briefly describes the model of SISO FD transmission system with new radio channel

coding schemes, DSIC process, and DAC/ADC process. The simulation specifications

and results are presented in Section 2.3. Finally, some highlight conclusions are given in

Section 2.4.

2.2 SISO Full-duplex Transmission and Digital Self-

Interference Cancellation Process

2.2.1 General System Model

The general SISO FD transmission model between two users A and B in the presence

of the channel coding schemes, DSIC, and DAC/ADC processes is described in Fig. 2.1.
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Fig. 2.1: SISO Full-Duplex transmission and SIC cancellation flowchart.

At the transmitter of user A, the digital input signal xA[k] is encoded by using three

channel coding schemes proposed by 3GPP project such as 5G QC-LDPC codes, 5G Polar

codes [80] and LTE Turbo codes [87] with CRC attachment and rate matching including

bit shortening, bit puncturing or bit repeating should be applied to create a code word

with length N [82, 87, 98]. These processes are described in details in Section 1.2. The

encoded signal will then be modulated by using the QPSK modulator and transmitted

through the DAC converter, which denotes as xA(t). Then it becomes an RF transmitting

signal and is sent by transmitting antenna Tx to user B. We have the same process at

the transmitter of user B to obtain the transmitting signal of interest xB(t) and it will

be transmitted through the multipath fading channel environment with Additive White

Gaussian Noise (AWGN) from the environment.

At the receiver of user A, the signal yA(t) consists of several signals, including the

signal of interest yBA(t) of user B, the SI signal yAA(t) from the transmitter of user A,

and the complex AWGN wA(t) with CN (0, σA
2). It can be given as:

yA(t) = yAA(t) + yBA(t) + wA(t)

= (hAA ∗ xA)(t) + (hBA ∗ xB)(t) + wA(t) (2.1)

where hBA, hAA are the channel gain of the intended fading channel and the SI channel

with i.i.d. complex Gaussian random variables with CN (0, 1) [77, 111], respectively, and

(∗) is the convolution operation. The SI channel is fixed with 3 taps under the assumption
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that any LoS component is efficiently reduced by antenna isolation and the major effect

comes from scattering. These channel models are independent in each transmission frame.

The intended channel hBA is modeled according to the ITU–R channel model [79].

The received signal will pass through the ADC process to convert to the discrete time

domain, denoted by yA[n]. Then, the reference transmitted signal xA[n] in the digital

domain is used to cancel the SI component using the RLS algorithm, which is described

in Section 1.1.3.2. As a result, we can effectively obtain the estimation of the SI channel

ĥAA. Therefore, the output signal can be expressed as follows:

ỹA[n] = yA[n]− ŷAA[n] = yBA[n] + yAA[n]− ŷAA[n] + wA[n]

= (hBA ∗ xB)[n] + (hAA ∗ xA)[n]− (ĥAA ∗ xA)[n] + wA[n] (2.2)

Then, the residual signal ỹA[n] will go to an equalizer with the RLS algorithm, which is

similar to Section 1.1.3.2, to first estimate the intended channel and then reconstruct the

intended signal of user B. After that, the equalized signal will pass through the demodu-

lation block to obtain the LLR sequence. At the decoder, the LLR is used to reduce the

calculation complexity by replacing a very large number of multiplications by summation

in log-domain as in [97]. The LLR belief information received from the demodulation

process will pass through the rate recovery process to reconstruct the message sequence

of length N [82, 87, 98]. The SPA algorithm with an efficient message passing schedule

[96], SCLD-CA [101] and Max-Log-MAP algorithm [107], which are described in detail

in the previous chapter, are used in the decoding process for 5G LDPC codes, 5G Polar

codes, and LTE Turbo codes, respectively. After that, based on the attachment of the

CRC, the estimated signal of interest from user B x̂SoI [k] is achieved.

2.2.2 DAC/ADC process

2.2.2.1 Analog-to-Digital Converter Quantization Noise

Although the majority of the SI component can be eliminated by the antenna isolation

and analog cancellation techniques, the residual SI is still strong enough to influence the

weak intended signal from the distant radio node. Furthermore, the ADC has a very

limited dynamic range or quantization level Ψ which is defined as the ratio of the largest

possible output V (full-scale voltage) to the quantization bit resolution B, as shown in

Fig. 2.2. In particular, upon the ADC, the dynamic range of the signal of interest is

well below the dynamic range of the ADC, so it just takes a few bits of the ADC for

quantization. However, the stronger residual SI occupies the whole dynamic range of the

ADC, which is much greater than the signal of interest; therefore, it leads to the noisy in

the signal of interest after digital SI cancellation. For example, considering the influence

of ADC quantization for the case of without and with SI signal as shown in Fig 2.3. From
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Fig. 2.3a, it can be seen that there is a minor effect on the reconstruction signal and

the signal of interest quality remains well because there is no SI at the ADC input and

the dynamic range of desired signal is belonged to the whole dynamic range of ADC. On

the contrary, when SI occurs at the input of ADC as shown in Fig. 2.3b, the output of

the signal of interest is very noisy, although the digital cancellation process is used to

eliminate SI component. Therefore, in FD transmission, the dynamic range of ADC and

the resolution of ADC should be carefully considered.

Fig. 2.2: Example of quantization level.

(a) Without SI (b) With SI

Fig. 2.3: Effect of ADC quantization noise, Copyright © 2020 Springer Nature [112].

2.2.2.2 DAC Process at Transmitter

The DAC process at the transmitter is presented in Fig. 2.4. The QPSK symbols

with double complex number will be separated into 2 separated components: In-phase

and Quadrature, each component then passes independently through the up sample with
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the factor mup and then goes through DAC quantizer with the bit resolution BDAC , the

dynamic voltage range VDAC before going to the analog reconstructor [113] which is acted

as a low pass filter with cutoff frequency Fcutoff = FS/2, where Fs is the sampling rate,

in order to convert these discrete values to the continuous values and send to the wireless

fading environment.

Fig. 2.4: DAC process.

2.2.2.3 ADC Process at Receiver

At the receiver as described in Fig. 2.5, the In-phase and Quadrature components

that are received from the channel may pass through different types of ADC such as Σ∆,

Gaussian with mid-rise, pipeline as well as SAR with the bit resolution BADC and the

dynamic voltage range VADC in order to obtain the discrete time form. The oversampling

method, with oversampling factor mover and sampling rate Fs on the Nyquist interval

[−Fs/2;Fs/2], is also applied in order to reduce the effects of quantization noise in low

bit quantization ADC [48]. Then, the signals go continuously to the digital/decimator

filter. The output of these filters provides a digital representation of the quantized input

signal. After that, these components will be mixed again to form the symbols with double

complex numbers. Then these symbols will go through the SI channel estimation process

to cancel the SI signal.

Fig. 2.5: ADC process.

2.3 Results And Discussions

2.3.1 Simulation Specifications

In this section, the BER performance for different testing scenarios is computed by

using Monte Carlo simulation on MATLAB. First, we illustrate the influence of quan-

tization noise to DSIC process and SI channel power to SISO FD transmission system.

Then, the BER performance obtained with and without the DAC/ADC process will be

illustrated by changing the quantization bit resolution at DAC/ADC process. Next, the

performances of different quantizer device architectures in the receiver such as Σ∆ [53],

Gaussian with midrise [54], pipeline [55] and Successive Approximation Registers ADC

(SAR) [56] are evaluated. After that, a comparison between the system with and without
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DAC/ADC for both case of HD and FD transmission for all channel coding schemes is

considered. Finally, the choice of bit resolution for DAC/ADC process is also noticed. For

the rest of this chapter, the system without DAC/ADC process is called the ideal case.

For 5G LDPC codes, the base graph matrix BG2 is implemented for all simulations. For

5G Polar codes, the SCLD-CA decoder technique with the list size MList = 8 is used.

Low-bit ADC quantizers with oversampling method are also considered for low cost, low

power consumption and simple hardware devices, which are the characteristics of green

communications and IoT applications [48]. Based on background noise as the reference,

let us denote ρAA = pA/σ
2
A and SNRA = pB/σ

2
A as the self-interference to noise ratio and

signal-to-noise ratio, where pA, pB and σ2
A are the power of SI signal, intended signal and

background noise, respectively. The information size is set at 512 bits, which is equal to

64 bytes and belongs to the maximum length of information in some IoT standards such

as Long Range (LoRa) communication, where maximum size of information is 2048 bits,

and equals to 256 bytes [28]. The simulation parameters are summarized in Table 2.1.

Table 2.1: Simulation Specifications

Parameter Value

Code word block size (N) 1024 bits

Information size (K) 512 bits

Code rate (R) 1/2

Number of transmission frames 106

CRC length 11

5G LDPC codes base graph BG2

5G Polar codes list size (MList) 8

Modulation scheme QPSK

Up-sample factor (mup) 4

Oversampling factor (mover) 4

Sampling rate (Fs) 1 GHz

Quantization bit resolution of DAC/ADC (BDAC ,BADC) 1, 2, 3, 4, 6, 8, 12, 14

Dynamic voltage range of DAC (VDAC) 2 V

Dynamic voltage range of ADC (VADC) 4 V

SI channel taps 3

Forget factor λ in RLS algorithm 0.999

2.3.2 Effect of Quantization Noise and SI Channel Power on SI

Channel Estimation and BER Performance

First, we consider the impact of DAC/ADC quantization noise and self-interference

to noise ratio ρAA on the channel SI estimation process for 5G QC-LDPC codes, 5G
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Polar codes and LTE Turbo codes, as shown in Fig. 2.6 and Fig. 2.7, respectively.

For DAC/ADC processes, the 14 bits DAC LTC2000 family [109] will be added at the

transmitter side (BDAC = 14 bits) and the 12 bits Σ∆ AD9361 [110] will be used at the

receiver side (BADC = 12 bits). These parameters are chosen because they usually used in

the DAC/ADC process for 4G and 5G transmissions [109, 110]. Throughout this thesis,

the MSE of the SI channel and the intended channel are, respectively, given by [114]

MSEAA = ∥hAA − ĥAA∥2, (2.3)

MSEBA = ∥hBA − ĥBA∥2. (2.4)

Let us consider the SI channel estimation error of FD transmission with and without

DAC/ADC using 5G QC-LDPC codes, as shown in Fig. 2.6. It can be observed that

the presence of DAC/ADC quantization noise destroys from about 2 to 7 dB when self-

interference to noise ratio (ρAA) varies from 0 to 30 dB, respectively, in comparison to the

FD ideal case, which is the SISO FD transmission without using DAC/ADC processes.

Therefore, the DAC/ADC quantization noise has a major effect on SI channel estimation

in FD transmission systems.
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Fig. 2.6: SI channel estimation error of FD transmission with and without DAC/ADC
process; BDAC = 14 bits, Σ∆ ADC with BADC = 12 bits.

As shown in Fig. 2.7, the self-interference to noise ratio (ρAA) is also an important

factor that affects the system performance for all channel coding schemes. Indeed, when

ρAA increases, the BER performance will decrease. In the FD transmission with the

DSIC process, when ρAA equal to 0 dB and 10 dB, the results are closed as the case of

HD transmission. However, at a high value of ρAA, the SI component becomes dominant

factor and the curves levels off at higher BER values, so the system needs more power

in SNR to obtain the same result, i.e. when ρAA increases to 20 dB and 30 dB. In

FD transmission without the DSIC process, the system cannot estimate and reconstruct

again the transmission signal, regardless of channel coding schemes used. Therefore, it
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highlights the crucial role of DSIC process in FD transmission systems.

0 1 2 3 4 5 6 7 8 9 10

SNR
A
 (dB)

10-5

10-4

10-3

10-2

10-1

100

B
E

R
FD, 

AA
 = 0 dB

FD, 
AA

 = 10 dB

FD, 
AA

 = 20 dB

FD, 
AA

 = 30 dB

FD No DSIC, 
AA

 = 0 dB

FD No DSIC, 
AA

 = 10 dB

FD No DSIC, 
AA

 = 20 dB

FD No DSIC, 
AA

 = 30 dB

HD - No SI

(a) 5G QC-LDPC

0 1 2 3 4 5 6 7 8 9 10

SNR
A
 (dB)

10-5

10-4

10-3

10-2

10-1

100

B
E

R

FD, 
AA

 = 0 dB

FD, 
AA

 = 10 dB

FD, 
AA

 = 20 dB

FD, 
AA

 = 30 dB

FD No DSIC, 
AA

 = 0 dB

FD No DSIC, 
AA

 = 10 dB

FD No DSIC, 
AA

 = 20 dB

FD No DSIC, 
AA

 = 30 dB

HD - No SI

(b) 5G Polar

0 1 2 3 4 5 6 7 8 9 10

SNR
A
 (dB)

10-5

10-4

10-3

10-2

10-1

100

B
E

R

FD, 
AA

 = 0 dB

FD, 
AA

 = 10 dB

FD, 
AA

 = 20 dB

FD, 
AA

 = 30 dB

FD No DSIC, 
AA

 = 0 dB

FD No DSIC, 
AA

 = 10 dB

FD No DSIC, 
AA

 = 20 dB

FD No DSIC, 
AA

 = 30 dB

HD - No SI

(c) LTE Turbo

Fig. 2.7: BER of FD system with and without DSIC in different values of ρAA, BDAC = 14
bits, Σ∆ ADC with BADC = 12 bits.
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2.3.3 Effect of Bit Resolution of ADC on BER Performance

Then, Fig. 2.8 shows the BER performances of the FD system by changing the bit

resolution BADC of 4 different types of ADC architectures such as Σ∆ [53], Gaussian with

mid-rise [54], pipeline [55] and SAR ADC [56]. In this case, the oversampling factor is

set at mover = 4, which is a possible choice based on [48]. The 5G QC-LDPC channel

coding scheme is used and BDAC = 14 bits according to LTC2000 family [109]. The

self-interference power to noise ratio ρAA is fixed at 30 dB, which is the residual SI level

that the DSIC process needs to cancel in order to approach the spectral efficiency in FD

transmission. In general, we can see that the increase in bit resolution of ADC (BADC) can

improve the BER performance for all ADC architectures. Indeed, for high bit resolution

values from 6 to 14 bits, the system can nearly approach the ideal case. However, with

low-bit quantization from 1 to 4 bits ADC, the system needs more power (dB) in SNR to

obtain the same BER result as in the ideal case. It is also noticed that the low-bit ADC

has better performances and converges quickly to free error because oversampling method

has been applied in ADC process. In fact, oversampling spreads the quantization noise

in high frequency to reduce its effects. The gain between low-bit ADC and the ideal case

is about 1 to 1.5 dB depending on ADC quantizer device architectures. Consequently,

BADC = 6 bits is a possible solution in the ADC process to reduce the impact of DAC/ADC

quantization noise in FD transmission systems. In the next subsection, a comparison of

different ADC architectures will be illustrated based on the BER performance.

2.3.4 Effect of ADC Quantizer Device Architectures on BER

Performance

The quality of system performances also depends on the choice of different types of

ADC quantizer such as Σ∆, Gaussian with mid-rise, pipeline as well as SAR. In this

case, the bit resolution of the DAC is set at BDAC = 14 bits according to the LTC2000

family [109], while the bit resolution of the ADC is chosen at BADC = 12 bits for all

ADC architectures. The self-interference power to noise ratio is fixed at 30 dB (ρAA = 30

dB). In general, for all channel coding schemes, the system can approximately reach the

BER value of the ideal case for all types of ADC quantizer as illustrated in Fig. 2.9. In

particular, the Σ∆ seems to give the best result because the larger value of over-sampling

factor, i.e, mover = 4 will give the better achievement in Σ∆ quantizer when compared

with other ADC quantizer devices architectures, which has been proved in [48]. It again

confirms the practical application of the 12 bits Σ∆ ADC in 5G transmission systems,

according to Σ∆ AD9361 [110]. Therefore, Σ∆ ADC with BADC = 12 bits is chosen to

further implement in this chapter.
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Fig. 2.8: BER of FD transmission by changing BADC for different ADC architectures,
BDAC = 14 bits and ρAA = 30 dB.

2.3.5 Effect of Bit Resolution of DAC on BER Performance

Next, the BER performance of the FD system is calculated by changing the bit res-

olution BDAC of the DAC for all channel coding schemes. While the 12 bits Σ∆ ADC

according to Σ∆ AD9361 [110] will be set at the receiver side. The oversampling method

is also used with an oversampling factor mover = 4. The SI power to noise ratio ρAA is

set at 30 dB. Based on the results in Fig. 2.10, we can observe that the quantization

bit resolution of the DAC significantly affects the system performance. The decrease in

bit resolution BDAC leads to a decrease in BER performance. For example, the values of

BDAC from 1 to 4 bits show the worst results compared to the others. On the contrary,

when the values of BDAC go to 6 bits and further, the system will obtain saturation and

reach almost the ideal case. Therefore, BDAC = 6 bits is also a sufficient solution in

DAC process to reduce the impact of DAC/ADC quantization noise in FD transmission

systems.
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Fig. 2.9: BER of FD transmission with different types of ADC quantizer, BDAC = 14 bits,
BADC = 12 bits, ρAA = 30 dB.
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Fig. 2.10: BER of FD transmission by changing BDAC , Σ∆ ADC with BADC = 12 bits,
ρAA = 30 dB.
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Fig. 2.11: Comparison between the FD system with and without DAC/ADC processes,
BDAC = 14 bits, Σ∆ ADC with BADC = 12 bits.
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Fig. 2.12: BER of FD system with different bit resolution in DAC/ADC, Σ∆ ADC,
ρAA = 30 dB, mover = 4.
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2.3.6 Effect of Channel Coding Schemes in FD Transmission on

BER Performance

The effect of residual SI and quantization noise to the SI channel estimation process

has been pointed out in Section 2.3.2. To overcome this problem, channel coding schemes

have been considered in FD transmission systems. In this case, the bit resolution of the

DAC is set to BDAC = 14 bits, while the bit resolution of the ADC is chosen at BADC = 12

bits. The SI power to noise ratio ρAA is set at 30 dB. In particular, Fig. 2.11 shows how

channel coding schemes improve BER performance in the FD transmission system. It

shows an interesting result where the system with channel coding can reconstruct well

the information signal, and it can approximately reach to the curve of ideal case. In

contrast, in the case of FD transmission without using channel coding schemes, the gap

between the curves of ideal case and the curves of DAC/ADC case are larger and can be

clearly observed with the increase of SNR. In HD transmission, the difference between

ideal case and DAC/ADC case is less efficient, the system can estimate the information

signal well because the SI interference does not happen. In contrast, considering the

system performance in FD transmission without DSIC process, it cannot estimate the

input information when the SI interference is not cancelled by DSIC process regardless of

channel coding schemes used. Consequently, it can be concluded that the channel coding

schemes play an important role in the performance of FD transmission, it can compensate

the influences of residual SI and quantization noise in the DAC/ADC process. Among

these coding techniques, 5G Polar codes go faster to free error floor and provide better

performances in the high region of SNR, but they need more than 3 dB in low SNR to go

below the curve of the uncoding system. While the LTE Turbo codes give quite the worst

result than others by slowly convergence to error floor. Therefore, the 5G QC-LDPC

codes seem to give a sufficient result in both low and high regions of the SNR and achieve

better performance in general than the uncoding system.

2.3.7 Effect of Choosing Bit Resolution of DAC/ADC on BER

Performance

Last but not least, the bit resolution in both the DAC and ADC processes is reduced

to propose a trade-off in choosing the appropriate bit resolution for a real communication

system, as shown in Fig. 2.12. In this case, the SI power to noise ratio ρAA is set at

30 dB, the oversampling factor is also fixed at mover = 4 and the Σ∆ ADC is used.

For all coding schemes, when the bit resolution in DAC/ADC process goes larger than

6 bits, the BER curves can nearly achieve to the ideal case. However, when the bit

resolution reduces to 4 bits or smaller, it notices that the bit resolution strongly affects

to the system performance. Therefore, combined with Sections 2.3.3 and 2.3.5, the bit
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resolution should be carefully chosen depending on the applications. It is necessary to

select the bit resolution of the DAC/ADC from 6 bits and higher. Nevertheless, if we

want to choose low-bit ADC from 1 to 4 bits at the receiver for green communication

systems with simple hardware, low cost, and low power consumption, the bit resolution

of DAC must be set up at high values, i.e. larger than 6 bits and oversampling method

also need to be applied in ADC process.

2.4 Conclusion

In this chapter, we point out the effects of residual SI and quantization noise due to

the DAC/ADC process on the FD transmission system. First, it can be clearly seen that

self-interference to noise ratio is a major factor that degrades the system performances,

and it can be cancelled by using the DSIC process in FD transmission. Moreover, the

quantization noise significantly destroys and degrades the transmission quality. Therefore,

the bit resolution should be carefully chosen with high value, i.e. larger than 6 bits for

both DAC/ADC processes. If the green communications system and IoT applications

are considered with low-bit ADC, i.e. from 1 to 4 bits, the bit resolution of DAC must

be chosen at high value and the oversampling should be applied in the ADC process in

order to reduce the effects of quantization noise. Besides, the Σ∆ ADC seems to be

the best choice in ADC process. Furthermore, the use of channel coding schemes plays

a significant role in FD transmission. It can estimate and reconstruct the information

signal approximately as in the ideal case. Therefore, channel coding techniques such

as 5G QC-LDPC codes, Polar codes, and Turbo codes are the admired candidates for

the integrity of information in FD transmission, and 5G QC-LDPC codes seem to give

sufficient results. Therefore, for the rest of this thesis, the 5G QC-LDPC codes will be

used to further implement and develop. For the ADC/DAC process, it is assumed that

the bit resolution is chosen high enough to avoid the impact of the quantization process,

that is, using 12 bits Σ∆ ADC.
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Chapter 3

Jointly Iterative Blind

Self-Interference Cancellation,

Propagation Channel Estimation and

Decoding Processes in Short-packet

Full-Duplex Transmissions

In Chapter 2, channel coding schemes can be used to compensate for residual SI and

quantization noise problems. However, global digital signal processing at the receiver must

be improved and adjusted for short-packet transmission to achieve a good convergence of

the channel estimation and decoding processes. Therefore, this chapter proposes a joint

iterative blind SI cancellation, channel estimation, and decoding algorithm in FD trans-

missions combined with the DSIC process. Unlike the conventional without feedback

algorithm, the proposed blind algorithm simultaneously estimates the SI and intended

channels and decodes messages with 5G QC-LDPC codes. Then, the temporary estima-

tions of the intended channel and the decoded message are fed back to improve the SI

cancellation and also the channel estimation and decoding in the next iteration. This

chapter further proposes a partial feedback scheme, which only uses a few feedback sym-

bols for channel estimation, to significantly reduce processing time and computational

complexity while maintaining performance. These good properties seem quite suitable

for using this proposed blind iterative algorithm on short-packet FD transmissions in IoT

applications and green communications. The content of chapter has been published in:

• Bao Quoc Vuong, Roland Gautier, Anthony Fiche, Mélanie Marazin, Ta Quang

Hien, Nguyen Lap Luat: “Joint Iterative Blind Self-Interference Cancellation, Prop-

agation Channel Estimation and Decoding Processes in Full-Duplex Transmissions”,

in IEEE Access 10: 22795 - 22807 (February 2022).
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3.1 Introduction

In the era of 5G wireless communications, associated with IoT support, to enable many

new devices to communicate and to be able to make autonomous decisions by deploying

diverse technologies and connecting massive devices [115–117]: two main services are

targeted, namely uRLLC and mMTC [118]. The uRLLC strictly requires reliability and

latency, since it concentrates on supporting mission-critical applications such as intelligent

transportation and industry automation [116, 119]. The mMTC brings advantages on

energy efficiency, since it concentrates on supporting massive machine-type applications

which can be up to thousands of devices such as wearable or smart applications and

sensors in IoT [11]. In order to be efficient, both uRLLC and mMTC require the use of

short-packet information frame, and certainly provide short-packet transmissions in their

applications. Moreover, the implementation of physical-layer security for both uRLLC and

mMTC leads to promote even more the use of short-packet transmissions [115]. Short-

packet transmission is considered as fundamental security issue in 5G and IoT applications

compared to the normal packet transmission system to ensure robustness with respect to

interception (eavesdropper) or self-jamming [120].

Traditionally, the digital signal processing mechanisms at the receiver such as equalizer

(Decision Feedback Equalizer (DFE), linear equalizer, etc.), demodulation, de-interleaving,

and decoding processes work independently, and thus, the problem of time consumption

and transmission quality have not been adapted in case of short-packet transmission. In

FD transmission systems, the DSIC requires more processing steps at the receiver and

the assumption on the signal knowledge and SI channels must be made to perform the

blind or semi-blind estimations [5, 71, 121, 122]. Particularly, joint algorithms of channel

estimation are proposed, for instance, as in [114]. With an iterative Maximum Likelihood

(ML) channel estimator for both SI and intended (propagation) channels can be esti-

mated by taking into account the known SI, the pilots and unknown data symbols of the

signal. However, performances are significantly degraded in short-packet communication

due to consecutive pilot transmission over a long period. In [123], the joint estimate coef-

ficients for both SI, intended channels, and transceiver impairments have been proposed

using subspace algorithm. Nevertheless, the results in short-packet communication are

still in expectation because it needs more data symbols to obtain a good second-order

statistic of received signal. So, it is still not a satisfying solution for time, bandwidth,

and power efficient approaches for short-packet transmission in the FD system. This is-

sue is a constraint since it requires numerous pilot symbols to obtain the saturation of

channel estimation. Therefore, the short length of pilot symbols for channel estimation

in short-packet communications receives a lot of concerns. Furthermore, the use of FD

short-packet transmission has also faced some drawbacks such as the high estimation er-

ror of the SI channel [50] as well as the high latency of the decoding process, i.e. in the
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5G QC-LDPC decoder [90, 93], because the decoder uses many iterations to achieve the

convergence or saturation level. These challenges of the FD short-packet transmission

still attract a lot of interests of researchers in recent years.

In this chapter, we investigate joint iterative channel estimation and decoding algo-

rithms in FD transmissions in the digital domain via feedback of channel estimates and

decoded messages combined with the process of DSIC. The first algorithm is a blind ver-

sion. The idea is to repeat the simultaneous process of channel estimation and decoding

with the DSIC process via feedback to minimize the error of channel estimates and de-

coded messages. The intended message is temporarily decoded from the received signal

and later is re-encoded, re-modulated, re-interleaved, and fed back to the process per each

5G QC-LDPC decoding iteration. After some iterations for a sufficient saturation, the

channel estimates and decoded messages can be achieved with the minimum error. The

channel estimation process is based on the RLS algorithm, as it has a better performance

compared to others [74, 124, 125]. It is used to monitor the change in time of the SI

channel per each iteration to get a better estimation and reconstruction of the interfer-

ence and intended signals. Firstly, we illustrate the influence of the proposed algorithm

in both SI and intended channel estimations. Furthermore, a partial feedback scheme is

considered to reduce the processing time of the proposed blind algorithm.

Throughout this chapter, the performance evaluation of the proposed algorithms is

based on four metrics: Mean Square Error (MSE), Bit-Error-Rate (BER), processing time

and computational complexity. The contributions of this chapter can be summarized as

follows:

• We propose a joint iterative blind channel estimation and decoding for short-frame

transmissions via feedback;

• We characterize the out-performance of the system with feedback using the proposed

algorithm compared to that without feedback;

• We point out that the number of joint iterations in the proposed algorithms with the

use of 5G QC-LDPC codes is required only four iterations to achieve the convergence

performance;

• We further propose a partial feedback scheme which only use a partial number

of modulated symbols in feedback loop for channel estimation processes, and it

can significantly reduce the processing time and computational complexity while

maintaining the convergence performance;

The remaining of this chapter is organized as follows. Section 3.2 briefly describes

the system model of FD transmissions with 5G QC-LDPC codes and the conventional

DSIC algorithm. Section 3.3 proposes the joint iterative blind channel estimation and

decoding algorithm. Numerical results and comparisons with the conventional algorithm
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are shown in Section 3.4. Section 3.5 introduces the partial feedback scheme, then a

comparison between blind and partial blind feedback schemes is shown in Section 3.6

with the processing time and computational complexity of all schemes. Finally, some

highlights and conclusions will be discussed in Section 3.7.

3.2 Conventional DSICED3 W/OF Scheme

The conventional FD transmission between user A and B with the presence of 5G

LDPC codes and DSIC process has been described in Section 2.2 of Chapter 2. However,

an interleaver process needs to be added in order to achieve better channel bit locations

in Gray mapping of modulation with the modulation order M , especially in short-packet

transmission. Therefore, in this chapter, we further introduce the Digital Self-Interference

Cancellation, Equalization, Demodulation, De-interleaving and Decoding Without Feed-

back (DSICED3 W/OF) scheme, which is shown in Fig. 3.1.

Fig. 3.1: SISO FD transmission with conventional DSICED3 W/OF scheme.

On the transmitting side, the sequence of input information messages xA[k] in the

bit domain, where k ∈ [1, K], will be encoded by using the (N,K) 5G QC-LDPC codes,

to form a code word of length N , as presented in Section 1.2.1.4. Then, this sequence

of code words is interleaved, modulated with the QPSK modulator by modulation order

M = 4 to form a complex symbol sequence xA[n], where n ∈ [1, E] and E = N/log2(M).
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The mathematical expression of interleaver process is based on Section 5.4.2.2 in [80] and

summarized in Algorithm 3.1. A graphical example of the interleaving process in 5G QC-

LDPC codes is also shown in Fig. 3.2. After that, it is converted to the continuous-time

domain by the DAC process to form the transmitted signal xA(t) and to be passed to the

RF for transmitting to node B. The same process is applied at node B for xB(t).

Algorithm 3.1: Interleaver Algorithm in 5G QC-LDPC

Inputs : a1, a2, ..., aN ;
Outputs : b1, b2, ..., bN ;
Iteration: :

1 for col = 0 to N/M − 1 do
2 for row = 0 to M − 1 do
3 brow+col×M = arow×N/M+col

4 end

5 end

Fig. 3.2: Example of bit interleaving in 5G QC-LDPC codes.

At the receiving side, node A receives the summation signal yA[t] and then passes it

to the ADC process for being converted to the discrete time domain signal, yA[n]. Here,

the bit resolution and voltage dynamic range of the DAC/ADC architecture should be

chosen high enough to avoid the residual quantization noise error, which has been studied

in Chapter 2. In this chapter, the impacts of DAC/ADC, other hardware impairments on

the SI cancellation and the synchronization problem between the signals are not considered

(which is outside of this thesis but essential in practice). The DSIC process is then applied

to obtain the estimated SI channel ĥAA by using an adaptive filter with the RLS algorithm

with the forgetting factor λ = 0.999. Since node A knows its transmitted signal xA[n], a

copy version of xA[n] can be used to eliminate the SI component to obtain:

ỹA[n] = yA[n]− ŷAA[n] = yA[n]− (ĥAA ∗ xA)[n]. (3.1)

Then, the residual signal continously goes to an equalizer process in order to obtain

the estimated intended channel ĥBA and the equalized signal ỹ′′A[n]. The Recursive Least
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Square - Constant Modulus Algorithm (RLS-CMA) blind equalization algorithm [126] has

been used and the mathematical expression for this algorithm is given as follows:

1. Initial value:

• ĥ
[0]
BA =

L︷ ︸︸ ︷
[0, 0, ..., 0] with L is the length of the intended channel;

• T (0) = δ−1I where I is the identity matrix of rank L;

• ỹ′′
A[n] = 0;

2. Computation: for :n = L,L+ 1, ..., length(ỹA);

U [n] = y[n](ĥ
(n−1)H
BA y[n])∗ (3.2)

where y[n] = [ỹA[n], ỹA[n− 1], ..., ỹA[n− L+ 1]];

E [n] = E[|ỹ′′
A[n]|4]

E[|ỹ′′
A[n]|2]

− ĥ
(n−1)H
BA U [n] (3.3)

q[n] =
T [n− 1]U [n]

λ(1 + UH[n]λ−1T [n− 1]U [n])
(3.4)

T [n] = 1

λ(T [n− 1]− q[n]UH[n]T [n− 1])
(3.5)

ĥ
(n)
BA = ĥ

(n−1)
BA + E∗[n]q[n] (3.6)

ỹ′′
A[n] = ĥ

(n−1)H
BA y[n] (3.7)

where:

• λ is the forgetting factor and should be chosen between 0.9 and 1;

• δ is the regularization parameter used to initialize T (0), and should be assigned a

small value for a high signal-to-noise ratio (SNR) (greater than 10 dB) and a large

value for a low SNR (less than 10 dB) [76];

• UH[n] is the Hermitian transposition of U [n].

Afterthat, the binary output x̂SoI [k] of the intended signal can be obtained from the

equalized signal ỹ′′A[n] via demodulation, de-interleaving and decoding processes. In de-

coding process, the LLR belief sequence received from the soft remapping QPSK demod-

ulation process will be used for decisions and the SPA decoding algorithm is performed as

described in Section 1.2.1.5. To reconstruct the intended binary input signal x̂SoI [k] from

node B, we use the SPA at node A, that is, the message passing between the check nodes

and the symbol nodes to guess the bits transmitted from each other at each iteration j

until it reaches the maximum number of interactions jmax.
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However, the conventional DSICED3 W/OF scheme requires the LLR sequences and

decoding updated per iteration after channels are estimated, and the SI is canceled, which

means that the channel estimations and the SI cancellation are separated from the decod-

ing process. This leads to some drawbacks of this conventional scheme, such as the high

estimation error of the SI channel [50], as well as the high latency of the 5G QC-LDPC

decoder [90, 93] in short-packet transmissions. To overcome these drawbacks, channel

estimations and SI cancellations should be embedded in the iterative decoding process

to obtain a novel scheme, which we name Joint Iterative Blind Digital Self-Interference

Cancellation, Equalization, Demodulation, De-interleaving and Decoding (JIB DSICED3)

scheme.

3.3 Proposed Joint Iterative Blind Scheme

The JIB DSICED3 scheme is shown in Fig. 3.3, in which the proposed scheme is

developed on the principle that the processes of SI cancellation and decoding of the

desired signal can benefit from each other via the temporary decoding and feedback loop

after each joint iteration decoding i, where i ∈ [1, imax]. We emphasize that, different

from the iteration j that performs the iteration decoding in the system without feedback

in Section 3.2, the iteration i in the proposed algorithm is for the joint channel estimation

and decoding via feedback. We also emphasize that including many j iterations decoding

in each of the i iterations in the JIB DSICED3 scheme will increase latency and complexity

because the SPA decoding process between the check node and variable nodes is an optimal

iterative decoding algorithm, but with high computational complexity [127]. Therefore,

the proposed scheme will only consider one iteration decoding (jmax = 1) for each joint

iteration i, called temporary decoding, and it will be later proven that the proposed

scheme requires only a few iterations to achieve saturation performance. The proposed

iterative algorithm is presented in the following four main steps:

Step 1: SI channel estimation and DSIC process

First, a copy version of the transmitted signal xA[n] in the digital domain and the

received signal at the receiver of node A after the ADC process yA[n] are used to calculate

the error signal in the DSIC process. Then, based on this error, we can control and modify

the unknown SI channel vector ĥAA using an adaptive filter with the RLS algorithm.

As a result, we can effectively obtain the estimation of the SI channel and achieve the

interference component ŷAA[n]. The output signal after this step can be expressed as:

ỹ
(i)
A [n] = yA[n]− ŷ

(i)
AA[n] = yA[n]− (ĥ

(i)
AA ∗ xA)[n]. (3.8)

Step 2: Intended channel estimation

The residual signal ỹ
(i)
A [n] received from Step 1 will pass through an equalizer first to
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Fig. 3.3: SISO FD transmission with the proposed JIB DSICED3 scheme.

estimate the intended multipath fading channel ĥBA and then to obtain the equalized

signal with reduction of the effects of the multipath fading channel and AWGN noise.

Here, a blind channel estimation method with RLS-CMA algorithm [126] is applied with

no knowledge from the transmitting signal from node B, where the initial value of xB = 0

when starting the iterative process. Then, the equalized signal continues to go to the

QPSK demodulator and de-interleaver process to get the LLR belief information sequence

for decoding.

Step 3: Decoding of the intended signal

Then, the temporary estimation of binary intended signal of node B x̂
(i)
SoI [k] is achieved

by using 5G QC-LDPC decoding process with the exchange belief information between

the variable nodes and check nodes as Section 1.2.1.5 for each iteration. In this step, only

one SPA decoding iteration is used (jmax = 1).

Step 4: Feedback loop

When the temporary binary data of the intended signal is estimated and the maximum

number of joint iteration imax is not reached, it goes to the feedback loop with re-encoding,

re-interleaving, and re-modulation processes to obtain the feedback signal x̂
(i)
B [n]. This

signal will take a convolution process with the estimation version of the intended channel

ĥ
(i)
BA, which is obtained in Step 2, to form the feedback intended signal as ŷ

(i)
BA[n] =

(ĥ
(i)
BA ∗ x̂

(i)
B )[n]. Consequently, the intended signal feedback ŷ

(i)
BA[n] is used to temporarily

remove the intended component to optimize the SI channel estimation process for the
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next iteration of decoding. It is given by:

y
(i+1)
DSIC [n] = yA[n]− ŷ

(i)
BA[n]. (3.9)

The proposed algorithm can be summarized in Algorithm 3.2.

Algorithm 3.2: Proposed Joint Iterative Blind Scheme

Inputs : yA,xA, imax, K,N,M ;
Outputs : ĥ

(imax)
AA , ĥ

(imax)
BA ,x

(imax)
SoI ;

Initialization: ŷ
(0)
BA = 0, ĥ

(0)
AA = 0, ĥ

(0)
BA = 0, x̂

(0)
B = 0;

1 for i = 1 to imax do
/* Perform all steps for all of E symbols, with E = N/log2(M),

N is code word length, M is modulation order */

2 for n = 1 to E do
3 Step 1: SI channel estimation and DSIC process

4 Estimate: ĥ
(i)
AA;

5 Calculate: ỹ
(i)
A [n] = yA[n]− ŷ

(i)
AA[n] = yA[n]− (ĥ

(i)
AA ∗ xA)[n];

6 Step 2: Intended channel estimation

7 Estimate: ĥ
(i)
BA and calculate LLR belief sequence of x

(i)
SoI ;

8 end
/* Decoding for all K symbols */

9 for k = 1 to K do
10 Step 3: Decoding of the intended signal

11 Decoding: x
(i)
SoI [k];

12 end
13 if i < imax then

/* Perform Step 4 for all E symbols */

14 for n = 1 to E do
15 Step 4: Feedback loop

16 Perform feedback loop to get x̂
(i)
B [n];

17 Calculate: ŷ
(i)
BA[n] = (ĥ

(i)
BA ∗ x̂

(i)
B )[n];

18 Update: y
(i+1)
DSIC [n] = yA[n]− ŷ

(i)
BA[n];

19 end

20 else
/* It is the end of the process of this algorithm */

21 Go to return

22 end

23 end

24 return ĥ
(imax)
AA , ĥ

(imax)
BA ,x

(imax)
SoI .
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3.4 Comparison Between Blind Without/With Feed-

back Schemes: DSICED3 W/OF vs JIB DSICED3

In this section, the most important metrics in channel estimation performance, MSE

and BER in the two cases with and without feedback, will be computed by using Monte

Carlo simulations on MATLAB. The input information length is chosen a few tens or

a few hundred bits and QPSK is used as modulation scheme, which are suitable in the

context of short-packet IoT transmissions, i.e. LoRa has maximum information size of

2048 bits (256 bytes) [28]. In addition, the impact of different code rates is also considered.

For 5G QC-LDPC codes, the base graph matrix BG2 is implemented for all simulations.

Initially, the SI channel is fixed with 3 taps, while the intended channel is fixed with 4 taps

according to the ITU–R channel model for pedestrian environment [79]. These channels

are generated independently in each transmission frame. Based on the background noise

as reference and without loss in generality, we further denote ρAA = pA/σ
2
A is the self-

interference to noise ratio and SNRA = pB/σ
2
A is the SNR at user A, where pA, pB and σ2

A

are the power of SI signal, intended signal and background noise at user A, respectively.

The simulation parameters are summarized in Table 3.1.

Table 3.1: Simulation Specifications

Parameter Value

Code word length (N) 64, 128, 256, 512, 1024

Information length (K) 32, 64, 128, 256, 512

Modulation scheme (M) QPSK (M = 4)

Frame length after modulation (E = N/log2(M)) 32, 64, 128, 256, 512

Code rate (R) 1/3, 1/2, 2/3, 3/4, 5/6

Number of transmission frames 106

SI channel taps 3

Intended channel taps 4

Forget factor λ 0.999

Next, we will characterize the performance of the proposed scheme JIB DSICED3 and

compare it to that of the conventional scheme DSICED3 W/OF in terms of the MSE and

BER performances.

3.4.1 MSE Performances

In this subsection, we also introduce a particular scheme called Best Performance

Scheme (BPS), which corresponds to a lower bound (but not realistic in practice) using

the proposed JISB DSICED3 scheme considering that all intended E symbols from user B

are known, as a benchmark to characterize the optimality of the proposed JISB DSICED3

scheme in terms of MSE and for performance comparison. Indeed, in this limit case,
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all the intended E symbols are also known, and the system does not need to perform

the temporary decoding in Step 3 and re-encoding, re-interleaving and re-modulation

processes in Step 4. Instead, in Step 4, it only considers using all known E symbols to

do a filter process with the estimation version of intended channel in Step 2 to obtain the

estimation version of intended signal yBA for subtraction in the next iterations.

First of all, Fig. 3.4 and Fig. 3.5 show the MSE in decibel (dB) scale of the SI and

intended channels versus number of modulated symbols E for various values of number

of decoding iterations, respectively. Based on the background noise as the reference, the

self-interference to noise ratio ρAA and SNRA are set at 30 dB and 20 dB, respectively.

It can be seen that the MSE significantly decreases as the number of joint iterations

increases, and converges to -25 dB as the number of transmitted symbols increases.
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Fig. 3.4: MSEAA (dB) after the i-th decoding iteration versus E symbols; R = 1/2,
ρAA = 30 dB and SNRA = 20 dB.

It can also be seen that the MSE of the proposed scheme converges to -25 dB (the

critical or saturation value) much faster than that of the conventional scheme. More

specifically, the JIB DSICED3 scheme only requires 4 iterations to achieve saturation per-

formance even for a few transmitted symbols while the DSICED3 W/OF scheme remains

a high error in channel estimation process, e.g. 0 dB for about 10 transmitted symbols

in Figures. 3.4 and 3.5. Therefore, the proposed JIB DSICED3 scheme significantly re-

duces latency and shows its robustness and practical applications in 5G & beyond and

IoT transmission, in which strict requirements of extremely short-packet transmissions

and low latency are considered.

Fig. 3.6 and Fig. 3.7 show the MSE of the SI and intended channels versus SNRA

(dB). It can be clearly seen that the MSE decreases as the SNRA increases. The results

show that the proposed scheme outperforms the conventional DSICED3 W/OF scheme,

especially for high SNRA (≥ 0 dB). The JIB DSICED3 curves can converge quickly to

the saturation error floor, while the DSICED3 W/OF curves only reach around 10−2 to
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Fig. 3.5: MSEBA (dB) after the i-th decoding iteration versus E symbols; R = 1/2,
ρAA = 30 dB and SNRA = 20 dB.
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Fig. 3.6: MSEAA versus SNRA; R = 1/2, ρAA = 30 dB and E = 128 symbols.

10−3, although the JIB DSICED3 scheme needs fewer iterations than the conventional

one. Furthermore, the JISB DSICED3 scheme is nearly optimal as its performance is

approximately reached to that of the BPS scheme (as a lower bound), especially in the high

region of SNRA (≥ 0 dB), which is considered the range of interest in FD transmissions

[128].

3.4.2 BER Performances

First, the BER performances of DSICED3 W/OF and JIB DSICED3 schemes with

different code rates, such as R ∈ {1/3, 1/2, 2/3, 3/4, 5/6}, are shown in Figures 3.8 and

3.9, respectively. It can be seen that when the code rate R increased, this leads to a de-
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Fig. 3.7: MSEBA versus SNRA; R = 1/2, ρAA = 30 dB and E = 128 symbols.

crease in the BER performance, and the relative behavior of the algorithm with feedback

JIB DSICED3 with respect to the code rate behaved in the same way as the conventional

algorithm without feedback DSICED3 W/OF. For all code rates, the proposed blind feed-

back algorithm JIB DSICED3 is better than the conventional algorithm without feedback

DSICED3 W/OF. Therefore, depending on the purposes and applications, the code rate

has to be chosen carefully because it can lead to a significant loss in terms of performance

(code rate R ∈ {2/3, 3/4, 5/6}) or a too large loss of throughput (code rate R = 1/3, 1/2).

For the rest of this chapter, the code rate was set at 1/2 as a particular example in order

to illustrate the out-performance of the proposed with feedback algorithm JIB DSICED3

over the conventional without feedback algorithm DSICED3 W/OF.
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Fig. 3.8: BER of DSICED3 W/OF scheme versus SNRA for different code rates R;
jmax = 20, ρAA = 30 dB and E = 128 symbols.
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Fig. 3.9: BER of JIB DSICED3 scheme versus SNRA for different code rates R; imax = 4,
jmax = 1, ρAA = 30 dB and E = 128 symbols.

Next, Fig. 3.10 shows BER of the DSICED3 W/OF scheme versus SNRA after jmax

iterations. It is noted that the without feedback scheme DSICED3 W/OF needs up to 20

iterations (jmax = 20) to converge and reach the saturation floor. Therefore, for the rest

of this chapter, we chose jmax = 20 iterations for the DSICED3 W/OF scheme.
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Fig. 3.10: BER of DSICED3 W/OF scheme versus SNRA for different values of jmax;
R = 1/2, ρAA = 30 dB and E = 128 symbols.

Fig. 3.11 shows BER of the JIB DSICED3 scheme versus SNRA after imax iterations.

It can be seen that BER significantly decreases as SNRA increases, and that the gain

of JIB DSICED3 over DSICED3 W/OF is bigger for larger SNRA. At low SNRA (≤ 0

dB), the conventional DSICED3 W/OF scheme seems to have slightly better in BER
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than JIB DSICED3 scheme. Because the high error of decoding at the first iteration of

JIB DSICED3 scheme in the low region of SNRA leads to the consequence of a higher error

in the next iterations. However, at high SNRA (≥ 0 dB), which is the range of interest in

FD transmissions [128], the proposed JIB DSICED3 scheme outperforms the conventional

DSICED3 W/OF scheme even when only 2 iterations are required. Moreover, BER of

the proposed JIB DSICED3 scheme when imax = 4 and jmax = 1 is quite close to that

when imax = 10 and jmax = 1, as shown in Fig. 3.11. When we fix the maximum number

of joint iterations imax = 4 and try to vary the maximum number of decoding iterations,

the results are very close to each other, as shown in Fig. 3.12. Thus, it confirms again

the convergence performance when imax = 4 and jmax = 1.
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Fig. 3.11: BER of JIB DSICED3 scheme versus SNRA for different values of imax itera-
tions; R = 1/2, ρAA = 30 dB and E = 128 symbols.

Fig. 3.13 shows the BER of the proposed JIB DSICED3 scheme versus SNRA after

imax = 4 iterations, for different values of self-interference to noise ratio ρAA. It can be

seen that BER increases as the SI power increases, and the increase of BER is bigger

for larger SNRA. Moreover, the result indicates that the increase of SI power has fewer

effects on the proposed JIB DSICED3 scheme; for example, to maintaining BER at 10−4,

it is needed to increase roughly 0.5 dB in the SNRA in order to compensate the increasing

of 10 dB of self-interference to noise ratio ρAA, which is usually remained at high level in

SISO FD transmission in practice. This result is critical in practical applications, since

the proposed JIB DSICED3 scheme is less sensitive to the SI level, which is useful for 5G

FD transmission.
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Fig. 3.12: BER of JIB DSICED3 scheme versus SNRA for different values of jmax itera-
tions; R = 1/2, ρAA = 30 dB and E = 128 symbols.
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Fig. 3.13: BER of JIB DSICED3 scheme versus SNRA for different value of ρAA dB;
R = 1/2, E = 128 symbols.

3.5 Proposed Blind Partial Feedback Scheme

Although the joint iterative blind scheme JIB DSICED3 shows its robustness com-

pared to the conventional without feedback scheme DSICED3 W/OF; its processing

time can still be improved. In this section, we further introduce a partial feedback

scheme version and name it as Joint Iterative Blind Digital Self-Interference Cancella-

tion, Equalization, Demodulation, De-interleaving and Decoding with Partial Feedback

(JIB DSICED3 PF). Instead of using all modulated symbols for SI channel and intended

channel estimation processes in feedback loop, a partial number of modulated symbols αE

(with 0 < α ≤ 1), where α is called partial feedback coefficient, will be used to construct
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the estimation of intended signal and doing subtraction and estimation processes after

the first iteration. The partial feedback scheme is illustrated in Fig. 3.14.

Fig. 3.14: Graphical presentation of the joint iterative blind partial feedback scheme.

Here, the algorithm also performs imax iterations indexed by i for the channel esti-

mation and message decoding. It should be noted that for i = 1 (first iteration), a first

channel estimation and message decoding is performed to obtain all K bits, which is

used to avoid a significant number of errors when starting the process of iterative algo-

rithm. In Step 4 of the first iteration, the system performs re-encoded, re-interleaved

and re-modulated processes to form E modulated symbols in feedback loop, and only

αE = αN/(log2(M) symbols are used to form the estimation intended channel and per-

form updating subtraction and estimation process. From the second iteration i ≥ 2, the

system will perform the channel estimations with partial αE symbols instead of using all

symbols, while the decoding process still perform the temporary decoding and feedback

loop for all E modulated symbols to get K bits message. When the system reaches the

maximum number of iterations imax, the feedback loop is stopped and all symbols are

decoded to obtain the estimated binary sequence x̂SoI of node B. The partial feedback

algorithm can be summarized in Algorithm 3.3.

Next, we will characterize the performance of the partial feedback scheme JIB DSICED3 PF

in terms of MSE and BER with the simulation specifications as declared in Section 3.4.

Moreover, in the next section, the impacts of different number of taps of SI channel and

intended channel are also considered. The processing time and computational complexity

of the with and without feedback schemes are also indicated.
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Algorithm 3.3: Proposed Joint Iterative Blind Partial Feedback Scheme Version
Inputs : yA,xA, imax, α, K,N,M ;

Outputs : ĥ
(imax)
AA , ĥ

(imax)
BA ,x

(imax)
SoI ;

Initialization: ŷ
(0)
BA = 0, ĥ

(0)
AA = 0, ĥ

(0)
BA = 0, x̂

(0)
B = 0;

1 for i = 1 to imax do
2 if i = 1 then

/* Perform Step 1 and Step 2 for all of E = N/log2(M) symbols */

3 for n = 1 to E do
4 Step 1: SI channel estimation and DSIC process

5 Estimate: ĥ
(i)
AA;

6 Calculate: ỹ
(i)
A [n] = yA[n]− ŷ

(i)
AA[n] = yA[n]− (ĥ

(i)
AA ∗ xA)[n];

7 Step 2: Intended channel estimation

8 Estimate: ĥ
(i)
BA and LLR belief sequence of x

(i)
SoI ;

9 end
/* Decoding for all K bits */

10 for k = 1 to K do

11 Step 3: Decoding of the intended signal Decoding: x
(i)
SoI [k];

12 end

13 else
/* Perform Step 1 and Step 2 for only αE = αN/(log2(M) symbols */

14 for n = 1 to αE do
15 Step 1: SI channel estimation and DSIC process

16 Estimate: ĥ
(i)
AA;

17 Calculate: ỹ
(i)
A [n] = yA[n]− (ĥ

(i)
AA ∗ xA)[n];

18 Step 2: Intended channel estimation

19 Estimate: ĥ
(i)
BA;

20 end
/* Decoding for all K bits */

21 for k = 1 to K do

22 Step 3: Decoding of the intended signal Decoding: x
(i)
SoI [k];

23 end

24 end
25 if i < imax then

/* Feedback loop with E symbols */

26 for n = 1 to E do
27 Step 4: Feedback loop

28 Perform feedback loop to get x̂
(i)
B ;

29 end
/* Updating with only αE symbols */

30 for n = 1 to αE do

31 Calculate: ŷ
(i)
BA[n] = (ĥ

(i)
BA ∗ x̂

(i)
B )[n];

32 Update: y
(i+1)
DSIC [n] = yA[n]− ŷ

(i)
BA[n];

33 end

34 end
35 Go to return

36 end

37 return ĥ
(imax)
AA , ĥ

(imax)
BA ,x

(imax)
SoI .
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3.6 Comparison Between Blind and Partial Blind Feed-

back Schemes: JIB DSICED3 vs JIB DSICED3 PF
3.6.1 MSE Performances

Fig. 3.15 and Fig. 3.16 show the MSE of the SI channel and the intended channel

versus number of iterations i for different values of α, respectively, and SNRA = 10 dB,

ρAA = 30 dB, E = 128 symbols. It can be seen that the MSE of the partial feedback

scheme JIB DSICED3 PF converges fast and, when αE = 32 symbols (α = 1/4), it

reaches the saturation performance close to that of the JIB DSICED3 scheme. It can

also be observed that, when αE = 32 symbols or α = 1/4, the JIB DSICED3 PF scheme

requires 4 iterations to achieve the saturation performance, similar to the JIB DSICED3

scheme. Therefore, these results indicate the efficient use of partial feedback in both the

SI and intended channel estimation processes.
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Fig. 3.15: MSEAA versus i; R = 1/2, SNRA = 10 dB, ρAA = 30 dB and E = 128
symbols.
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Fig. 3.16: MSEBA versus i; R = 1/2, SNRA = 10 dB, ρAA = 30 dB and E = 128
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Furthermore, Fig. 3.17 and Fig. 3.18 illustrate the MSE of the SI channel and the in-

tended channel when changing the number taps of SI channel (3, 4, 5, 6) and the number of

taps of intended channel (4, 6, 7, 8), respectively. It can be seen that changing the number

of taps on these channels does not significantly affect the performance of MSE. Indeed,

the proposed JIB DSICED3 PF scheme gives a sufficient MSE performances regardless

the number of taps of SI channel and intended channel.
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Fig. 3.17: MSEAA of JIB DSICED3 PF scheme versus SNRA for different number of SI
channel taps; R = 1/2, ρAA = 30 dB, α = 1/4 and E = 128 symbols.
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Fig. 3.18: MSEBA of JIB DSICED3 PF scheme versus SNRA for different number of
intended channel taps; R = 1/2, ρAA = 30 dB, α = 1/4 and E = 128 symbols.
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3.6.2 BER Performances

Fig. 3.19 shows BER of the partial feedback scheme JIB DSICED3 PF versus α for

different values of SNRA. Similar with MSE performances, the BER of JIB DSICED3 PF

scheme also achieves the saturation performance when αE = 32 symbols or α = 1/4. Fur-

thermore, the comparison of the three schemes such as without feedback DSICED3 W/OF,

with feedback JIB DSICED3 and with partial feedback JIB DSICED3 PF, versus total

number of modulated symbols, E, is illustrated in Fig. 3.20. In this case, the different

number of information bits K ∈ {32, 64, 128, 256, 512} are used, which correspond to the

length of code word N ∈ {64, 128, 256, 512, 1024} and the length of modulated symbols

E ∈ {32, 64, 128, 256, 512}, respectively, and the partial feedback coefficient α = 1/4.

The result shows that the BER performance of JIB DSICED3 and JIB DSICED3 PF is

nearly the same, regardless of total number of symbols. Moreover, at low values of SNRA,

i.e. SNRA = 5 dB, the two feedback schemes JIB DSICED3 and JIB DSICED3 PF also

have better performance than the DSICED3 W/OF scheme for small value of E, i.e.

E ≤ 128 symbols and the performance of three schemes converges closed to each other

as E is sufficiently large. Furthermore, for larger SNRA, i.e. SNRA = 10 dB, the gap

between the two feedback schemes JIB DSICED3 and JIB DSICED3 PF compared to the

DSICED3 W/OF scheme is also bigger.
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Fig. 3.19: BER of JIB DSICED3 PF scheme versus α; R = 1/2, imax = 4, ρAA = 30 dB
and E = 128 symbols.

Therefore, these results again confirm the efficient use of partial feedback to signifi-

cantly reduce computation complexity and processing time, which will be illustrated in

Section 3.6.3, in feedback loop while guaranteeing the close performance of the original

with feedback scheme. It also indicates that the two feedback schemes JIB DSICED3

and JIB DSICED3 PF are useful not only for short-packet transmission but also for high

region of SNRA.
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Fig. 3.20: BER of DSICED3 W/OF, JIB DSICED3, and JIB DSICED3 PF schemes ver-
sus E; R = 1/2, α = 1/4; ρAA = 30 dB.

Furthermore, the BER performance of proposed JIB DSICED3 PF versus different

number of αE symbols and total E symbols for different number of taps of intended

channel (4, 6, 7, 8) are shown in Fig. 3.21 and Fig. 3.22, respectively. The results empha-

size that it is also less sensitive to the BER performance of partial feedback version for

the number of αE symbols for feedback in channel estimation, regardless of the number

of taps of intended channel and total E symbols. Consequently, α = 1/4 is a sufficient

choice for the proposed JIB DSICED3 PF scheme.
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Fig. 3.21: BER of JIB DSICED3 PF scheme versus αE for different number of intended
channel taps; R = 1/2, imax = 4, ρAA = 30 dB and E = 128 symbols.
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Fig. 3.22: BER of JIB DSICED3 PF scheme versus E for different number of intended
channel taps; R = 1/2, α = 1/4; ρAA = 30 dB and SNRA = 10 dB.

3.6.3 Processing Time and Computational Complexity

In this section, we compare the processing time and the computational complexity

of the with feedback scheme JIB DSICED3, partial feedback scheme JIB DSICED3 PF

and the conventional without feedback scheme DSICED3 W/OF. The processing time

is a crucial metric for performance evaluation since it quantifies the effectiveness of the

algorithm, especially in 5G short-packet transmissions and IoT applications.

A computer with the hardware configuration of Intel (R) Core (TM) I5-10500 CPU

@ 3.10 GHz (12 CPUs), memory 16 GB of RAM is used with MATLAB version 2020b.

Because the maximum number of decoding iterations is fixed at the same value to achieve

the optimal (best) results in all cases of SNRA, the processing time for different levels

of SNRA is nearly the same. Therefore, this configuration is only used to calculate the

processing time to obtain the MSE and BER at the particular SNRA level, SNRA = 10

dB. For the simulation parameters, we set E = 128 symbols, α = 1/4, ρAA = 30 dB, 106

transmission frames, imax = 4 and jmax = 1 for two feedback schemes JIB DSICED3 and

JIB DSICED3 PF and jmax = 20 for without feedback scheme DSICED3 W/OF. Based

on the results in Table 3.2, it can be seen that the with feedback scheme JIB DSICED3

takes less roughly three times than the without feedback scheme DSICED3 W/OF. This

is mainly due to the decrease in the number of iterations in the SPA decoding, which

takes up most of the processing time of the decoder process in 5G QC-LDPC encoded

FD short-packet transmissions [90, 93]. Indeed, when jmax = 1 in two feedback schemes

compared with jmax = 20 in without feedback scheme and these schemes are using the

same algorithms for channel estimation (with RLS algorithm) and decoding process (with

SPA algorithm).

Furthermore, it is obvious that the processing time is improved in the partial feedback
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Table 3.2: Processing Time of DSICED3 W/OF, JIB DSICED3 and JIB DSICED3 PF
schemes

Algorithm
Processing time

(in minute)

Ratio respects to

(DSICED3 W/OF)

DSICED3 W/OF scheme 615.6 1

JIB DSICED3 scheme 181.2 0.294

JIB DSICED3 PF scheme 116.8 0.189

scheme JIB DSICED3 PF compared to the with feedback scheme JIB DSICED3 due to a

significant reduction in the feedback number of symbols for channel estimation processes

(see Figs. 3.15 and 3.16 where the partial feedback scheme with αE = 32 symbols or

α = 1/4 requires 4 iterations to achieve the same saturation performance as the with

feedback scheme JIB DSICED3). Thus, a nearly one-third or ∼ 0.35 times reduction of

the JIB DSICED3 PF scheme compared to JIB DSICED3 is shown in Table 3.2.

Moreover, the computational complexity of three schemes is analyzed based on the

summation of the asymptotic behavior of the number of operations including additions,

subtractions, multiplications, divisions, XOR operation based on [125, 129–133]. Because

of the identity and symmetric at the transmitter side, this chapter only considers cal-

culating the total asymptotic behavior of the number of operations at the receiver side.

The formulas for calculating the relative number of computations for each operation are

summarized in detail in Table. 3.3, where ūv, ūc are denoted the average degree of the

variable nodes, and the average degree of the check nodes of the parity check matrix H,

respectively.

Table 3.3: Summary of asymptotic behavior of the number of operations

Operation Asymptotic behavior of the number of operations

Modulation/ Demodulation O(N)

Interleaver/De-Interleaver O(N)

Encoding O(N)

SPA decoding jmax.((2.N.ūv + (N −K)(3.ūc − 1))) ≈ O(N.ūv.jmax)

RLS algorithm O(N2)

Fig. 3.23 shows the asymptotic behavior of the number of operations for different

values of symbols E, which is used to calculate the total asymptotic behaviors of operations

to obtain the MSE and BER at the particular SNRA level, pB/σ
2
A = 10 dB. For the

simulation parameters, we set α = 1/4, ρAA = 30 dB, 106 transmission frames, imax = 4

and jmax = 1 for two feedback schemes JIB DSICED3 and JIB DSICED3 PF and jmax =

20 for the without feedback scheme DSICED3 W/OF. It can be seen that the proposed

two feedback schemes JIB DSICED3 and JIB DSICED3 PF have less cost for completing

the computation than the conventional without feedback scheme DSICED3 W/OF.
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Fig. 3.23: Asymptotic behavior of the number of operations of DSICED3 W/OF,
JIB DSICED3, JIB DSICED3 PF schemes versus E; R = 1/2, α = 1/4, SNRA = 10
dB, ρAA = 30 dB.

3.7 Conclusion
This chapter proposed a joint iterative blind channel estimation and decoding algo-

rithm in FD transmissions via feedback of estimated channel and decoded message with

DSIC process, named JIB DSICED3 scheme. The novelty of the proposed algorithm is to

take advantage of iterative algorithms of 5G QC-LDPC in the decoding process to design

simultaneous channel estimation and decoding in each iteration to efficiently cancel the

SI component and improve the simultaneous channel estimation and decoding in the next

iteration. To reduce the processing time, this chapter further proposed a partial feed-

back scheme where only a partial number of modulated symbols in feedback loop (with

α = 1/4) are used for channel estimations process, named JIB DSICED3 PF scheme.

The numerical results showed that the proposed algorithm outperforms the conventional

algorithm DSICED3 W/OF in terms of MSE, BER, processing time, computational com-

plexity, and SI sensitivity. More specifically, the proposed algorithm requires only four

iterations to achieve the saturation performance and achieve a significant reduce of BER,

e.g. about 10−1 decrease in BER of the proposed algorithm over the conventional one for

the intended SNRA of 10 dB. When the self-interference to noise ratio ρAA increases 10

dB, the proposed algorithm tends to be less sensitive to the level of SI, as it requires an

increase of 0.5 dB of the intended SNRA to maintain the same BER. All these results

indicate the practical use of the proposed algorithm in short-packet FD transmissions for

IoT applications and green communications with strict requirements of low-latency and

energy efficiency. However, at low region of the SNR, higher number of residual errors

of decoding consequently degrades the overall performance of the proposed blind scheme.

Hence, using a few pilot symbols can avoid this consequent decoding error. Therefore, a

semi-blind scheme with the addition of pilot symbols to the transmitter will be considered

in the next chapter.
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Chapter 4

Joint Semi-Blind Self-Interference

Cancellation and Equalization

Processes in 5G QC-LDPC Encoded

Short-packet Full-Duplex

Transmissions

In this chapter, we propose a joint semi-blind SI cancellation and equalization pro-

cesses in 5G QC-LDPC encoded short-packet FD transmissions. To avoid the effect of

channel estimation processes when using short-packet transmissions with blind algorithm

in low region of SNR, this semi-blind algorithm is developed by taking into account only a

small number of pilot symbols, which is added to the intended information sequence after

modulation process and using for the feedback loop of the estimation of the channels. The

results show that this semi-blind algorithm not only achieves nearly optimal performance

but also significantly improves the performance of MSE, BER, processing time, and com-

putational complexity. The results of this study highlight the potential efficiency of this

joint semi-blind iterative algorithm for 5G & Beyond and/or IoT transmissions practical

scenarios. The content of this chapter has been published in the paper:

• Bao Quoc Vuong, Roland Gautier, Ta Quang Hien, Nguyen Lap Luat, Anthony

Fiche, Mélanie Marazin: “Joint Semi-Blind Self-Interference Cancellation and Equal-

ization Processes in 5G QC-LDPC-Encoded Short-Packet Full-Duplex Transmis-

sions”, belongs to the Special Issue Full-Duplex Wireless Communication in MDPI

Sensors 22(6): 2204 (March 2022).
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4.1 Introduction

As introduced in Chapter 3 and many researches, in comparison to the infinite packet

transmission system, short-length packet transmission is considered a foundation of phys-

ical layer security in 5G and IoT applications to ensure robustness of artificial noise or

self-jamming techniques [120]. Last but not least, when the 5G is going to the final stage,

the 6G has received a lot of interest from the researcher community because it is aimed at

supporting more diversified applications. Therefore, both uRLLC and mMTC techniques

should be explored deeply in order to fully support for short-packet communications not

only to provide an efficiency data transmission but also to ensure communication reliabil-

ity [134, 135]. In recent years, the authors in [114, 123] have proposed joint algorithms for

channel estimation, SI cancellation, and signal detection in FD transmission. However,

the results are not satisfactory in short-packet transmission because the systems require a

lot of data symbols to obtain a good second-order statistic of the received signal. There-

fore, the constraint of time, bandwidth and power efficient approaches for short-packet

transmission in FD transmission have to be considered carefully. Indeed, a potential

technique for channel estimation and data detection in short-packet FD transmission is

to consider semi-blind channel estimation, which is the concatenation between the known

pilot symbols and the information symbols in order to form a transmitted sequence [50,

60]. For example, the authors in [50] proposed an iterative semi-blind receiver with Car-

rier Frequency Offset (CFO) for uRLLC in short-packet FD transmission systems. In

addtion, a semi-blind FD Amplify-and-Forward (AF) relay system with adaptive SI pro-

cessing assisted by Independent Component Analysis (ICA) is proposed to improve low

latency and high reliability in IoT communications [61]. Furthermore, a new Semi-blind

Minimum Mean Square Error (SMMSE) technique is also proposed to further suppress

the residual SI power in FD mmWave Massive MIMO Systems [62]. Their proposed algo-

rithm is used to overcome the problem of ergodic capacity and outage capacity as well as

the length of pilot symbols, which are the most challenges in short-packet transmission.

In this chapter, to overcome the poor performance of blind algorithm at low region of

the SNR as shown in Chapter 3, a semi-blind algorithm is proposed for joint iterative SI

cancellation and intended channel estimation in 5G QC-LDPC encoded FD short-packet

transmissions in the digital domain. The principle of semi-blind is taking into account

only a small number of pilot symbols and the feedback of the estimate of the channel to

achieve a nearly optimal performance and efficient uses in practical scenarios. Throughout

this chapter, the performance evaluation of the proposed algorithms is also based on four

metrics: MSE, BER, processing time, and computational complexity. The contributions

of this chapter can be summarized as follows:

• We propose a joint iterative semi-blind SI cancellation and channel estimation in

5G QC-LDPC encoded short-packet FD transmissions by adding pilot symbols,
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compared to the blind method in Chapter 3 without adding pilot symbols;

• We characterize the out-performance of the system with proposed algorithm com-

pared to the proposed blind algorithm in Chapter 3 and the conventional blind and

semi-blind without feedback algorithms. In particular, this semi-blind technique

can significantly improve the performances of MSE and BER, while requiring only

the addition of a few pilot symbols for the channel estimation feedback processes.

• We point out that the time consumption and computational complexity of the pro-

posed algorithm is lower than the conventional algorithm, which is suitable for IoT

applications and green communications.

The remaining of this chapter is organized as follows. Section 4.2 briefly describes the

system model of FD transmissions with the conventional DSIC algorithm, the encoder

and decoder processes. Section 4.3 proposes the joint iterative semi-blind channel esti-

mation and decoding algorithm. Then, the numerical results and comparisons with the

conventional algorithm in terms of MSE and BER performances are presented in Section

4.4. Last but not least, a comparison between the blind with feedback scheme proposed

in Chapter 3 and the semi-blind with feedback scheme in terms of MSE, BER, process-

ing time, and computational complexity is also illustrated in Section 4.5. Finally, some

highlights and conclusions will be discussed in Section 4.6.

4.2 Conventional SB DSICED3 W/OF Scheme

This section presents the conventional semi-blind without feedback algorithm, the

encoder and the decoder processes at the transmitter and receiver, respectively.

4.2.1 System Model

Let us consider a short-packet transmission model between two users, A and B, which

are equipped with two antennas for simultaneously transmitting and receiving information

in FD modes as shown in Fig. 4.1. The transmission mechanism is almost similar to the

transmission model in Section 3.2. The unique difference is that an equalizer using the

RLS algorithm is applied with the assistance of pilot symbols, which are added into the

information message modulated sequence on the transmitting side of user B, to estimate

the intended channel and obtain the equalized signal. After channel estimation and equal-

izer processes, the binary output x̂SoI [k] of the signal of interest can be obtained from

the equalized signal ỹ′′A[n] via pilot removing, demodulation, de-interleaving and decoding

processes in the decoder process. The flow diagram of the encoder and decoder processes

will be presented in detail in Section 4.2.2.

This transmission model is called the conventional algorithm, and we name it as Semi-

Blind Digital Self-Interference Cancellation, Equalization, Demodulation, De-interleaving
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and Decoding Without Feedback (SB DSICED3 W/OF) scheme. Next, we will briefly

introduce the encoder and decoder processes of the transmitted signal with adding pilot

symbols x′
A(t) and x′

B(t) from user A and B, and on the receiver side of user A, respectively.

Fig. 4.1: SISO FD transmission with conventional SB DSICED3 W/OF scheme.

4.2.2 Encoder and Decoder Process

The construction of encoder and decoder processes is described in Fig. 4.2. On the

transmitting side, the binary input signal xA[k], where k ∈ [1, K], is encoded using the

(N,K) 5G LDPC encoding process to form a code word of length N . The encoding

technique between the exponent parity check matrix H and the information bit sequence

is based on Section 1.2.1.4, where N and K denote the length of the code word and the

length of the information, respectively. Then, the obtained code word will be interleaved

and modulated by using QPSK modulator with the modulation order M = 4, in order to

form the signal xA[n], where n ∈ [1, E] and E = N/log2(M). Then, the βE known pilot

symbols will be added to the message sequence after the modulation process to form the

transmitted signal x′
A[n] with a length of E ′ = (1 + β)E, where β denotes the coefficient

of the pilot symbols. Finally, this signal will pass to the DAC process to convert to the

continuous time signal x′
A(t). The encoder process for the signal of interest xB[k] is similar

to that of the SI signal xA[k] to obtain x′
B(t), which is transmitted to user A.

Fig. 4.2: Encoder and decoder process.

128



Chapter 4 VUONG Quoc Bao

At the received side, the residual signal after DSIC process ỹ′A[n] will pass through

the equalization with RLS algorithm to estimate the intended channel and obtain the

equalized signal ỹ′′A[n]. Then, the pilot symbols are removed from this signal before going

to the QPSK demodulator and de-interleaver processes to form the LLR belief sequence.

Then, this LLR sequence will be used for decoding and decisions. To obtain the estimated

binary input signal x̂SoI [k] from node B, the SPA based on Section 1.2.1.5 is applied at

node A, which is the message that passes between the check nodes and the symbol nodes

to guess the bits transmitted from each other in each iteration j until it reaches the

maximum number of decoding interactions jmax.

4.3 Proposed Joint Iterative Semi-Blind Scheme

In this section, we propose a joint iterative semi-blind channel estimation and de-

coding scheme version, named Joint Iterative Semi-Blind Digital Self-Interference Can-

cellation, Equalization, Demodulation, De-interleaving and Decoding (JSIB DSICED3)

scheme, and shown in Fig. 4.3.

Fig. 4.3: SISO FD transmission with the proposed JISB DSICED3 scheme.

The process of the semi-blind algorithm is shown in Fig. 4.3, in which the proposed

scheme is developed on the principle that the processes of SI cancellation and intended

channel estimation can benefit from each other via the feedback loop after each joint

iteration decoding i, where i ∈ [1, imax]. We emphasize that, different from iteration j

performing iteration decoding in the conventional algorithm in Section 4.2, iteration i
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in the proposed algorithm is for joint SI cancelation and the estimation of the intended

propagation channel via feedback. Based on the knowledge of pilot symbols transmitted

by node B, the system does not need to perform the temporary decoding and encoding

for feedback. Indeed, it only performs the feedback loop by these pilot symbols xpilot. Let

us denote βE, where β ∈ [0, 1] is the ratio coefficient of the pilot symbols, is the number

of pilot symbols that are added to the E modulated symbols of the information signal

sequence after the encoding, interleaving, and modulation process to form the E ′ = (1 +

β)E symbols for a transmission frame. It should be noted that for i = 1 (first iteration),

a first SI cancellation and intended channel estimation is performed for all E ′ symbols,

which is used to avoid a significant number of errors and obtain a good level of convergence

when starting the process of iterative algorithm. For the remaining iterations, that is,

i ∈ [2, imax], the system only performs the feedback loop using the known pilot symbols

xpilot with a length of βE. After the system completes the joint iterative process, i.e.

i = imax, the estimations of the SI channel and intended channel are used to fully cancel the

SI component and achieve the equalized signal, respectively. Then, these pilot symbols are

removed from the equalized signal ỹ′′A[n] and the system continues to perform the decoder

process by the demodulation, de-interleaver and decoding processes, in order to achieve

the intended message sequence xSoI . It should be noted that performing many j iterations

in decoding process will increase latency and complexity because of high computational

complexity in the SPA decoding process [136]. Therefore, when we achieve the best

channel estimation (i = imax), the proposed scheme will only consider one decoding

iteration (jmax = 1) in the SPA decoding algorithm to obtain good results, because if

we include more decoding iterations j, it does not significantly improve performance, as

shown in Chapter 3. The graphical presentation of proposed joint iterative semi-blind

SI cancellation and equalization processes algorithm can be shown in Fig. 4.4 and the

proposed algorithm with three main steps is summarized in Algorithm 4.1.

Fig. 4.4: Graphical presentation for joint iterative semi-blind scheme.

In the following sections, the simulation results and discussions of the proposed semi-

blind scheme JISB DSICED3 will be illustrated.
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Algorithm 4.1: Iterative part of the proposed Joint Iterative Semi-Blind Scheme

Inputs : y′
A,x

′
A, imax,xpilot, β, K,N,M ;

Outputs : ĥ
(imax)
AA , ĥ

(imax)
BA ;

Initialization: ŷ′
BA

(0) = 0, ĥ
(0)
AA = 0, ĥ

(0)
BA = 0;

2 for i = 1 to imax do
3 if i = 1 then

/* Perform Step 1 and Step 2 for all of E ′ = (1 + β)E symbols

and E = N/log2(M) symbols, where β is the pilot symbol

coefficient, N is the code word length, M is the

modulation order */

4 for n = 1 to E ′ do
5 Step 1: SI channel estimation and DSIC process

6 Estimate: ĥ
(i)
AA;

7 Calculate: ỹ′A
(i)[n] = y′A[n]− ŷ′AA

(i)[n] = y′A[n]− (ĥ
(i)
AA ∗ x′

A)[n];
8 Step 2: Intended channel estimation

9 Estimate: ĥ
(i)
BA;

10 end

11 else
/* Perform Step 1 and Step 2 for only βE = βN/(log2(M) known

pilot symbols, where β is the pilot symbols coefficient, N
is the code word length, M is the modulation order */

12 for n = 1 to βE do
13 Step 1: SI channel estimation and DSIC process

14 Estimate: ĥ
(i)
AA[n];

15 Calculate: ỹ′A
(i)[n] = y′A[n]− (ĥ

(i)
AA ∗ x′

A)[n];
16 Step 2: Intended channel estimation

17 Estimate: ĥ
(i)
BA;

18 end

19 end
20 if i < imax then

/* Perform Step 3 for only βE known pilot symbols, where β is

the pilot symbols coefficient */

21 for n = 1 to βE do
22 Step 3: Feedback loop

23 Using xpilot to form feedback loop to get ŷ
′(i)
BA;

24 Calculate: ŷ′BA
(i)[n] = (ĥ

(i)
BA ∗ x

(i)
pilot)[n];

25 Update: y′DSIC
(i+1)[n] = y′A[n]− ŷ′BA

(i)[n];

26 end

27 else
28 Go to return
29 end

30 end

31 return ĥ
(imax)
AA , ĥ

(imax)
BA .
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4.4 Comparison Between Semi-blind Without/With

Feedback Schemes: SB DSICED3 W/OF versus

JISB DSICED3
In this section, the performances of the proposed semi-blind scheme JISB DSICED3,

compared to the conventional scheme SB DSICED3 W/OF, are illustrated in terms of

MSE, BER, processing time, and computational complexity using Monte Carlo simu-

lations on MATLAB. The effects of different code rates of 5G QC-LDPC codes are

compared. Moreover, different number of taps of SI channel and intended channel are

also considered. These channels are generated independently in each transmission frame.

Based on the background noise as reference and without loss in generality, we further

denote ρAA = pA/σ
2
A as the self-interference to noise ratio and SNRA = pB/σ

2
A as the

SNR at user A, where pSI , pB and σ2
A are the power of SI signal, intended signal and

background noise at user A, respectively. It is also noticed that the semi-blind without

feedback scheme SB DSICED3 W/OF needs up to 20 iterations (jmax = 20) to converge

and to reach the saturation floor, while the feedback scheme JISB DSICED3 requires only

4 joint iterations and 1 decoding iterations (imax = 4, jmax = 1) to reach that floor, similar

with the blind feedback scheme JIB DSICED3 in Chapter 3. The choice of the number

of pilot symbols will be arbitrary set at βE = 4 symbols for both MSE and BER perfor-

mances, and it will be clearly proven later in Section 4.4.2. The simulation parameters

are summarized in Table. 4.1.

Table 4.1: Simulation Specifications

Parameter Value

Code word length (N) 64, 128, 256, 512, 1024

Information length (K) 32, 64, 128, 256, 512

Code rate 1/3, 1/2, 2/3, 3/4, 5/6

Modulation scheme QPSK (M = 4)

Frame length after modulation (E = N/log2(M)) 32, 64, 128, 256, 512

Number of transmission frames 106

SI channel taps 3, 4, 5, 6

Intended channel taps 4, 6, 7, 8

Pilot symbols ratio coefficient β 1/4, 1/8, 1/16, 1/32, 1/64

Index of joint iterations in JISB DSICED3 scheme imax = 4, jmax = 1

Index of iteration of SPA decoding in SB DSICED3 W/OF jmax = 20

4.4.1 MSE Performances

First, Fig. 4.5 shows the MSE of JISB DSICED3 versus SNRA for different number

of taps of SI channel, where βE = 4 symbols and the number of taps of intended channel

is fixed at 4 taps. The result indicates that the variation of the number of taps of SI

channel does not affect the SI channel estimation process. Similarly, Fig. 4.6 illustrates
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the MSE of the intended channel versus SNRA for various numbers of taps of the intended

channel. The MSE performance is also less sensitive to the change in the number of taps

of intended channel. Therefore, it can be seen that the βE = 4 symbols are suitable

choice for the JISB DSICED3 scheme in MSE performances. For the rest of this chapter,

the SI channel is fixed with 3 taps, while the intended channel is fixed with 4 taps for

further implementations.
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Fig. 4.5: MSEAA of JISB DSICED3 scheme versus SNRA for different values of SI chan-
nel tap; R = 1/2, imax = 4, ρAA = 30 dB, βE = 4 symbols and E = 128 symbols.
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Fig. 4.6: MSEBA of JISB DSICED3 scheme versus SNRA for different values of intended
channel tap; R = 1/2, imax = 4, ρAA = 30 dB, βE = 4 symbols and E = 128 symbols.

In this subsection, we also introduce the best performance scheme, as a benchmark

to characterize the optimality of the semi-blind scheme JISB DSICED3 in terms of MSE

and for performance comparison, corresponding to a lower bound using the proposed

JISB DSICED3 considering that all E ′ = (1 + β)E are known. So, in this limit case,

all intended E symbols are also known, not only the pilot symbols for both channel

estimations and feedback.
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Fig. 4.7 and Fig. 4.8 compare the MSEs of two schemes such as JISB DSICED3

and SB DSICED3 W/OF with the best performance scheme versus SNRA, for the SI

channel and the intended channel, respectively. First, the results show that the feed-

back scheme JISB DSICED3 has a better performance compared to the conventional

scheme SB DSICED3 W/OF, especially in high SNRA (SNRA > 5 dB). Furthermore,

the semi-blind feedback scheme JIB DSICED3 shows a slightly better result in low SNRA

(SNRA < 5 dB), compared to the conventional scheme SB DSICED3 W/OF due to the

improvement after the feedback loops. The results also show that the semi-blind scheme

JISB DSICED3 is nearly optimal, as its performance is pretty close to that of the best

performance scheme, i.e. assuming that the intended symbols are known at the receiver.

-5 0 5 10 15 20

SNR
A
 (dB)

10-5

10-4

10-3

10-2

10-1

100

M
S

E
A

A

SB_DSICED3_W/OF,  E = 4,  j
max

 = 20

JISB_DSICED3, E = 4, i
max

 = 4, j
max

 = 1

BPS, E' = 132, i
max

 = 4, j
max

 = 1

Fig. 4.7: MSEAA versus SNRA; R = 1/2, imax = 4, jmax = 20, ρAA = 30 dB, βE = 4
symbols and E = 128 symbols.
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Fig. 4.8: MSEBA versus SNRA; R = 1/2, imax = 4, jmax = 20, ρAA = 30 dB, βE = 4
symbols, and E = 128 symbols.
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4.4.2 BER Performances

First, the effects of different code rates such as R ∈ {1/3, 1/2, 2/3, 3/4, 5/6} on the

BER performance of SB DSICED3 W/OF and JISB DSICED3 schemes have been im-

plemented in Figure 4.9 and Figure 4.10, respectively.
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Fig. 4.9: BER of SB DSICED3 W/OF scheme versus SNRA for different code rates R ;
jmax = 20, ρAA = 30 dB, βE = 4 symbols and E = 128 symbols.
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Fig. 4.10: BER of JISB DSICED3 scheme versus SNRA for different code rates R; imax =
4, jmax = 1, ρAA = 30 dB, βE = 4 symbols and E = 128 symbols.

Similarly to the blind algorithms in Chapter 3, the relative behavior of the algorithm

with feedback JISB DSICED3 with respect to the code rate behaves in the same way as

the conventional algorithm without feedback SB DSICED3 W/OF, that is, when the code

rate R is increased, the BER performance will decrease. For all code rates, the proposed

semi-blind feedback scheme JISB DSICED3 has better performance than the conventional

algorithm without feedback SB DSICED3 W/OF. For the rest of this chapter, the code

rate is fixed at 1/2 as a particular example in order to illustrate the out performance of
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proposed with feedback algorithm JISB DSICED3 over the conventional without feedback

algorithm SB DSICED3 W/OF.

Fig. 4.11 and Fig. 4.12 show BER of the semi-blind scheme versus the number of

pilot symbols βE for different values of SNRA and number of taps of intended channel

(4, 6, 7, 8), respectively, where ρAA = 30 dB and E = 128 symbols. Fig. 4.13 shows the

BER of the JISB DSICED3 scheme versus E for different number of taps of intended

channel. It can be seen that only minimum four pilot symbols (βE = 4 symbols or

β = 1/32) are needed for the semi-blind channel estimation to achieve the saturation

level regardless of number of taps of intended channel used. Thus, the minimum required

pilot symbols makes the semi-blind scheme favorable in practical implementations for

short-packet transmission.
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Fig. 4.11: BER of JISB DSICED3 scheme versus βE for different values of SNRA; R =
1/2, imax = 4; ρAA = 30 dB and E = 128 symbols.
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Fig. 4.13: BER of JISB DSICED3 scheme versus E for different values of intended channel
tap; R = 1/2, imax = 4;SNRA = 10 dB, ρAA = 30 dB and βE = 4 symbols.

Fig. 4.14 compares the BERs of the semi-blind scheme JISB DSICED3 and the con-

ventional semi-blind without feedback scheme SB DSICED3 W/OF versus SNRA, for

different values of E ∈ {32, 64, 128} symbols, βE = 4 symbols and ρAA = 30 dB. In fact,

the increase of E symbols leads to the increase of BER performance on both schemes, due

to the good level of convergence in channel estimations with more symbols. We observe

that, at low SNRA (≤ 5 dB), BER of the JISB DSICED3 scheme is slightly lower than

that of the SB DSICED3 W/OF scheme regardless of total number symbols. However, at

high SNRA (≥ 5 dB), the semi-blind scheme JISB DSICED3 shows its out-performance

with faster convergence. This is due to the use of minimum four pilot symbols, which are

added to the information sequence, for better performance in the semi-blind scheme.
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Fig. 4.14: BER of SB DSICED3 W/OF and JISB DSICED3 schemes versus SNRA; R =
1/2, βE = 4 symbols, and ρAA = 30 dB.
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Last but not least, Fig. 4.15 shows the BERs performance versus different values of

E symbols, where βE = 4 symbols. The result indicates that the semi-blind scheme

JISB DSICED3 has better performance than the conventional semi-blind without feed-

back scheme SB DSICED3 W/OF, regardless of total number of transmitted symbols

and SNRA level. It also shows that when the number of symbols E and the value of

SNRA increase, the gaps between two schemes are larger, which is clearly shown when

SNRA = 10 dB. This is due to the advantage of having known pilot symbols and feedback

loops. Therefore, it indicates that the semi-blind scheme JISB DSICED3 is an optimum

solution not only for short-packet transmission, but also for a low region of SNRA, which

are the operation characteristics of IoT transmission and green communication.

32 64 128 256 512

E (symbols)

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

B
E

R

SB_DSICED3_W/OF, j
max

 = 20

JISB_DSICED3, i
max

 = 4, j
max

 = 1

SNR
A

 = 0 dB

SNR
A

 = 5 dB

SNR
A

 = 10 dB

Fig. 4.15: BER of SB DSICED3 W/OF and JISB DSICED3 schemes versus E; R = 1/2,
βE = 4 symbols and ρAA = 30 dB.

4.5 Comparison Between Blind and Semi-blind Feed-

back Schemes: JIB DSICED3 vs JISB DSICED3

In this section, a comparison between the blind and semi-blind feedback schemes,

JIB DSICED3 (which is shown in Chapter 3) and JISB DSICED3, is illustrated in terms

of MSE, BER performances, processing time and computational complexity, where the

simulation specifications are defined similar to Section 3.4 and Section 4.4.

4.5.1 MSE Performances

Fig. 4.16 and Fig. 4.17 compare MSEs between the proposed blind scheme JIB DSICED3,

the proposed semi-blind scheme JISB DSICED3 and the best performance scheme versus

SNRA, for the SI channel and the intended channel, respectively. It can be seen that
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the semi-blind scheme JISB DSICED3 outperforms the blind scheme JIB DSICED3, es-

pecially at low SNRA (SNRA ≤ 0 dB). However, in high region of SNRA (SNRA ≥ 0

dB), the results show that the semi-blind scheme JISB DSICED3 and the blind scheme

JIB DSICED3 are nearly optimal as their performances are pretty close to that of the

best performance scheme. It is also noticed that they have better performance than two

without feedback schemes, as discussed in Section 3.4.1 and Section 4.4.1, respectively.
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Fig. 4.16: MSEAA of JIB DSICED3 and JISB DSICED3 schemes versus SNRA; R = 1/2,
ρAA = 30 dB and E = 128 symbols.
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Fig. 4.17: MSEBA of JIB DSICED3 and JISB DSICED3 schemes versus SNRA; R = 1/2,
ρAA = 30 dB and E = 128 symbols.
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4.5.2 BER Performances

Fig. 4.18 compares the BERs of the semi-blind scheme JISB DSICED3 and the blind

scheme JIB DSICED3 versus SNRA, for different values of E symbols, where βE = 4

symbols, E = {32, 64, 128} symbols, and ρAA = 30 dB. It can be seen that, at high

SNRA (≥ 0) dB, the BER of the JISB DSICED3 scheme is slightly lower than that of

the JIB DSICED3 scheme regardless of the total number of transmitted symbols, as also

shown in Fig. 4.19 for SNRA at 5 and 10 dB. This is due to the trade-off of four pilot

symbols for better performance in the semi-blind scheme. However, at low SNRA ≤ 0

dB, the semi-blind scheme JISB DSICED3 shows its out-performance and interestingly, its

BER is much lower compared to the blind scheme JIB DSICED3 for larger total number

of transmitted symbols, E, i.e. when SNRA = 0 dB as also shown in Fig. 4.19. This

is due to the advantage of having known pilot symbols to avoid the consequent decoding

error in the feedback loop. It is noted that the proposed blind and semi-blind feedback

schemes can improve significantly the BER performance compared to the conventional

blind/semi-blind without feedback schemes, as shown in Section 3.4.2 and Section 4.4.2.

Furthermore, we consider the relationship between signal to noise ratio SNR and energy

per bit to noise power spectral density ratio Eb/N0, where the ratio between number of

information symbols (E) and the total symbols after adding pilots (E ′), as following:

Eb/N0 = (SNR).(
E

E ′ ); (4.1)

Therefore, in Fig. 4.18, the BER’s curve of semi-blind scheme JISB DSICED3 need

to be shifted to the right hand side by E/E ′ (dB), i.e, when E = 32 symbols, it needs

to shifted by 32/36 = 0.8 (dB), and it also approximately closed to the blind scheme

JIB DSICED3. However, in this thesis, we only use SNR instead of Eb/N0 to simplify

the notation of signal to noise ratio because the characteristic of system performance is

not changed too much, that is the out-performance of semi-blind scheme in low region of

SNR compared to blind scheme and both of them have better performance in high region

of SNR compared to the conventional without feedback schemes.

4.5.3 Processing Time and Computational Complexity

In this section, we compare the processing time and computational complexity of the

proposed blind scheme JIB DSICED3 and the proposed semi-blind scheme JISB DSICED3.

In this case, a computer is used with the same hardware configuration as blind algorithm

in Section 3.6.3. So, this configuration is used to calculate the processing time to achieve

the MSE and BER at the particular SNRA level, SNRA = 10 dB. For the simulation

parameters, we set the self-interference to noise ratio ρAA = 30 dB, 106 transmission

frames, E = 128 symbols and β = 1/32 (βE = 4 symbols), imax = 4 and jmax = 1
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Fig. 4.18: BER of JIB DSICED3 and JISB DSICED3 schemes versus SNRA; R = 1/2,
ρAA = 30 dB and βE = 4 symbols.
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Fig. 4.19: BER of JIB DSICED3 and JISB DSICED3 schemes versus E; R = 1/2, ρAA =
30 dB.

for the blind/semi-blind schemes (JIB DSICED3, JISB DSICED3) and jmax = 20 for the

blind/semi-blind without feedback schemes (DSICED3 W/OF, SB DSICED3 W/OF).

Based on the results in Table 4.2, we observe that the semi-blind scheme JISB DSICED3

can significantly reduce the processing time and shows the fastest result because tempo-

rary decoding and encoding are not required in the feedback loop and the number of

iterations in the SPA decoding process is also reduced, which takes less roughly 10 times

compared to the semi-blind without feedback scheme SB DSICED3 W/OF. This is be-

cause the semi-blind scheme only needs one decoding iteration (jmax = 1) to obtain a

good result when achieving the best value of channel estimations, while the semi-blind

without feedback scheme SB DSICED3 W/OF needs up to 20 iterations (jmax = 20)
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Table 4.2: Processing Time of SB DSICED3 W/OF, DSICED3 W/OF, JIB DSICED3
and JISB DSICED3 schemes

Algorithm
Processing time

(in minute)

Ratio respects to

( SB DSICED3 W/OF)

SB DSICED3 W/OF scheme 617.5 1

DSICED3 W/OF scheme 615.6 0.996

JIB DSICED3 scheme 181.2 0.293

JISB DSICED3 scheme 62.3 0.101

to converge and to reach the saturation floor. Furthermore, the processing time of

semi-blind scheme JISB DSICED3 is less than nearly 3 times compared to the blind

scheme JIB DSICED3 because it does not require to perform the temporary decoding,

re-encoding, re-interleaving and re-modulation processes for feedback loop.

Moreover, the computational complexity of four schemes is computed based on the

summation of total asymptotic behavior of the number of operations as Table. 3.3 in

Section 3.6.3. Because of the identity and symmetric at the transmitter side, this chapter

also only considers calculating the total asymptotic behavior of the number of operations

at the receiver side.

Fig. 4.20 shows the number of computations versus various values of symbols E, which

is used to calculate the total asymptotic behavior of the number of operations to obtain

the MSE and BER at the particular SNRA level, SNRA = 10 dB. For the simulation

parameters, we set βE = 4 symbols, ρAA = 30 dB, 106 transmission frames, imax =

4 and jmax = 1 for the proposed blind/semi-blind feedback schemes (JIB DSICED3,

JISB DSICED3) and jmax = 20 for the conventional blind/semi-blind without feedback

scheme (DSICED3 W/OF, SB DSICED3 W/OF). The result indicates that the proposed

semi-blind feedback scheme JISB DSICED3 requires less cost for completing the compu-

tation than the blind feedback scheme JIB DSICED3 and the conventional blind/semi-

blind without feedback schemes (DSICED3 W/OF, SB DSICED3 W/OF). It is due to

the known pilot symbols for feedback loops and the requirement of fewer iterations on

the decoding step. Therefore, this result emphasizes the practical implementation of

the scheme in 5G short-packet transmissions, especially in IoT transmissions and green

communications with low power consumption.
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4.6 Conclusion

This chapter proposed a joint iterative semi-blind SI cancellation and intended chan-

nel estimation in 5G QC-LDPC encoded short-packet FD transmissions, via feedback of

the known pilot symbols, named JISB DSICED3 scheme. The innovation of the proposed

algorithm is to take advantage of known pilot symbols and iterative algorithms to design

simultaneous SI cancelation and the estimated intended channel to efficiently cancel the SI

component and improve the estimation of the simultaneous channel in the next iterations.

This semi-blind algorithm adds only a minimum of four pilot symbols to the information

symbols while not requiring the feedback of temporary decoded messages. The numerical

results showed that the proposed semi-blind algorithm JISB DSICED3 is nearly optimal

and efficiently increases the performance of the MSE and BER. The significant reduction

in processing time and computational complexity of the semi-blind feedback algorithm

JISB DSICED3 is impressive, as it only requires the feedback of the channel estimate

for imax = 4 iterations and only one (jmax = 1) decoding iteration, where the decoding

algorithm has prohibitive computational cost. All these results indicate the efficient use

of this semi-blind feedback algorithm, especially since the use or the insertion of these

pilot symbols does not in practice really lead to a real loss of data rate because they are

already generally required for time and frequency synchronization. Last but not least,

the choice between semi-blind JISB DSICED3 and blind JIB DSICED3 schemes should be

based on the applications and purposes. They can significantly reduce the processing time

and computational complexity, compared to the conventional without feedback schemes.

Both are possible solutions for short-packet FD transmission, which are the operation

characteristics of IoT transmissions and green communications. All proposed schemes
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and their performance are summarized in the Table. 4.3. Indeed, the conventional blind

and semi-blins without feedback algorithms do not satisfy the requirement of short-packet

transmissions in terms of MSE, BER, processing time and complexity performances. In

contrast, both semi-blind JISB DSICED3 and blind JIB DSICED3 schemes are appreci-

ated solutions for short-packet FD transmission. The advantages and disadvantages of

each scheme are shown in Table. 4.4, where the blind scheme work well on high region

of SNR but it shows a worst result in low region of SNR. Therefore, semi-blind scheme

is introduced to overcome the problem of low region of SNR, but it requires adding of

pilot symbols. Consequently, the use of these schemes are mostly depended on various

applications and purposes.

In the next chapter, the application of the proposed blind and semi-blind algorithms

on the PLS of wiretap FD short-packet transmission will be considered.

Table 4.3: All of proposed schemes and their performances.

Table 4.4: Advantages and Disadvantages of Proposed Blind and Semi-blind Schemes.

144



Chapter 5

Secrecy Coding Analysis of

Short-packet Full-Duplex

Transmissions with Joint Iterative

Channel Estimation and Decoding

Processes

In this chapter, a combination of joint iterative channel estimation and decoding tech-

nique and self-jamming technique in the presence of an eavesdropper has been imple-

mented and evaluated, to enhance the PLS area for FD short-packet transmissions. In-

deed, the legitimate receiver and eavesdropper can simultaneously receive the intended

signal from the transmitter and broadcast a self-jamming or jamming signal to the other.

In case of passive eavesdropper, the blind channel estimation with feedback scheme, which

is introduced in Chapter 3, is applied, where the temporary estimation of intended chan-

nel and decoded message are fed back to improve both channel estimation and decoding

processes. Only blind algorithm is implemented in case of passive eavesdropper because

it achieves sufficient performance results and does not require adding pilot symbols as the

semi-blind algorithm. In case of active eavesdropper, the semi-blind algorithm, which is

introduced in Chapter 4, must be taken into account by trading four pilot symbols and

only requiring the feedback for channel estimation processes because of its robustness in

low region of SNR. The content of this chapter has been published in:

• Bao Quoc Vuong, Roland Gautier, Anthony Fiche, Melanie Marazin and Cristina

Despina-Stoian: Secrecy Coding Analysis of Short Packet Full-Duplex Transmissions

with Joint Iterative Channel Estimation and Decoding Processes., belongs to the

Special Issue Physical-Layer Security for Wireless Communications in MDPI Sensors

22(14): 5257 (July 2022).
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5.1 Introduction

In recent years, many researchers have focused on secrecy channel coding techniques

in the wiretap channel [22, 137–139]. In particular, the authors in [137] evaluated the

reliability and security over the flat and fast fading Gaussian wiretap channel for the

various LDPC codes construction with the puncturing and scrambling techniques. Fur-

thermore, the authors in [140] used McEliece coding method based on LDPC codes to

guarantee both information reliability between intended users and security metric with re-

spect to eavesdropper in PLS. The authors in [138] also studied the combination of LDPC

codes and AN by designing the scrambling matrix to reduce the probability of outage and

improve PLS. Then, the authors in [139] proposed combining the LDPC codes at the

transmitter and an iterative decoding algorithm at the receiver to reduce the security gap

in the Gaussian wiretap channel. The obtained results show that their proposed scheme

outperforms the punctured scheme in terms of the equivocation rate and the security gap.

As a metric of PLS, the security gap was first introduced in [141], which is calculated

as the ratio of the Bit Error Rate (BER) on the linear scale or the difference of the BERs

on the log scale achieved by the legitimate receiver and the eavesdropper, to ensure that

the legitimate receiver can reliably receive the intended message and maintain security

throughout transmission.

Therefore, in this chapter, we propose and implement a new scheme that combines

joint iterative channel estimation and decoding using 5G QC-LDPC codes with FD self-

jamming of the legitimate receiver to enhance security and reliability, which means that

the eavesdropper does not catch the information and the indented information is less

affected or corrupted by the jamming signal, respectively, in two scenarios: passive eaves-

dropper and active eavesdropper. For the rest of this chapter, the performance evaluations

of the proposed algorithms are based on three metrics: MSE, BER, and security gap (Sg).

The contributions of this chapter can be summarized as follows:

• We evaluate a combination of self-jamming technique with a joint iterative blind or

semi-blind channel estimation and decoding for a FD short-packet transmissions in

the cases of passive and active eavesdroppers, respectively;

• We characterize that the system developed based on the new proposed algorithms

have better performance compared to the conventional without feedback in terms

of security metrics;

• We point out that the legitimate receiver are less sensitive to the self-interference

from itself as well as the jamming power from the eavesdropper in our approach.

• We emphasize that the proposed algorithms provide a higher robustness not only to

the security and reliability factors but also to the power consumption by reducing
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the SNR at legitimate receiver for decoding the message, which suits for the short-

packet FD IoT transmissions and green communications.

The remaining of this chapter is organized as follows. Section 5.2 briefly describes the

general system model of the FD transceiver in the passive/active eavesdropper scenar-

ios and the security gap. Section 5.3 studies the application of the joint iterative blind

channel estimation and decoding algorithm at the legitimate receiver in the case of pas-

sive eavesdroppers, with numerical results and comparisons with the conventional blind

without feedback algorithm. Section 5.4 introduces the system model using semi-blind

feedback algorithm in case of active eavesdropper and simulation results. Finally, some

highlights and conclusions will be discussed in section 5.5.

5.2 Full-Duplex Transceiver with Passive/Active Eaves-

dropper Transmission System

5.2.1 General System Model

Considering a short packet FD transmission wiretap channel between three users, such

as user B (transmitter), user A (legitimate receiver), and user E (eavesdropper) as shown

in Fig. 5.1, where the transmitter is equipped with only one antenna for transmission,

while the receiver and the eavesdropper are attached with one transmitter and one receiver

antennas to simultaneously receive the intended information message and transmit self-

jamming or jamming signals. 5G QC-LDPC codes, which are considered fundamental

codes for short-packet uplink and downlink transmissions [80, 82, 95], are used in all

transceivers.

Fig. 5.1: General system model.

At the transmitter, the (N,K) 5G QC-LDPC encoding process is performed as Section

1.2.1.4, where K and N denote the length of information message and code word message,

respectively. Let us denote the channel gain between two users and the SI channel gain
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of itself as hXY and hY Y , respectively, in which X ∈ {A,B,E} and Y ∈ {A,E}, where
A,B,E represent user A, user B, and user E, respectively. In this chapter, the SI channel

is modeled as quasi-static Rayleigh fading in the digital domain due to the assumption

that the LoS component is fully suppressed by antenna and analog cancellation techniques,

whereas the residual SI is the nLoS component [63, 75]. Note that hXY and hY Y are i.i.d

complex Gaussian random variables with CN (0, 1) [77, 111]. Moreover, the transmitted

power of each user is denoted as pX , where X ∈ {A,B,E} and we further denote wY

as the complex background noise at user Y with CN (0, σ2
Y ), where Y ∈ {A,E}. Based

on the background noise as reference and without loss in generality, we further denote

ρXY = pX/σ
2
Y and ρY Y = pY /σ

2
Y , where X, Y ∈ {A,E}, as the power to noise ratio

provided by the self-jamming or jamming channel from user X to user Y, and the SI

channel at user Y, respectively. We also denote SNRA = pB/σ
2
A and SNRE = pB/σ

2
E as

the SNR at user A and user E, where σ2
A and σ2

E are the background noise power at user

A and user E, respectively.

In this chapter, we assume the following hypotheses:

• In case of passive eavesdropper, only blind channel estimation is used, where there

is no knowledge about the channel state information at all communication users;

• In case of active eavesdropper, both blind and semi-blind channel estimation, where

all transceivers share a few pilot symbols, are mainly implemented;

• User E knows the parity check matrix H of user B and performs SPA decoding

mechanism; and user E also uses RLS algorithm in DSIC process as user A in case

of active eavesdropper;

• Both user A and user E have equal computation capabilities and the location of user

E is closed enough to user A to broadcast its jamming signal and is also attacked

by the self-jamming signal from user A;

• The channel gains at the receiver and the eavesdropper are constant within a code

word and change from one to another in fading channels;

• The impact of hardware impairments on the SI cancellation is not considered (which

is outside the scope of this study but essential in practice). Moreover, the problem

of synchronization process between the transceivers is also not taken into account.

Last but not least, the bit resolution of DAC/ADC is chosen higher enough to bypass

the effect of quantization noise, i.e. larger than 6 bits for both DAC/ADC process

or the oversampling should be applied in ADC process if the green communications

system and IoT applications are considered with low-bit ADC, which was studied

in Chapter 2.
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• On the one hand, there is an assumption concerning the relative positions of the var-

ious transmitters/receivers where we do not take into account the distances between

these users and the distance between antennas. In particular, for the case of user

A and user E, it seems coherent and acceptable to consider that the powers of the

background noises σ2
A and σ2

E are identical (both users in the same environment).

On the other hand, under the assumption of channels without loss (unity mean

deviation on all the paths) for hAA and hAE, it is possible to simplify the notations

and to denote in general the self-jamming power to noise ratio as ρSJ for both self-

interference (ρAA) and self-jamming (ρAE) channels in case of passive eavesdropper

and self-jamming channel from user A to user E ρAE and jamming channel from

user E to user A in case of active eavesdropper. Since in these conditions, we have

ρSJ = ρAA = ρAE in case of passive eavesdropper and ρSJ = ρAE = ρEA in case of

active eavesdropper, respectively.

5.2.2 Security Gap

In the practical context of the wiretap channel when the short-packet is used for

transmission, the typical BER performance criteria is usually used to ensure two aspects

of performance such as reliability and secrecy conditions [137]. Let us denote BERA

and BERE as the average BER of user A and user E, respectively. While BERA,max

and BERE,min are the maximum BER that user A can achieve and the minimum BER

that user E can obtain, respectively. The reliability condition is hold when BERA ≤
BERA,max, which means that the BER of user A should be maintained at low value to

enhance the reliability condition. While the security condition is achieved when BERE ≥
BERE,min, which means that the BER of user E should be remained at a sufficient high

value to guarantee the security.

Fig. 5.2: Security gap.
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According to [44, 141], the security gap, which is the minimum difference of SNRs

(in dB) required to guarantee the legitimate receiver security over the eavesdropper, is

calculated as:

Sg(dB) = SNRA,min − SNRE,max (5.1)

where SNRA,min is the minimum SNR corresponding to BERA,max, where user A has

to operate to make sure the BER below some reliability thresholds, i.e. BERA,max =

10−5, which is sufficient level for practical applications [137]. Similarly, SNRE,max is

the maximum SNR corresponding to BERE,min in which the BER of user E can reach

approximately a threshold, that is, BERE,min = 0.5, which is called the security threshold

because user E cannot exactly decode the information message in this region [141].

The graphical presentation of security gap is shown in Fig. 5.2. In fact, the size of the

security gap Sg indicates the minimum cost of the difference in SNRs between user A and

user E that maintains the possibility of secure communication, the higher values of Sg will

lead to a higher transmission cost. Therefore, the objective of this chapter is to reduce the

size of the security Sg gap as much as possible and it tends to go to lower than 0 for fully

security and reliability factors. In particular, the SNR of user A, SNRA = pB/σ
2
A (dB)

on the main channel must be small enough to ensure that user A can correctly decode the

information message from user B assuming the lowest possible power. In contrast, the

SNR of user E, SNRE = pB/σ
2
E (dB) on the wiretap channel must be as large as possible

to guarantee that the self-jamming broadcasting from user A still affects the decoding

process of user E.

Next, we will consider the first case with passive eavesdropper and the presence of

blind feedback algorithm.

5.3 Case I: Passive Eavesdropper

5.3.1 Passive Eavesdropper System Model

The wiretap channel system models with the use of FD self-jamming and passive

eavesdropper are shown in Fig. 5.3 and Fig. 5.4 in the case of without feedback and

with feedback schemes, respectively. User A is operated in FD transmission mode to

simultaneously receive the intended information message from user B and transmit the

self-jamming signal to destroy the decoding capacity of user E, while user E just tries to

listen and decode the message from user B. The transmission strategy of the proposed

scheme is as follows. User B wants to send his encoded message xB to the legitimate

receiver user A through the main channel hBA, while passive eavesdropper user E tries to

listen and decode user B’s message through the wiretap channel hBE.

The received signals in the digital domain at user A and user E, respectively, are given
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Fig. 5.3: Blind without feedback scheme at user A in case of passive eavesdropper.

Fig. 5.4: Blind feedback scheme at user A in case of passive eavesdropper.

by the following:

yA[n] = yBA[n] + yAA[n] + wA[n] (5.2)

= (
√
pBxB ∗ hBA)[n] + (

√
pAxA ∗ hAA)[n] + wA[n];

yE[n] = yBE[n] + yAE[n] + wE[n] (5.3)

= (
√
pBxB ∗ hBE)[n] + (

√
pAxA ∗ hAE)[n] + wE[n];

where wA and wE are the complex AWGN of the receiver channel of user A and user E,

with CN (0, σ2
A) and CN (0, σ2

E), respectively, and (∗) is the convolution operation.

The legitimate receiver user A obtains the signal yA and performs two possible decod-

ing strategies to eliminate the SI component and obtain the estimation of the intended

signal x̂SoI . First, it may use a classical blind without feedback scheme (DSICED3 W/OF)

where the DSIC and decoding processes are independent, as presented in Fig. 5.3 and

studied in Section 3.2 of Chapter 3. Second, it can use a more efficient scheme based on

joint iterative blind channel estimation and decoding through feedback, as shown in Fig.

5.4, which we call the blind feedback scheme (JIB DSICED3), which is studied in Section

3.3 of Chapter 3. Only blind algorithm is implemented in case of passive eavesdropper

because it achieves sufficient performance results in high region of SNR, when user A
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does not receive jamming signal from user E. At the same time, user E also tries to listen

to the transmission over the wiretap channel and only performs the equalization process

and the classical SPA decoding process to get the original signal xB.

5.3.2 Simulation Specifications

To evaluate the secrecy performance of our proposed schemes, MSE, BER, and security

gap Sg will be computed by using Monte Carlo simulations on MATLAB. For the rest of

this chapter, the MSE of the channel estimation in the intended receiver user A and the

eavesdropper user E are given by, respectively, [114]

MSEXX =| hXX − ĥXX |2, (5.4)

MSEXY =| hXY − ĥXY |2 . (5.5)

For 5G QC-LDPC codes, the base graph matrix BG2 [80] is implemented for all

simulations. The SI channel and self-jamming or jamming channel are fixed with 3 channel

taps based on Rayleigh distribution with CN (0, 1). The intended main channel and

wiretap are fixed with 4 channel taps and the power of each tap is according to the ITU–R

channel model [79]. These channels are generated independently in each transmission

frame. The simulation parameters of this paper are summarized in Table. 5.1.

Table 5.1: Simulation Specifications

Parameter Value

Number of transmission frames 106

Number of information bits K 128

Number of code word bits N 256

Code rate 1/2

Modulation scheme QPSK

Number of taps of SI channel hAA, hEE 3

Number of taps of self-jamming channel hAE 3

Number of taps of jamming channel hEA 3

Number of taps of main channel hBA 4

Number of taps of wiretap channel hBE 4

Number of pilot symbols in semi-blind scheme 4

Index of iterations (imax, jmax) for feedback schemes (4,1)

Index of iterations jmax for without feedback schemes 20
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5.3.3 MSE Performances in Passive Case

5.3.3.1 MSE at the legitimate user A

First, the MSEs of SI channel and intended channel at user A are computed for

different values of self-interference to noise ratio ρAA. For instance, Fig. 5.5a and Fig.

5.5b show the MSEs of the SI channel versus SNRA in the legitimate receiver user A in

case of blind without feedback and blind feedback schemes, respectively. Similarly, Fig.

5.6a and Fig. 5.6b illustrate the MSEs of the intended channel versus the SNRA at user

A in case of blind without feedback and blind feedback schemes, respectively. It can be

seen that MSEs significantly increase as the self-interference to noise ratio of user A (ρAA)

increases, and the blind feedback scheme outperforms the without feedback scheme. It

can also be observed that the increase of the self-interference to noise ratio of user A has

less effect on the blind feedback scheme than the without feedback scheme. For example,

maintaining MSEAA at 10−3, when ρAA increases from 0 to 30 dB, requires an increase

of SNRA only around 2.5 to 3 dB in the blind feedback scheme. However, it requires an

increase of roughly 10 dB on the without feedback scheme. Therefore, the use of the blind

feedback scheme can significantly improve the channel estimation processes at user A.
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Fig. 5.5: MSEAA versus SNRA in case of passive eavesdropper.

5.3.3.2 MSE at the eavesdropper user E

Next, we also evaluate the MSE of the wiretap channel hBE versus the signal-to-noise

ratio at the eavesdropper user E (SNRE) for various values of self-jamming to noise ratio

from user A, ρAE. Based on Fig. 5.7, it can be clearly observed that user E cannot estimate

the wiretap channel well, especially in the case of a high value of the self-jamming to noise

ratio of user A, ie. ρAE increases higher than 10 dB. This behavior is due to the lack of

knowledge of reference signal of the transmitter as well as the power of self-jamming signal
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Fig. 5.6: MSEBA versus SNRA in case of passive eavesdropper.

from user A, which is too greater than the power of intended signal. So, we can conclude

that user E cannot accurately estimate the wiretap channel in passive mode.
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Fig. 5.7: MSEBE versus SNRE in case of passive eavesdropper.

5.3.4 BER Performances in Passive Case

5.3.4.1 BER at the legitimate receiver user A

BER performances versus SNRA of user A, for different values of the self-interference

to noise ratio of user A (ρAA) are presented in Fig. 5.8a and Fig. 5.8b for both without

feedback and blind feedback scheme, respectively. We can observe that self-interference to

noise ratio also significantly impacts on the BER performance, i.e. BER increases as the

ρAA increases and the rise of BER is bigger for larger SNRA. It also shows an interesting

result that when maintaining BERA = 10−5 and increasing the self-interference to noise

154



Chapter 5 VUONG Quoc Bao

ratio ρAA from 0 to 30 dB, the blind feedback scheme needs about 2 to 3 dB in SNRA to

obtain that BER, while the without feedback scheme requires larger than 5 dB in SNRA

to achieve comparable results. Therefore, in the passive eavesdropper case, the increase

of self-interference to noise ratio has less effect on the blind feedback scheme in the BER

performance at the legitimate receiver user A.
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Fig. 5.8: BERA versus SNRA in case of passive eavesdropper.

5.3.4.2 BER at the eavesdropper user E

At the eavesdropper user E, BER performances versus SNRE, is also calculated to

evaluate how much user E can decode the message sent from user B. For the rest of this

chapter, we have decided to keep the same BER ranges (100 to 10−5) without focusing

on the useful ranges in order to allow a visual comparison of the different schemes and

especially the performances difference between legitimate user A and eavesdropper E. As

shown in Fig. 5.9, it is shown that the presence of a self-jamming signal from user A

has a significant impact on the estimation and decoding process of user E, regardless of

the knowledge of the channel coding used for decoding. The best BER that user E can

obtain is about BERE = 10−3 at SNRE = 30 dB. Furthermore, when the self-jamming to

noise ratio ρAE is greater than 15 dB, user E almost cannot decode the intended message

from user B. It can be explained that user A can estimate well the SI channel and cancel

the SI component because user A has its generated self-jamming signal xA as reference.

Moreover, applying the blind feedback scheme also improves the channel estimation and

decoding processes although user A also has no knowledge about reference signal from

user B. In contrast, user E has no knowledge about the reference signal of user B and

the self-jamming signal of user A and there is no interference cancellation mechanism

applying, instead, it uses only the SPA decoding scheme to decode the intended message.
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Fig. 5.9: BERE versus the SNRE in case of passive eavesdropper.

Therefore, user E can not efficiently operate in the estimation and decoding process. In

summary, applying the joint iterative estimation and decoding to the legitimate receiver

user A can significantly improve the secrecy reliability factor in FD wiretap transmission,

and also maintains well security factor because user E cannot decode the intended message

from user B.

5.3.5 Security Gap Performance

The security gap Sg is clearly related to the error rate achieved on the receiver side of

user A and user E. In order to adapt for the practical applications, we set up BERA,max =

10−5 and BERE,min = 0.5 for the maximum and minimum average errors that user A

and user E can reach, respectively. Based on the results in Fig. 5.8 and Fig. 5.9,

the minimum SNR at the legitimate user A, SNRA,min and the maximum SNR at the

eavesdropper user E, SNRE,max to obtain BERA,max = 10−5 and BERE,min = 0.5 can

be pointed out, respectively. Then, these values are recorded corresponding to different

levels of the general self-jamming power to noise ratio ρSJ . Finally, the security gap Sg is

calculated based on Equation 5.1 and summarized in Table. 5.2.

Fig. 5.10 shows the security gap versus the various values of the self-jamming power

to noise ratio (ρSJ) in the case of blind without feedback and blind feedback at user A.

The result shows that the increase of self-jamming power to noise ratio ρSJ leads to a

decrease in the security gap Sg. For example, the security gap Sg can be dramatically

reduced from 7 to 10 dB when the blind feedback scheme is applied. Indeed, Sg can go to

-0.2 dB when ρSJ = 35 dB. Therefore, it obtains an important target of the PLS, which

is to maintain the security gap as small as possible.

Next, we will consider the second case with active eavesdropper, where user E can also

send its jamming message to destroy the reception and decoding processes of user A.
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Table 5.2: Security gap Sg in case of passive eavesdropper

ρSJ SNRE,max

Without feedback at user A Blind feedback at user A

SNRA,min Sg SNRA,min Sg

0 4.1 23.8 19.7 16.5 12.4

5 5.8 24.5 18.7 16.8 10.8

10 8.1 25.1 17 17.2 9.1

15 10.3 25.6 15.3 17.6 7.3

20 12.4 26.7 14.3 17.9 5.5

25 14.3 27.5 13.2 18.1 3.8

30 16.6 29 12.4 18.3 1.7

35 18.8 30 11.2 18.6 -0.2
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Fig. 5.10: Sg versus ρSJ in case of passive eavesdropper.

5.4 Case II: Active Eavesdropper

5.4.1 Active Eavesdropper System Model

The wiretap channel system model with the use of FD self-jamming and the presence

of an active eavesdropper is shown in Fig. 5.11.

In this case, both user A and user E operate in FD transmission mode to simultane-

ously receive the intended information message from user B and transmit the self-jamming

or jamming signal to other users. In particular, user B wants to send his encoded message

xB to the legitimate receiver user A by the intended channel, while the eavesdropper user

E not only tries to listen to and decode user B’s message by the wiretap channel, but

also broadcasts simultaneously its jamming signal to user A. Consequently, the received
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Fig. 5.11: Wiretap FD transmission with self-jamming in case of active eavesdropper.

signals in digital domain at user A and user E, respectively, are given by:

yA[n] = yBA[n] + yAA[n] + yEA[n] + wA[n] (5.6)

= (
√
pBxB ∗ hBA)[n] + (

√
pAxA ∗ hAA)[n] + (

√
pExE ∗ hEA)[n] + wA[n];

yE[n] = yBE[n] + yEE[n] + yAE[n] + wE[n] (5.7)

= (
√
pBxB ∗ hBE)[n] + (

√
pExE ∗ hEE)[n] + (

√
pAxA ∗ hAE)[n] + wE[n];

It can be seen that the signal-to-noise ratio at user A is reduced due to the impact of

the jamming signal from user E, which leads to an increase in noise at the receiver of user

A. Therefore, besides the proposed blind feedback scheme, the joint iterative SI chan-

nel estimation and equalization processes with the semi-blind algorithm JSIB DSICED3,

which has been studied in Section 4.3 of Chapter 4, should be used at user A in order to

eliminate the SI component and estimate the intended signal x̂SoI . Because the proposed

semi-blind algorithm shows its robustness in the low region of SNR, compared to the blind

algorithm. Indeed, the principle of this algorithm is to use four pilot symbols between

the transceivers (which is a sufficient number of pilot symbols as shown in Section 4.3)

to perform the channel estimation processes as well as feedback loop. At user E, in order

to distinguish the decoding behavior of the legitimate receiver (user A) and the eaves-

dropper (user E), and also show the robustness of two proposed feedback schemes over

the conventional without feedback schemes, user E will use only blind without feedback

scheme DSICED3 WO/F and semi-blind without feedback scheme SB DSICED3 WO/F.

In case of semi-blind without feedback scheme, it is also assumed that four pilot symbols

are observed by user E. This scheme is studied in Section 4.2 of Chapter 4.

Next, we will introduce the performance in terms of MSE, BER and security gap Sg
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in the case of active eavesdropper.

5.4.2 MSE performances in Active Case

5.4.2.1 MSE at the legitimate receiver user A

First of all, Fig. 5.12 and Fig. 5.13 illustrate the MSEs of the SI channel and the

intended channel at user A for the blind feedback scheme and the semi-blind feedback

scheme, respectively, versus SNRA, for different power values of the jamming to noise

ratio ρEA broadcast from user E, while the self-interference to noise ratio at user A, ρAA,

is fixed at 30 dB. It can be seen that the presence of jamming signal from user E impacts

significantly on the SI channel estimation at user A, where it increases the noise level at

receiver side at user A, compared with the passive case. Indeed, the gain between each

MSE’s curve is bigger than in the passive case, whatever the algorithm used, which means

that the system requires higher SNRA to estimate the channel. Furthermore, the semi-

blind feedback scheme outperforms the blind feedback scheme, i.e. it converges faster to

the error floor and achieves better results than the blind feedback scheme because the

trace off of four pilot symbols is used. Therefore, using the semi-blind algorithm can

improve the channel estimation processes and reduce the impact of jamming signal from

eavesdropper.
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Fig. 5.12: MSEAA versus SNRA, ρAA = 30 dB in case of active eavesdropper.

5.4.2.2 MSE at the eavesdropper user E

Next, Fig. 5.14 and Fig. 5.15 show the MSEs of the SI channel hEE and the wiretap

channel hBE versus SNRE at the eavesdropper user E, for various values of self-jamming

to noise ratio from user A, ρAE. The self-interference to noise ratio at user E, ρEE, is fixed

at 30 dB. It can be clearly observed that user E can not estimate well the wiretap channel
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Fig. 5.13: MSEBA versus SNRA, ρAA = 30 dB in case of active eavesdropper.

as well as the SI channel, especially in case of high value of self-jamming to noise ratio

from user A, i.e. ρAE increases higher than 20 dB. So, self-jamming signal provided by

user A influences significantly to the receiver side of user E, where user E can not perform

well the wiretap channel estimation in active mode although user E also knows the pilot

symbols. Moreover, the power of the combination of the self-jamming of user A and its

SI component at user E is also higher than the power level of the intended message from

user B. Therefore, the blind without feedback scheme and semi-blind without feedback

scheme, which are applied to user E, cannot estimate the channels well.
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Fig. 5.14: MSEEE versus SNRE, ρEE = 30 dB in case of active eavesdropper.
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Fig. 5.15: MSEBE versus SNRE, ρEE = 30 dB in case of active eavesdropper.

5.4.3 BER Performances in Active Case

5.4.3.1 BER at the legitimate receiver user A

BER performances versus SNRA at user A for different values of jamming to noise

ratio from user E (ρEA) are illustrated in Fig. 5.16a and Fig. 5.16b for both blind feedback

scheme and semi-blind scheme at user A, respectively. The self-interference to noise ratio

at user A (ρAA) is set at 30 dB. We can observe that BER increases as the jamming to

noise ratio of user E (ρEA) increases and the increase of BER is bigger for larger SNRA,

compared with the passive case. We can also remark that the semi-blind scheme is less

sensitive to the jamming from user E than the blind feedback scheme, and it also converges

faster to the error floor than the other. In particular, when maintaining BERA = 10−5

and increasing the jamming to noise ratio, ρEA from 0 to 30 dB, the blind feedback scheme

needs about 5 dB in SNRA, while the semi-blind feedback scheme requires only 2.5 to

3 dB to reach that result. Therefore, the semi-blind feedback scheme is suitable in the

case of active eavesdropper because the increase of jamming power from the active user

E has less influence in BER performance at the legitimate receiver user A. In fact, it can

considerably improve the reliability factor of secrecy in FD wiretap transmission in the

case of active eavesdropper.

5.4.3.2 BER at the eavesdropper user E

At the active eavesdropper user E, BER performances versus SNRE, is also calculated

to evaluate the amount of message that user E can decode. As shown in Fig. 5.17, it can

be seen that the combination of both jamming signal from user A and self-interference

component at itself has a major impact on the estimating and decoding process of user

E. Because the combination power of these two signals is too large than the power of the

161



Chapter 5 VUONG Quoc Bao

-10 -5 0 5 10 15 20 25 30

SNR (dB)

10-5

10-4

10-3

10-2

10-1

100

B
E

R
A

Active, 
EA

 = 35 dB

Active, 
EA

 = 30 dB

Active, 
EA

 = 25 dB

Active, 
EA

 = 20 dB

Active, 
EA

 = 15 dB

Active, 
EA

 = 10 dB

Active, 
EA

 = 5 dB

Active, 
EA

 = 0 dB

Active, 
EA

 = -30 dB

Passive, 
EA

 = 30 dB

(a) Blind feedback

-10 -5 0 5 10 15 20 25 30

SNR (dB)

10-5

10-4

10-3

10-2

10-1

100

B
E

R
A

Active, 
EA

 = 35 dB

Active, 
EA

 = 30 dB

Active, 
EA

 = 25 dB

Active, 
EA

 = 20 dB

Active, 
EA

 = 15 dB

Active, 
EA

 = 10 dB

Active, 
EA

 = 5 dB

Active, 
EA

 = 0 dB

Active, 
EA

 = -30 dB

Passive, 
EA

 = 30 dB

(b) Semi-blind feedback.

Fig. 5.16: BERA versus SNRA, ρAA = 30 dB in case of active eavesdropper.
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Fig. 5.17: BERE versus SNRE, ρEE = 30 dB in case of active eavesdropper.

intended signal, and user E only uses the blind or semi-blind without feedback scheme

for channel estimation and decoding, regardless of the knowledge of channel coding used

for decoding and the four pilot symbols. The best BER that user E can obtain is about

BERE = 10−2 at SNRE = 30 dB, corresponding to the lowest level of self-jamming to

noise ratio from user A, ρAE = 0 dB. Consequently, when the power of self-jamming signal

from user A increases, user E needs very large SNRE to decode the intended message

from user B.

Furthermore, Fig. 5.18 shows the BER of user E versus SNRE for various values

of the self-interference to noise ratio of itself, ρEE, while the self-jamming to noise ratio

of user A, ρAE is fixed at 30 dB. It shows that if user E tries to increase the power of

jamming signal that is sent to user A, it leads to the increase of BER of itself because

of the increase of self-interference to noise ratio ρEE. Although SI can be suppressed by

the knowledge of SI signal by classical DSIC process, the interference from self-jamming
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Fig. 5.18: BERE versus SNRE, ρAE = 30 dB in case of active eavesdropper.

signal from user A still significantly impacts on the blind without feedback scheme and

semi-blind without feedback scheme. It looks like the case of passive eavesdropper, when

user E cannot suppress well the interference from jamming signal of user A. However,

the BER of user A is less sensitive to the increase power of user E, especially for the

semi-blind feedback scheme, as shown in Fig. 5.16.

Therefore, it can be concluded that user E cannot decode well the message regardless

when blind without feedback scheme or semi-blind without feedback scheme are used.

5.4.4 Security Gap Performance

Considering the same assumptions that have been made for background noises and

propagation channels in the case of passive eavesdropper in Section 5.3.5, it is also possible

to simplify the notations and to denote in general the self-jamming power to noise ratio as

ρSJ for both self-jamming (ρAE) and jamming (ρEA) channels. Since in these conditions,

we have ρSJ = ρAE = ρEA. Adapting for practical applications, we also set BERA,max =

10−5 and BERE,min = 0.5 for the maximum and minimum average errors that user A and

user E can obtain, respectively. According to the results in Fig. 5.16 and 5.17, in order

to achieve BERA,max = 10−5 and BERE,min = 0.5, the minimum SNR at the legitimate

user A, SNRA,min and the maximum SNR at the eavesdropper user E, SNRE,max can

be pointed out for different values of general self-jamming power to noise ratio (ρSJ) and

for different decoding schemes at user A and user E, respectively. Then, the security gap

Sg is calculated based on SNRA,min and SNRE,max and summarized in Table. 5.3 and

Table. 5.4 when using blind without feedback and semi-blind without feedback at user E,

respectively.

Fig. 5.19 shows the comparison of the security gap Sg with the various values of

the general self-jamming power to noise ratio, ρSJ between the application of the blind
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Table 5.3: The security gap when applying blind without feedback scheme at user E.

ρSJ

Blind without feedback Blind feedback Semi-blind feedback

at user E at user A at user A

SNRE,max SNRA,min Sg SNRA,min Sg

0 10.7 24.9 14.2 19.9 9.2

5 12.8 25.7 12.9 20.3 7.5

10 15.4 26.3 10.9 21 5.6

15 17.5 26.8 9.3 21.5 4

20 19.9 27.6 7.7 22 2.1

25 22.2 28.5 6.3 22.3 0.1

30 25.6 29.8 4.2 22.8 -2.8

35 28.5 30.7 2.2 23.7 -4.8

Table 5.4: The security gap when using semi-blind without feedback scheme at user E.

ρSJ

Semi-blind without feedback Blind feedback Semi-blind feedback

at user E at user A at user A

SNRE,max SNRA,min Sg SNRA,min Sg

0 6.2 24.9 18.7 19.9 13.7

5 8.2 25.7 17.5 20.3 12.1

10 10.8 26.3 15.5 21 10.2

15 13.4 26.8 13.4 21.5 8.1

20 16.1 27.6 11.5 22 5.9

25 18.2 28.5 10.3 22.3 4.1

30 21.5 29.8 8.3 22.8 1.3

35 24.2 30.7 6.5 23.1 -1.1

feedback scheme and the semi-blind feedback scheme on the decoding side of user A. It

indicates that the increase in the self-jamming power to noise ratio ρSJ leads to a decrease

in the security gap Sg for all cases. The proposed semi-blind feedback scheme also allows

reducing the security gap Sg from about 5 to 7 dB compared to the blind feedback scheme

regardless of the use of the blind or semi-blind without feedback scheme in user E. When

the semi-blind feedback is applied at user A and the blind without feedback is used at

user E It can also seen that the security gap can approach to 0 at ρPJ = 25 dB and also

lower than 0 when ρPJ > 25 dB, i.e. Sg = −2.8 dB when ρSJ = 30dB, which is the
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perfect security and reliability condition. Therefore, it can maintain the security gap as

small as possible, which is the most important factor in PLS. Furthermore, the SNRA of

user A is reduced when performing channel estimation or decoding the message using the

semi-blind feedback scheme, compared to the blind feedback scheme, which means that

the system not only guarantees the security factor, but also improves power consumption.
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Fig. 5.19: Sg versus ρSJ in case of active eavesdropper.

5.5 Conclusion

The secrecy analysis of FD short-packet transmission in wiretap channel for both

passive and active eavesdroppers has been implemented subject to the constraints of

MSE, BER, and security gap Sg. This chapter highlights that the presence of a jamming

signal has a major effect on the reliability and security factors in PLS. To deal with it,

a joint iterative SI channel estimation, propagation channel estimation, and decoding

algorithm in FD transmissions via feedback has been applied at the legitimate receiver

including blind feedback or semi-blind feedback schemes in the case of passive and active

eavesdropper, respectively. The numerical results show that the proposed algorithms, such

as the blind feedback scheme in the passive case and the semi-blind feedback scheme in the

active case, outperform the conventional without feedback algorithm, where the security

gap Sg is significantly reduced. Moreover, it can be noticed that the blind feedback

scheme in the case of passive eavesdropper and semi-blind feedback scheme in the case of

active eavesdropper are less sensitive to the increase of self-jamming power. Moreover, the

SNR of the legitimate receiver is reduced when applying the proposed schemes to decode

the intended message, which means that the system not only ensures the security factor

well, but also significantly improves the power consumption by reducing the transmitting

power. Therefore, the presence of joint iterative estimation and decoding with blind and

semi-blind algorithms at the legitimate receiver is highly recommened to enhance the

security of FD wiretap transmission, especially in short-packet transmission specific to

IoT applications and green communications.
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Conclusion and Future Works

Conclusion

In conclusion, this thesis first summarizes the state-of-the-art in SI cancelation pro-

cesses, especially in the digital domain with the LMS and RLS algorithms. In fact, the

RLS algorithm with λ = 0.999 gives a sufficient performance in DSIC process. Then, the

encoding and decoding processes of recent and efficient radio channel coding schemes for

5G networks are also studied.

Then, this thesis illustrates the effects of residual SI and quantization noise due to

the DAC/ADC process on the SISO FD transmission system. It can be clearly seen that

SI power is a major factor that degrades the system performances and the quantization

noise also significantly degrades the transmission quality. Therefore, the bit resolution

should be chosen carefully and oversampling should be applied in ADC process in order

to reduce the effects of quantization noise, especially for green communications system

and IoT applications. Furthermore, the use of channel coding schemes for new radio net-

work such as 5G QC-LDPC, Polar codes and Turbo codes plays a significant role in FD

transmission. They allow a reconstruction of the informative signal close to optimal per-

formances without SI and quantization noise. Therefore, such high performance channel

coding techniques are prime candidates to ensure information integrity in FD transmis-

sion. Among these coding schemes, 5G LDPC codes seem to give sufficient results, so we

choose it as the main coding scheme for further implementation of our proposed algorithms

throughout this thesis.

Moreover, this thesis also proposed joint iterative channel estimation and decoding

algorithm in SISO FD short packet transmissions with DSIC process for blind and semi-

blind algorithms, which are denoted as JIB DSICED3 and JSIB DSICED3, respectively.

The beauty-of-art of the proposed blind algorithm is taking advantage of iterative algo-

rithms of 5G LDPC at the decoding process to design simultaneous channel estimation

and decoding in each iteration in order to efficiently cancel the SI component and im-

prove the simultaneous channel estimation and decoding in the next iteration. However,

the blind algorithm has poor performance in the low region of the SNR. Therefore, the

semi-blind algorithm should be further developed and proposed. The innovation of the

proposed semi-blind algorithm is taking advantage of known pilot symbols and iterative

algorithms to improve the system performance in the low region of SNR. Numerical results

167



VUONG Quoc Bao

showed that the proposed algorithms outperform the conventional algorithm in terms of

MSE, BER, processing time, computational complexity and SI sensitivity. As a result, the

choice between semi-blind and blind schemes depends on the applications and purposes.

Both of them are relevant solutions for short packet FD transmission, which is one of the

important functional characteristics of IoT transmissions and green communications.

Last but not least, this thesis illustrates that the power of the self-jamming signal or the

jamming signal is the major factor that affects the reliability and security factors in PLS.

To deal with it, a joint iterative SI channel estimation, propagation channel estimation,

and decoding algorithm in FD transmissions with blind or semi-blind algorithms has

been applied at the legitimated receiver in the case of passive and active eavesdroppers,

respectively. Numerical results show that the proposed algorithms, such as blind feedback

scheme in passive case and semi-blind feedback scheme in active case, outperform the

conventional without feedback algorithm, where security gap Sg is decreased significantly.

Moreover, it also shows that the proposed schemes are less sensitive to the increasing of

self-jamming power. Moreover, the SNR of the legitimate receiver is reduced when the

proposed schemes are applied, which means that the system not only guarantees well

the security factor but also improves significantly the power consumption regardless of

the varying of the position of eavesdropper. Therefore, the presence of joint iterative

estimation and decoding with blind and semi-blind algorithms at the legitimate receiver

is highly recommended to enhance the security of FD wiretap transmission, especially in

short-packet transmission for IoT applications and green communications.

Future Works

Many interesting factors still remain and should be examined further in FD short-

packet transmission and channel coding schemes, especially in the physical layer security

area. The impacts of a higher order of modulation in FD short-packet transmissions

need to be considered. Therefore, it is possible to expand this work to the non-binary

LDPC codes, which are used to overcome the weakness of the binary codes in short code

lengths and higher orders of modulation such as 16-QAM or 64-QAM. In the near future, a

Software Define Radio (SDR) implementation of the proposed algorithm will be developed

in realistic transmission scenarios to evaluate its performance on real signals, especially for

IoT applications and green communications. For the PLS area, it is interesting to switch

the two decoding algorithms and behaviors of the legitimate receiver and the eavesdropper.

The decoding strategies of the eavesdropper are also considered in near future, i.e. using

2 antennas or blind source separation to decode the message from the transmitter. Then,

different criteria to evaluate the PLS should be studied such as secure key generation.

The impact of different locations of eavesdropper and the distances between three users

(transmitter, receiver and eavesdropper) is also implemented for different values of ρAA

and ρAE in case of passive eavesdropper and ρAE and ρEA in case of active eavesdropper.
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Last but not least, the theoretical and analytical approach for both Cramér–Rao Lower

Bounds (CRLBs) for channel estimation and also the lower bound of the BER will be

considered in the near future.
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Titre : Approches Conjointes d’Annulation d’Auto-Interférences, d’Estimation de Canal et de Déco-
dage en Full-Duplex pour la Sécurité de la Couche Physique des Transmissions IoT

Mot clés : Full-Duplex, Codage Canal, Annulation d’interférences, l’algorithme aveugle et semi-

aveugle, Short-packet, Sécurité Couche Physique pour les Communications

Résumé : Cette thèse a pour but d’améliorer
la fiabilité des données et de renfoncer la sé-
curité au niveau de la couche physique dans le
cadre de transmissions IoT. Pour atteindre ces ob-
jectifs, l’utilisation d’une transmission SISO Full-
Duplex a été retenue. L’un des inconvénients de
ce mode de transmission est qu’il est nécessaire
d’annuler analogiquement et/ou numériquement
l’auto-interférence, afin de conserver des per-
formances admissibles. L’auto-interférence rési-
duelle après annulation analogique partielle peut
être supprimée en partie à l’aide d’algorithmes
numériques d’annulation d’auto-interférence. Tout
d’abord, plusieurs codes correcteurs d’erreurs,
utilisés dans le cadre de la 5G, ont été étu-
diés afin d’améliorer l’annulation de l’auto in-
terférence résiduelle et du bruit de quantifica-
tion. Ensuite, deux schémas (aveugle et semi-

aveugle) itératifs conjoints ont été développés
dans le cadre de transmissions Full-Duplex de pa-
quets courts afin de supprimer l’auto-interférence
résiduelle et d’améliorer conjointement l’estima-
tion des canaux de transmission et le déco-
dage de l’information. Les algorithmes proposés
offrent de meilleures performances que l’algo-
rithme conventionnel en termes d’erreur quadra-
tique moyenne, de taux d’erreur binaire, de temps
de calcul, de complexité de calcul et de sensibi-
lité. Enfin, cette thèse montre également que la
combinaison des algorithmes itératifs conjoints et
de l’auto brouillage au niveau du récepteur légi-
time est fortement recommandée afin de garantir
la fiabilité et la sécurité des données dans le cas
où la transmission serait écoutée et/ou perturbée
par un brouilleur.

Title: Full-Duplex Joint Self-Interference Cancellation, Channel Estimation and Decoding Approaches
for IoT Transmissions Physical Layer Security

Keywords: Full-Duplex, Channel Coding, Self-Interference Cancellation, Joint Iterative Blind and

Semi-Blind Algorithm, Short-packet, Physical Layer Security

Abstract: This thesis aims to improve data relia-
bility and security at the physical layer level in the
context of Internet of Things (IoT) transmissions.
To achieve these goals, the use of a SISO Full-
Duplex (FD) transmission has been considered.
One of the disadvantages of this mode of trans-
mission is that it is necessary to cancel the Self-
Interference (SI) in RF/analog domains and/or in
digital domain to maintain sufficient performance.
In fact, residual SI after partial analog cancellation
can be partly suppressed using digital SI cancel-
lation algorithms. First of all, several error correct-
ing codes that used in the context of 5G & Be-
yond, have been studied to improve the cancella-
tion of the residual SI and quantization noise. Af-

terwards, two joint iterative (blind and semi-blind)
schemes have been developed within the frame-
work of short-packet FD transmissions to jointly
remove the residual SI and improve the estimation
of the transmission channels and the decoding
process. The proposed algorithms provide bet-
ter performance than the conventional algorithm
in terms of Mean Square Error (MSE), Bit Error
Rate (BER), processing time, computational com-
plexity and SI sensitivity. Finally, this thesis also
shows that the combination of joint iterative algo-
rithms and self jamming at the legitimate receiver
is strongly recommended to ensure reliability and
data security in the case that the transmission is
eavesdropped and/or disrupted by a jammer.
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